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Preface

With the shift towards a knowledge society, changing working conditions and
the continuous evolution of information and communication technologies, peo-
ples’ knowledge and skills need continuous development. Technology-enhanced
learning is one of the strategic objectives of the EU/IST Work Program, with
the goal of “improving the efficiency and cost-effectiveness of learning, for in-
dividuals and organizations, independent of time, place and pace.” Innovative
infrastructures, methods and approaches are needed to reach this goal, and will
facilitate transfer and sharing of knowledge between individuals and in organiza-
tions. For e-learning, as in e-commerce and e-business, systemic changes wrought
by emerging technologies are also changing the relationships between consump-
tion and production—in this case of knowledge—as what many call ‘Web 2.0’
becomes more interactive and user-generated content becomes more widespread.

EC-TEL 2006, the First European Conference on Technology-Enhanced
Learning, provided a unique forum for all research related to technology-
enhanced learning in Europe and world-wide, as well as its interactions with
knowledge management, business processes and work environments, through
specialized workshops and the main conference. Additionally, EC-TEL 2006 pro-
vided unique networking possibilities for participating researchers throughout
the week and included project meetings and discussions for EU/IST projects
funded within the sixth framework program under the action line of “Technology-
Enhanced Learning and Access to Cultural Heritage.”

EC-TEL 2006 was organized by the Professional Learning Cluster (PRO-LC).
PRO-LC has been founded by a cluster of major European research projects
in the area of technology-enhanced learning focusing on professional learning:
the Network of Excellence in Professional Learning (PROLEARN) and the In-
tegrated Projects PROLIX, APOSDLE, and TENCompetence. Further mem-
bers are the Specific Targeted Research Projects COOPER and iCamp as well
as the projects “Embedding ICT/ Multimedia Standardisation Initiatives into
European Vocational Training Development Strategies” (Leonardo da Vinci),
EUCAM ( Multilingual Communication in European Car Manufacturing), and
BASE2 ( Broadband Access Satelite Enabled Education).

EC-TEL 2006 received 192 submissions, 146 of those full papers. All sub-
missions went through a rigorous review process, with a final acceptance rate
of about 22% for full papers. Based on the reviews, the Program Committee
accepted 33 full papers, 16 short papers, as well as 33 posters to be presented in
a poster presentation session. In addition, 9 workshops out of 18 proposed and a
session on EU/IST funding for technology-enhanced learning research completed
the program.



VI Preface

Thanks to this ambitious and competitive selection process, EC-TEL 2006
managed to bring together the leading experts in the field of technology-enhanced
learning, addressing the following topics during the conference:

– Collaborative Learning
– Personalized Learning
– Multimedia Content
– Semantic Web, Metadata and Learning
– Workplace Learning
– Learning Repositories and Infrastructures for Learning
– Experience Reports, Assessment, and Case Studies

An event such as EC-TEL 2006 requires much support at different levels:
We are grateful to our invited keynote speakers for sharing with our attendees
their ideas about the future development of technology-enhanced learning. Many
thanks go to all authors who submitted their papers and of course to the Program
Committee for their careful reviews. The contributions which were selected by
our Program Committee are published in these proceedings.

Peter Dolog worked hard to get the conference proceedings ready in time, and
helped with many other tasks necessary for a successful conference, for which
we thank him a lot. We also want to thank our staff at L3S in Hannover and
the Know-Center in Graz for their high motivation in preparing and organizing
EC-TEL 2006. Finally, our special thanks go to all members of our Organizing
Committee as well as additional staff from NCSR in Athens and L3S Research
Center in Hannover who were responsible for successfully organizing the entire
event and in supporting our attendees — and all this without losing patience
and gentleness! We are convinced that EC-TEL 2006 was a terrific start for our
new conference series and we hope that the conference in Crete provided you
with new ideas for your research and with new opportunities for partnerships
with other research groups.

July 2006 Wolfgang Nejdl and Klaus Tochtermann
Program Co-chairs

EC-TEL 2006
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Nicolas Manin, Sébastien George, Patrick Prévot

A Mechanism to Support Context-Based Adaptation in M-Learning . . . . . 302
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Viviane Guéraud, Jean-Michel Cagnat

Electronic Portfolios as a Means for Initializing Learner Models
for Adaptive Tutorials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482

Zinan Guo, Jim Greer

New Media for Teaching Applied Cryptography and Network Security . . . 488
Ji Hu, Dirk Cordel, Christoph Meinel

Initiating Technology-Enhanced Learning at a Public-Sector Institution
in a Developing Country . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 494

Muhammad F. Kaleem

Requirements and an Architecture for a Multimedia Content
Re-purposing Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500

Marek Meyer, Tomas Hildebrandt, Christoph Rensing,
Ralf Steinmetz

Developing a Reference Model to Describe the Personal Learning
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 506

Colin D. Milligan, Phillip Beauvoir, Mark W. Johnson,
Paul Sharples, Scott Wilson, Oleg Liber



Table of Contents XV

Semantic Modelling of Learning Objects and Instruction . . . . . . . . . . . . . . . 512
Claus Pahl, Mark Melia

Context-Aware Workplace Learning Support: Concept, Experiences,
and Remaining Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 518

Andreas Schmidt, Simone Braun

A Context-Model for Supporting Work-Integrated Learning . . . . . . . . . . . . 525
Armin Ulbrich, Peter Scheir, Stefanie N. Lindstaedt,
Manuel Görtz
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José J. Pazos-Arias, Jesús Bermejo-Muñoz
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From Clicks to Touches: Enabling Face-to-Face Shared 
Interface 

Chia Shen 
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Making the interactions with a digital user interface disappears into and becomes a 
part of the human to human interaction and conversation is a challenge. Conventional 
metaphor and underlying interface infrastructure for single-user desktop systems have 
been traditionally geared towards single mouse and keyboard-based WIMP interface 
design. On the other hand, people usually meet around a table, facing each other. A 
table setting provides a large interactive visual surface. It encourages collaboration, 
coordination, as well as simultaneous and parallel problem solving among multiple 
people. In this talk, I will describe six particular challenges for the design of direct-
touch tabletop environments, and present solutions and experiences to these 
challenges. 

The term display suggests a device used solely to output visual information, 
untouched for fear of occluding or dirtying the screen. Surfaces, meanwhile, are free 
of this burden – they are a part of the physical environment, and invite both touching 
and interaction. What happens, then, when surfaces become displays and when input 
and visual output spaces are superimposed, creating touchable, interactive surfaces? 
Such surfaces can be used in any number of ways; one exciting form-factor is as a 
horizontal, interactive, computationally augmented tabletop. Interactive tables provide 
three potential benefits for users over traditional displays: First, since a direct touch 
interactive table serves both as a display and as the user’s immediate direct input 
device, natural hand gestures and intuitive manipulations may be employed to 
improve the fluidity and reduce the cognitive load of interaction between the user and 
the digital content. Second, by leveraging the tendency to gather around a table for 
face-to-face interaction, a horizontal tabletop surface offers affordances and 
opportunities for building and enhancing co-located collaborative environments. 
Third, large surfaces such as tabletops offer a spacious work area that may influence 
working styles and group dynamics. The larger area also provides a larger visual field, 
which may be utilized as external physical memory in order to extend the working 
memory capacity of its users, and as an external cognitive medium. 

In the past few years, in our pursuit to exploit the advantages and the affordances 
of direct-touch surfaces, we have designed, implemented and studied a variety of 
tabletop user interfaces, interaction techniques, and usage scenarios. We have also 
carried out empirical evaluations, and obtained preliminary findings on how people 
using a story-sharing table with digital photos, on non-speech audio feedback on 
multi-user interactive tabletops, and on some of the effects of the size of groups on 
different aspects of multi-user tabletop collaboration. 
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Abstract. This paper is authored by Fabrizio Cardinali, the CEO of Giunti 
Interactive Labs (www.giuntilabs.com),   provider of Europe’s leading SCORM 
based eLearning and Mobile Learning Content Management Solution, learn 
eXact™. The paper introduces how new generation Learning Content 
Management Services and Solutions for rapid and massive content production 
and personalization can better manage changes needed in the professional and 
vocational training methods and tools for global corporations entering the new 
Millennium. Skills based Content Tagging and Mobile, Location Based, 
Learning Content management are presented as  two possible possible trends 
towards learning personalization to accelerate time to competency in global 
economies  needing to cope with the the demographic and up skilling 
chellanges  launched by New World Economies such as China and India. 

Keywords: Personal Learning, Skills & Competency based Education, 
Location Based, Context Aware, Mobile Learning, Learning Content 
Management System, LCMS, ePortfolio Management Systems, Skills 
Management Systems. 

1   Introduction 

The global labor market is facing clear trends that will dramatically change 
professional training and development and the way we will use eLearning 
technologies to better cope with such changes in the next decade. Leading economies, 
such as the US, Europe and Japan, are clearly shrinking in population whilst emerging 
economies such as India and China, are recording sky rocketing positions in the 
global labor market. More than 1 Billion workers from emerging economies have 
joined the international labor market since 2000. At the same time Ford Motors 
expects that the number of employees older than 50 will double in Europe by 2008. 
The demographic drift, a clearly recognized pattern in today’s world labor market, 
hides a slower but even more relevant change: the will of emerging economies to 
upskill their workforce to gain higher positions in the production chain.  

Being well aware of the fact that the world wide production model set up by 
western multinationals to take advantage of the demographic drift, will be the first to 
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suffer from economic slowdowns, emerging economies want to rapidly upscale their 
value chain turning their work forces into high level knowledge workers before the 
conditions change. The Chinese Ministry of R&D has set a goal to reduce dependency 
of foreign technology to a share of 30 % from more than 50 % today whilst by 2020 
Science and Technology Innovation in China is expected to rise to 60 % in Economic 
Growth. (China Daily February 2006 on new RD spending boost in China) With an 
annual cut of at least 1 % in Europe’s growth for the next decade due to median age 
increase, it is evident that Europe needs to focus on ensuring the leading role as the 
cutting edge producer of qualitative knowledge workers in this evolving scenario. 

This paper introduces new technologies and devices for “Instant Training” and 
“Personal Learning” solutions to boost personal development plans in Knowledge 
Economies, to help individuals needing to accelerate their Time to Competency and 
Time to Knowledge in this fast forwarding World.  

2   Towards Learning Media Based Content Personalization 

The development of learning technologies over the last 30 years has been impressive, 
but only some technologies have better helped to achieve quantum leaps in the 
possible implementation of new educational strategies and models.  

Figure 1 shows that newly emerging  Mobile & Broadband Internet technologies are 
about to boost  higher levels of user interactivity  and cross community collaboration, 
favoring a heavy migration from cognitive to constructive models for online learning & 
knowledge generation. Blogs, Virtual Communities and Mobile devices are starting to 
demonstrate their effectiveness for online education, giving evidence that where workers 
and students interact amongst themselves, they construct cumulative knowledge far 
beyond self learning alone. Interaction amongst students and employees adds a 
multiplication factor to the cognitive model each one develops when interacting with 
learning information and contents alone. The learning implication of grouping would 
therefore alone be enough to justify the expected tenfold increase of mobile access to 
learning contents and experiences in the educational scenarios to come. 

 

Fig. 1. Towards Personal Learning Communities 
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. 

Fig. 2. Towards Narrowcasting (Delivering contents to Ubiquitous, Nomadic and Mobile 
Personal Learning Communities) 

On such evidence many organizations wanting to gain a leading position in the 
emerging competition towards Global Knowledge Society, are riding the tiger of 
mobile and ubiquitous access to personalized learning contents based on new 
innovative media and digital content distribution networks. As a result, today, the 
economic forces represented by telecom and media industry, are starting again to rally 
the holy land of digital content for education. Location based, context aware and 
“always on” access is becoming a must for workers on the move on a continuously 
evolving labor and professional market; and the nomadic learner is no exception.  

Narrowcasting, i.e. delivering filtered information to profiled and clustered 
communities of interests is emerging as a new marketplace as opposed to the 
unfiltered and uncontrolled (by users) content delivery paradigm at the basis of the 
mass media market which has ruled communication over the last 50 and more years. 

As the Tomita study performed in late 80s before the advent of Internet well 
depicts (figure 2), the evolution of media was missing a solution for effective and 
sustainable content personalization. On the top of the chart we have asynch 
communication media (letter, book, film.), which enable to reach a variety of users 
but with no synch capability. Then, on the bottom of the chart, we have the 
flourishing of synchronous technologies (radio, television and telecom) where “time 
to inform” is the main value… The right side of the chart represents mass 
communication as a conglomerate of all media to reach mass, the main market which 
has established over he last 50 years as the main sustainable business models. These 
three areas are the ones where most of the cash of the Industry flows today, but this 
happens because until now it was not feasible to do content personalization since 
“Self Sustainability” was reached only through larger target audience. 

Now with the advent of Broadband and Mobile Internet access, Narrowcasting, a 
new way of communication, enabling us to reach very focused communities, is 
addressing the communication gap left by “traditional” media and more than 50 years 
of Broadcasting, where content quality was only sustainable by addressing Mass 
Markets audiences leaving personal communication and development out. Today, 
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publishing just in time educational contents to communities of workers and learners 
with specific and vertical interests, something quite usual in pre-mass media teaching 
and communication, becomes again possible. Within Blogs, Podcasts and Mobile 
networks the Socratic way to teaching to communities re-emerges after years of mass 
media communication. 

3   Towards Skills Based Content Personalization 

Given the scenario depicted in the previous paragraph it is not difficult to forecast that 
in the next years, users, including workers and employees, will want to get increasing 
nomadic and ubiquitous access to their online contents and communities of interest 
making Media Content Personalization, or Narrowcasting, one of the main teaching 
paradigms the future Digital Economy, with Mobile & Location Based Knowledge 
access becoming a converging interest of Publishing, Learning, Media and Telecom 
players in the very next future. Delivering new Personalized Content Formats to 
workers on field scenarios, taking into account their devices, position and context of 
use will anyhow just be one part of the personalization equation. The other big 
challenge will be to continuously match content delivery to workers pre-existing skills 
and competences well recorded and interchanged in standard Portfolios and Learner 
Information Profiles (LIPs). 

Ambient Content, i.e. Content designed to favor seamless access to users whilst 
adapting to their skills and competencies, in the location they are, the digital device 
they have and the context they are in, will become the main format for content owners 
willing to position their services in the Knowledge Society. Conceiving new Ambient 
Content formats able to adapt to the user background and skills, location and context 
of use, making this media revolution meaningful and satisfactory for the Knowledge 
Worker of Tomorrow’s Learner centric Organizations is the other big challenge in 
Content Personalization. (see Fig 3 for a positioning of Ambient Content related to 
other Educational Formats). 

 

Fig. 3. Towards Ambient Content (Blog Learning,Location Based and Context Aware formats 
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Fig. 4. Skills Based Personalization. The Importance of Alignment between National and 
International Vocational Systems. 

In addition, Skills based Personalization will require an important alignment 
exercise between different vocational systems at both international and inter-sector 
level (see Fig.4.) to make acquired skills rapidly recognized and transferable at a pan 
European level. 

4   Mobile and Skills Based Education – Is Europe Ready? 

Although Europe has always been at the very front of new learning and media 
technologies Research and Development programs, in general the European Industry 
has never been rapid to uptake innovation at start. An unverified anecdote tells that 
when Gutenberg first disclosed his revolutionary invention to the then European 
scientific community, he was taken as the inventor of a useless solution presumably 
not capable to go beyond the limited scope of printing Bibles. And we all know how 
that story ended and the value that technology represented for Education … 

Today Europe’s RD is again at the front row of the Mobile and Personal Learning 
Revolution. 

Projects such as Mobilearn, WearitAtWork, Prolix and TenCompetence have 
managed to set up interdisciplinary consortia bringing together telecom operators, 
broadcasters, content owners, Academia and Multinationals from leading European 
sectors (e.g. Avionics, Automotive, Pharmaceuticals, Energy, Telecom & Services) 
starting to demonstrate power and effectiveness of Personal Learning via context 
aware & location based information delivery to home, work, classroom and outdoor 
workers, keeping track of their needs, habits, skills and “digital story” whilst in their 
nomadic routing across organizations and labor markets. 

But is the European Industry ready to uptake such achievements or does the rapid 
pace at which this Mobile & Personal Learning Revolution is likely to take place, 
risk, once again, to meet the European industry unprepared and unfocused? To avoid 
a skilling outrun, Europe has to rapidly conceive new learning content production and 
distribution models for its learning contents being economically viable, 
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technologically advanced and pedagogically sounded. To compete in the emerging 
international markets, higher degrees of content interoperability, localization and 
personalization must be achieved in Europe, preserving cultural differences yet 
underpinning alignment of diverse educational systems by means of technology and 
credits interoperability standards. 

Learning Resources must be designed for future proof reusability and 
internetworking based upon new generation technologies such as XML and Web 
Services, adopting application profiles and fostering design by Content Objects to 
support flexible repackaging and re-versioning for different learning paths, contexts, 
profiles and devices. Good practices in eLearning infrastructures and technologies 
together with needed pedagogic models, content formats and human resources skills 
and competencies must be rapidly promoted. Publishing and educational innovation 
must be combined with new content management technologies, dedicated to learning 
and mobile deployments; better interchange and interoperability of learning contents 
across national borders and different vocational systems in Europe must be achieved. 
Alignment of educational systems and contents become mandatory. 

5   Conclusions 

Today the demographic drift in World Population brings new challenges to the Labor 
Market. Together with upskilling strategies starting to emerge from new World 
economies, this drift can radically change the topology of labor in the next future.  

Higher degrees of Knowledge personalization become the main challenge for 
leading Economies to keep their high stake positioning in such evolving  scenario. 
Personalization that may be achieved by wider uptake of new mobile solutions 
offering location based and context aware access to Knowledge together with higher 
adaptiveness to learner’s skills, capabilities and backgrounds. 

Underestimating the needed urgency for promoting such personalization 
methodologies and technologies is a great risk to currently leading Economies in the 
evolving World. A risk no Economy can afford to take in today’s high paced trend 
towards the Knowledge Society. 
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Abstract. Existing adaptive learning systems use various user charac-
teristics for preparing personalized presentation of educational material
for each user (a student). In the process of learning limited capacity of
the human memory plays important role. The student often forgets part
of knowledge acquired during the learning. In this paper we discuss impli-
cations of remembering and forgetting for the adaptive learning systems.
We present a proposal of modeling forgetting process in adaptive learning
systems that enables including knowledge repetition into an educational
course. We implemented proposed model within the web-based adap-
tive system AHA! and demonstrate its viability on domain of learning
English-Slovak vocabulary. This includes also a technique for inserting
concepts for knowledge repeating into a running direct guided course.
Using this technique it is possible to dynamically adapt the sequence of
presented concepts to the actual state of the user model.

1 Introduction

Adaptive learning systems constitute one of the main areas where adaptive web
technologies are used [1]. Their aim is to adapt the presentation of knowledge or
navigation within the educational information space to serve effective learning.
Current adaptive learning systems recognize several aspects of a user – user
characteristics – used during the adaptation, such as user’s goals/tasks, level
of knowledge, background, preferences, interests, or user’s individual traits [2].
Important aspect considered in adaptive learning systems is undoubtedly a level
of the user’s knowledge related to the learned topic (in the IEEE Personal and
Private Information [3] learner profile denoted as the learning performance).

The user’s characteristics are represented in a user model. The user model
reflects current state of user knowledge related to the presented information as
it is comprehended by the adaptive learning system. The user’s characteristics

� This work was partially supported by the Scientific Grant Agency of Slovak Republic,
grant No. VG1/3102/06 and by the Cultural and Educational Grant Agency of the
Slovak Republic, grant No. KEGA 3/2069/04.
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change (evolve) in the course of learning in accordance with changes of current
state of his knowledge (as evaluated by the adaptive learning system). How-
ever, most current adaptive learning systems assume that the amount of user
knowledge only grows. But increasing knowledge (as a consequence of the re-
membering) is not the only process. The user can also lose (e.g., forget) some
of already acquired knowledge. The remembered knowledge is not stored in the
human memory forever but in the course of time the knowledge can (and some
of them will) drop out from the memory.

Considering remembering and forgetting is important for effective learning
process [4]. We presume that a utilization of the human memory aspects while
developing an adaptive learning system would also improve the effectiveness of
its usage through an improvement of the learning process. Assume for example
the following situation: the adaptive book “presumes” that a user possesses ad-
equate knowledge (prerequisites) for understanding a concept just explained. In
spite of truly learned concept some time ago, now – after some time passed from
this learning session – the user forgot some of the previously acquired knowledge
(because of long time without any repeating). The knowledge forgetting causes
inconsistencies between the user model as represented in the adaptive learning
system (which does not consider the remembering and forgetting in user mod-
eling) and the actual state of the user’s knowledge. As a result, we will likely
observe incorrect recommendation to the user.

Considering specific characteristics of the human memory can prevent de-
scribed situation and improve support of learning process by a learning system.
In this paper we discuss some issues related to the human memory and im-
plications for adaptive learning systems. We consider the human memory as
an aspect of the user’s background modeled in the user model. We present a
proposal for modeling the forgetting process using current adaptive web-based
systems technology together with its implementation for the AHA! system.

The rest of the paper is organized as follows. In the Section 2, we briefly
present known facts from psychology about the human memory and the processes
of remembering and forgetting. Next, in the Section 3, we give proposal for mod-
eling the forgetting process in adaptive learning systems. Section 4, presents ap-
proaches to knowledge repetition. We present a method for dynamic adaptation
of the sequence of presented concepts according to findings related to knowledge
repetition. Implementation of proposed model within the web-based adaptive
system AHA! and demonstration its viability on the domain of learning English-
Slovak vocabulary is presented in the Section 5. Finally, we give conclusions and
directions for future research.

2 Human Memory and Its Characteristics

The human mind can be viewed as an information processing system. Its archi-
tecture is thought to consist of three basic components according the Atkinson-
Shiffrin model [5]: sensory memory, working memory and long-term memory.
These components roughly correspond to the input (the human mind perceives
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Fig. 1. Human memory model

information from the outside through the senses), processing (information from
the sensory memory is processed in the working memory) and storage (processed
information is stored in the long-term memory) (see Fig. 1). Naturally, informa-
tion stored in the long-term memory can be accessed, or activated to help with
the processing in the working memory. Accessing information is perceived as
the remembering that can be viewed as a usage of the system (ability to find
information later again, i.e., to perform information retrieval). Every time we
use information from the long term memory this information is repeated. This
process is called rehearsal. Described view provides a useful basis for considering
the human memory characteristics during the learning [4].

In order to use the human memory aspects for improving the effectiveness of
learning through adaptive learning system it is important to know its character-
istics. One of the most important characteristics of the human memory is the
capacity of the working memory. Its size is well known as the “magical num-
ber seven plus or minus two” [6] describing the number of distinct items Miller
thought humans could hold in the working memory at any time. In addition,
information stored in the working memory can be looked up much faster than
in the long-term memory. However, the working memory is characterized also
by a relatively brief duration (estimates range from 12 to 30 seconds without a
rehearsal), which results in the information loss known as forgetting.

The forgetting is viewed primarily as a consequence of:

– fading (trace decay) over time,
– interference (overlaying new information over the old) or
– lack of retrieval cues.

Function of the volume of remembered information depends on time and has a
character of falling an exponential curve. So called the forgetting curve was first
described by Ebbinghaus in 1885 [7]. To test the retention, Ebbinghaus practiced
a list of information items until he was able to repeat the items correctly two
times in a row. He then waited varying lengths of time before testing himself
again. The forgetting turned out to occur most rapidly soon after the end of
practice, but the rate of forgetting slowed as time went on and fewer items could
be recalled.
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Fig. 2. Forgetting curve

Figure 2 displays typical graph of the forgetting curve. It shows that an indi-
vidual loses most of the learned information items in first hours (after 9 hours
was on average remembered less than 36% information items). After this time
is the oblivion less intensive (in average still more than 33% after 24 hours and
a bit lesser than 20% after month).

The forgetting can be roughly described with

R = e−t/S

where R is memory retention, S is relative strength of the human memory and
t is time.

Graph on Figure 2 is typical, i.e. related to a human without health problems
affecting his memory. Otherwise the curve should be adjusted to the human
memory characteristics of such a person. The adjusting process is rather difficult
and can be done only experimentally (by an analysis of user behavior). Moreover,
the forgetting rate differs little between individuals generally. We believe that
this issue is not critical for adaptive learning systems as individual differences can
be modeled by setting several levels of the rate at which a user has worked with
particular knowledge. Important issue is already considering the forgetting and
defining means for estimating the probability that the user have not forgotten
an information represented by particular concept.

For the integrity, let us notice that the information items loss can also have
biological reasons. It is possible that some biological processes necessary for en-
coding, storing or searching are disrupted. For example, in a process of embed-
ding knowledge in the memory some structures of brain including hipocamp and
amygdala are active. Their mutilation has a negative influence on the process of
remembering.
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3 Forgetting Modeling in Adaptive Learning Systems

We model the forgetting of information items in the user’s memory as an appli-
cation of the forgetting curve. However, using only the forgetting curve directly
is insufficient because we can only infer how much per cent from the original
grist of the information items has been remembered in some point of time and
we cannot recognize whether specific information item in a given point of time
is remembered or has been lost. In this case we can say only that the information
item (learned at time t and not repeated) is remembered with high probability
(if according to data about the user’s memory-losing at time t is remembered
more than K% of learned information items, e.g. more than 90%) or lost with
high probability (likewise).

Our proposal is to augment the overlay user model of an adaptive learning
system in order to reflect the forgetting by extending every concept’s traditional
performance value from the user model (e.g., knowledge attribute in AHA!)
with the retention value (expressing how much is the knowledge remembered).
We call it activity in memory. So every knowledge (represented by a concept
in the domain model) has defined for each user a pair of values:

– performance value (from original model) and
– activity in the memory (newly added).

The activity in memory value is represented by an integer number from a
specified range (e. g. < 0; 100 >). The greater is the value of activity in memory
there is higher probability that the user’s performance value related to the con-
cept corresponds to the value presented within particular concept. Its value must
be upon given bound AM , otherwise the knowledge represented in the concept
is considered as being forgotten by the user. After a successful learning (e.g.,
concept is visited or a test is passed successfully) the corresponding concept is
set as “learned” (performance value is set using standard adaptation rules of the
adaptive learning system accordingly) and the activity in memory attribute is
raised. On the other hand, according time passed from the learning of the concept
the activity in memory attribute value decreases according forgetting curve.

In order to reflect the forgetting curve accurately we use the access time
attribute for each concept in the user model. This attribute stores the date
and time of the last visit of the concept. Worthy results can be achieved also
by reflecting the forgetting curve simply by decreasing the activity in memory
attribute value after every new user’s session for every concept not being used
in the session [8] (i.e., without considering real time passed).

Modeling the forgetting process is performed by the adaptation engine using
mentioned attributes defined for each concept for each user in the user model.
With every visit to a concept the activity in memory attribute is raised and
the access time attribute is set to the actual date and time. We simulate the
forgetting by decreasing the value of the activity in memory attribute after
every user login to the adaptive learning system (at the beginning a session).
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For every concept in the user model three steps are performed:

1. Calculation of the time t elapsed from the last access to the concept:

t = current time − access time

2. Calculation of the forgetting factor, which represents an output value of
the function expressing the forgetting curve (R):

forgetting factor = R(t)

The forgetting factor is a value from the range < 0; 1 > representing prob-
ability that the information is remembered after the time t passed from the
learning of the information item.

3. Modification the activity in memory attribute:

activity in memory = activity in memory ∗ forgetting factor

The activity in memory attribute value is calculated for each concept and
then it is used for more accurate adaptation that considers possible losing in-
formation according time passed. One specific usage is including a repetition in
the process of learning.

4 Knowledge Repetition

The speed of forgetting depends on a number of factors such as the difficulty of
the learned material (e.g., how meaningful for particular user it is), its represen-
tation and physiological factors such as stress. Failing to remember something
does not mean the information is gone forever though. Sometimes the informa-
tion is in the human memory but for various reasons we cannot access it. In this
case a repetition can help in regenerating forgotten knowledge. Already Ebbing-
haus discovered that distributing learning trials over time is more effective in
memorizing than massing practice into a single session; and he noted that contin-
uing to practice material after the learning criterion has been reached enhances
retention.

Repeating using the elaborative rehearsal which in contrast to maintenance
rehearsal involves deep semantic processing of a to-be-remembered information
item1 is more effective [9]. The maintenance rehearsal involves only simple rote
repetition aiming at lengthening periods of time the information item is main-
tained in the working memory. The elaborative rehearsal can be supported by
guidelines.

We have proposed several techniques of repetition for adaptive learning sys-
tems using the forgetting model presented in previous section:
1 For example, if an individual is presented with a list of digits for later recall

(4968214), grouping the digits together to form a phone number transforms the
stimuli from a meaningless string of digits to something that has a meaning.
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– repeat when there is an evidence of certain amount of the knowledge con-
sidered as forgotten (periodical repetition),

– repeat at the beginning of a new lesson the knowledge learned in the previous
lesson (overall introductory repetition),

– repeat at the beginning of a new lesson the knowledge (assumed) necessary
in this lesson (necessary introductory repetition),

– repeat at the end of a lesson the knowledge learned in the lesson (final
repetition).

Selection of particular technique can be supported by adaptive learning system
based mostly on evaluation of student’s performance. Leaving an option to select
the repetition technique for a user is also useful, mainly due to impossibility of
precise modeling of particular user.

Often it is not practical or possible to repeat all of the knowledge items marked
as forgotten. The adaptive learning system should select a set of knowledge items
for the repetition. Certain number of the concepts representing the knowledge
items is selected and only these concepts are repeated at the beginning of a new
lesson. If there is large number of the lost knowledge the adaptive book offers a
repetition-lesson, aimed for the repetition only.

Concepts for repetition are sequenced using the following steps:

1. select the concepts according the type of repetition used2:
– set of concepts from the previous session (overall introductory repeti-

tion),
– set of concepts from current session (final repetition),
– set of prerequisites for the concepts in the current session (necessary

introductory repetition),
2. filter the concepts they have the activity in memory value lower than the

value of given bound AM ,
3. sort the filtered concepts respecting the relations between concepts defined

in the domain model (e.g., prerequisite relation),
4. generate the sequence of presented concepts.

Sequencing concepts for repetition can be based on several criterions, for ex-
ample: random sequencing, sequencing based on time of the acquisition an infor-
mation item (priority is given to the information item acquired longer time ago),
sequencing based on a measure of remembering, i.e., the activity in memory
value is used (priority is given to the information item with lower activity in
the memory), sequencing based on prerequisite-dependencies (priority is given
to the information item which is supposed to be in the need of the user in the
next study time).

A repetition can be combined effectively with local guidance adaptation tech-
nique to support adaptive navigation. ‘Forward’ links (realized for example using

2 The set of concepts considered for periodical repetition can vary from all concepts,
concepts included in particular part of the knowledge space as the point is to invoke
the repetition when the amount of forgotten knowledge exceeds predefined bound.
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the “Next” button) determined by standard adaptation mechanisms are dynam-
ically completed by links to the concept with low activity in memory attribute
value.

5 Implementing the Human Memory Considerations
in AHA!

In order to evaluate proposed approach for modeling of the forgetting process in
adaptive learning systems we decided to use the an open source general-purpose
adaptive system AHA! developed and maintained at the Eindhoven University
of Technology [10]. We enhanced it in such a way that adaptation according the
forgetting curve supplements existing adaptation techniques used in the AHA!.

We looked for an application where we can presume some “minimal amount
of knowledge” delivered to the user via the adaptive learning system because the
effect of the knowledge forgetting process becomes significant with only relatively
large knowledge spaces. Suitable application domain in this sense is the domain
of learning foreign language vocabulary. Here we have possibly large amount of
concepts (each word is considered as a concept) with possibility of exercising
various approaches to knowledge repetition.

5.1 Domain Model

Domain model consists of concepts and their relationships. Our English-Slovak
vocabulary course is structured into lessons, one lesson is divided into several
parts in such a way that every part includes at most fifteen words. For individual
access to the words each word is represented by one concept. That enables us
to simulate the forgetting of each word individually. Figure 3 depicts a screen of
Graphical Editor tool for AHA! with a part of the domain model.

The AHA! system uses templates for determination which attributes the con-
cept has, and whether it must have a resource associated with it or not [11].
For our course we created a concept template representing one word from the

Fig. 3. Concepts of English-Slovak vocabulary domain
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vocabulary with the attributes according the model of forgetting presented in
the Section 3.

In AHA! the concept attribute type can be only boolean, integer or string.
For our needs it is important to work with date and time in the case of the
access time attribute. We decided here for the purposes of evaluation of pro-
posed approach to modeling the forgetting to store the access time attribute as
a string value. The data conversion is performed at the source code level. The
activity in memory attribute has a type of integer and it acquires in our proto-
type application values from a range < 0; 1 000 > for accurate calculations (the
range is optional). The bound value AM for determining a level of information
item activity in the memory considered as forgotten has a type of integer.

Repetition is best provided using local guidance technique. The user is pro-
vided by a sequence of concepts that are advised to be repeated. In order to
realize this technique in the AHA! system, we added into the domain model new
attribute named next concept of type string. This attribute is used to repre-
sent the name of the concept to be presented next in the dynamically created
sequence. After the user selects type of repetition the adaptive learning system
generates the sequence of concepts for this user. The system filters the concepts
intended for repeating. This set of concepts is then included in the generated
sequence according to the type of repetition.

Bellow we show part of the word template.

<?xml version="1.0"?>

<!DOCTYPE template SYSTEM ’template.dtd’>
<template>
<name>word page concept template</name>
<attributes>
...
<attribute>

<name>access_time</name>
<description>time of last visiting the concept</description>
<default>NA</default>
<type>string</type>
<isPersistent>true</isPersistent>
<isSystem>false</isSystem>
<isChangeable>false</isChangeable>

</attribute>
<attribute>

<name>activity_in_memory</name>
<description>activity in the human memory</description>
<default>0</default>
<type>int</type>
<isPersistent>true</isPersistent>
<isSystem>false</isSystem>
<isChangeable>false</isChangeable>

</attribute>
<attribute>
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<name>next_concept</name>
<description>name of next concept in generated sequence</description>
<default></default>
<type>string</type>
<isPersistent>true</isPersistent>
<isSystem>false</isSystem>
<isChangeable>false</isChangeable>

</attribute>
</attributes>
...
</template>

5.2 User Model

AHA! uses an overlay user model, i.e. every concept from the domain model is
defined also in the user model. The value of each attribute for particular user is
stored in the user model. To consider the human memory aspect it is inevitable
to maintain values of the activity in memory and access time attributes for
each concept from the domain model and each user.

5.3 Adaptation Process

In modeling the forgetting process in an adaptive learning system it is crucial
to define the process of updating values of activity in memory attribute. On
the beginning of a new session the activity in memory attribute of all words
(each represented as a concept) in the user model (for the currently logged in
user) are modified. In AHA! the user model of a single user is stored in an XML
formatted file. So the modifications are done in this file. After the user has logged
in the java servlet Get, the system executes the user model update for this user
before the first concept (welcome page) is presented to him. The update process
follows the steps of calculating activity in memory attribute value presented in
the Section 3.

We added java servlet GenCourseSequence that generates the sequence of pre-
sented words (concepts) according selected type of the repeating. This process
follows the steps presented in the Section 4. The GenCourseSequence servlet
redirects the control to the Get servlet with the name of first word from the gen-
erated sequence as parameter. The sequence diagram presenting main commu-
nication performed during the process of the user model update and a sequence
of concepts generation is presented in Figure 4.

AHA! allows a user to navigate through the vocabulary using a tree-view over
the course structure. We used the link annotation adaptation technique of AHA!
to indicate a word considered forgotten. The name of already practiced (i.e.,
visited) word is displayed using violet color. The value of the visited attribute
for all words considered forgotten is changed to false during the generating the
sequence of concepts for presentation. Annotations of such words are changed in
the tree-view to blue color.



18 M. Bieliková and P. Nagy

Get GenCourseSequence User Model

calculate time t

getAttributeValue(access_time)

return access_time

calculate forgetting_factor

setAttributeValue(activity_in_memory)

get all concepts where

activity_in_memory < AM

return set of concepts

sort the set of concepts

generate sequence

for rep_type

setAttributeValue(next_concept)

redirect(concept_name)

User

log in

update

User Model

genCourseSequence(rep_type)

Fig. 4. AHA! servlets operations

During the session after every concept visit (presenting a word to the user)
the activity in memory attribute of this word is increased by a constant value.
Also the access time attribute of this word is set to the current date and time.

For presenting a word from the vocabulary we use XHTML files with a form
tag to allow processing the data from the page later on. For example, we al-
low the user to rate his knowledge about the word. This value is then used to
evaluate his knowledge level of the English/Slovak word in the vocabulary. The
action attribute of the form tag contains a concept name or a string constant
value this.next concept. In the first case, the form will be submitted to the
listed concept. In the latter case, the destination concept is obtained from the
next concept attribute of the currently presented concept. This option is used
for the dynamically generating sequence of concepts.
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6 Conclusions

The research presented in this paper addresses the possibility of improving ef-
fectiveness of learning using adaptive learning system by considering the human
memory characteristics. Important aspect is limited capacity of the working
memory. We discussed impacts of the human mind nature to the adaptive learn-
ing systems. We proposed an approach for modeling the forgetting process to-
gether with its usage in adaptation and we realized it in the AHA! system. The
base for modeling is the forgetting curve. The forgetting curve can be tuned indi-
vidually for each user which can result in more effective repeating by utilization
of individual differences. At the moment we provide one forgetting curve for all
users. Our application of English-Slovak vocabulary teacher proved that in most
cases this approach is for such application domain sufficient.

Proposed approach ensures that the repeated knowledge or knowledge more
used are being lost more slowly. The knowledge-forgetting model can be sup-
plemented by including hierarchical binds between the knowledge items in a
domain. Hierarchical organization of the learned material together with prop-
erly defined the prerequisite relation can improve the information access and
enables the effective usage of limited capacity of the human working memory.
This can be reflected by propagation the activity in memory attribute value
considering the information space structure. We plan to experiment with this
issue in our learning course for programming languages [12].
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Abstract. AHA! is an Open Source adaptive hypermedia platform, resulting 
from 10 years of experience with creating, using and improving on-line adap-
tive courses and presentations. This paper focuses on some recent additions to 
AHA! that are especially important for adaptive educational applications, 
namely stable presentations, adaptive link (icon) annotations and adaptive link 
destinations. We not only describe the technical aspects of these parts of AHA! 
but also illustrate their use in educational applications. We describe some fun-
damental limitations of Web-based adaptive applications, and show how AHA! 
deals with them in order to provide adaptation to prerequisite relationships in 
the way one would expect. 

1   Introduction and Motivation 

World Wide Web has changed the world in more than one way. It has radically 
changed the way in which all kinds of organizations provide information to their em-
ployees, customers and the general public. It has also made it possible to have direct 
interaction between an end-user and provider. But it also changed the form in which 
information is available: linear documents (or hierarchically structured ones) have 
been replaced by hypertext. The navigational freedom that comes with hypertext has 
stimulated a browsing learning style, where the user looking for information or learn-
ing material simply picks out the items she is interested in (judging this based either 
on link anchors or titles or on the opinion of a search engine). This seemingly random 
user behavior (most suitable for field-independent [6] learners) makes it difficult for 
an author or a course designer to develop content and a link structure that can be fully 
understood, no matter which path the end-user decides to follow. 

Adaptive hypermedia [2,3] comes to the rescue. In “normal” (or static) hypertext it 
is impossible to offer the right content, the needed definitions and explanations, and at 
the same time hide or deemphasize already known definitions and unnecessary expla-
nations. When creating the content you have no way of knowing what the end-user 
has studied before jumping to a certain (web)page. With adaptive hypermedia it is 
possible to select and present information content based on the user’s previous actions 
(processed and stored in a user model) and to select and annotate links in a way that 
guides the user towards the most relevant information. As we will show in this paper, 
this added service for the end-user can be created and delivered with little additional 
effort on the author’s side. 
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At the TU/e we started offering a course on the topic of hypermedia in 1994 [8]. 
This course was offered through the Web, in hypermedia (actually mostly hypertext) 
form. Initially there were also lectures, but as of 1996 the course was reduced to just 
its on-line hypermedia form and made available to students of different Dutch and 
Belgian universities. In order to make it possible to fully utilize the hypertext nature 
of the course text, with a rich link structure and no hierarchical menu system that 
would constrain the learner’s navigational freedom, we decided to make the course 
text adaptive. This development has resulted in the Adaptive Hypermedia Architec-
ture AHA!, which is now available in its third major release. (See [9] and 
http://aha.win.tue.nl/ for details about the AHA! project.) Feedback from authors, 
researchers and end-users has led us to create a rich feature set, with items that target 
a large spectrum of possible applications, and with items that are specifically useful 
for educational applications, including progress reports, inspection (and update) of the 
knowledge of all the concepts of a course, forms for setting preferences or altering 
other parts of the user model, and an (externally contributed) authoring and delivery 
tool for multiple-choice tests. Based on user experience we also designed the main 
authoring tool for AHA!: the Graph Author [10], used to define concepts, concept 
relationships and the (one-to-one or one-to-many) connection between concepts and 
resources (like webpages). 

Fairly complete information on AHA! can be found on the project website 
aha.win.tue.nl, including a tutorial. In this paper we only focus on three novel aspects 
in AHA! that are especially useful for educational applications: 

1. stable presentations: When an adaptive system continuously adapts the informa-
tion it presents to the user model (or the user’s estimated knowledge state) pages 
are adapted (and thus changed) each time the user visits them. We have grown 
accustomed to changing link colors (blue link anchors turning purple when they 
refer to already visited pages) but not to changing content. We expect a page to 
present the same information when we revisit it later (although some content is 
expected to be dynamic, like a weather or traffic report). The stable presentations 
technique in AHA! lets authors decide which pages or objects should always be 
adapted, or should only be adapted under certain conditions. (And by offering the 
learner a form to alter a value that influences the condition the end-user can also 
influence the decision to keep the presentation stable or not.) 

2. adaptive link (icon) annotations: In several existing adaptive hypermedia systems 
the “status” of a link (recommended or not, interesting, already visited, etc.) is 
not or not only indicated through a change in the color of the link anchor, but 
also through some icon, like a small or large checkmark, or a colored ball (in 
ELM-ART [5], Interbook [4], NetCoach [17], KBS-Hyperbook [12]), etc. The 
balls or other icons can be placed in front of the link anchor or behind it. Each 
system has its own rules for deciding which icon to use under which circum-
stances. In AHA! an author can easily define these rules or conditions, for any 
arbitrary number of icons. Also, different views (or html frames) can use different 
icons with different conditions for selecting them. 

3. adaptive link destinations: Link adaptation is not always a simple case of recom-
mended vs. not recommended, but sometimes a matter of where to send the user 
to. A link to a topic may wish to refer a (field-dependent [6]) beginner to an in-
troductory page on that topic, and an expert to an advanced page. In AHA! the 
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binding between the concept a link points to and the actual resource (or page) 
that is returned is dynamic. The link destination is selected adaptively, based on 
the user model. 

In each of the following sections we highlight one of these adaptation techniques. We 
explain how to make use of them in AHA! and illustrate their use in an (educational) 
example. But first we briefly explain how most Web-based adaptive systems work, 
and how they deal with the fundamental limitations of using page-based HTTP re-
quests and responses. 

2   Architecture and Limitations of Web-Based AHS 

AHA! is a typical Java-based web application, using Servlets in combination with a 
Java-based server like Tomcat. Figure 1 shows the global architecture of such a sys-
tem, and Figure 2 shows the different files or databases used by the AHA! engine. 

 

Fig. 1. Global architecture of a Web-based application 

 

Fig. 2. Data stores used by the AHA! engine 

In Figure 2 we see that the AHA! engine uses three types of local information, and 
potentially also pages that reside on other servers on the Web. The combined domain 
and adaptation model DM/AM represents a model of the conceptual structure of the 
application, and the adaptation rules. This information is retrieved when the end-user 
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logs in. As the user is interacting with the application a user model (UM) is used and 
constantly updated. The interaction involves (mostly) the retrieval of pages and other 
application files (like images), but it can also involve using forms to update UM or 
taking multiple-choice tests. DM/AM and UM are used to decide which application 
file or “page” to retrieve upon a request from the user (and which objects to condi-
tionally include in that page). The request may also result in files being retrieved from 
other webservers. 

As a “pure” Web-Based system, AHA! only reacts to HTTP requests and sends 
HTTP responses that contain a document (typically in HTML or XHTML, but any 
XML format is allowed). The interaction between the user and the AHA! application 
thus happens on a page by page basis. (AHA! allows the use of the novel “Ajax” 
technologies to allow requests for parts of a page that are updated without refreshing 
the whole page, but we have not yet considered the UM updates that one might wish 
to associate with such within-page interaction.) Each time the user issues an HTTP 
request (typically by clicking on a link) the following procedure is followed: 

1. The request contains a URL that can refer to a concept (from DM) or to a page. 
In DM concepts belong to a hierarchy and can have an associated resource 
which is a page. When a request refers to a page, the corresponding concept is 
looked up. The procedure continues with the found concept. If a concept does 
not have an associated page AHA! will generate a menu-like page that links to 
sub-concepts from the concept hierarchy. (We will not consider this case in the 
sequel.) 

2. UM is retrieved (if not already cached). AHA! normally caches UM during a 
session, but it updates the stored version after every request so that other appli-
cations can see the changes. 

3. The AHA! engine executes rules from AM, starting from the rules associated 
with the “access” attribute of the requested concept/page. These rules cause up-
dates to some attributes (attribute values) of some (UM) concepts. 

4. The updates caused by rules are considered as events that trigger the rules asso-
ciated with the updated attributes (of the corresponding concepts). Rules thus 
trigger each other, and this process continues until there are no more triggered 
rules. 

5. A concept may have either just one associated page, or it may have several, one 
of which is (adaptively) selected, as we explain in section 5 (on adaptive link 
destinations). The selected page is retrieved (either from local storage or from a 
remote website) and filtered according to AM and UM, as follows: 

a. The page may contain conditionally included fragments and/or condi-
tionally included objects. Each selected fragment or object is inserted 
into the parse stream and must thus be a valid piece of (x)html. It may 
contain other fragments or objects to be conditionally included. 

b. The page may contain “conditional” links (<a> tags) to other concepts 
or pages. The AHA! engine checks UM to decide how to present the 
link. Link adaptation typically depends on the suitability of the link 
destination (concept or page). This suitability determines how the link 
anchor is annotated (using icons and/or link color changes). The section 
on link adaptation explains the details. 
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c. Any other content of the page is passed to the browser. Some text frag-
ments may be adaptively presented using a different presentation style, 
but most content is normally presented without any adaptation. 

It is important to note that this procedure implies that UM updates happen before the 
page is filtered using that UM instance. Using typical adaptation rules (delivered with 
AHA! by default), the “knowledge value” of a page is updated before the page is 
displayed. This “knowledge value” can thus not be used to conditionally show a pre-
requisite explanation upon the first visit of the page (and not in subsequent visits). 
The “visited” counter can be used for this purpose. This counter is initialized to 0 so it 
will have the value 1 when the page is visited for the first time because it is incre-
mented before the page is presented. 

There is a good reason why the UM updates happen before the page is filtered and 
presented, not just in AHA! but in all Web-based adaptive systems that use the HTTP 
request/response paradigm on a page by page basis. This can be illustrated using pre-
requisite relationships in an educational application. In elementary math you probably 
have to learn about the “addition” before you learn about the “subtraction”. “Addi-
tion” is thus a prerequisite for “subtraction”. Links to “subtraction” will not be shown 
or recommended until enough knowledge of “addition” is obtained. Now consider 
that there is a page that provides a lot of information about the “addition” and that 
contains a link to “subtraction”. The author’s idea is that the user should read this 
page and then follow the link to “subtraction”. When reading the “addition” page the 
user will obtain enough knowledge of “addition” to satisfy the prerequisite require-
ment for “subtraction”. So after reading this page the link to “subtraction” should 
become recommended. But the adaptation (including the presentation of the link to 
“subtraction”) is done before the reading begins. The UM update on which the adap-
tation is based must thus be performed before presenting the page. 

In the future it may become possible to adapt the page (in a controlled way) while 
the user is reading, so links may become available and recommended during the read-
ing process. Usability research is needed in order to decide whether adaptation while 
reading would be a desirable adaptation behavior. For now we only consider the typi-
cal architecture in which adaptation must be done before the engine sends the page to 
the browser. 

3   Combining Adaptation with Stable Presentations 

The hypermedia course (which prompted the start of the AHA! development) contains 
a page about URLs and their syntax. It briefly refers to the addressing scheme in 
Xanadu. Learners who visit the URL page before the Xanadu page see the following 
piece of text: 

In Xanadu (a fully distributed hypertext system, developed by Ted Nelson at 
Browsn University, from 1965 on) there was only one protocol, ...  

Learners who have seen the Xanadu page see a different explanation: 

In Xanadu there was only one protocol, ... 
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This is a clear and simple form of content adaptation, which Brusilovsky calls the 
conditional inclusion of fragments. There is no discussion that providing such prereq-
uisite explanations is a good thing. However, what isn’t so clear is whether the 
learner, who has first seen this fragment, then studies the page on Xanadu and then 
comes back to the URL page, should be presented the prerequisite explanation again, 
or not. Typical adaptive behavior would remove the explanation on this repeat visit. 
In this specific example we have not (yet) experienced that learners noticed the ongo-
ing adaptation. But when the changes are more significant it may become desirable to 
leave a prerequisite explanation (or any content that is conditionally included for 
some reason) in place even though the adaptation rules dictate that the content is no 
longer needed. 

The on-line adaptive AHA! design paper [11] at http://aha.win.tue.nl/ahadesign/ 
makes use of the small elementary math example (about addition and subtraction) we 
described in section 2. The example appears in two places in that paper. It is explained 
on the first of these pages the reader visits, and is recalled on the second page: 

In elementary math you probably have to learn about the “addition” before 
you learn about the “subtraction”. “Addition” is said to be a prerequisite for 
“subtraction”. 

or 

Recall the elementary math example about “addition” and “subtraction”. 

Whichever page is visited first will conditionally include the explanation. If we call 
the pages “page1” and “page2” then the rule for including the explanation would be: 

page1.visited + page2.visited == 1 

Afterwards (when the example is visited for a second time, or more) the reader no 
longer needs the explanation, so the example is simply recalled. But it is not desirable 
to have the explanation disappear completely on all pages, which is what would hap-
pen if the above expression would be used for the adaptation all the time. In order to 
show the explanation again upon a second visit to that first visited page (but not show 
it on the other page) the presentation of the pages must be made stable, meaning that 
adaptation is performed on the first visit, and no more adaptation is performed when 
the page is presented again (although the “visited” counters are still incremented). 

In AHA! pages and objects can be defined as stable. When a page is stable that sta-
bility is automatically inherited by included objects. (At the same time small fragments 
that are conditionally included inline are still adapted, as are the link annotations. The 
Xanadu example in the hypermedia course is realized using inline fragments and thus 
remains “unstable”.) In AHA! stability comes in four different gradations: 

• no stability: this is the default behavior where each UM update immediately 
influences the adaptation, at all times. 

• always stable: the first time the concept is accessed UM updates are applied, 
and the concept is presented based on that UM state; afterwards the presenta-
tion is still based on that UM state (even though UM updates are still per-
formed and recorded because other, unstable, pages may depend on these  
updates). 
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• session stability: the first time a concept is accessed during a session, UM up-
dates are applied, and the concept is presented based on that UM state; after-
wards the presentation is based on that UM state for as long as the session 
lasts. When the user logs out and later resumes the session, adaptation is again 
applied on the first access. 

• conditional stability: the stability holds as long as a certain condition (an ex-
pression using UM attribute values) is true. When the expression becomes 
false, adaptation is done based on the new UM state. (The page remains unsta-
ble until the expression becomes true again.) 

Creating stable presentations is very easy. Figure 3 shows the dialog box used by the 
Graph Author tool to create a new concept or edit an existing one. Stability is enabled 
through a simple checkbox. When conditional stability is selected the author must pro-
vide an expression which “freezes” the page as long as that expression remains true. 

 

Fig. 3. Edit concept dialog box that allows the selection of stability 

4   Adaptive Link Annotation 

The (early) Web has been criticized for not having typed links. Hyper-G [1], later 
renamed to Hyperwave, proposed a completely new architecture with links as first-
class citizens, but it has not become widely adopted. Using classes and cascading 
style sheets (CSS) it is possible to assign a “type” (or “class”) to a link anchor, and to 
associate presentation attributes with that type. This is of course only a small step 
towards making links become full-fledged objects, but it is a start. AHA! uses link 
classes to choose a color for the link anchor (text). An arbitrary number of link classes 
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can be defined, but in this paper we refer to the three link classes that have been used 
most in AHA!-based courses up to now: GOOD (recommended), NEUTRAL (rec-
ommended but already visited) and BAD (not recommended). There are two ways to 
associate these to classes to colors: 

1. The author can include a (reference to a) stylesheet in every page, defining 
the presentation style for each link class. AHA! provides a default stylesheet 
(aha.css) which defines the standard color scheme with blue, purple and 
black, for good, neutral and bad links. If the author does not include a 
stylesheet the AHA! engine will insert one automatically. 

2. AHA! offers a special form through which end-users can change the color 
scheme. (This is only available if the author includes access to that form in 
the course.) When an end-user changes his color preferences AHA! will 
automatically insert stylesheet commands in the page, overriding any prede-
fined stylesheet. 

A number of existing adaptive hypermedia/learning systems also use icons, placed in 
front of or behind link anchors, to indicate the status of the link (destination). The 
systems that are descendents of ELM-ART [5] (including Interbook [4] and NetCoach 
[17]) and other systems simply inspired by it, like KBS-Hyperbook, make use of such 
icons. A green , white , or red  ball (or yellow or orange in some systems), placed 
in front of the link anchor, is used to indicate the state of the link and corresponds to 
the idea of good, neutral and bad links. Sometimes icons behind the link anchors are 
used, like small , medium  or large  checkmarks to indicate how much knowledge 
the learner already has about the destination concept. In AHA! a file “ConceptType-
Config.xml” contains pairs of expressions and icons, indicating under which condi-
tion which icon should be displayed. An example: 

<icon expr=”suitability &amp;&amp; visited==0” 
      place=”front”>icons/GreenBall.gif</icon> 

This tag expresses that when the destination of a link is “suitable” and has not been 
visited before (“visited==0”) then a green ball will be placed in front of the link an-
chor. Because of the binding of icons to user model expressions the icon selection of 
different other systems can be easily simulated. When the knowledge levels of Inter-
book are translated to values like 0, 30, 60, 90 (so that knowledge increments by 1/10 
of a level are also possible, as is done in Interbook when reading non-recommended 
pages), the checkmarks that follow links to (background or outcome) concepts can be 
chosen using rules like: 

<icon expr=”knowledge &gt; 29 &amp;&amp; knowledge &lt; 60” 
      place=”back”>icons/SmallCheckM.gif</icon> 

AHA! supports forward as well as backward reasoning, meaning that the attributes 
like “suitability” and “knowledge” may contain either stored values, calculated 
through rules that are executed when a concept is accessed, or expressions over 
(other) attributes of (other) concepts, and thus calculated (backwards) from many 
different user model values. 
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Fig. 4. An AHA! application with adaptive link icon annotations 

Figure 4 below shows an AHA! application, generated automatically from the In-
terbook Manual (which is of course authored for Interbook). This AHA! application 
shows a clear resemblance to the original Interbook application (including the typical 
background and the colored balls and checkmarks) but it also uses additional adaptive 
elements offered by AHA!, including the use of different link colors, not just for links 
to concepts but also for the “back” and “continue” buttons. 

5   Adaptive Link Destinations 

In a “normal” Website pages contain link anchors, with link destinations identified 
using uniform resource locators, or URLs. The connections between pages are thus 
completely fixed. At the other end of the spectrum we find open hypermedia (a rich 
research field with many publications, among others leading to the FOHM model 
published in [13]), where the pages do not contain any links, but instead are combined 
with a link database in order to (possibly adaptively) select the links that are going to 
be shown to the user. AHA! takes an intermediate approach: the author of pages must 
include the link anchors, but the link destinations are concepts, not pages (although 
that is still possible), and the adaptation engine decides which page to show when a 
link to a certain concept is followed. So this decision is not made when a page (con-
taining links) is generated, but only when a link on the page is followed. 

For most concepts and pages there is a one-to-one mapping between a concept and 
the corresponding page, and vice versa. However, AHA! allows a concept to be asso-
ciated with multiple pages, one of which is (adaptively) selected for presentation to  
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Fig. 5. Resource selection dialog box 

the user. Figure 4 shows the dialog box used by the Graph Author tool for creating a 
list of expressions coupled with resources (pages). The adaptation engine will return 
the first resource with an expression that evaluates to true. 

This dialog box is the same for conditional link destinations and for the conditional 
inclusion of objects, and there is also a potential very similar use of these techniques. 
Research into learning styles [6] has revealed that field-independent learners can start 
a course by diving right into the details of a single topic without first getting ac-
quainted with the whole spectrum of subjects of the course. They can thus follow a 
depth-first navigation path. Field-dependent learners on the other hand need more 
context, and can be helped by offering them a breadth-first navigation path. From this 
we can conclude that at least for field-dependent learners it is a good idea to provide 
an introductory page on each major topic, before diving into the details. In a course 
like the hypermedia course that prompted the development of AHA! there are three 
introductory chapters that can be studied in any order, and there are six “advanced” 
chapters that should be studied after the first three. A field-dependent learner would 
like to at least get a glimpse of these advanced chapters before studying any chapter in 
detail. There are two ways to make this possible: 

1. On a page you can conditionally include objects. An <object> tag that refers 
to a concept is linked to resources in the same way as shown in Figure 5. The 
resource must be a valid xhtml fragment. (If you wish to conditionally in-
clude some media item like an image you have to include it from within the 
xhtml fragment, e.g. by using an <img> tag.) In order to show an introduc-
tion to the field-dependent learner who visits the chapter at the start of the 
learning process and to show the “normal” page (possibly containing links to 
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pages with more details) to field-independent learners, or to the field-
dependent learner who is ready for it, a skeleton page can be created that in-
cludes an object that is conditionally connected to the two resources. How-
ever, using conditionally included (page-size) objects to simulate having two 
different pages is a rather artificial use of this technique. 

2. Offering an introductory page and a “normal” page can be done by condi-
tially assigning two pages (or “resources”) to the concept that represents the 
chapter. Through the dialog box of Figure 5 the conditions for presenting 
each version are defined. Because the selection is now done entirely in the 
conceptual definition of the application generating adaptive link destination 
structures is easier than generating skeleton pages and conditional object in-
clusions. This is especially important for authoring tools that generate AHA! 
applications from some high-level description format, possibly including 
learning style adaptation [14]. Tools that perform such translation are the 
MOT to AHA! convertor [7, 15] and a learning-style authoring tool of [16] 
(which has since been extended significantly). 

6   Discussion and Conclusion 

There is no one size fits all solution in adaptive (personalized) e-learning. This not 
only holds for the learners (who have different learning styles) but also for authors. 
AHA! therefore offers a rich set of possibilities for creating adaptive applications, 
with different layout, different menu-like structures, different ways to adapt the pres-
entation of links, with or without icons, different ways to adapt the page content, with 
inline fragments or with external conditionally included objects, and with adaptive 
link destinations to enable the same link to lead to different pages, all of this depend-
ing on the values in the user model. 

However, more is not always better in the area of adaptive hypermedia and person-
alized e-learning. Too much adaptation may turn an application into an adventure 
game. In this paper we proposed to use stable presentations as an alternative for sim-
ply applying less adaptation. Applying adaptation once (and perhaps later again, un-
der controlled circumstances) makes the adaptation invisible to the users because they 
only see one version of each page. They may only become aware that the application 
is adaptive when they compare what they see on a page to what other users see on the 
same page. 

Having a rich functionality for creating adaptive behavior, and ways to disable un-
wanted adaptation, does not guarantee that usable adaptive applications will be pro-
duced. The Graph Author tool lets authors create a conceptual structure in a graphical 
way. An author can for instance simply draw a graph of prerequisite relationships 
between concepts. And concepts automatically become part of a hierarchy of larger 
concepts (like chapters) and smaller ones (like pages and fragments). But this concep-
tual structure must still be designed carefully. A drawing tool (with additional features 
such as cycle detection) for concept relationships of different types is a useful tool but 
it does not perform the design phase for you. 

People have frequently asked us whether creating an adaptive course using AHA! 
is more work (and if so, how much more) than creating a static Web-based course. 
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The answer is twofold: yes, it is more work, because one has to consider prerequisites 
and design measures to deal with them. This includes creating the prerequisite rela-
tionships in the Graph Author tool so that links are properly annotated (to guide us-
ers), and it includes writing prerequisite explanations to conditionally include on 
pages that require prerequisite knowledge that can be sufficiently compensated for by 
a short explanation (instead of warning the learner not the page at all), or writing 
introductory pages to replace detailed ones, and have links conditionally refer to the 
intro or the details. On the other hand, creating a non-adaptive (or static) Web-based 
course text that can be browsed freely without encountering pages that cannot be 
understood because of missing foreknowledge is completely impossible. So we argue 
that it is a matter of putting in some extra effort to create a course of high quality that 
cannot be obtained without using adaptation. AHA! tries to minimize the required 
extra effort but cannot completely eliminate it. 

Acknowledgements 

This work is/was supported by the PROLEARN network of excellence and the NLnet 
Foundation.  

References 

1. Andrews, K., Kappe, F., Maurer, M., Serving Information to the Web with Hyper-G. Third 
International World Wide Web Conference, Computer Networks and ISDN Systems (27) 
pp. 919-026 (1995). 

2. Brusilovsky, P., Methods and Techniques of Adaptive Hypermedia. User Modeling and 
User-Adapted Interaction, 6, pp. 87-129, 1996. 

3. Brusilovsky, P., Adaptive Hypermedia. User Modeling and User-Adapted Interaction, 11, 
pp. 87-110, 2001. 

4. Brusilovsky, P., Eklund, J., Schwarz, E., Web-based education for all: A tool for develop-
ing adaptive courseware. Computer Networks and ISDN Systems (Proceedings of the 7th 
Int. World Wide Web Conference, 30 (1-7), pp. 291-300, (1998). 

5. Brusilovsky, P., Schwarz, E., Weber, G., ELM-ART: An intelligent tutorian system on 
World Wide Web. In Proceedings of ITS’96, Intelligent Tutoring Systems (Springer LNCS 
Vol 1086), pp. 261-269 (1996). 

6. Chen, S., Macredie, R., Cognitive styles and hypermedia navigation: Development of a 
learning model. Journal of the American Society for Information Science and Technology, 
53 (1), pp. 3-15 (2002). 

7. Cristea, A.I., Smits, D., De Bra, P., Writing MOT, Reading AHA! - converting between an 
authoring and a delivery system for adaptive educational hypermedia. A3EH Workshop, 
AIED'05 (2005). 

8. De Bra, P., Hypermedia Structures and Systems. Adaptive course text offered at the TU/e, 
available at http://wwwis.win.tue.nl/2L690/ (1994, 1996). 

9. De Bra, P., Aerts, A., Berden, B., De Lange, B., Rousseau, B., Santic, T., Smits, D., Stash, 
N., AHA! The Adaptive Hypermedia Architecture. Proceedings of the ACM Hypertext 
Conference, Nottingham, UK, pp. 81-84 (2003). 

10. De Bra, P., Aerts, A., Rousseau, B., Concept Relationship Types for AHA! 2.0. Proceed-
ings of the AACE ELearn’2002 conference, pp. 1386-1389 (2002). 



 Creating and Delivering Adaptive Courses with AHA! 33 

11. De Bra, P., Smits, D., Stash, N., The Design of AHA!. Proceedings of the ACM Hypertext 
Conference, Odense, Denmark (2006), and on-line adaptive version at http://aha.win.tue.nl/ 
ahadesign/. 

12. Henze, N., Nejdl, W., Adaptivity in the KBS Hyperbook System. Second Workshop on 
Adaptive Systems and User Modeling on the WWW, TU/e CSN 99-97, pp. 67-74, To-
ronto, Canada, (1999). 

13. Millard, D., Moreau, L., Davis, H., Reich, S., FOHM: A Fundamental Open Hypertext 
Model for Investigating Interoperability between Hypertext Domains. Proceedings of the 
ACM Conference on Hypertext, pp. 93-102 (2000). 

14. Stash, N., Cristea, A., De Bra, P. Explicit Intelligence in Adaptive Hypermedia: Generic 
Adaptation Languages for Learning Preferences and Styles, HT’05, CIAH Workshop, 
Salzburg, (2005). 

15. Stash, N., Cristea, A.I., De Bra, P., Authoring of Learning Styles in Adaptive Hypermedia: 
Problems and Solutions, WWW'04 (The 13th International World Wide Web Conference) 
pp. 114-123 (2004). 

16. Stash, N., De Bra, P., Incorporating Cognitive Styles in AHA! (The Adaptive Hypermedia 
Architecture), Proceedings of the IASTED International Conference Web-Based Educa-
tion, pp. 378-383 (2004). 

17. Weber, G., Kuhl, H.-C., Weibelzahl, S., Developing Adaptive Internet Based Courses with 
the Authoring System NetCoach, Proceedings of the Third Workshop on Adaptive Hy-
permedia (AH2001), Springer LNCS Vol. 2266, pp. 226-238 (2001). 



W. Nejdl and K. Tochtermann (Eds.): EC-TEL 2006, LNCS 4227, pp. 34 – 44, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Awareness and Collaboration in the iHelp Courses 
Content Management System 

Christopher Brooks, Rupi Panesar, and Jim Greer 

Advanced Research in Intelligent Educational Systems (ARIES) 
Department of Computer Science 

University of Saskatchewan 
Saskatoon, Saskatchewan S7N 5C9 Canada 

cab938@mail.usask.ca, rup785@mail.usask.ca, greer@cs.usask.ca 

Abstract. Traditional learning content management systems have minimal 
support for awareness among learners, and tend to support only loosely coupled 
collaboration features. This paper shows how we have integrated user model-
based awareness features and collaboration features into our learning content 
management system for both learners and instructors.  

1   Introduction and Motivation 

Most popular learning content management systems provide poor collaboration 
support for learners. These systems, initially aimed at providing simple mechanism 
for the publishing and consumption of educational content, typically provide only 
loosely coupled collaboration facilities (e.g. discussion forums, chat systems, etc.). 
The absence of tighter integration of these facilities with course content impedes the 
potential of learners to effectively collaborate and learn. In particular, distance 
education learners are at a severe disadvantage as they are unable to see the subtle 
societal cues that are prevalent in face-to-face teaching scenarios. 

One of our goals is to apply both Social Development Theory [15] and Activity 
Theory [4] to e-learning environments by encouraging learner collaboration in and 
around the artefacts of learning. The ability to collaborate, along with the awareness 
of when and with whom to collaborate, provides a potential to increase learner 
performance and satisfaction. Further, by extending this awareness to other 
facilitators of learning (e.g. instructors, tutorial assistants, markers, etc.) we believe 
that we can provide these facilitators with a means to better scaffold learner 
interaction.  

This paper is structured is follows; the following section will outline the 
architecture of our web-based learning content management systems, focusing on how 
learner tracking is employed to create detailed learner models. Section three describes 
three of our current collaboration tools and indicate how they support learning based 
on activity theory.  Section four provides an overview of some of the features we 
currently employ to increase awareness of learner activities within the learning 
environment, and outline a prototype visualization for supporting awareness for 
instructors over class interactions. Finally, section five will conclude the paper with a 
look at other research avenues we are investigating with this system. 
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2   iHelp Courses 

The iHelp suite of tools1 was born out of early work in tracking and modeling learners 
to provide just-in-time expertise location [13]. User models were built up from 
various observed user interactions (e.g. learners posting questions in a discussion 
forum), as well as self-declared learning attributes (e.g. learning style, background 
knowledge, etc.), and intelligent agents were used to match learners with compatible 
peer helpers on demand. 

Since then a number of new directions have been pursued to increase the breadth of 
this learning environment. The iHelp suite now supports both asynchronous and 
synchronous discussions, the ability to present packages of standards-based learning 
objects (e.g. using the IMS Content Packaging format [10]), as well as a shared 
document annotation tool.  One of the focuses of the iHelp environment is to be light 
weight on the client side yet retain its ability to track what learners are doing.  
Principle in making this a possibility is the use of asynchronous JavaScript (AJAX) to 
record user interactions such as when they have viewed a message, posted a message, 
viewed learning content, or answered the items in a quiz. This information is then 
stored in the generic tracking model for learner activities and is used to generate 
derived attributes (e.g. dwell time on a particular learning object). 

In addition to this built-in user modeling functionality, iHelp Courses provides a 
simple API based on the SCORM run time environment [3]. This API allows content 
packages to store specialized learner characteristics, and helps to support the rapid 
development of user model-based learning content without modifying the deployed 
content management system. While this feature is in its infancy, it has been used 
successfully to create a simple learning-object driven recommender system. 

The iHelp Courses system has been deployed and made available to over 1,000 
learners in the past two years, and is the primary method of instruction for two fully 
online courses that teach introductory computer science for non-majors. The 
asynchronous discussion and synchronous chat systems are available as stand alone 
tools (named iHelp Discussions and iHelp Chat respectively), and are used by nearly 
1,000 students every academic term, resulting in over 5,000 discussion messages 
being posted and 12,000 chat messages exchanged. 

3   Collaboration 

One of the principle tenets of activity theory is that the achievement of learning 
outcomes arises from the interactions between the learner, the artefacts in the 
environment, the tools to manipulate those artefacts, and the learning community.  
Mwanza and Engeström indicate that learning is: 

“…driven by genuine developmental needs in human practices and 
institutions, manifested in disturbances, breakdowns, problems, and 
episodes of questioning the existing practice.” [14]. 

                                                           
1 See http://ihelp.usask.ca for more information about these tools. 
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From this we draw our belief that by providing tools to explicitly link the 
collaboration of learners with learning artefacts (e.g. content, assignments, interactive 
simulations) we should be able to positively influence the learning process. This 
influence could come in many different forms including a decrease of learner attrition 
rates from online courses, and increase in learner satisfaction in online courses, an 
increase in learners meeting learning objectives, or an increase in sense of 
“belonging” in the online community. 

Using Activity Theory as an underlying principle in large scale learning systems is 
not in and of itself novel. Bourguin and Derycke [16] describe a high level 
architecture for associating CSCL widgets with different learning tasks.  Learners can 
then choose specific tasks to investigate, and get a customized learning environment 
in which to interact with their peers. We instead take a bottom-up artefact centred 
view of the problem, and aim to attach collaboration and task features around specific 
kinds of learning content. 

The first approach we have taken is to couple our discussion and chat tools directly 
with instructional content. This coupling does not occur only at the package level, and 
instructors are given much latitude in how they would like associations to be made. 
Further, we aim to make the collaboration as ambient as possible and minimal 
overhead is needed from the user to initiate collaborations. This is explained in more 
detail in section 3.1. 

The second approach we have taken is to create a groupware application that 
allows learners to share and collaboratively annotate text (computer program source 
code in our experiences, though we intend to broaden this to other text artefacts such 
as student essays). This workspace must be explicitly invoked and accepted by both 
users, and gives learners the ability to highlight and annotate directly on the shared 
artefact. This is elaborated in section 3.2. 

3.1   Learning Object-Based Collaboration 

The iHelp system provides two different discussion interfaces. The first is an 
asynchronous system, where messages are posted in forums and message threads are 
hierarchal in nature. Messages can be posted in plain text or a subset of HTML and 
can contain any number of attachments. The second interface is a synchronous chat 
system which allows learners to exist in many different channels at once, and operates 
much like Internet Relay Chat (IRC). Learners can also initiate new private channels 
for private chats with one another.  All learners have the ability to create up to eight 
pseudonyms for protecting their identity during interaction and, depending on the 
preferences set by the facilitator, can post to certain discussion forums anonymously. 

E-learning standards describe a content package as a collection of hierarchal 
activities which learners typically traverse using an inorder traversal2. Taking a 
pragmatic approach to defining a learning object, we allow facilitators to create new 
discussion forums or chat rooms and associate them with any subtree of activities 
within the content package. As learners traverse the content they are automatically 
moved into either the chat room or the discussion forum associated with that content. 
                                                           
2 Strictly speaking this traversal can be modified by overlaying a set of sequencing rules to the 

activity hierarchy and applying a student tracking model.  The interested reader is directed to 
[8] for more information. 



 Awareness and Collaboration in the iHelp Courses Content Management System 37 

 

 

Fig. 1. Learning Object-based Collaboration tools. The left menu shows a single content package 
with hierarchically arranged activities. Each activity links directly to a file within the content 
package, which is rendered in the top right frame of the browser. The bottom portion of the right 
frame holds collaborative tools (with the discussion forum interface shown here), which can be 
toggled between asynchronous or synchronous discussions using the tabs on the right. 

Learners can switch back and forth between chat rooms and discussion forums using a 
tabbed interface, and new chat rooms automatically open up in the background so 
current collaborations that might be happening are not lost. Finally, collaboration can 
be cancelled or terminated by clicking on a “Show/Hide” on the interface and 
minimizing the chat or discussion forums. Fig. 1 shows an example of this 
collaborative interface. 

3.2   Collaborative Annotation Environment 

To help the novices in learning programming concepts in online courses and to 
enhance the collaboration among them, we have integrated a collaborative annotation 
tool for text documents within our existing content management system. While this 
tool is still in the prototype stage, it is quite stable and has been deployed and used in 
a number of online and blended learning courses over the last eight months. 

While not yet commonplace, a number of collaborative editors have been built 
elsewhere to encourage learners to share text artefacts. CAROUSEL a web based 
system allows students to share algorithmic representations with their peers. Students 
can create their algorithmic representation using any utility or software, and can 
upload those files using the system. These representations are then available for other 
students to view, evaluate and discuss through discussion forums [9]. GREWP 
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supports the learning of programming by allowing students to edit the same code 
simultaneously. This application is a stand alone application, and also provides means 
to record and replay the interactions that have occurred between participants [8]. 

In comparison to these and many of the other collaborative editors out there, our 
tool has two main goals: to allow learners to collaborate actively with one another 
around the object of interest (program source code in our case), and to integrate 
seamlessly into our content management system to reduce the complexity of starting 
the tool for novice users. 

Students working in this tool can share their artefacts with an instructor, teaching 
assistant or peer helper by pasting the code contained in their local ‘editing’ 
workspace into the shared code-annotation workspace. These changes are then 
immediately displayed for the other collaborator(s). Either collaborator can then 
annotate the document, highlight and point to certain areas, and chat in the associated 
chat tool. 

One general finding of CSCW is that group awareness is very important to 
successful collaboration. This means that collaborators ought to be aware of the 
actions of each other and of everything else that concerns the common project [12].. 
Support for awareness in groupware interfaces has been shown to improve groupware 
usability [6,7]. When collaborators can easily gather information to answer questions 
like who is collaborating, what is the collaborator doing and where is he or she 
working, they are able to better organize their actions, anticipate one another’s 
actions, and better assist one another [5]. Our collaborative code annotation tool takes 
advantage of the iHelp chat window to support informal awareness of presence 
between participants. This visible list of participants along with the unique color 
assigned to each collaborator’s interactions is explicitly displayed in the interface. 
Colour makes all users in the group aware of the activities of a particular user. If a 
user wants to refer to (say) a particular line of code, he/she has to simply select a line 
of text and the selected line will blink and be highlighted in his/her assigned color, on 
every other participant’s browser screen. The system’s representations of other users’ 
activities are implicit. By the mechanism of annotation, users can comment to each 
other about the text artefact.  Replay mode allows collaborators to review each other’s 
activities. 

The current implementation of the iHelp collaborative annotation tool enables 
facilitators and peers to reference and add annotations to the specific lines of code in a 
software program. Comments attached to a a particular line of code are made 
immediately visible to the other participating user(s). The annotation mode is a 
powerful feature as annotations can not only help students to remember, clarify, 
comprehend, and think about the key points, but they can also facilitate students to 
engage in discussion [2]. Fig. 2 shows a screenshot of the collaborative annotation 
tool’s interface. 

The iHelp collaborative annotation tool is integrated directly within the context 
sensitive chat system. It can be invoked by clicking on another learners name within 
the chat room, and indicating that a shared session should begin. Once accepted, a 
new window opens for each of the users, who then can share a document as they see 
fit. The ease of starting the application makes it suitable for both computer savvy 
users and those learners who are new to this kind of environment. 
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Fig. 2. Collaborative editor interface.  The list of participants in this collaborative setting are 
given on the left, and are colour coded.  Each time someone clicks on a line in the interface a 
bar the same colour as their name flashes to indicate what line has been chosen.  Annotations 
can be added by double clicking on a line, and show up on the right hand side (long annotations 
are truncated until the mouse hovers over them).  The entire session can be replayed using the 
links at the top of the window. 

The prototype is written in JavaScript, DHTML and HTML with a conceptually 
simple front end.  It makes extensive use of asynchronous JavaScript (e.g. AJAX) and 
DHTML to realize the interactive markup effects and offers capabilities not available 
in existing systems. The shared-code workspace is basically a framed area, where the 
code to be shared will be displayed in the browser window of each user in the 
collaborative group. The shared-code area follows the principle of relaxed WYSIWIS 
for uniform look. By downloading the most recent version from the shared workspace 
into their local editing workspace, the students can save the copy of the document 
locally.  

4   Awareness 

While mostly absent from content management systems, awareness has been a key 
field of study for many in the area of Human Computer Interaction.  Gutwin et al. 
break the concept of awareness up into four different types: social awareness, task 
awareness, concept awareness, and workspace awareness [12].  Of these types, 
workspace awareness is perhaps most relevant for learning content management 
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systems. Defined as “up-to-the-minute knowledge about other students’ interactions 
with the shared workspace” [12], workspace awareness can be exploited to increase 
the social interconnections between students, motivate the exploration of material, 
and provide feedback to the instructor of the course.  This section outlines how we 
have provided awareness in the iHelp suite with the goal of increasing collaboration 
as well as supporting instructors in evaluation of how the course is proceeding. 

4.1   Peer Awareness 

Awareness within the iHelp suite focuses almost exclusively on encouraging and 
supporting collaboration between learners. One of the responses of instructors who 
used the learning object-based collaboration features was that students tended to 
browse “away” from the conversation. The instructor would then have to chase down 
the student by following the chat rooms he or she had gone into. At the same time, 
learners indicated that they didn’t know who was in the environment for 
collaboration, unless they checked through much of the content first. In many cases 
this meant that collaboration would start by chance, and that it would only continue 
until someone began looking at different content. 

We implemented a number of features to address this problem, and two of these 
features were specifically concerned with increasing learner awareness that they were 
really in a shared environment. The first was to annotate each activity with an 
indicator of what collaboration is available.  This was done by appending a small icon 
of a person to the end of the title if there were two or three people viewing that piece 
of content, or appending two such person icons iff there were more than four people 
viewing that piece of content.  In addition, a fractional number was placed after the 
title of the activity where the numerator indicated the number of asynchronous forum 
messages on that topic that have been read by the user, and the denominator 
represented the number of total messages available to read. Figure 3 demonstrates 
these awareness features. 

The second feature was related specifically to the chat channels. To prevent 
disorientation, new chat rooms open in the background, so current discussions are not 
disturbed.  Awareness of what is happening in background channels is given by 
changing the title of the channel to indicate the number of messages in that channel 
that have not yet been read. 

4.2   Class Awareness 

In addition to ambient awareness within the learning environment, we are working on 
providing explicit visualizations of learner interaction for instructors (and eventually 
for learners as well.  Most e-learning systems tend to provide only rough statistics on 
student activity, and scale poorly to large classes.  In our initial exploration we have 
applied sociograms to learner models where the nodes in the sociogram represent 
individual learners, and the directed edges between nodes indicate some form of 
interaction (either a reading of or a reply to an asynchronous forum posting).  In large 
classes (e.g. those having more than 100 students), this becomes unwieldy.  We 
further refined this sociciogram by breaking learners into three different groups: 
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Fig. 3. Peer awareness in the navigation component of iHelp Courses.  This figure shows two 
courses, CMPT 100 and CMPT 350.  In the first course the instructor has chosen to add 
individual discussion modules and chat rooms to each module.  The first module, Getting 
Started, contains 89 discussion forum messages, 79 of which have been unread by the current 
learner.  There are currently four or more learners reading content in that module as is indicated 
by the presence of two small person icons.  The setup of the second course is somewhat 
different – here the instructor has chosen to implement one larger forum and chat room for all 
modules in the course.  As the learners progress through individual modules their collaboration 
tools will not change. 

 

Fig. 4. Portion of a sociogram for an introductory computer science forum.  Dark nodes 
indicate facilitators, while lighter coloured nodes indicate learners.  The inner circle is made up 
of participants, four of which are very important to the community (as shown by having a larger 
node size).  A casual observation of this network indicates that, while some learners write a fair 
bit (many interconnected nodes in the middle), there are lots of learners who haven’t ever read 
anything (the outer ring of delinquents), and many lurkers who read very little (as they tend to 
be closer to the outside of the middle ring instead of the inside of that ring).  Note that the ring 
of delinquents includes a disproportionately high number of facilitators as our currently 
deployment gives access to this forum to most staff and faculty in the department. 



42 C. Brooks, R. Panesar, and J. Greer 

• Participants: Those individuals who have written messages, either on their 
own or as replies to other messages. A participant is connected to another 
participant in a directed fashion if the first has replied to the second. 

• Lurkers: Those individuals who have read postings but have not written any. 
Lurkers have no edges between themselves and other nodes, but are situated 
either closer to the centre of the sociogram if they have read many postings, 
or closer to the outside edge of the sociogram if they have read few postings. 

• Delinquents: Those individuals who have neither read nor written a posting. 

Each group of learners was put into their own sociogram that aligned nodes along the 
exterior of a circle. The different sociograms were then layered on top of one another 
such that the delinquents were farthest from the centre of the screen, the participants 
were closest to the centre of the screen, and the lurkers were in between (fig. 4). This 
corresponded well both with the perceived participation rate of individuals, as well as 
with the sizes of the different classes of individuals in blended courses.  Nodes were 
further colour coded to represent the different roles of the people involved; red for 
potential facilitators, and light grey for learners. 

5   Conclusions and Future Directions 

The iHelp suite aims to be a standards-based research oriented e-learning system 
where detailed user models can be built. This paper has outlined two specific aspects 
of this system, collaboration and awareness to support this collaboration. Firmly 
inspired by activity theory, and the thought that collaboration best happens around the 
artefacts of discourse, we believe these features have made our environment more 
suitable for distance and blended learners. Empirically testing such an assertion is 
difficult, but feedback from instructors and students who have used these tools have 
been extremely encouraging. 

Approximately 40% of the learners who used collaborative annotation tool, filled-
in the feedback surveys and responded very positively that it helped them to work 
collaboratively. For example, one learner quoted “It enabled students to interact with 
someone who knew the topic and could answer any kind of questions”. All of the 
survey respondents reported that their first preference will be to use this collaborative 
annotation tool for working out on their programming problems and then instant chat 
or discussion forum. 

To date there has been limited use of the user models underlying this system. 
However, we do have a number of plans to enrich the awareness aspects of the system 
using more details in the user models. For instance, we are working on a system to 
motivate student interactions in the environment by allowing them to compare aspects 
of their activity to that of other learners (including the derived “average” learner, or 
perhaps an instructor created “ideal learner”). We still believe in grounding this 
comparison in the artefacts of learning, and are working on ways of changing the 
course content navigation window to support this kind of user model awareness [1]. 

Our implementation of class awareness is still in its early stages. We have observed 
that instructors are both interested in this kind of visualization, as well as willing to 
change their pedagogical style based on the knowledge they gain of classroom 
dynamics. We are planning studies to both qualitatively and quantitatively analyse 
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this visualization.  In particular, we believe that we can classify the health of class 
discussions (and individual learners in those discussions) based on graph 
characteristics of our awareness sociograms. We are also investigating the 
motivational effects of opening this visualization up to learners and student assistants, 
where they are able to see clearly how they fit in with the rest of the class. 
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Abstract. Due to the information growth, distributed environments are
offered as a feasible and scalable solution. Peer-to-Peer (P2P) networks
have become one of the most important and used distributed environ-
ments inside (and outside) the e-learning community. They bring many
advantages such as high flexibility for peers to dynamically join or leave
the network, scalability, autonomy and high resilience against peer fail-
ures. However, every single one of them typically uses an interface specifi-
cally developed for that network, and it requires every peer to implement
it in order to join. This is leading to increased development costs for po-
tentially new participants of the network, and usually makes different
P2P networks unable to interact with other systems and environments,
isolating the network as a whole. In this paper, we report on a solution
based on a proxy-based architecture and semantic mappings in order to
allow the sharing of content between the set of peers inside a P2P net-
work and other systems outside the network. Furthermore, we present
an open-source implementation of the modules described in the paper.

1 Introduction

The World Wide Web has become a well accepted medium for communication
among people for private, academic and business affairs. As a consequence, the
amount of digital material that is sent along and stored in the network increases
rapidly. Obviously, learning is not unaffected by this trend, and the amount of
Learning Objects (LO’s henceforth) in school, academic and business environ-
ments continues to grow rapidly. As a consequence of this evolution, the focus
shifts to new questions, like for example “Where shall the LO’s be stored?”,
“Who manages them?” or “Are they easily findable?”.

Dynamic sharing of information from end user machines was prohibitively
costly in the past due to the lack of storage capacity and network bandwidth
available for most desktop computers. As a consequence, networks of computers
were mostly reduced to set of interconnected, powerful servers. In this config-
uration, it is relatively simple to know which servers are available and which
information is available where to whom. This is also the typical architecture in
business coalitions where several companies share their assets within a network
of partners.
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On the other hand, with the boom of web-based file-sharing services (e.g.,
Napster, Gnutella, Morpheus), peer-to-peer (P2P for brevity) networks have be-
come more relevant. The advantages of the P2P approach include: high flexibility
for peers to join or leave the network dynamically, scalability (recently it was
shown that for really large networks, a hybrid solution with super-peers scales
better [13]), autonomy (as peers do not relinquish control over their resources)
and high resilience against peer failures. The main disadvantages are that P2P
networks require constant management, as peers join and leave continuously,
thereby producing an extra load on the network and slowing down response time
during search. The use of specific interfaces for each network usually means, as
no standards exist yet, that only peers implementing such interfaces can query
for, or provide content in the network.

Obviously, peers must implement specific P2P network interfaces in order to
join them, which is typically a different one for each network. This means an
extra effort for systems willing to connect, since such systems need to develop a
different interface for each network they want to join. This barrier makes P2P
networks unable to interact with other systems and environments. However, in
many cases such other systems already have a (possibly standardized) interface
that could be adapted by re-using connecting components. In this paper, we re-
port on a solution for interoperability in the Edutella P2P network [14] in order
to allow the sharing of content from peers within the network with other systems
and environments outside the network. Our approach is based on a proxy-based
architecture as well as on modules that provide semantic mappings capabilities,
thus allowing the communication between a P2P network and any other sys-
tem. In addition, we provide open-source implementations of the components
described in order to encourage re-usability as well as a mapping editor in order
to ease the tasks for administrators and developers.

The paper builds on previous work of the authors [17] and is organized as
follows: Section 2 starts with an introduction of Edutella, the P2P network we
based our work on. The general requirements for interoperability of systems and
the assumptions we made for our work are described in Section 3. We continue
in Section 4 with a description of our proxy based architecture followed by an
introduction of the module with semantic mappings in Section 5. An introduction
to an editor developed to help users on the task of specifying such mappings
is provided in Section 6. Finally, Section 7 describes related work followed by
Section 8 with the conclusions of the paper and a discussion of further work.

2 Edutella

Often, learning object providers do not want to abandon control over their re-
sources to a third party, not even among the members of a coalition. The same
concern about abandoning control also often applies to individuals, who may not
want to give away their content to any centralized repository. In order to deal
with this issue, distributed environments have shown to be a feasible solution
for interconnection, integration and access to large amounts of information. P2P
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networks are one example of the impact the distribution of information might
have in the sharing of information. In such networks, peers can offer various ser-
vices to the user ranging from search and delivery of content, to personalization
and security services. In addition, they contribute to the solution of managing
the information growth, and allow every learning resource provider to offer its
information without loosing control over it.

The Edutella P2P network [14] was developed with these principles as main
design requirements. Edutella is a schema-based P2P network for an open world
scenario in which LO’s are freely offered (at not charge) and everybody is able
to join (no agreement with an existing member of the network is required). It
has various service facilities implemented, like for example query or publish-
ing/subscription. Schema-based means that peers interchange RDF meta-data
(data about data) among each other but not the resources themselves, that is,
they interchange information about e.g. title, description, language and authors
of a resource. This information can be queried using the QEL query language [15]
(based on Datalog). Metadata interchange and search services provide the basic
infrastructure needed to retrieve information about resources and services.

3 Requirements and Assumptions

It is important to note that in this paper we only consider the sharing of meta-
data about LO’s. While this metadata is typically available, the learning object
itself might not. Therefore, we do not deal with negotiations for the actual use
of LO’s by users here.

Admittedly, providing transparent access to all available repositories would be
easy if all players would use the same metadata profile, query language, storage
layer and communication protocol. However, this is not going to happen in the
very near future due to the lack of a standard and the proprietary solutions
already adopted by most of them.

In the following, we explain what requirements LO’s repositories must satisfy
in order to achieve interoperability and which are the assumptions within our
network.

Common Communication Protocol and Interface. Repositories provide
different access methods and interfaces over, among others, Web Services,
different Remote Procedure Call methods, HTTP forms or even other ap-
propriate solutions. In order to be able to communicate to each other, it is
needed that they agree on a common protocol and a common interface. In
this paper, we built on the methods specified in the Simple Query Inter-
face [22] initiative (SQI for brevity), a rapidly maturing standard, using its
Web Service binding.

Common Query Language. At the lower levels of data management, meta-
data is stored in different kinds of repositories, such as relational databases,
RDF repositories, file systems, XML stores, etc. On top of this lower level,
repositories expose their content through different search and query lan-
guages. Some examples are SQL, XQuery, QEL or CQL. In our system
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we have several wrappers implemented in order to provide access to the
most common repositories (relational databases, RDF repositories, RDF
files, etc.). Common to all of them is that the wrapper receives a query
in QEL and transforms it into the local query language.

Common Metadata Profile. Although IEEE LOM [1] is becoming a stan-
dard for e-learning metadata, many repositories are based on specific pro-
files that may include extensions and specific value spaces. This means that
a mapping needs to be provided [12]. This need even increases when con-
tent exchanged covers several domains. There are then two possibilities here:
either each system maps its schema to a second system schema (in which
case we reach semantic interoperability by means of pair of mappings [2,8]
or a common global schema is provided and both systems must map into
that common schema. Later in the paper, a section on semantic mappings
provides a longer explanation and describes a module we developed which
allows both approaches.

It is important to notice that although we assume the configuration described
above it could be perfectly possible to use a different query language than QEL,
a different communication protocol than Web Services and a different interface
than SQI though our implementations currently do not support it.

4 Proxying Interoperability

P2P networks are dynamic networks where peers can act as server and client
indistinctly and peers might freely join and leave the network over the time.
Obviously, peers must implement the specific P2P network protocol in order to
connect to it. Consumers and providers try to implement standard interfaces in
order to maximize the implementation costs and effort. If they want to access
or expose content in a P2P network, this requires the additional extra effort of
implementing the specific network interface (one for each different P2P network
to be accessed). This barrier makes P2P networks unable to interact with each
other or with other systems and environments.

In order to solve this problem, we based our solution in proxies that are used
to connect peers in a P2P network with the “outside” world. These proxies bridge
two systems with different capabilities by means of implementing the protocol
and/or interface supported by each system respectively. This way, a proxy is
able to forward requests and responses from one system to another.

Nowadays, systems try to provide their services/resources via standard inter-
faces like SQI [22] or OKI [25]. In our case, we have implemented proxies able to
bridge the proprietary1 JXTA/Edutella protocol and interface into a the Web
Service binding of the Simple Query Interface.

Taking the P2P network as a reference, there are two different desirable sce-
narios [18]:
1 Here we use the term “proprietary” to emphasize that this protocol is not standard

for P2P networks but it does not mean it is not open. In fact, JXTA/Edutella is
open-source and anyone can use it easily.
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1. An external consumer/client wants to query content in the P2P
network. For example, let us suppose that we would like to offer the content
of a P2P network via Web Services and/or in a web site. The first solution
would be to make the (web) server join the P2P network. However, the load
of the server would increase considerably and even some problems could arise
in case the server wants to provide content from more than one network (it
would need to join all of them). A cleaner solution (and the one we follow in
this paper) is to forward the query from the server to the P2P network by
means of proxies and retrieve the answer with the same mechanism.

2. An external provider wants to offer content to the P2P network. We
assume that providers that have already implemented a standard interface
will not be happy spending more time and money in developing the specific
interface(s) of the network(s) they want to join. In contrary, they would like
to reuse the one they have which would also ease its administration (as only
one interface needs to be maintained).

According to these two scenarios, there are two different types of proxies
with different functionality. The former scenario requires the so-called “con-
sumer proxy” and the latter the so-called “provider proxy” (names are assigned
according to the role they play). A consumer proxy acts as a mediator between
an external client that wants to query the network and the P2P network itself. A
provider proxy acts as a mediator in order to provide the content of an external
provider into the P2P network.

4.1 Consumer Proxy

As described above in scenario 1, in some cases it is needed to be able to query a
P2P network without the need of joining it. A consumer proxy is a peer which is
part of the P2P network (and therefore it is able to send queries to and receive
the answers from it) and which is also able to receive requests and send responses
using a different protocol and interface. This way, an external client is able to
query the P2P network through the proxy.

Fig. 1. Consumer Proxy
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In our implementation, a consumer proxy mediates between the Edutella/
JXTA and the SQI protocol. As depicted in figure 1, it is responsible for

1. Receiving queries from external clients via SQI
2. Forwarding the query to the Edutella network using the JXTA/Edutella

interface
3. Collecting the results sent from peers within the network using the JXTA/

Edutella interface
4. Forwarding those results to the requester system via SQI

This simple mechanism allows any system to query the content of the Edutella
P2P network without needing to implement its specific interface. In addition,
the proxy can return the results to the client application

Asynchronously. The results are sent to the client as soon as they arrive to
the proxy. This is the typical mechanism in distributed environments as not
all the results are generated at once but they must be gathered from the
different systems in the network.

Synchronously. The results are gathered at the proxy and sent in a single
message to the client. Although this is not the intuitive way for a distributed
environment it could be desirable in some scenarios (e.g., in mobile devices
we do not want our device to receive a new message every time a new result
arrives to the proxy but better ask for new results in a proactive manner).

4.2 Provider Proxy

In order to fulfill our scenario 2, a second type of proxy has been developed. This
provider proxy is a peer connected to the P2P network which also is able to send
requests and receive responses by means of a different protocol and interface.
Therefore, it is able to forward queries to external providers and receive their
answers providing their content to the network.

As in the the case of consumer proxies, our provider proxy mediates between the
Edutella/JXTA and the SQI protocol. As depicted in figure 2, it is responsible for

1. Receiving queries frompeers in thenetwork using the JXTA/Edutella interface
2. Forwarding them to the external provider via SQI

Fig. 2. Provider Proxy
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3. Receiving the results from the external provider via SQI
4. Sending them back to the peer that sent the query using the JXTA/Edutella

interface

Due to the asynchronous nature of a P2P network, it is possible for the
provider proxy to receive the results from the external provider in a synchronous
(e.g., in case the external provider is a relational database) or asynchronous (e.g.,
if the external provider is another distributed environment) way.

5 Semantic Mappings

In previous sections, we have described some of the basics for interoperability,
namely common protocol and interfaces (or the use of proxies as presented in
previous section) and common query language (or the use of appropriate wrap-
pers). Although these elements ensure that two systems are able to talk to each
other they do not guarantee that they will be able to understand each other due
to the possible use of different schemas/ontologies.

Nowadays, there is a big effort on standardization of domain ontologies. For
example, Dublin Core [4] is intended as standard for cross-domain information re-
source description and LOM [1] describes attributes required to fully/adequately
describe a Learning Object. Unfortunately, still many proprietary schemas are
used in each domain (e.g., database schemas within companies). For example,
Dublin Core suggests using the attribute “creator” to describe the responsible
person of making or writing a resource. While many repositories probably fol-
low this suggestion when annotating their resources, others might use e.g. their
own attribute “author” instead. In order to bring interoperability among them,
data integration in the form of semantic mappings is needed. In this context,
a semantic mapping is a transformation from one data model to another data
model according to a set of rules (mappings).

In a distributed network we can distinguish among several integration possi-
bilities:

– If no virtual and unified schema is assumed in the network, systems within
the network must provide pairs of mappings between each two systems. Sub-
sequently, the distributed network can be seen as a directed graph in which
each arrow represents an available mapping from one node to another. Af-
ter that, they can be applied transitively in order to infer new mappings
which were not explicitly defined. This is specially useful in P2P networks
as it is usually not possible to enforce a unique and common schema. Au-
thors in [2,8] study this approach and provide algorithms to estimate the
correctness of the inferred mappings.

– If a virtual and unified schema is assumed, there are two approaches for
providing integration between the global schema and local schemas at the
sources:

• Global As View (GAV) [9]. In this approach, the global schema is ex-
pressed in terms of the data sources (an example is depicted in figure 3).
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Fig. 3. Global As View Approach Fig. 4. Local As View Approach

• Local As View (LAV) [26]. In this approach, each source is defined as
a view over the global schema. This way, the global schema is specified
independently from the sources (an example is depicted in figure 4).

A discussion of both GAV and LAV is provided in [11] as well as an introduc-
tion to “query rewriting” mechanisms. Query rewriting is the process in which
a query expressed in the global schema is reformulated into another query ac-
cording to a set of mappings [23]. This is the mechanism we have used in the
mappings module we describe subsequently.

5.1 Query Rewriting Module

In order to provide semantic interoperability in our network, we have developed
a module which transforms a query q1 into a query q2 according to the set
of mappings specified. This module is intended to work on pairs of mappings
without a unified schema, or in GAV or LAV integration approaches.

QEL, the language we use in our network, is based on datalog. In addition to
standard datalog constructs, QEL includes some built-in predicates. Taking into
account that in our network only metadata (in RDF) is queried and exchanged,
the most important one is

qel : s(Subject, Predicate, Object)

which according to the QEL specification [15] “is true if Subject and Pred-
icate are anonymous or non-anonymous RDF resources, and Object is a non-
anonymous or anonymous RDF resource or an RDF Literal and the triple Re-
source Predicate Object exists in the RDF data”. For example, a query like

? − qel : s(X, dc : title,′ ArtificialIntelligence′).

will return all the resources which title is “Artificial Intelligence”. Other useful
built-in predicates are qel:like(X,Y) (“used to determine whether an RDF literal
or URI contains a string as a substring”), qel:lessThan(X,Y) and qel:greaterThan
(X,Y) which are used to compare two RDF literals.

Given this short introduction to the language, let us present the following
simple query that we will use for our examples in the rest of the section:
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@prefix qel : < http : //www.edutella.org/qel# > .
@prefix dc : < http : //purl.org/dc/elements/1.1/ > .
@prefix lom : < http : //ltsc.ieee.org/2002/09/lom− rights# > .
? − qel : s(X, dc : title, T itle),

qel : s(X, dc : description, Description),
qel : s(X, dc : creator, Creator),
qel : s(X, lom : cost, Cost),
qel : s(X, dc : subject, Subject).

This query retrieves all the resources with title, description, creator and sub-
ject attributes from Dublin Core and the cost from LOM. The first lines of the
query with prefix “@” define the namespaces.

Given such a query, we identified the following requirements:

– The query specifies a property (in the paper we will use property and at-
tribute indistinctly) that does not exist in the source but the source has an
equivalent property which could be used instead of. For example, if one data
source has its own schema where it uses the property “abstract” instead of
the property “description” from the Dublin Core standard.

– The query specifies a property and one value according to a specific tax-
onomy and the source uses a different taxonomy. For example, if the query
searches for resources with “dc:subject” following the ACM classification[3]
and the data source does have “dc:subject” but it follows the Dutch Basic
Classification [5].

– In general, if one of the attributes is not available at the data source, the
whole query fails2. However, it might happen that although the source does
not have explicitly such an attribute, all its resources would share the same
value if it existed. For example, assume a repository where all the resources
are offered for free. This repository does not have the property “lom:cost”
because it is not needed. However, in case one query contains this attribute,
the whole query would fail (even if the constraint in the query is “lom:cost
= No” which is actually true though it is not annotated). In such a case, it
is desirable to assign a default value to all the resources in the data source
without having to explicitly annotate all the resources of the repository.

In order to satisfy these requirements we developed a module that performs two
types of mappings and one extra transformation: property mapping, property-
value mapping and default value transformation (see table 1 for the whole list of
mappings and [16] for technical details).

5.2 Property Mapping

A property mapping specifies how one property in the query must be refor-
mulated. When the mapping module receives a query that contains the triple

2 Here we assume that only conjunctives queries are sent. Edutella and QEL support
disjunctive queries but we will omit them here because of simplicity.
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Table 1. Types of Mappings

Mapping type Description

1-to-1 property mapping (R,p1, O) ← (R, p2, O)

1-to-1 property-value-value mapping (R,p1, v1) ← (R, p2, v2)

2-to-1 property mapping (R,p1, O), (O, p2, L) ← (R, p3, L)

2-to-1 property-value mapping (R, p1, O), (O, p2, v1) ← (R, p3, v2)

1-to-2 property mapping (R, p1, L) ← (R, p2, O), (O, p3, L)

1-to-2 property-value mapping (R,p1, v1) ← (R, p2, O), (O, p3, v2)

2-to-2 property mapping (R,p1, O), (O, p2, L) ← (R, p3, O), (O, p4, L)

2-to-2 property-value mapping (R, p1, O), (O, p2, v1) ← (R, p3, O), (O, p4, v2)

Default value (p ← v)

qel : s(X, p1, Z) it rewrites it into qel : s(X, p2, Z). Using our example query
and taken into account the requirement in which the source does not contain
the property “dc:description” but “own:abstract” (where “own” stands for their
local namespace), it is possible to define the following mapping:

(X, dc : description, Z) ← (X, own : abstract, Z)
This mapping is currently a 1-to-1 mapping, that is, there is only one triple at
each side of the mapping (separated by the left arrow) but it is also possible to
specify 1-to-2, 2-to-1 and 2-to-2 mappings (see table 1). For example, suppose
the author in the source is encoded using the property full name from the vcard
ontology [20]. In such a case, we need the following mapping

(X, dc : creator, Z) ← (X, dc : creator, Y ), (Y, vcard : fn, Z)

in order to abstract from the internal representation at the source3

5.3 Property-Value Mapping

The mapping described above assumes that one property is completely mapped
onto another one. However, mapping can be brought to the granularity of values.
A property-value mapping applies only when a query contains not only a specific
property but also a specific value for that property and then both of them map
into other (possibly the same) property and value. For example, assume that our
example query uses the ACM classification in the property “dc:subject” and our
source does have the property “dc:subject” but annotated with the Dutch Basic
Classification taxonomy. We could use several mappings of the form

(X, dc : subject,′ Software/Programming Languages′) ←
(X, dc : subject,′ Computer Science/Programming Languages′)

to specify how the different values from the ACM taxonomy map into the Dutch
Basic Classification.

In the same way as the property mapping, it is possible to extend this 1-to-1
to 2-to-1, 1-to-2 and 2-to-2 mappings.
3 Note that we use similar notation as in [26]. Therefore, the right side of the mapping

rule is rewritten into the left side.
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5.4 Default Value

Property and property-value mappings provide rules which define how source
triples are reformulated into equivalent triples corresponding to the destination
schema. The “default value” mapping works differently. The properties specified
in default values do not exist in the source repository and therefore they must
be removed (not just reformulated) in the new query. To our knowledge, default
values have not been defined before in literature and therefore, we formalize the
process in Appendix A.

Following this approach, when a query is received by our mapping module, if
there exists in the query any occurrence of a property specified in the default
values, this occurrence is temporarily removed. This way, the query is sent to
the local repository without that property (otherwise the query would fail) and
a resultset is returned. However, this resultset still does not contain the default
values that were requested (the properties previously removed) and therefore
they must be added. Therefore, default values are added to each of the rows in
the resultset returned by the repository. For example, following with our example
query, suppose that our source repository does not have the property “lom:cost”
but all the resources in the repository are free of charge. We can then define the
following default value

(lom : cost ←′ No′)
This way, any triple in the query referring to the property “lom:cost” would
be removed before the query is sent to the repository and added subsequently
to the returned resultset together with the default value “No”. In contrary, the
query may specify that only elements which are not free of charge should be
returned. In such a case, since it does not match the default value, the query is
not executed and an empty resultset is returned.

6 Generating Mappings Using an Editor

Creating the appropriate mappings for the query rewriting module can be a
tedious task, especially when large schemas are involved. Yet another problem
is that the rewriting engines are embedded in web services or applications, and
therefore have to retrieve the list of mappings from a file or web resource.

In order to help the user to create these files, we have developed an application
that can import RDF schemas, displays their properties and allows the user to
create mappings by simply clicking on the available elements. Once created,
the mappings can be stored on disk in different formats, to be copied into the
configuration of the query rewriting engine. Alternatively, the editor can be used
to load existing mapping definitions and allow their modification before writing
them back to the storage media.

We developed the application as a plugin for the Rich Client Platform [21],
using the Jena RDF framework for managing RDF data. The software itself
is open source, and is available via CVS from the main Edutella repository4

4 http://edutella.jxta.org/
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Fig. 5. Classes in the Editor Mapping Data Model

(as the rest of the components described in this paper). The component based
approach of the RCP platform makes the editor easy extendable for additional
functionality and allows the integration into other RCP tools, like the Eclipse
Java Development Platform. The two main parts of the application are the
Mapping Data Model and the User Interface.

6.1 Data Model

In the Editor application the mappings are represented as java objects (see fig-
ure 5). The Jena RDF API is providing access to the Properties of the involved
schemas. The Mappings data Model consists of the classes representing the var-
ious forms of possible mappings, as well as an API to create new Mappings
(Factory) and to store or load mappings (Parser).

6.2 User Interface

The interface for the user was implemented as an Eclipse plugin, using the Eclipse
Rich Client Platform. Therefore, it is easy to integrate the editor into other RCP
applications, or to implement additional functionality for the mapping editor, e.g.
assistants to support the mappings creation process by doing simple similarity
comparisons based on the schema annotation.

After the application startup, a window asks for the location of a RDF schema
to use as the source schema (see figure 6). A Schema source can be chosen from
a list of common used schemas, or by supplying a URL pointing to the location
of the RDF document defining the schema.

Once a schema is selected, the column on the left displays the source schema
while the middle column shows the target schema. Figure 7 shows the applica-
tion where the Dublin Core has been loaded as source schema (left side of the
window) and the Friend-of-a-Friend schema [7] as target schema, the right side
of mappings (in the middle column). Additionally, default values can be added
to the second panel on the left side, below the source schema.
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Fig. 6. Choosing a RDF Schema Fig. 7. Creating Mappings

Creating a Mapping is now an easy task. In the lower part of the window are
fields for the supported types of mappings. These fields can be filled by selecting
elements from the properties listed above them. Then, the mapping is created
just pressing on the “Add” button. The new mapping is added to the list of
mappings in the right panel. Finally, selecting the appropriate operation from
the menu, the created mappings can stored or new schemas loaded.

In order to cover most of the usage scenarios in the early states of development,
we first implemented in our editor 1-to-1 and 2-to-1 property mappings and
default values. We plan to extend it to the full set of mappings. In addition,
techniques for (semi)automatic generation of mappings as described in [19] may
be implemented.

7 Related Work

In [18], the authors describe the two scenarios, consumer proxy and provider
proxy, and implemented a translation from the JXTA protocols to Web Ser-
vices and vice versa. In this paper, we enrich our proxies with the possibility
of mapping query languages and schemas. In addition, [18] does not use any
specific interface but wrap the java objects by means of serialization while in
our approach we are using the SQI standard initiative.

[10] presents an interesting approach for interoperability of Learning Reposi-
tories. Authors briefly present an “ECL Gateway” which is similar to our idea
of proxies. They implemented a translation between ECL and a P2P protocol.
In our paper we extend this idea separating the two different scenarios, con-
suming and providing information, and describing in detail how proxies work
and how mappings can be performed. Furthermore, we present our work on de-
fault values which, to our knowledge, had not been described yet in any paper.
Lionshare [24] includes the possibility to perform federated searches in each of
the peers. However, the integration is made at the peer level (users may choose
whether to query the network or other federated repositories) thus not providing
an interoperability solution at the network level.
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There exists a large number of papers on ontology mapping, specially on the
creation of such mappings in a (semi)automatic way [19] although due to space
limitations we have only cited the most relevant ones. Future versions of our
editor may include some of the existing algorithms to help administrators.

8 Conclusions and Further Work

In this paper, we showed by means of proxies and semantic mappings how it
is possible to connect a P2P network like Edutella with other systems outside
the network. These proxies provide the necessary mediation between the differ-
ent protocols and interfaces and semantic mappings overcome the problem of
schema heterogeneity. Both together allow external systems to query and pro-
vide content in the network avoiding the isolation of P2P networks from the rest
of the world. We refer the reader to [17] for a detailed description of successfully
interconnected systems using our components, like for example ARIADNE and
the Media Library (Swedish Educational Radio and Television).

In this paper we have focused the interoperability problem on search. However,
although this is of course the most important service, there are still some other
issues that must be researched. One of the main topics we plan to research on
in the future is distributed ranking algorithms. Currently, a lot of research has
been done around web ranking and merging of ranking lists (e.g., on meta-search
engines). However, the former assumes that relationships of the form of links exist
among resources in different repositories and the latter assumes that there exist
overlapping in the content different repositories offer and rank. Unfortunately,
this does not apply in a P2P network and the only existing measures are based
on trust/reputation of the peers.

In addition, a challenge for the Local As View mappings described in this
paper is how they would work in combination with Edutella Retrieval. Edutella
Retrieval [6] is a recent addition in Edutella which allows information to be
retrieved without requiring it explicitly in the query which would unnecessary
eliminate valid matches. Since what is retrieved is not explicitly stated in the
query it is difficult to detect which mappings to apply.
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A. Löser. Super-peer-based routing and clustering strategies for rdf-based peer-
to-peer networks. In 12th International World Wide Web Conference (WWW’03),
Budapest, Hungary, may 2003.

14. Wolfgang Nejdl, Boris Wolf, Changtao Qu, Stefan Decker, Michael Sintek, Ambjörn
Naeve, Mikael Nilsson, Matthias Palmer, and Tore Risch. Edutella: A P2P net-
working infrastructure based on RDF. In 11th International World Wide Web
Conference (WWW’02), Hawaii, USA, jun 2002.

15. M. Nilsson and W. Siberski. RDF query exchange language (QEL) - concepts,
semantics and RDF syntax, http://edutella.jxta.org/spec/qel.html, 2003.

16. Daniel Olmedilla. Working with edutella. technical report.
http://www.l3s.de/ olmedilla/projects/edutella/edutella.pdf.

17. Daniel Olmedilla and Matthias Palmér. Interoperability for peer-to-peer networks:
Opening p2p to the rest of the world. In WWW Workshop on Interoperability
of Web-Based Educational Systems, volume 143 of CEUR Workshop Proceedings,
Chiba, Japan, may 2005. Technical University of Aachen (RWTH).

18. C. Qu and W. Nejdl. Interacting edutella/JXTA peer-to-peer network with web ser-
vices. In 2004 International Symposium on Applications and the Internet (SAINT
2004), Tokyo, Japan, jan 2004. IEEE Computer Society Press.

19. Erhard Rahm and Philip A. Bernstein. A survey of approaches to automatic schema
matching. VLDB J., 10(4):334–350, 2001.

20. Representing vCard objects in RDF/XML. http://www.w3.org/tr/vcard-rdf.
21. RCP rich client platform. http://www.eclipse.org/rcp/.
22. SQI: simple query interface. http://www.prolearn-project.org/lori/.
23. I. Tatarinov and A. Halevy. Efficient query reformulation in peer-data management

systems. In SIGMOD, 2004., 2004.
24. The lionshare project. http://lionshare.its.psu.edu/.
25. The open knowledge initiative (oki). http://www.okiproject.org/.
26. Jeffrey D. Ullman. Information integration using logical views. Theoretical Com-

puter Science, 239(2):189–210, 2000.

A Default Value Formalization

Let T be the set of all triples of the form (R, P, O) such that R, P and O
are resource, predicate and object respectively. In addition, let D be the set of
default values such that d = (P, V ) where P is a property and V a literal.
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Then, for all queries Q, define Q
D−→1 P iff

– Q = (T1, . . . , Ti−1, Ti, Ti+1, . . . , Tn)
– Ti = (R, p, O)

– U =

{
Ti if ∃p, d|Ti = (R, p, O), d ∈ D, d = (p, V ),
∅ otherwise.

– P = Q \ U

Finally, we denote with D−→ the reflexive transitive closure of D−→1 and the
unique result of rewriting of the query with default values by Q2 = removeDV
(Q, D).

After this process, the resulting query Q2 of this process is sent to the repos-
itory and a resultset S is received as an answer to the query.

Then, let U be the set of default values applied in the previous process and
for all rows R in S, define R

U−→1 W iff

– R = (V1, . . . , Vn)
– Vn+1|d = (P, Vn+1), d ∈ U
– W = R ∪ Vn+1

and finally we denote with U−→ the reflexive transitive closure of U−→1 and the
unique result of this operation as by S2 = addDV (S, U) where S2 is the final
resultset returned to the query.
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Abstract. In this paper we describe the main lines of a teacher preparation 
model aiming to promote a culture of sharing and re-use of educational 
resources. Our methodology is based on the analysis of conceptions of trainee 
teachers as concerns the production and re-use of educational modules and on 
the use of a collaborative environment, especially designed to support the 
construction and development of a community of practice of teachers working 
on Learning Objects. This approach is meant as a means to support in a 
collaborative way the construction and diffusion of pedagogical innovation. 

1   Introduction 

Collaboration through communities of practice is increasingly considered as an 
effective way for teachers to cope with life-long professional development [14], [5]. 
We add that such communities could be fruitfully used as a tool to establish a 
continuity between pre-service and in-service teacher training, favouring the 
exchange of competence and ideas among teachers with different experience and 
backgrounds and supporting the development of a culture of sharing and reflection. 
This could help avoid the individualistic approach to the teaching profession which is 
currently rather common and hinders the diffusion of innovation. In particular, we 
argue that communities suitably structured to collaboratively work on Learning 
Objects (LOs) could results effective in this respect. 

Digital LOs were initially conceived as a tool to make distance education efficient, 
by easing teachers’ re-use of self-contained chunks of educational material for course 
construction. They were subsequently recognized to have the potential to be helpful 
for education in general [12], since into LOs repositories teachers may find innovative 
proposals to improve their regular educational practice (such as materials to carry out 
problem-based activities), as well as simple technological tools (such as java applets 
for simulating scientific phenomena) whose implementation might be beyond their 
competence. However, the diffusion of LOs has been slowed down as a consequence 
of the fact that computers, despite having been introduced into schools from the 
eighties and being actually used by many teachers, are not yet deeply integrated into 
school activity: not only does classroom practice often remain unchanged but even 
many teachers are still dealing with accepting ICT [6], [13]. Moreover, research has 
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highlighted a number of difficulties that still hinder teachers’ appreciation and actual 
use of LOs in school, such as the scarce information on the objects’ quality and the 
limited congruence of the metadata standards with the current indications of learning 
theories [7], [10].  

In accordance with other authors [8], we suggest that LOs’ diffusion is actually an 
issue of technological transfer and should be addressed as such. In order to give a 
contribution in this direction, we propose a methodology for teacher training which 
integrates personal reflection on LOs with sharing educational material and the related 
experience of use within communities of practice created on purpose. We 
implemented this idea by designing and building the prototype of a collaboration 
environment, and we experimented it in a pre-service teacher training course. We also 
carried out a study of the conceptions of trainee teachers on the re-use of the 
educational material in order to give direction to our work and check the feasibility of 
our approach.  

In this paper we describe our methodological framework and outline the output of 
the experiences carried out with trainee teachers. With his study, we aim to support in 
a systematic way the collaborative construction of pedagogical innovation, promote a 
culture of sharing and re-use of educational material and suggest a uniform way to 
connect pre-service and in-service teacher training. 

2   Teacher Training Through Collaboration on LOs 

2.1   An approach to Sharing Educational Material 

Starting point of our proposal is the observation that, from a pedagogical point of 
view, re-use of educational material should be focused not only on products but also, 
and especially, on experiences of use of such products in different contexts [2]. This 
turns LOs from static materials (as they result in a purely technological view of re-
use) into something constantly in evolution, since each experience of use obviously 
differs from the previous ones, depending on the situation where it takes place, the 
individuals involved and their pedagogical orientations and personal teaching styles. 
Reflecting on the variety of experiences carried out with a same material constitutes 
for the teachers an occasion of learning. Engaging in a re-use activity centred on 
sharing reflections and comparing experiences can result, for teachers, an effective 
way of learning and hence become a powerful tool for professional development. Re-
use of an educational module in different contexts, moreover, often leads to the re-
elaboration of the initial view of the module itself and hence gives rise to a number of 
variants of it, produced by different teachers to adapt it to different teaching needs and 
styles. Considering such variants can result useful also to the initial producer, since it 
leads her/him to take into consideration different perspectives on her/his own work. In 
this view, re-use constitutes a knowledge transfer process in which both user and 
producer can equally take part actively, with mutual advantage. Such activity can 
therefore constitute a good basis for a community of teachers engaged in learning 
from each others’ experience while sharing educational material, and can help 
building and circulating pedagogical innovation. It can also help creating a deeper 
sense of community and overcome the problem pointed out by Parr and Ward [11] of  
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Fig. 1. The conceptual network of educational materials originated by collecting user-produced 
variants and comments to an original LO 

teachers feeling scarcely inclined to share their own productions if they don’t perceive 
the participation in a community of practice as useful and rewarding.  

Collecting in a repository variants of a given object produced by different users, 
and associated reflections, gives rise to a conceptual network of educational material 
on a given topic, as sketched in Fig. 1. Comments represent the reflections on the 
experiences of use of different teachers. The presence of variants and comments and 
connections among them greatly increases the expressive power of the educational 
material. The creation of a conceptual network of this kind starting from a given 
learning object is the expression of the collective learning of a community of teachers. 

2.2   Preparing Teachers to Share Pedagogical Materials and Experience 

It is necessary to prepare teachers to put in practice the above approach, especially 
since sharing knowledge and experience is not customary in most school systems, and 
hence a tradition in this sense needs to be established [9]. This entails organizing 
suitable activities to carry out during pre-service teacher training, apt to promote a 
culture of sharing and re-use of educational resources. Several components should, in 
our opinion, be included in this preparation: 

• Giving the trainee teachers some basic knowledge about LOs, by explaining their 
meaning and potential, use of the metadata etc. In order to be effective this 
activity should be preceded by a study of the conceptions that teachers have on 
the re-use of educational material, so as to be in condition to explicitly address 
their doubts and help them building a positive attitude towards sharing 
experience and pedagogical material in their profession. 

• Helping to construct reflective and experiential knowledge by means of an 
activity on educational modules along the lines mentioned in Sect. 2.1. Reflection 
on experience should be carried out not only individually, but also collectively, 
so as to fill a gap that is often present in teacher preparation. Trainee teachers, as 
a matter of fact, are often not used to collaborative work, due to the limited 
importance given to this aspect in many school and university systems. This often  
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Fig. 2. A model of pre-service and in-service teacher preparation centered on sharing of 
educational modules 

       leads in-service teachers to find collaborative contexts difficult, especially with 
colleagues who have different backgrounds, hence missing good opportunities to 
improve their professional knowledge and contribute to give their students a more 
articulated preparation.  

• Taking into account teachers' background, which includes both topic-related 
specific knowledge and pedagogical awareness. 

• Making the trainee teachers get acquainted with ICT tools, basic knowledge and 
terminology which are functional to work easily in technology-based 
collaborative environments and with technological educational resources. 

The aim of this approach to initial teacher preparation is to build a common ground of 
shared conceptual and pedagogical knowledge on LOs that can form the starting point 
for learning-oriented, joint, in-service activity and hence constitute a bridge between 
pre-service and in-service training. It also aims to provide a base of methodological 
and operative competence apt to favour teachers’ collaborative working and learning 
through communities of practice. The overall structure of this approach to teacher 
training is sketched in Fig. 2. 

2.3   An Environment for Sharing LOs and Experience of Use 

In order to implement this approach to teacher training, we designed the collaborative 
environment LODE (Learning Objects Discussion Environment). We implemented a 
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prototype of it (which is available in Italian and in English) by suitably adapting 
ATutor, an open source, fully inclusive, web-based Learning Content Management 
System (http://www.atutor.ca/). 

LODE’s main characteristics, with respect to the collaborative environments 
currently diffused, is that it is specifically oriented to working with LOs. Hence, not 
only does it offer the usual variety of communication modalities and file sharing, but 
also it allows the insertion and cataloguing of new LOs and comments, as well as the 
definition of connections among them.  

Each LO corresponding to an educational module is represented by means of an 
ATutor course. The content of the object is stored by one or more files linked to the 
LO home page. Each LO has a forum associated, to discuss issues related to its use. 
Comments can be inserted by any number of people for every LO (including the LO’s 
author); they concern outcomes of experimentations or proposals for pedagogical and 
operational changes. Moreover, users can define logical connections of different 
types among objects. At present, four kinds of them are provided: derives from, 
substitutes, includes and complementary to. This information is part of the metadata 
set associated to a LO and is represented in LODE environment by the label “links to 
other LO” ( see “legami con altri LO” in the bottom of Fig. 3). 

 

Fig. 3. The home page of a LO in LODE, showing the metadata and the comments available on 
the left hand side 

It is possible to search for material in the environment by any of the metadata on 
both LOs and comments. It is also possible to browse through the complete list of 
objects and related comments. A glossary of the terms used in the metadata, a general 
forum and a help function are also provided. 

In order to make the input of LOs simple, metadata have been kept limited to the 
values strictly necessary to characterize a LO with respect to the educational practice. 
We paid only limited attention to standards for reuse, both because interoperability 
issues are outside the scope of our research, and in our view they add a level of 
unwanted complexity as concerns the applicability of the pedagogical model we 
propose, as our trainees are new to the LO concept. After considering the most 
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acknowledged metadata standards and specifications developed by international 
organizations, such as IEEE TTSC LOM, DCMI and related projects such as 
Gateway to Educational Materials (GEM) and EDNA (Education Network Australia), 
we selected a set of LO metadata mainly from the LOM scheme, though moving 
away from it, especially regarding the LOM category “Educational”. Rather than 
thinking of extending this scheme, we preferred to realize a proposal specifically 
oriented to the school pedagogical context, easily understandable by the trainee 
teachers and with a limited cost.  

Our metadata, then, include: author, language, date, keywords, pedagogical 
approach, technical requirements, school topics, school level, producer’s intention, 
educational role, connections with other objects. These values are visualized when a 
LO is opened (see Fig. 3). Comments’ metadata include only author, date of creation, 
key words and LO associated.  

3   Towards Implementing Our Teacher Preparation Idea 

We tested our teacher preparation approach oriented to knowledge and experience 
sharing, over the past two years, in a teacher training course on Multimedia in 
education of the Teacher training school (SSIS) of the University of Genoa, Italy. 
This is a 3-credit course for trainee teachers of secondary school in all disciplines; it 
is subdivided into modules on different topics, each of which includes both a 
theoretical and a practical part. Around 120 people are enrolled in it every year. The 
activities we introduced in the course in relation with this study included an analysis 
of trainee’s conceptions about the re-use of educational material and an experience of 
sharing LOs on the LODE platform. 

3.1   Preliminary Study of Beginning Teachers’ Conceptions on the Re-use  
of LOs 

In the year 2004, we added in the mentioned course an activity on LOs, where we 
guided the trainee teachers to analyse, from the point of view of re-use, a set of 
educational modules prepared by the previous years’ trainees as one of the 
assignments to pass the course [3]. The proposed educational modules concerned 
different fields and reflected different pedagogical approaches, so that trainees could 
chose among them based on their background and preferences. Aim of this activity 
was to make the trainees aware of the problems that can be faced in the re-use of other 
teachers’ material, and hence prepare them to pay attention to key elements, both 
when selecting among their colleagues’ materials and when preparing their own 
materials to be shared with other teachers. Trainees were requested to freely choose a 
module to analyse in a group of proposed ones, and to deduce its re-use possibilities, 
technical and pedagogical value, strengths and weaknesses, improvements suggested, 
etc. They were also asked to mention what features they would select in order to 
characterize the materials in such a way to make it easy for prospective re-users to 
chose among them; this request aimed to spot what kind of features trainee teachers 
would appreciate to find among metadata. We did not give the trainees the summaries 
and the metadata originally associated with the selected modules, in order not to 
influence their analysis with the observations and classification reported by the 



 Promoting Teachers’ Collaborative Re-use of Educational Materials 67 

authors but possibly not considered by the trainees who were examining the modules. 
Then we analysed the trainees’ productions, looking for conceptions on the re-use of 
educational materials. Our aim was to obtain information on several points: 

• From what point of view do teachers consider re-usable material?  
• Which aspects are considered important in a didactical module? Which  

important ones are overlooked by the trainees? 
• Are trainee teachers able to see a role for a given module in their own teaching?  
• What kind of information do teachers consider it important to transfer to their 

colleagues in view of re-use? 
• What relation do teachers see among the selected material and the final users?  

A first interesting point, which clearly emerged from this study is that content 
knowledge was the main (and sometimes only) aspect of the didactical material on 
which trainee teachers focused. Neither the pedagogical approach nor the 
technological choices seemed to be considered as being strictly part of the module’s 
overall content and in condition to influence the usability and effectiveness of the 
analysed material. Trainees mainly assumed to re-use from the given materials the 
content knowledge (which includes texts, pictures and exercises), adding on their own 
both the pedagogical approach and the delivery mode. For this reason, they often 
disregarded any technological mistake or cumbersome pre-requisite. Didactical 
modules, moreover, were viewed as complete objects, rather than parts of a didactical 
itinerary. 

As prospective re-users, the trainees often did not foresee the range of application 
possibilities that were prospected by the module’s producers. 

Some trainees, finally, viewed the didactical modules as chunks of knowledge 
based on which teachers could work out something useful for their students. Only a 
few of them expressed the wish to know the guiding ideas underlying the design of 
the modules and their previous applications, in order to better plan for their re-use.  

This study, which was focused only on individual reflections on LOs, allowed us to 
spot which aspects require special attention when preparing trainee teachers to the use 
of LOs. It also provided us with useful information to guide the design of the LODE 
collaborative environment (outlined in Section 2.3) to carry out a training activity on 
sharing and re-use of LOs. Based on this experience, in the following year we 
proposed to our trainees a more articulated activity which included both individual 
and shared reflection, with particular emphasis on the second one. 

3.2   A Collaborative Activity on LOs on the LODE Platform 

In the year 2005, we introduced in the mentioned teacher training course an activity on 
sharing educational modules, organized along the methodological lines sketched in 
Section 2. Before carrying out a practical activity on the LODE platform, the trainees 
had a class on knowledge management and communication/collaboration systems, one 
on LOs and repositories, as well as a concise presentation of the LODE environment. 
Several educational modules developed by the previous years’ trainees were uploaded 
in the environment, to make the work start with some materials at disposal.  

The activity with LODE went on for about one month. Trainees were asked to: 
explore the environment and write a description of their understanding of it; choose a 
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LO to analyse; write a comment of it; discuss possibly different opinions with the 
classmates who were analysing the same LO; work out a new LO and upload it in the 
environment, specifying and justifying pedagogical metadata and connections with 
other LOs. We evaluated this experience based on the observation of trainees’ 
involvement, the trainee’s productions and the answers to an anonymous 
questionnaire. The results on the three aspects considered were encouraging [4]. 

The trainees’ involvement was rather high. Almost all of them became operative in 
a short time and used the environment to a wide extent. They often carried out more 
than the work assigned, and some of them even asked us to leave the environment in 
use after the end of the course so as to be allowed to work with it again in the future. 
The reports on the environment confirmed a satisfactory understanding of its structure 
and aims.  

As concerns the trainees’ productions, the materials developed resulted to be more 
clear, articulated and well designed than they had usually been in the previous years. 
We attribute this improvement to the reflection the trainees had to carry out for 
writing comments to the materials at disposal, which led them to pay attention to 
aspects that had been usually overlooked by the trainees of the previous years. The 
comments produced concerned mainly ideas for school activities to carry out with the 
commented LOs.  

They showed an interest for comparing their work with that of their peers, as well 
as good self-evaluation abilities. They even tried to evaluate what teacher’s 
competence was necessary for developing and using the considered modules. This led 
many of them to consider the modules’ evaluation as an occasion to become aware of 
their own competence and a stimulus to get updated if necessary. 

The questionnaire, which was returned by 106 people, included 5 groups of closed 
questions (to be valued on a scale from 1=very poor to 5= excellent), concerning 
interest for the environment, ease of use and learning, effectiveness of feedback and 
support received, usefulness of the communication facilities. Some open questions 
concerned the difficulties experienced and the aspects of the environment most or 
least appreciated.  

The mean value of all answers to the questionnaire resulted 3.74, the standard 
deviation 0.96, the median 4. If we consider negative answers the values 1 and 2 and 
positive answers the values 3 (sufficient), 4 (good) and 5 (excellent), the total 
percentage of negative answers resulted 11.19, while the percentage of positive 
answers resulted 88.81. 

As for the interest of the environment for their teaching profession, the respondents 
expressed a good level of appreciation for both retrieving others’ materials and 
sharing their own (93.96 % of positive answers). Comments and connections among 
LOs were appreciated more as a way to express their own reflections than for 
learning those of their peers.  

Ease of use and navigation were evaluated from average to high (85.17 % of 
positive answers). From the open answers, some difficulties emerged, though, as 
concerns the use of metadata, both for searching LOs based on pedagogical features 
and for defining the correct ones when creating new LOs. Ease of learning to use the 
environment was evaluated from average to high, with a concentration on average 
values (88.45 % of positive answers). This matches with the observation that the 
trainees had started working correctly with LODE in a short time. The feedback and 
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help received were considered clear and effective enough (89.64 % of positive 
answers). 

Finally, the questionnaire showed that communication with peers was slightly 
preferred to communication with the teacher; internal mail was appreciated more than 
forums, which were seen more as a tool to learn from each other than as a place to 
socialize with peers. 

3.3   A Study of Conceptions After Collaboratively Working on Educational 
Material 

In the school year 2005, after the described activity in the LODE environment, we 
repeated the analysis of conceptions we had carried out with the trainees of the 
previous year, in order to check if actively working on educational material to be 
shared and re-used had any positive influence on trainee teachers’ conceptions. The 
task assigned and the guidelines provided to carry it out were the same as the previous 
years. This activity, however, was carried out after working on the LODE platform, 
and hence the trainees had gained some familiarity with the concept of learning 
object. They also had at disposal the metadata and the author’s report for each 
educational module.  

This new study of conceptions on educational material confirmed the disorientation 
as concerns metadata that resulted from the activity in the LODE environment. The 
trainees tended either to avoid to specify them or to replace them by a wordy 
description of the educational material’s characteristics. In the first case, they seemed 
to assume that each material would be reused by its author, and this one would have a 
good enough memory to remind all important features over the years; they also tended 
to disregard all technical prerequisites necessary to use a material, such as version of 
the software application used, plug-ins, etc.. In the second case, the trainees seemed to 
disregard the need to concisely cataloguing the materials and sometimes even 
considered some fields as ambiguous or meaningless, despite the simplicity of the 
metadata chosen in our environment. This highlights that metadata, though essential 
for an effective re-use of educational material, are an intrinsically difficult topic for 
teachers. Despite the many efforts in this sense made in the past years within the 
scientific community [1], there is obviously need of some further work on their 
definition. 

Probably due to the activity on LOs carried out before this second study of 
conceptions, the trainees paid attention not only to the content knowledge of the 
considered modules, but also to their technological part, showing to understand that 
this can have an influence on their actual use and educational potential. Hypertexts 
and multimedia were seen as tools to present in new way topics they knew and to 
support the exploration of new didactical paths. 

Unlike the previous year, they did not appreciate big modules treating thoroughly 
some topics, but showed a preference for small ones that could better be fitted in their 
didactical plans. 

They attributed great importance to the fact that the modules they were analysing 
had been made by their peers: not only did they consider the task at their reach, but 
felt motivated to commit to produce good modules themselves, knowing that they 
were going to be used by their peers in the following years.  
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They showed, moreover, great interest in the applicative aspects of the modules. 
Differently than in the previous year, the trainees managed to figure out and suggest a 
variety of uses of the considered materials bigger and more diverse than foreseen by 
the materials’ authors. This fact suggests that the activity carried out with digital LOs 
succeeded in helping the trainees to gain an overall view of teaching more dynamic 
and open to new and interdisciplinary experiences. This supports our hypothesis that 
sharing knowledge in a community of teachers, as planned in our model, is a creative 
activity where also the re-users take part in the production of new knowledge and 
become motivated to get involved in the process. 

3.4   Observations on the Commented and Produced Educational Materials 

By analysing the modules’ comments and the educational materials produced by our 
trainees, we noticed some points that highlight the influence of analysing peers’ 
productions on the modules worked out. A relation between some aspects of the 
commented material and the produced ones was often explicitly admitted by the 
trainees in their reports. This influence does not consist simply in copying ideas or 
parts of products, but shows a personal re-elaboration of different module’s aspects 
that suggests a growth of our trainees as producers of educational material. Working 
in a community focused on re-use and re-elaboration of educational material, trainees 
seem to improve their critical attitude and this supports the sharing and diffusion of 
teaching competence.  

Let us briefly summarize the main characteristics of the commented and the 
produced modules.  

The materials produced mainly consisted in: 
- multimedia presentations, often including interactive exercises;. 
- constructive activities, where students are guided to explore a topic, and teacher’s 

intervention is rather limited; 
- lessons based on a traditional approach. 

From an educational point of view, the produced modules showed different 
structures: 
- teacher-oriented (to be used by a teacher as support to introduce a topic); 
- problem-oriented (e.g. problems to be solved by the students or paths to be 

explored); 
- mixed (including both teacher’s intervention and students’ autonomous work);  
- support for self-instruction. 

Students appeared to choose the module to comment based on several different 
reasons: 
- background and teaching topic; 
- variety of possible uses of the module or support to interdisciplinary activity; 
- interest of the topic with respect to the curriculum, independently of the module’s 

quality; 
- effectiveness of the pedagogical approach in comparison with more traditional 

ones. We mention as interesting in this respect the request of a trainee who asked 
to be allowed to comment, instead of a module in the LODE repository, a module 
she had found in the well known repository Merlot (www.merlot.org), consisting 
of a set of Java applets for the simulation of chemical reactions. The trainee also 
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asked to include in LODE a LO consisting in a link to the commented material, 
catalogued by giving the metadata values that resulted meaningful in our school 
system, since those used in Merlot reflected a different school context;   

We observed different ways to get inspiration from the commented materials for 
producing their own proposals: 
- General topic, yet with a different content and a different approach. For instance, a 

module of archaeological topic, “The Hill of Priamar” (a visit to an archaeological 
site nearby) inspired two different archaeological modules, “Know your Town” e 
“The Libarna Archaeological Site”. The first of them gets from the original one the 
idea to deepen the history of one’s own town, and includes a link to it; the second 
one gets from it the idea of a guided tour to an archaeological site. 

- Technical solutions. For instance, the module “Introduction to networking” 
inspired “Introduction to micro-processing”, based on a similar presentation 
approach (animation of key elements, arrows to point out main aspects, etc.). 
Analogously, “Main pictorial techniques” inspired “Painting of flowers in XVII 
century” with the idea to examine a painting starting from a general view and 
successively zooming on features. 

- Ideas of possible directions to deepen a topic. For instance, “The Greek house” 
suggested the creation of “The Roman house”: despite the similar names, 
however, the content of the two modules has a different focus, due to the 
different importance given to public and private architecture in the Greek and 
Roman cultures. What is interesting in these examples is that the second module 
was conceived as complementary to the first one, so that the two of them allow a 
teacher to compare not only architectural orientations but also methodology of 
study of archaeological remains. This added value can result very handy and 
effective for teachers of humanities. 

- Multiculturalism. For instance, “Typical aspects of German life”, suggested a 
way to approach the study of a language as a good occasion to analyses and 
compare different cultures. Getting inspiration from it, “A trip to Berlin” was 
produced, which features, though, a different content and different target users. 

- Pedagogical approach. For instance, the module “The symbols of Genoa” (a 
description of ancient Genoa through its political, economical and religious 
symbols) owns to “Mirò and the Macroculture of Catalunia” the use of an 
interactive section (with possibility of zooming and manipulating images) on 
recognizing the meaning of an image’s elements. 

- Multidisciplinarity. For instance, “Discovering the meaning of labels on food 
packages” (which includes elements of science and language) inspired “A guide 
to healthy eating” (which mixes elements of biology and geography). 

Also errors and poor solutions proved to be source of inspiration, since several 
trainees explicitly claimed their will to avoid features they did not appreciate in the 
commented modules An interesting example is given by a module on philosophy 
education, a topic where pedagogical studies have so far been limited. A group of 
trainees observed that the previous years’ modules on this topic simply translated a 
traditional teaching approach into technological presentations, with poor results as 
concerns both the use of technological tools and the presentation of the content topic. 



72 E. Busetti et al. 

They worked out, therefore, a more articulated and intriguing presentation which 
included readings of philosophers’ texts and different possible approaches to 
interpretation. 

4   Discussion and Conclusion 

The positive response of the trainees in this study highlights the availability and 
interest of beginning teachers to get involved in the sharing of educational material 
and collaboratively reflecting on its practical use. The different ways the trainees 
made use their peers’ work to improve their own suggest that critically working with 
re-usable educational material can result into a creative activity. The good outcomes 
obtained suggest that our approach to teacher training is feasible and likely effective.  

The trainees seemed to learn to evaluate a priori their possibility to re-use a given 
educational material in different ways, foretelling advantages and drawbacks related to 
their use. In this sense LODE could even be seen as a tool to learn a methodology for 
didactic planning. 

The study also highlights, though, that some aspects need to be deepened.  
The metadata used to cataloguing the material should be revised, trying to find 

items which result in line with the standards presented in the literature but at the same 
time take into consideration the meanings usually given to labels by the beginning 
teachers, in relation with the different school topics. This issue appears to be 
particularly difficult, since keywords are often used in different ways within different 
disciplines, let alone within different cultures. If the development of a common 
language for metadata will not be supported among teachers from different disciplines 
and environments, however, the diffusion of a culture of sharing and re-use will 
always result limited. 

The effective understanding of the concept of LO gained by the trainees should be 
further investigated. We think it would be fruitful to provide some examples of 
excellent materials, explaining the reasons for this excellence. Some activity would 
also be necessary centred on the articulation of educational paths which include a 
number of given LOs.  

This kind of activity with educational material should be tried out with in-service 
teachers, to spot issues which are peculiar to them and not shared by trainee teachers. 
One of this issues concerns how to organize the quality control in a situation where 
there is no trainer in charge of the activity to select the materials to be included in the 
repository. The quality control is, on the other hand, essential, to motivate the teacher 
to make use of a repository. Moreover, it appears necessary to investigate how a 
community of in-service teachers would self-regulate its own learning activity [15].  

Another issue that needs to be addressed is to understand what relation should be 
established between pre-service and in-service teacher training, at both practical and 
institutional level, to make these two groups of teachers work together on a same 
repository, with reciprocal advantage and satisfaction. 

If this approach to teacher training will gain diffusion, and many communities of 
this kind will develop, it will be necessary to adapt its design, so as to create a 
network of communities, where each teacher could be allowed to potentially be 
admitted to take part in the activity of any community, yet avoiding the confusion of 
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too crowded groups where the loss of personalization would decrease the possibility 
of learning from sharing each other’s ideas and experience. 
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Abstract. In this paper, we introduce a new, formal model of learning
object metadata. The model enables more formal, rigorous reasoning over
metadata. An important feature of the model is that it allows for ’fuzzy’
metadata, that have an associated confidence value. Another important
aspect is that we explicitly address context dependent metadata.

1 The Formal Model of Metadata

In this paper we develop a formal or mathematical model for learning object
metadata. Such a model helps to build a formal, rigorous reasoning about meta-
data in the case of share and reuse. One of the situations in which such a formal
model is useful, is, for example, the discussion of automatic indexing of learning
objects.

One of the important aspects we introduce in this formal model is the rep-
resentation of context-awareness in metadata. A context represents a specific
situation in which a learning object can be used. These contexts allow us to
define more advanced metadata values which enable a better, i.e. more efficient
and more effective, retrievability of learning objects. We refer to the automatic
metadata generation framework that we implemented (see also [1]) for more
information about the use of contexts for metadata generation.

We build our model in different steps, starting with the most simple case in
which we only consider the learning objects themselves. Then we extend the
model by taking into account contexts in which learning objects are (re)used.
In the next step we look at learning objects with a complex structure, such as
aggregates.

We conclude the discussion of this model by pointing to an automatic indexing
framework we developed that implements this model.

1.1 Learning Objects and Metadata

Learning Objects. The first definitions of our model consider learning objects
and metadata. At the beginning we take learning objects in isolation from their
contexts in which they are used or reused. As a second simplification we consider
learning objects as atomic objects without a specific structure and not part of a
larger structure.

W. Nejdl and K. Tochtermann (Eds.): EC-TEL 2006, LNCS 4227, pp. 74–87, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



A Formal Model of Learning Object Metadata 75

The definition of a learning object is given by the IEEE LOM standard [2]:
a learning object is any entity - digital or non-digital - that may be used for
learning, education or training.

In our formal model we do not explicitly define learning objects but define a
set of learning objects that we use throughout this model.

L = {l|l is a learning object} (1)

The above definition does not include details about learning objects, which
indeed corresponds to the given description of learning objects. For the moment,
a learning object is an abstract item of which we don’t have to know the details.

Metadata. Metadata are data about data. In our research we consider learning
object metadata – information about learning objects. In general, two approaches
to metadata are used; the first is the record approach (the approach taken by
the LOM standard), the second considers metadata items individually (adopted
by Dublin Core). To obtain a very general model we follow the second approach;
we will, however, also indicate that the record-based model can be derived from
the item-based approach.

We refer to metadata facets when we talk about properties. The term facet
is appropriate because we, in some way, are dealing with multi-faceted classi-
fications as introduced by Prieto-Dı́az in [3]. A facet is defined as a function
providing a value for that facet for a given learning object.

fi : L → CODfi (2)

The facet fi is a function that maps a learning object to a value from CODfi,
the codomain of fi. The codomain of a function is the set of possible values
resulting from applying the function. We assume that the set of possible values
always includes the value null for facets that are not applicable to a certain
learning object. We use the value null comparable to the use in relational data-
base systems, in which this value may indicate that the value of the facet is
unknown, unavailable or unapplicable [4, p.131]. The index i is used to facilitate
the distinction between different facets in the further definitions. Throughout
this text we refer to the value fi(l) as fil.

Analogously to learning objects, this definition of facets does not specify any-
thing about the possible values in the codomain. This approach opens the pos-
sibility to include all sorts of metadata items, even with a complex structure.

In definition 2 we implicitly made the assumption that every metadata facet
can only have one value for a learning object. In many situations this, however,
is not the case. Therefore, we immediately redefine a facet to include multiple
values also.

fi : L → (CODfi )
n (3)
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(CODfi )n is the generalized Cartesian product of the set CODfi . This defin-
ition implies that the value fil can be a tuple (f1il, f2il, f3il, ...) consisting of n
values. A simple example of such a facet is the author element; a document can
have multiple authors.

1.2 Metadata Records

In the previous definitions we considered metadata as individual items that can
be applied to learning objects. This is a flexible and general approach. In practice
metadata are often treated within records, such as the IEEE LOM record.

A metadata record is a grouping of metadata facets. A record can be a flat set
of facets or it can contain a structure. Our general approach allows us to work
with metadata records as well.

A metadata record is defined as:

m(l) = {fa(l), fb(l), ..., fk(l)} where
l ∈ L (4)

Remark that the number of facets in a record is not predefined for the general
record definition. For each learning object there can be a different number of
facets within a record.

Because we did not define the codomain of a facet, a facet could be defined
as a complex object which contains other facets. This gives us the possibility to
define hierarchies within metadata facets. The definition of these records is the
same as that of the general record given above.

The following example shows how LOM metadata can be expressed by this
definition.

lom(l) = {general(l), lifecycle(l), metametadata(l),
technical(l), educational(l), rights(l),
relation(l), annotation(l), classification(l)}

general(l) = (identifier(l), title(l), language(l),
description(l), keyword(l), coverage(l),
structure(l), aggregationlevel(l))

. . .

1.3 RDF Metadata

Metadata Facets. The metadata model, based on facets, described above is
closely related to the model used in the Resource Description Framework. For-
mally RDF uses triples as the expression mechanism. Each triple consists of
subject, a predicate and an object. An RDF expression is called an RDF graph
as shown in Fig. 1 [5].
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Fig. 1. A Simple RDF Graph

The RDF triplet expresses the relationship ’resource X (Subject) has value
Y (Object) for predicate Z (Predicate)’. Every triplet is considered standalone.
Technically they can be grouped into descriptions and description sets, but con-
ceptually they aren’t available in records. As with our model, RDF properties
can be considered functions given the value for that property for the resource [6]:

Property : {Resource} → {Value}
In our model metadata facets are the properties, the learning objects are

resources and the codomain of the facet function contains the possible values of
the RDF property:

Property ≡ fi

{Resource} ⊃ L
{V alue} ⊃ CODfi

For example:

creator(”http://www.w3.org/Home/Lassila”) = ”Ora Lassila”

In RDF the value space is defined to be a RDF URI Reference, a literal or a
blank node. If the value is a URI Reference, this value can be used as a resource,
i.e. statements can be made about that value. In this way, complex structures
can be built. An example of such a structured RDF graph is given in Fig. 2.

Comparing our model to RDF, we can conclude that RDF is defined more
generally in several aspects:

– Learning objects are only one type of resources in RDF;
– Properties are resources also (defined as a subset of resources). In our model

we only consider learning objects as resources and we will not address prop-
erties as learning objects or resources;

– Objects ({Value}) are resources also which allows the definition of records
as discussed in the next paragraph.

In conclusion, our model for learning object metadata can be considered a
simplification of the formal model for RDF focussing on the specific aspects
concerned with learning object metadata.

Metadata Records. Metadata in RDF are not defined in records, comparable
to our approach. As explained above, an RDF statement can result in a complex
graph, which represents a structure, such as defined in a metadata schema. RDF
also includes container values for the specification of complex structures.
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Fig. 2. A More Complex RDF Graph

A grouping of RDF statements is defined within the RDF/XML syntax in
which description can be made. A description contains several statements about
a certain resource. RDF descriptions are also used in Dublin Core Metadata
Initiative Description Model [7]. Within this model a description set is defined.

2 Fuzzy Metadata

From a formal point of view the way in which metadata is associated with learn-
ing objects isn’t a real issue. In this model we aren’t interested in the operational
aspects of metadata generation, but the possibility to express metadata about
learning objects.

For the automatic metadata generation we introduced the aspect of a con-
fidence value for generated metadata (see also [1]). In this section we use this
value to define fuzzy metadata.

Fuzzy metadata is related to the fuzzy set theory [8] or fuzzy logic, which is a
derivative of the prior. In these theories a degree of truth is associated with the
elements of the set expression how true the expression is in that set. This degree
of truth is also defined with a membership function μ → [0, 1].

We start our discussion on fuzzy metadata applicable for metadata genera-
tion in the most simple situation in which we only address the learning objects
themselves. Afterwards we extend our mechanisms by also looking at contexts
of reuse and taking into account possible complex structured learning objects,
such as aggregates.

2.1 Learning Objects, No Context, No Structure

Generally, one cannot tell about a metadata value whether the value is correct
or wrong. In many cases the value has a certain degree of correctness. When
metadata is associated with the learning object we add this degree of correctness
to it. We call this value the confidence value of the facet value.
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Introducing the confidence value in the definition of a metadata facet results
in the following definitions. The simple version of a metadata facet becomes:

fi : L → CODfi × [0, 1] (5)

In the general form in which multiple values can be associated with one facet
the confidence value is associated with each individual value.

fi : L → (CODfi × [0, 1])n (6)

The confidence value can be defined analogously to the membership function
of fuzzy logic. This function provides the confidence value of a certain facet value
for a learning object.

CVfi : CODfi × L → [0, 1] (7)

Example: Given the values from Table 1 and given a learning object s, the
confidence value for the facet language could be the following:

CVlanguage(”English”, s) = 0.95

The example states that the confidence value ”English” for the facet ”lan-

guage” is 0.95.

The confidence value as we define it should not be confused with an accuracy
of an specific algorithm or the probability that a value is correct. From our
point of view the accuracy or the probability are possible ways of calculating the
confidence value, but these aren’t the only possibilities.

Table 1 provides an example of a language classification algorithm and the
accuracy of the algorithm according to different languages (see [9] for a discussion
on the algorithms). This accuracy value is an excellent example of how the
confidence value could be defined for a specific metadata facet.

Table 1. Language Detection Accuracy

Language Acc (%) Language Acc (%)
Afrikaans 97 Italian 95

Croatian 100 Norwegian 95

Czech/Slovak 44 Polish 100

Danish 96 Portuguese 96

Dutch 100 Rumanian 93

English 95 Spanish 95

French 92 Swedish 98

Hungarian 94 Welsh 97
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2.2 Multiple Facet Values

Our general definitions of metadata facets allow the possibility that multiple
values for one facet are associated with a learning object. For some facets, de-
pending on the application profile, however, this can cause problems because only
one value can be retained. This problem arises in the case of multiple metadata
generation algorithms returning different values for the same facet.

In some circumstances in the case of conflicting values for a facet, the confi-
dence value can be applied to retain the appropriate values for that facet.

Although a general discussion on this problem quickly results in complex
situation, we now try to hint some possible solutions on how confidence values
can be used to solve value conflicts.

We define a function MG (which stands for Metadata Generation) that pro-
vides the appropriate value for a given facet:

MGfi : L × (CODfi × [0, 1])n → CODfi × [0, 1] (8)

When every indexer provides only one value for a facet, the simplest solution
to retain one value is to keep that value that is returned with the largest con-
fidence value. If multiple values are returned with the highest confidence value
an arbitrary decision could be made to retain one of the values.

MGfi(l, f
1
i (l), f2

i (l), ..., fn
i (l)) = f j

i (l) for that j for which

CV j
fi

(l) = max
∀k

(CV k
fi

(l)) (9)

Although this simple situation is easy to define, the generalization of the
problem of multiple values quickly becomes very difficult to manage. Without
going into the details of possible solutions we explain the problem using an
example.

Example: In the example we are looking at authors of documents. We use two
algorithms to define the author(s) of a given document. Suppose the following
situation for a given document:

Algorihm Value(s) Confidence Value

1 K. Cardinaels 0.78
E. Duval 0.74

2 E. Duval 0.76

In the simple solution the result would contain the value ”K. Cardinaels” as
author because it has the highest confidence value. However, this author does
not appear in the result of the second algorithm. This could indicate that the
author ”E. Duval” could be more appropriate. It is certainly not evidentially
clear which solution to apply in this situation.
The situation would still become more problematic when the outcome of the
algorithms would be the following:
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Algorihm Value(s) Confidence Value

1 K. Cardinaels 0.78
E. Duval 0.56

2 K. Cardinaels 0.43
E. Duval 0.82

In this result, the two values in the algorithms are more or less contradicting

to each other. In this situation a correct solution might be difficult to find.

A possible solution may be found in the rules defined for expert systems by
David McAllister [10] for the combination of two positive certainty factors of
evidence:

CFcombine(CFaCFb) = CFa + CFb(1 − CFa)

For example (see [10]):

Consider the predicate: The pilot is suffering from hypoxia.

Given the fact that pilot is flying at an altitude op 4,000m in an unpres-

sured airplane. And, given the fact that the pilot informs us that he is feeling

wonderful. We can state that the first factor is a strongly suggestive evidence

(certainty factor 0.80) for suffering from hypoxia and the second factor is sug-

gestive evidence (0.6 certainty) for the same.

In combination these two evidences result in a final certainty factor of 0.92

that the pilot suffers from hypoxia.

Although this rule is meant to combine certainty factors of evidence about a
single predicate we could use it to make a decision in the situation of multiple
facet values. Applying the above rule to the example given earlier would result
in the following:

Value Confidence Value
K. Cardinaels 0.87 = 0.78 + 0.43(1-0.78)
E. Duval 0.92 = 0.56 + 0.82(1-0.56)

In conclusion we can say that the confidence value is a good candidate for
solving problems in automatically generated metadata values if only one value
may be retained for that certain facet. In simple situations a straight forward
solution can be applied, in more complex situations the confidence value can be
used to rule out the most appropriate value.

3 Context-Awareness in Metadata

3.1 Contexts

Description. In this section we consider how contexts can be brought into
metadata. Making metadata context-dependent allows the users to do more
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fine-grained searches for learning objects to use in their environment. Context-
awareness in metadata also helps to enable more intelligent tutoring systems,
based on adaptive hypermedia in which the current learner model is used to
select learning objects to be shown (e.g. [11]). This latter is not the focus of this
research.

Context-aware systems define a context as follows:

Any information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is considered relevant
(to the interaction between a user and an application, including the user
and application themselves). [12]

A system is context-aware if

it uses context to provide relevant information and/or services to the
user (where relevancy depends on the user’s task). [12]

Examples

1. We clarify the use of contexts by writing out the example given in [13] about
the Riemann Zeta function.

An animated fly-through of the graph of the Riemann Zeta function
might be considered:
– Advanced for use in a public mathematics lecture,
– Moderate for use in a complex analysis course,
– Beginning as an example of computer animation techniques.

It makes sense to have different metadata records associated with the
same fly-through graph that reflect the intended use of the graph by
different communities.

We define the contexts as follows:
– PM: public mathematics lecture
– CA: complex analysis course
– COMPA: computer animation techniques

Using these contexts we can for example specify the difficulty

Educational.Difficulty(rz, PM) = ’very difficult’
Educational.Difficulty(rz, CA) = ’medium’

Educational.Difficulty(rz, COMPA) = ’easy’

2. Another example is shown in Fig. 3 in which a picture of La Gioconda is
included in a presentation about histograms and in a course about famous
painters.
Probably the time to spend on the same picture by the technicians learning
about histograms is a lot less than the time needed to study the painting
itself in the context of history.
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Fig. 3. Context Metadata within an Aggregate Object

In these examples, we modeled a context by specifying its name only. This
is a very simplistic approach. Contexts are much more complex and should be
modeled adequately for proper use by people or systems. In [14] a ContextObject
is used to model a context for usage in the OpenURL Framework for context-
sensitive services. A ContextObject contains up to six entities to represent its
context: the referent, the referring entity, the requester, the request resolver, the
referring service and the type of service requested.

Contexts-Independent Facets. We remark that not all metadata facets have
to be context-dependent. It is well possible that the metadata set includes facets
that have the same value for all possible contexts. Our definitions given in the
previous sections also allow this situation. We can apply either the first definition
for a facet or the second one depending on the facet we want to use.

Example: The LOM standard defines several elements that can be considered
context-independent:
– Most elements in the technical category, such as file size, format or du-

ration.
– Elements in the life cycle category, about the creation of the object.

In general, the educational facets are most context-dependent. From a educa-

tional point of learning objects, this is of no surprise.

3.2 Definitions

Now we redefine metadata and reuse in the case where metadata will be context
dependent. This is a major change from the IEEE LOM standard approach or
the Dublin Core Metadata Initiative.

At first, we consider a context as an abstract object or black box of which
we don’t know the inner details. Typically, a context will be a course at an
institution, or information about a person incorporating information as described
in the previous section.

Comparable to learning objects, we provide the definition of set of contexts:

C = {c|c is a context} (10)
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Fig. 4. The RscDF

Given this definition of contexts we can redeclare fi to take as input the
learning object and a context.

fi : L × C → (CODfi × [0, 1])n (11)

This definition of context-sensitive metadata is also used in the RscDF quads
([15] and [16]). An RscDF quad is a Resource State/Condition Description
Framework tuple and is represented as (C, S, P, O). C represents the context
and (S, P, O) is an RDF tuple (subject, predicate, object). See also Section 1.3
for more about RDF and dynamic metadata. Fig. 4 shows an example of a quad
using the property rscdf : trueInContext to include the context in the tuple.

3.3 Context Reification

From the metadata generation point of view a specific category of contexts is
of much interest: contexts that can be described as composite documents or
content aggregations. Within a content aggregation, the learning objects are
closely related to each other and influence each other’s metadata.

In the case of content aggregations, the contexts can be considered learning
objects themselves. The granularity metadata element, for example, allows to do
this when we are using LOM to describe learning objects. We briefly describe
two examples of this situation:

– A learning object is often used within a course defined in a learning envi-
ronment. This course itself can be considered a learning object to be subject
for reuse, for example the next year by the same instructor.

– A slide presentation contains many smaller learning objects, such as pictures,
code examples... that can be used individually. In this case, the presentation
is a context for all the other learning objects. In [17] this idea is applied for
automatically storing the elements of presentation as learning objects in a
repository.

In this case we use reification of contexts in our model. Context reification
tells that the context itself is a learning object. Then we can use the model
to associate metadata to the context. For automatic metadata generation, this
metadata can help to create the metadata values of the learning object within
the context.
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The definition of a metadata facet in this reification becomes:

C ⊂ L
fi : L × L → (CODfi × [0, 1])n (12)

3.4 Example

Direct Use. Probably the most simple example of reuse is the use of an existing
learning object directly within a course. Depending on the learning environment
used the course in which the learning object is used is considered a learning
object itself or the course is considered a context.

In the first situation the reuse is similar to the creation of an aggregate learning
object which we come back to in the next example. An aggregate object is a
grouping of related objects into one learning object. A course can be considered
such an aggregation.

In the second situation we have again two options to choose from:

1. The course defines a new context for the learning object. In this case the
course should be used as a context that defines new metadata for the learning
object using the context-aware metadata described above. The course is a
new situation in which the learning object is used and the metadata should
reflect this.

2. The course already exists as a context for the learning object. This is the
simplest case, we only have to indicate the use of the learning object in the
course. This could be done using a metadata facet like ’Relation.Kind =
’isreferencedby’ of the LOM standard.

4 Automatic Learning Object Indexing

In [1] and [18] an automatic indexing framework is introduced that puts our
formal model of metadata in operation for the automatic creation of metadata
values. The goal of the framework is to support the learning object developers in
the definition of metadata by providing as much as facets values automatically.

The framework uses indexer for different sources of metadata that provide
metadata values for one or more facets. Typical types of sources the framework
uses are document content, document context, actual usage and document struc-
ture. For each type of metadata source different classes (Indexers) are defined;
every Indexer can provide values for multiple metadata facets.

Referring to the model, the classes in the framework implement either the
function fi defined in (6) or the one defined in (11). The prior are subclasses of
ObjectBasedIndexer, the latter of ContextBasedIndexer (see also Fig. 5). These
classes provide also the confidence value for each value they return.

The class MetadataMerger implements the function MG given in (8) using
the simple strategy to resolve conflicts between values we defined in (9): if dif-
ferent indexers provide different values for the same element, the one with the
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Fig. 5. Overall Structure of the Automatic Indexing Framework

largest confidence value is retained. Currently, no attention is paid in the imple-
mentation to solving complex situations as the one mentioned in section 2.2.

This framework provides us with a very flexible and extendible structure for
automatic metadata generation, allowing to define new Indexer classes and Meta-
dataMergers if needed. Looking at the tests we performed (see also [1]) the results
mainly benefit from the use of context for metadata generation.

5 Conclusions

In this paper we defined a formal model of learning object metadata. The model
introduces some new aspects about metadata that become important when doing
research about automatic indexing of learning objects.

1. The first aspect we introduced is the use of a confidence value to indicate
the certainty about a metadata value for a specific learning object.

2. The second is the definition of context-aware metadata. Context-awareness
provides the possibility to talk about more advanced uses of metadata in
contrast to the very static metadata that is traditionally used.
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Abstract. Adaptive Hypermedia builds upon the annotation and adaptation of 
content. As manual annotation has proven to be the main bottleneck, all means 
for supporting it by reusing automatically generated metadata are helpful. In 
this paper we discuss two issues. The first is the integration of a generic AH 
authoring environment MOT into a semantic desktop environment. In this 
setup, the semantic desktop environment provides a rich source of automati-
cally generated meta-data, whilst MOT provides a convenient way to enhance 
this meta-data manually, as needed for an adaptive course environment. Sec-
ondly, we also consider the issue of source schema heterogeneity, especially 
during the automatic metadata generation process, as semantic desktop meta-
data are generated through a lot of different tools and at different times, so that 
schemas are overlapping and evolving. Explicitly taking into account all ver-
sions of these schemas would require a combinatorial explosion of generation 
rules. This paper investigates a solution to this problem based on malleable 
schemas, which allow metadata generation rules to flexibly match different 
versions of schemas, and can thus cope with the heterogeneous and evolving 
desktop environment. 

1   Introduction 

Current desktop file structures are surprisingly poor from a semantic point of view. 
They merely provide fixed folder hierarchies and use simple names to denote entities. 
The semantic desktop promises much richer structures: resources can be categorized 
by rich ontologies and semantic links express various kinds of semantic relationships 
between these resources. For a document, for example, the semantic desktop stores 
not only a filename, but also information about where this paper was published, when 
and by whom, which of my colleagues sent it to me, and how often and in what con-
text I accessed it. All these metadata is generated automatically, by the appropriate 
applications, and stored in an application independent way as RDF metadata, in the 
user’s personal data store. This rich set of metadata clearly makes it easier for the user 
to retrieve appropriate material for different contexts: for example, when he wants to 
select appropriate materials for a course lecture. Of course, in this context, we still 
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have to add additional metadata information about course structures and other rele-
vant attributes, like pedagogically relevant attributes, or further contents.  

In this paper we first describe course authoring on the semantic desktop. Specifi-
cally, we show the interaction and exchange of data between the Beagle++ environ-
ment, which is an advanced search and indexing engine for the desktop, generating 
and utilizing metadata information, and the adaptive hypermedia authoring environ-
ment MOT, a sophisticated system for authoring personalized e-courses.  

Second, we focus on the problem of schema heterogeneity in this environment. 
Metadata on the Semantic Desktop are generated by different applications at different 
times, and have to be described by different and usually evolving schemas. Whilst 
classical schema integration approaches rely on a set of mappings between these 
schemas, unifying data through one global schema, these approaches are infeasible in 
our environment: on the Semantic Desktop, there will always be a good reason for 
adding additional metadata or metadata attributes, which we did not foresee when 
starting to collect metadata one, two or more years ago. This paper investigates a pos-
sible solution for this problem based on malleable schemas [11], which employs flexi-
ble matching against those schemas without the need to continuously modify our 
metadata generation rules.  

The paper is structured as follows. First, in section 2 we present a motivating sce-
nario;. In section 3, the basic metadata schemas are introduced. Section 4 describes 
the transformation workflow between these schemas. Section 5 introduces imprecise-
ness in the representation, via malleable schemas, as well as discusses some solutions. 
Finally we draw conclusions in section 6.  

2   Scenario 

The following motivating scenario for adaptive authoring builds upon both automati-
cally and manually generated metadata.  

Dr. Van Bos prepares a new on-line course on Adaptive Hypermedia for under-
graduate 4th year TU/e students. The university work distribution allocates a limited 
amount of time for this, equivalent to the creation of a static, linear course. However,  

o due to the fact that Dr. Van Bos considers it useful to be able to extend the 
course in the future with more alternative paths guided by adaptivity, but also,  

o because he wants to benefit from automatic help during the authoring process, 

he uses a concept-based adaptive educational hypermedia authoring environment 
with adaptive authoring support, MOT [8,15]. This decision costs him slightly more 
time than the static course creation, as he has to manually divide his course into con-
ceptual entities with explicit, independent semantics and semantic labeling.  

The advantage is that the adaptive authoring system can afterwards automatically 
apply pedagogical strategies. E.g., the system can consider the first, manual version of 
the course created by Van Bos as the version for beginner students, which don’t as-
pire at high grades or deep knowledge. For advanced students, wishing to pass the 
course with high honors, or simply desiring more information for their future  
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professions, the adaptive authoring system can use semantic personal desktop search 
to automatically find on Dr. Van Bos’s desktop any stored scientific papers relevant 
to the current course. These papers can be used as alternative or additional material to 
the main storyline of the static course. This mechanism builds upon the following 
assumptions: 

o as Dr. Van Bos is a specialist in the subject taught, his interest is wider than that 
given by the limitations of the course; he therefore both publishes and reads pa-
pers of interest on the subject, which are likely to be stored on his computer; 

o these papers can be considered as useful extra resources for the current course, 
and can therefore be reused in this context; 

o as this storing process has taken place over several years, Van Bos may not know 
exactly where each single article relevant to the current course is on his  
computer; 

o however, Dr. Van Bos has been using Beagle++ Semantic Desktop System [2, 5] 
to store both papers and all relevant metadata automatically, in RDF format. 

This situation can be exploited by the authoring tool; a quick search will find some 
of Dr. Van Bos’s own papers on Adaptive Hypermedia, as well as some by his  
colleagues on the same topic, e.g.,  the paper of Brusilovsky, called “Adaptive Educa-
tional Hypermedia: From generation to generation” [3], or the paper “Adaptive Au-
thoring of Adaptive Hypermedia” [9]. He may have saved these papers by himself, or 
might have received them by e-mail, from a colleague working in the same field, or 
may have used his browser’s bookmarks to mark their position on the Web. 

In order for these retrieved resources to be relevant to the overall Adaptive Hyper-
media course, two conditions have to be fulfilled: 

o the domain concept in the course where each resource is most relevant has to be 
found (the right information) 

o the resource has to be bound to that particular domain concept (in the right place).  

This means that the first paper can be added in the course at a higher level, some-
where next to the explanation of generic principles of adaptive hypermedia, whereas 
the second paper should only be placed somewhere in connection with the authoring 
process in adaptive hypermedia, otherwise its content might be too specific to follow.  

How can the system find the right resource and add it in the right place for Van 
Bos? The search can take place via keywords, labeling both course pieces created by 
Van Bos, as well as the papers and resources on his desktop (as shown in section 4).  

Finally, Van Bos will use several versions of Beagle++ over the years to store his 
data. He certainly would like the same type of retrieval to work with all the versions 
of the schemas using during these years.  

The following sections will describe in more detail how Dr. Van Bos can enrich his 
course semi-automatically, without much extra work, as well as keep at all times the 
overall control and overview. 

3   Enriching Metadata 

As we have seen in our scenario, both automatically generated metadata as well as 
manually added metadata are important. The automatically generated metadata allow 
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description and retrieval of the appropriate articles. The manual annotation step  
allows addition of additional content, as well as of attributes like pedagogical weights 
and labels, which are necessary to build the final adaptive course product.  The fol-
lowing two sub-sections describe these two kinds of metadata in more detail. 

3.1   Input Metadata Schema  

Beagle [1] is a desktop search system implemented for Linux that indexes all docu-
ments on the user’s desktop. Beagle++ [2, 5] is an extension of Beagle that generates 
and stores additional metadata describing these documents, other resources, and their 
relationships. Additional metadata automatically annotate material the user has read, 
used, written or commented upon. Three obvious sources of desktop behavior infor-
mation are: files on the desktop, Internet browsing and downloaded files, and mail 
exchanges and files stored from mail attachments [5, 13]. Figure 1 shows an instance 
of this ontology depicting files annotated with their publication metadata, file system 
attributes, web history, and mail context (e.g., files being attached to specific e-mails). 

 

Fig. 1. RDF schema of metadata from Beagle++ [2] 

In Figure 1, the upper left ellipse describes emails (with subject, body, sender and 
status attributes) and their attachments. The upper right ellipse defines publications 
written by several authors at different conferences (with title, publication year, etc.). 
The lower left ellipse shows web cache history representation (web pages visited and 
dates of visits). Finally, the lower right ellipse describes files that are saved on a per-
son’s desktop, with their name and specific directory. These files may have been 
saved via any of the other three processes (from emails, from websites, or from con-
ferences), so an attachment entity and a file entity may refer to the same object. 
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3.2 Output Metadata Schema  

These files and metadata are however not enough to generate a complete course. Spe-
cifically, information is needed about the hierarchical structure and order of the mate-
rial in the context of a lesson, as well as additional pedagogical annotations describing 
which students the material is best suited for (e.g., beginner versus advanced).  Figure 
2 shows this target schema, as defined in MOT [8], an adaptive hypermedia authoring 
system. The schema describes two models used in the adaptive hypermedia authoring 
paradigm: the domain map (left side of Figure 2) and the lesson (right side). 

 

Fig. 2. RDF Schema of MOT [8] 

A domain map is composed of a hierarchy of domain concepts. Each concept has 
attributes, containing or linking to e-learning content alternatives describing this con-
cept. In addition to the hierarchy, concepts can also connect to related concepts. 

A lesson is composed of a hierarchy of sub-lessons. The lesson represents a fil-
tered, pedagogically labeled, weighted and ordered version of the concept attributes 
(see the relation between sub-lessons and concept attributes).   

4   Transformation Workflow 

Beagle++ stores all metadata in the Sesame RDF database [18]. All Beagle++ com-
ponents, which generate metadata (e.g., the email, publication, web cache and file 
metadata generators) add the metadata to this database. All Beagle++ components 
which use metadata (for example, the search and indexing module, the ranking mod-
ule or the browsing module) retrieve their data from this repository, and, in some 
cases, write back new data (such as the PageRank value for documents or other re-
sources). 

It is easy to accommodate additional modules in this environment by writing ap-
propriate interface components, which read and write from the repository. This is 
what we have done for MOT [8, 15]. In the scenario, we have described semi-
automatic addition of articles stored on the user’s desktop to a MOT lesson [8]. In 
MOT, this addition is done to an existing lesson. Based on pedagogic goals, the au-
thor can process the data by changing labels and weights and adding other informa-
tion on the article. After this enrichment, the lesson can be imported back into the 
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RDF store. We use CAF (Common Adaptation Format [7], a system-independent 
XML exchange format) to simplify the transformation process from RDF to the MOT 
MySQL storage format. 

4.1   RDF2CAF  

In this step, we transform available articles into a CAF sub-lesson. This is a semi-
automatic step, where the author selects a lesson in MOT and then the system 
searches (via keywords and title) for related articles in the Sesame data store. This is 
done by a Java utility that takes the metadata in the Sesame store and the lesson in 
CAF format as input and generates an updated lesson as CAF file. As articles are 
stored locally on the desktop, they have to be than physically transported to the sup-
porting MOT server.  

The question is now where in the lesson the new article information is placed? 
As MOT is mainly a tool for authoring educational (adaptive) material, internal 
information structures are based on strict hierarchies (Figure 2). When enriching 
the domain-model and lesson, we of course want to get the right information in the 
right place in this hierarchy. To achieve this, the program first queries the Sesame 
database, using as search terms title and keywords of each domain concept found in 
the current lesson: 

select x from x {p} y where y like “*keyword” 

This query may result in one file being relevant in many places within the hierarchy. 
To ensure adding every resource only once, the place ‘relevance’ is computed:  

))((

))()((
),(

akcard

akckcard
carank = ; where:  

rank(a,c) is the rank of article a with respect to the current domain concept c; 
k(c) is the set of keywords belonging to the current domain concept c; 
k(a) is the set of keywords belonging to the current article a;  

If a resource is ranked equally for two domain concepts in the hierarchy, we add it to 
the topmost concept. The number of articles to be added per concept is limited to 3, as 
adding too many articles to one concept could result in confusing the learner.  

4.2   CAF2MOT  

The import of CAF files into MOT is implemented as a PHP script and done in two 
steps. First, the domain map is processed. During this process, an associative array is 
created, as lookup table. In it, every created concept attribute is stored as follows: 

[name_of_domain_map\name_of_concept_1\...\ 
name_of_concept_N\attribute_name] => attribute_id 

This allows a faster lookup in the next step than via a direct query on the database. In 
the second step, the lesson (parts) are generated. While importing, conflicts between 
lesson or domain map names may occur. There are currently 3 ways of handling this: 

o The author ignores it, allowing one name for multiple MOT domain maps /lessons.  
o The author renames domain maps /lessons with conflicting names (after the im-

port, from a list of conflicting names).  
o The system merges (automatically) lessons and domain maps with the same name 

(handling them as extensions of each other). For domain maps, merging means 
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that two domain maps with the same name are compared, concept by concept. 
Domain concepts and attributes that were not present before are added.  

In the current implementation, a lesson is exported, then articles are added to the CAF 
file, and then the CAF file is imported back into MOT with the merge option. This is 
essential, as it allows additions made to lessons between export and import not to be 
deleted, so other lessons using one of the adapted domain maps are not affected. 

4.3   Working in MOT  

In MOT, data and metadata imported from Sesame can be manually reordered and 
edited. Figure 3 shows an extract of editing in the lesson environment (the import 
from Beagle++ generates extra information both for the domain map as well as for the 
lesson). The paper called ‘Adaptive Educational Hypermedia: From generation to 
generation’ and all its relevant metadata (title, authors, references, conference where 
presented) have been added automatically during extraction to the ‘Adaptive Hyper-
media’ domain concept, at the highest level in the hierarchy. The paper ‘Adaptive 
Authoring of Adaptive Educational Hypermedia’ has been added to the domain con-
cept ‘Authoring of Adaptive Hypermedia’, in a lower position in the hierarchy, as it is 
a more specific paper. The author can now manually add pedagogical labels to this 
new material, e.g., labeling the material ‘adv’ for advanced learners. 

 

Fig. 3. Adding manual metadata in a MOT lesson 

4.4   MOT2RDF  

MOT2CAF  
Importing MOT into CAF is also implemented as a PHP script. First, the lesson is 
constructed, based on the lesson hierarchy. During this process, a list of the mappings 
between lesson objects and domain objects is kept. Next, the corresponding domain 
map is generated. Every domain map used in the lesson is added to the domain model. 
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CAF2RDF  
For more flexibility, MOT lessons should also be exported as RDF; we are currently 
implementing this step. These RDF data could be re-used by Beagle++[2]. The RDF 
metadata schema is described in [9]. Since the CAF file is in XML format, we can use 
an XSLT style sheet and do an XSLT transformation to convert into an RDF file de-
scribing the lesson. The RDF MOT output then looks as shown in Figure 2. If we ex-
port the changed information to RDF so that it can again be used by Beagle++, the 
problem of duplicates arises again. Exact duplicates that overwrite existing informa-
tion are obviously not a problem. However, information contradicting existing infor-
mation is less desirable. A solution is to keep track of objects already present, and not 
export those. However, in this case, changes made to data in MOT [8] would not be 
reflected. Therefore, if an author manually corrects some error, this would be omitted 
in the target RDF. On the other hand, an author may make changes only valid in a 
particular context (e.g., for a given domain map), that do not apply to the resource in 
general. Therefore, automatic updating, as well as automatic discharging of new in-
formation are both undesirable. There are two possible solutions to this problem: 

o manual: search for existence of resources to be exported and ask the author 
whether to overwrite the current resources or not.  

o automatic: save information together with its context as a new information item.  

5   Handling Flexible Schemas 

The previous sections implicitly assumed fixed schemas. I.e., all schema elements, 
relationships and attributes are defined and fixed. In reality, however, our Sesame 
data store contains data based on different schemas, and different versions of these 
schemas, as metadata and metadata schemas continuously evolve on the Semantic 
Desktop. Although this does not create great problems in our transformation process 
(we store all schemas and schema version together with our metadata in RDF/RDFS 
format), it can lead to problems for metadata generation rules. E.g., rules that specifi-
cally refer to certain elements or attributes in a given schema are not viable (cannot be 
reused) if the schema evolves. The solution we propose in this paper is based on mal-
leable schemas, which allow us to flexibly describe our metadata as well as employ 
imprecise matching over these schemas, to flexibly refer to the appropriate attributes. 

5.1   Extended Malleable Schema  

Malleable Schemas (introduced in [11]) are a new concept in the database and web 
communities. Although the problems with integration of information on the web have 
been recognized early (various schemas, non-structured data, etc.), solutions proposed 
often involve either individual mediating or merging of two or more schemas [4], or 
mapping to a higher level schema [13, 18] or ontology [12]. More advanced solutions 
deal with gradually evolving schemas [23].  

Malleable schemas provide a mechanism by which the modeler can capture the 
imprecise aspects of the domain during the modeling phase in a well principled fash-
ion [11]. This is done based on keyword matching; however, these keywords are  
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elements of the schema, instead of arbitrary keyword fields. Unlike earlier solutions, 
malleable schemas are an answer to more than one problem when integrating infor-
mation on the web and especially on the desktop, including: 

o multiple original schemas with varying semantics; 
o evolution of schemas and semantics; 
o need of only partial integration (as opposed to full integration): often, only a part 

of the existing schema is relevant for a particular application or user; integrating 
the whole schema can be both an arduous as well as a superfluous exercise. 

Malleable schemas help in capturing the important (relevant) aspects of the domain at 
modeling time, without having to commit to a strict schema. More importantly, the 
vague parts of the schema can, in principle, evolve later towards more structure, or 
can just as well remain as they are. 

The data model of malleable schemas as described in [11] is an object oriented one, 
which fits nicely the RDF/RDFS data model [17]. RDF/RDFS represents everything as 
triples <subject, predicate, object>; where subject is represented by class elements of 
the schema (or instances thereof); the predicate represents a relationship or an attribute, 
and object can be another class element, an instance thereof, or a value. Relationships 
have a domain, where the domain is a set of classes. Attributes have a range, specifying 
allowed values for this attribute. Malleable schemas are composed of similar elements 
as regular schemas. The major differences to conventional schemas are: 

o classes and relationships (properties) do not have to have precise naming; the 
names can be keywords or phrases, as well as regular expressions; a distinction is 
made between precisely and imprecisely named elements. 

o structure can vary; a distinction is made between strict structure and variable 
structure elements. The latter allow us to flexibly refer to classes in paths com-
posed of more than one property. 

Malleable schemas thus provide a simplified, unified view on a collection of re-
lated and overlapping base schemas. The relationships and overlaps of the base sche-
mas are described by mappings. An example schema is presented in Figure 4. 

 

Fig. 4. RDF malleable schema of directory data 
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This type of malleable schema represents the schema on which queries on several 
partially known (or evolving) schemas can be based, as discussed in sub-section 5.2. 
Figure 4 shows the schema on which queries between MOT and the Semantic Desk-
top data in Beagle++ are made.  

Term impreciseness: Flexible class and attribute names 
In Figure 4, impreciseness is denoted via single question marks ‘?’. For instance, the 
entity ‘Article’ is imprecise (or malleable) and is written as ‘Article?’.  In other 
words, a malleable schema allows impreciseness in the naming of classes. E.g., ‘File’ 
can sometimes appear as ‘Article’, sometimes as ‘Artikel’. In the latter, the language 
has to be identified, whilst in the former, synonyms have to be searched for. Such an 
uncertainty about class names can appear, as listed above, when the same class has 
different names in two different schemas, but also, when the target schema that is 
queried is not known. This malleable feature of schemas is based on the ones pro-
posed in [11]. In the following, the malleability definition in [11] is extended, based 
on the needs we have found in our transformation and conversion exercise between 
schemas. 

Term impreciseness: Flexible relations or property names 
Just as classes can be imprecise, properties of classes can also be only partially 
known. For instance, we can expect that the malleable class ‘Author?’ can have a 
property ‘name’, but it could also be ‘firstName’ and ‘lastName’, or be expressed in 
another form. Therefore, we depict this expectation by adding to our schema the mal-
leable property ‘name?’. Again, the question mark ‘?’denotes the impreciseness. 

Furthermore, composed words can appear, such as in ‘presentedAt’ versus ‘confer-
ence’. In such a case, synonyms are not enough. First, decomposition into simple 
words has to be performed, and then, the expression identified. 

Flexible paths 
Beside the naming differences, schemas can also have different structures. A class can 
be connected to another class or property via a direct connection, or via an imprecise, 
indirect connection. In our example (Figure 4), the imprecise attribute ‘presentedAt?’ 
can be directly or indirectly connected to the imprecise object ‘Article?’. This would 
correspond in Figure 1 to the relationship between the (not displayed) property 
‘Name’ of the class ‘Conference’, to the entity ‘Publication’. ‘Name’ in Figure 1 is 
not a direct attribute of the class ‘Publication’. Therefore, in Figure 4, the property 
‘presentedAt?’ (equivalent to the above mentioned property ‘Name’ in Figure 1), ap-
pears as an imprecisely linked property of the class ‘Article?’ (equivalent to the above 
mentioned class ‘Publication’ in Figure 1). In Figure 4, such indirect, imprecise con-
nections (of undetermined length) are marked by double question marks ‘??’. 

The above three types of impreciseness can be resolved in various ways. Term 
similarity [11] ,e.g., can be resolved via Wordnet [24] or by other similarity measures. 
We can rely on extensive research regarding similarity measures between individual 
schemas (instance similarity [11], structural similarity: e.g., editing distance [25], 
approximate nearest neighbor search [20], unordered tree matching [18], schema-
corpus similarity [14]). 



98 A. Cristea, M. Hendrix, and W. Nejdl 

It is important to note that, for malleable schemas, complete resolution of the im-
preciseness and schema mapping is not desirable. The resolution is only interesting 
and important when specific queries are posed against the malleable schema. The 
elements of the malleable schema which do not appear in the queries do not need to 
be bound to concrete schema instances or schema alternatives. For malleable sche-
mas, the resolution process of the impreciseness is an iterative discovery process. 

5.2   Queries and Rules with Malleable Schema Elements 

The next issue is how the query process takes place in presence of malleable schemas, 
and how end-user (e.g., learner) adaptation (personalization) based on malleable 
schemas can be implemented. As hinted in [11], there are two main query targets: 
instances and schemas. Whilst querying based on regular schemas usually targets the 
instances, for malleable schemas, asking questions about the structure and composi-
tion of the schema itself can also be interesting, as it is also, to some degree, un-
known. 

Instance Querying 
Instance querying is the type of querying usually performed: a schema instance is 
queried about the instances of elements that it contains. For instance, we want to 
search for articles written by certain authors. We base our instance query system on 
[11], expanding it, though, as we want to express the impreciseness of terms (classes 
or properties), as well as the impreciseness of structure in our queries. 

In the following, we exemplify these three types of impreciseness in a query. Let 
us suppose we want to find an article written by author “Cristea”, which was sent to 
the current user by “Nejdl” via email. 

First, in Example 1, we look at how we write this query if we knew the exact struc-
ture of the RDFS base schema (as depicted in Figure 1). As we are querying RDF 
data, the language used a simplified form of SeRQL from Sesame; moreover, this was 
the implementation language used for our transformation steps described in the first 
part of the paper. 

Example 1 - Standard query: 
SELECT Title FROM { bplus:Publication} art:title {bplus:Title},  
     { bplus:Publication} art:authored_by { bplus:Author}, 
     { bplus:Publication} rdfs:subClassOf { bplus:File}, 
     { bplus:Attachment}  rdfs:subClassOf { bplus:File}, 
     {Mail} bplus: Attachment{ bplus:Attachment}; 
            bplus: email_reply_to { bplus:Sender}, 
     {Sender} bplus:name {“Nejdl”} 
WHERE bplus:Publication = bplus:Attachment  
      AND { bplus:Author} like "*#Cristea" 
using namespace 
 rdfs = <http://www.w3.org/1999/02/22-rdf-syntax-ns#>, 

           art = < http://www.win.tue.nl/~acristea/ 
                        schemas/articleSchema.rdf#> 

 bplus = <http://www.l3s.de/domain_l3s#> 

The example returns the desired article(s), if the terminology, as well as the rela-
tions used in these query, are correct. We will now gradually relax this query towards 
a malleable query. 
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In Example 2, we rephrase this query, based partially on the malleable schema in 
Figure 4. In this case, we are not aware of the precise naming and terminology of the 
classes of the basis schemas; moreover, we cannot bind the terminology to a given 
namespace.  

Example 2 - Term impreciseness - class impreciseness: 
SELECT Title? FROM {Article?} title {Title?},  
     {Article?} authored_by {Author?}, 
     {Mail?} Attachment {Article?}; 
             Sender {Sender?}, 
     {Sender?} name {“Nejdl”} 
WHERE {Author?} like "*#Cristea" 

As can be seen, Example 2 still assumes some knowledge of the correct terminol-
ogy of properties, as well as knowledge about the structure, in order to return the de-
sired article(s). Impreciseness is introduced via the imprecise term ‘Article?’, which 
can be mapped to several classes of the original schema(s): ‘Publication’, ‘File’ and 
‘Attachment’. As we can see, the impreciseness of terms has the side-effect that que-
ries can be written in a more compact way. Explicit reference to equivalent classes is 
not necessary in the query. 

 The following relaxation allows for properties to be also imprecise (Example 3). 

Example 3 - Term impreciseness - property impreciseness: 
SELECT Title? FROM {Article?} title? {Title?},  
     {Article?} written_by? {Author?}, 
     {Mail?} has_attached? {Article?}; 
             has_sender? {Sender?}, 
     {Sender?} name {“Nejdl”} 
WHERE {Author?} like "*#Cristea" 

In Example 3, properties such as ‘written_by?’ are imprecise. This property will 
have to be connected during the resolution process with the property ‘authored_by’ in 
Figure 1. This step allows all terms of the query to be vague. This corresponds to the 
situation where either the actual names of the classes, attributes and properties are 
forgotten, or they are unknown. The structure of the RDF schema, however, still has 
to be known.  

Finally, we make another relaxation step, as depicted in Example 4a,b. Example 4a 
is based on the malleable schema in Figure 4, extended with mail information. 

Example 4a: Relation impreciseness: 
SELECT Article? FROM {Article?} written_by? {Author?}; 
                                ??sent_by? {“Nejdl”}, 

                                 {Author?} name? {“Cristea”}  

The relation ‘??sent_by?’ is both imprecise in terminology (it should be equivalent 
to ‘email_reply_to’ in Figure 1); this is why it has a question mark on its right side: 
‘sent_by?’ ; as well as imprecise in structure (it actually represents a path between 
‘Attachment’  and ‘Sender’ from Figure 1, i.e., ‘Attachment<has_attached-Mail-
email_reply_to>Sender’; this is the reason why it also has two question marks on its 
left side: ‘??sent_by’).   

The query can be relaxed even further, as in Example 4b.  This corresponds to a 
simplified malleable schema, a reduced version of the schema from Figure 4. In 
Example 4b, the connection between ‘Article’ and author name is imprecise as well. 
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Example 4b - Relation impreciseness: 
SELECT Article? FROM {Article?} ??written_by? {“Cristea”}; 
                                ??sent_by? {“Nejdl”} 

Notice how in queries 4a,b the query has become more compact, and almost like 
natural language. This resemblance is due to the fact that the malleable query is simi-
lar to the way people ask questions: they only remember partially terminology and 
relations, and some information about the structure. Moreover, the individual repre-
sentations remembered by different people differ. Still, individuals are capable of 
communicating with each other despite these different models (schemas), which pro-
vides additional motivation to express uncertainties in the world around us through 
mechanisms like malleable schemas and malleable queries. 

Schema Querying  
Schema querying is only necessary when dealing with imprecise schemas [11]. As our 
malleable schemas are imprecise both in the naming of the elements (classes and 
properties) and in their structure, schema queries can serve to identify the actual nam-
ing and structure of the base schemas. This is useful in resolving the impreciseness of 
our malleable schema. 

In the following, we exemplify the three types of impreciseness defined above, for 
a proposed schema query.  

In our first example, we want to find the correct term for a class or an attribute. 
Here, we want to know how the class ‘Article?’ is called in the base schema(s), which 
is connected via a ‘written_by?’-like property with a class similar to ‘Author?’.  

Example 1a - Term impreciseness - class impreciseness: 
SELECT Name(Article?)  
FROM {Article?} written_by? {Author?} 

For the base schemata in Figure 1, the answer would be ‘Publication’. If we would 
want to obtain also ‘Attachment’ and ‘File’, we would need to relax the triple condi-
tions, as in Example 1b. 

Example 1b - Term impreciseness - class impreciseness: 
SELECT Name(Article?)  
FROM {Article?} * {*} 

In our second example, we want to find the correct term for a property. The prop-
erty name we’re looking for is ‘written_by?’, from the same triple as above.  

Example 2 - Term impreciseness - property impreciseness: 
SELECT Name(written_by?)  
FROM {Article?} written_by? {Author?} 

The query result is the property ‘authored_by’ from the schema in Figure 1. 
In our third and last example, we want to find the correct path between two objects 

(two classes, or a class and an attribute). We exemplify this by looking for the confer-
ence rank of a given article (Example 3). 

Example 3 - Relation impreciseness: 
SELECT Path(??conferenceRank?)  
FROM {Article?} ??conferenceRank? {ConferenceRank?} 

The result will retrieve the path between ‘Publication’ and ‘rank’, i.e., ‘published_at - 
Conference - has_a’ (from Figure 1). 
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The two types of queries (instance and schema query) defined and exemplified above 
can be performed automatically by search systems, in order to automatically enrich, in 
our current application, the authored learning material for the adaptive, personalized 
learning environment of the end-user, the student. The author is expected to use malle-
able schemas transparently; i.e., he can leave the processing to a query system, and con-
centrate only in the extra manual annotation and extension of the material. 

6   Summary 

The semantic desktop is a rich source of metadata about resources as well as relation-
ships between these resources. While many of these metadata can be generated auto-
matically, some additional metadata necessary for adaptive courses still have to be 
added manually. In this paper we have described how the semantic desktop, building on 
Semantic Web techniques, can be interfaced with a sophisticated adaptive hypermedia 
authoring environment. The semantic desktop system provides automatically generated 
metadata describing publications and other materials relevant for an advanced course. 
The MOT authoring system adds context and pedagogical information.  

Moreover, we have looked at flexible ways to describe metadata in this environ-
ment. Conventional schemas are not suited for that purpose, as they cannot cope with 
changing or evolving schemas, which are very important for the semantic desktop 
(new tasks make new metadata attributes necessary, additional data sources with addi-
tional schemas will be added over time, etc.) The solution we are proposing relies on 
malleable schemas [11] to flexibly describe our metadata, and on fuzzy querying and 
matching, based on these schemas, to flexibly retrieve metadata. 

In future work we will concentrate on automatic query expansion for malleable 
schema queries – we have already formulated appropriate expansion rules which we 
are currently validating and extending -, and on adaptive navigation rules relying on 
these query expansion mechanisms. Furthermore, we have started to investigate the 
use of malleable schema-based querying in a search context, and are working on inte-
grating these algorithms into the next Beagle++ version. 
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Abstract. There is a natural alliance between learning and personal mobile 
technology, making it feasible to equip learners with powerful tools to support 
learning in many contexts, emphasising the skills and knowledge needed for a 
rapidly changing society. eMapps.com, under IST EC FP6 in the New Member 
States, is demonstrating how games and mobile technologies can be combined 
to provide  enriching experiences for children in the school curriculum and 
beyond, using Advanced Reality Games, played ‘live’ in the individual territory 
using Internet, GPRS/3G, SMS and MMS technologies.  
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1   Introduction 

eMapps.com is a project funded under the European Commission’s IST 6th 
Framework Programme (FP6). Its focus is on demonstrating how games and mobile 
technologies can be combined to provide new and enriching experiences for children 
in the school curriculum and beyond. The work will concentrate initially on Europe’s 
New Member States and school children in the age group 9-12. It will support 
creativity in the classroom and outside and will contribute to practice for developing 
new teaching.  

2   Key Challenges Addressed 

The following are among the key challenges which eMapps.com will address: 
1. A major potential barrier to integrating games use in learning and the school 

curriculum, or at any level, is the perceived mismatch between skills and 
knowledge developed in games, and those recognised explicitly within education 
systems. The recognition of skill development achievable through games is an 
important component in breaking down these barriers.  

2. Teachers need to be engaged and to recognise and map the relationships between 
activities in games and the associated learning before they can embed the use of 
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the game within the wider learning context and be enabled to frame tasks, within 
the game or leading up to or following on from a lesson. 

3. Many of the skills valuable for successful game play, and recognised by both 
teachers and parents, are as yet only implicitly valued within a school context. In 
future, learning will move increasingly from the classroom and into the learner’s 
environments, both real and virtual. 

4. On a cognitive level, play encourages the development of our concepts about the 
world. By toying with objects and ideas through playful experimentation we 
develop an understanding of the physical world and our place within it. But as 
games increase in complexity and freedom, they will be able to accommodate 
many different playing styles and personal goals, mirroring the inner dynamics of 
the player’s personality.  

5. The problem of narrative, of integrating a linear storyline within an interactive 
game is widely acknowledged as one of the most intractable problems in the field 
of games design. Although many techniques exist and will attract developers and 
gamers for a long time to come, none of them solve the hardest problem; creating 
a truly dynamic narrative, of creating virtual worlds or Mixed Realities (outdoor 
and indoor) where although the themes and imagery in the world remain 
consistent, the actions of different players lead to completely different and 
credible outcomes. 

3   Target Audiences 

Key target audiences for eMapps.com are: 
• Policy makers in school education who will gain assurance of the benefits 

and confidence in supporting and investing in games-based learning. 
• Teachers who will be engaged and encouraged to recognise and map the 

relationships between activities in games and the associated learning so that 
they can embed the use of games within the wider learning context and be 
enabled to frame tasks, within the game or leading up to or following on 
from a lesson. 

• Parents who will gain a better of understanding of the role which games can 
play in their children’s learning and development. 

• Children who will be stimulated and whose learning experiences and 
performance will be improved by exciting adaptations of a technology they 
already enjoy.  

4   Expected Results 

The main outcomes of eMapps.com will include: 
• A web-based game learning platform for implementation with the target 

audiences, using games that can be played ‘live’ in the individual territory on 
a new generation of mobile devices using Internet GPRS/3G, SMS and 
MMS technologies.  
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• A Children’s Living Map of Europe which locates the content and games 
produced during eMapps.com in a format to inspire others and in which any 
school or locality can participate. 

• School teachers/managers or others from each of the eight participating 
countries will be qualified to implement and disseminate a game training 
course to other teachers through a series of local events. 

• Evaluation of the need, relevance, and practicality of the implemented 
Game-based learning model will be conducted, and results made public, on 
the basis of experience in each of the participating countries. 

• A Handbook on using games for training in a variety of formats.  
• Training courses plus two international conferences on using web-based 

Games for learning in schools and informal settings, presenting in particular 
the project methodology and findings in each of the participating countries. 

• Exploitation and replication of the results emerging from the project 
through an extensive dissemination programme including an interactive 
project website, which will provide access to teachers and other school 
education staff. 

5   Games and Mobile Technology in Learning 

The new emphasis in education is on supporting the learner, in collaboration with 
peers and teachers/managers or other school education staff, through a lifetime of 
education, both within and outside the classroom.  

There is a natural alliance between learning and personal mobile training 
technology, so that it is becoming feasible to equip learners with powerful tools to 
support their learning in many contexts over long periods of time, with an emphasis 
on equipping people with the skills and knowledge for a rapidly changing society.  

The approach of eMapps.com is closely related to constructivist concepts of 
learning which hold that, by reflecting on their own experiences, all learners actively 
construct their own understanding of the world based on both their previous and 
current knowledge. Constructivism asserts that the knowledge acquired by students 
should not be supplied by the teacher as a ready-made product. Children do best by 
creating for themselves the specific knowledge they need, rather than being instructed 
in what they must know. 

Research shows that people learn best when they are entertained, when they can 
use creativity to work toward complex goals, when lesson plans incorporate both 
thinking and emotion, and when the consequences of actions can be observed. The 
past twenty-five years has produced a substantial body of psychological, educational 
and development literature highlighting the educational potential of digital games. 
However, this enthusiasm is tempered by the recognition that the majority of 
commercial 'edutainment' products have been largely unsuccessful in harnessing this 
potential to effective educational use. 

Key design guidelines for achieving intrinsic integration in digital learning 
games include: 
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• Deliver learning material through the parts of the game that are the most fun 
to play, riding on the back of the ‘flow’ experience produced by the game, 
and not interrupting or diminishing its impact. 

• Embody the learning material within the structure of the gaming world and 
the player's interactions with it, providing an external representation of the 
learning content that is explored through the core mechanics of the game 
play. 

• Rather than pursue learning by listening and/or by reading fact-filled and 
not-too exciting textbooks, engage students in an immersive world has to 
perform a set of complex actions to achieve desired learning goals. 

The advantage of this approach is that learning through performance requires 
active discovery, analysis, interpretation, problem solving, memory, and physical 
activity and results in the sort of extensive cognitive processing that deeply roots 
learning in a well developed neural network.The educational value of the game-
playing experiences comes not from just the game itself, but from the creative 
coupling of educational media with effective pedagogy to engage students in 
meaningful practices. 

On a cognitive level, play encourages the development of our concepts about 
the world. By toying with objects and ideas through playful experimentation we 
develop an understanding of the physical world and our place within it. But as 
games increase in complexity and freedom, they will be able to accommodate 
many different playing styles and personal goals, mirroring the inner dynamics of 
the player’s personality.  

The problem of narrative, of integrating a linear storyline within an interactive 
game is widely acknowledged as one of the most intractable problems in the field of 
games design. Although many techniques exist and will attract developers and gamers 
for a long time to come, none of them solve the hardest problem; creating a truly 
dynamic narrative, of creating virtual worlds or ‘Mixed Realities’ (e.g. outdoor and 
indoor) where, although the themes and imagery in the world remain consistent, the 
actions of different players lead to utterly different and credible outcomes. 

To solve this problem, we need a way of designing a new learning game where 
teachers set the theme, the world-space where the game takes place, and the player 
can then explore and experience whatever permutations of that theme he or she 
desires. The possibility of different types of interactive narrative that are not bound to 
specific platforms or stationary mediums, using connected devices, GPS systems or 
networks (GPRS, UMTS) or multiple users seem limitless. The use of location to 
trigger events, the presence of other users experience the narrative in the near vicinity, 
even the ability to bring the narrative into the general culture are all possibilities with 
emerging technology. 

The eMapps.com approach will also require the participants to draw upon a wide 
range of contextual content and to use new mobile devices in the creation and use of 
that content, whilst developing and playing game. Playful experiments with objects 
and ideas help develop our understanding of our place in the physical world. 



 eMapps.com: Games and Mobile Technology in Learning 107 

6   The eMapps.com School Survey 

In its early stages, eMapps.com has conducted and analysed a survey of the 
participating schools in order to establish a baseline on current use of games 
technology by children, as a starting point for its work. Data was collected from a 
sample of some 233 children in schools selected to participate in eMapps.com 
between October and December 2005 in the eight participating New Member States.  

Q1. Do you own any of these game platforms? 
There is relative uniformity among the schools, across the region, 2.3 platforms per 
respondent is average for boys, 2.0 for girls. PCs (boys 83%; girls 5%) and mobile 
phones (boys 60%; girls 77%) are by far the most common platforms among both 
boys and the girls. Ownership of mobile phones is slightly higher amongst girls. 
Amongst the 'proprietary' platforms, Sony Playstation (1 and 2) and Game Boy are 
owned by a significant proportion of respondents, although this amounts to under 
20% of respondents in total. Ownership of Xbox or PSP and other platforms is as yet 
at a very low level. 

Q2. Do you play games on any of the platforms listed in Q1? 
About 90% of children responding use one or more of the platforms listed for playing 
games. Just over 60% of the children use PCs for playing games. Many have access to 
and use PCs to play games, even if they do not actually own them. Mobile phones are 
used for gaming by 43-44% of the children who own them. Levels of actual use of 
proprietary games platforms which the children own are high for Sony Playstation but 
lower for Game Boy.  

Q3. What kind of game do you play? Please write down the game's name. 
155 identifiable game titles were cited by boys and 148 by girls. The grouping of 
games by children in the selected schools appears to some extent to be function of 
peer emulation and/or access to specific titles at school or among schoolmates. The 
Polish children cited the widest variety of games. The popularity and use of individual 
game title is more widely dispersed among girls. An average of 2.8 games was cited 
by each of the boys. This figure was 2.0 for the girls. The suggestion may be that 
there are fewer attractive games available for girls. There is in general a wide 
dispersal of game titles cited: a majority of them is cited by only one child. Game 
titles for PCs and mobile phones are strongly represented. Nevertheless a clear top 
echelon of the most popular games emerged for the boys and the girls respectively. 
Action, military strategy and sports games are dominant among those played by the 
boys. Whilst there are some similarities in the list of top games cited by the girls, 
mobile phone games are more popular and sports games in particular are less popular. 
The Sims is by some distance the most popular game title.  

Q4. How often and for how long do you play games? 
The boys are significantly heavier and more regular players of games than the girls. 
53% of boys play games every day as opposed to 27% of girls Differences in access 
may account for some of the variation between schools in different countries. Only in 
Lithuania do a majority of the girls play every day. Only in Czech Republic do a 
minority of the boys play every day. 
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Q5. Do you have an Internet connection at home?  
54% of the boys and 57% of the girls have an Internet connection at home. There is a 
wide variety of types of Internet connections available at the children's homes. 86% of 
the boys and 75% of the girls who have a connection have a broadband connection. 
The proportion of children with an Internet connection at home appears to be 
significantly lower for the Slovakian schools than in the other countries. 

Q6. Do you play games at school as part of the learning process? 
More than half of the children regard themselves as playing games at school as part of 
the learning process. A higher proportion of girls than boys regard themselves as 
playing games at school as part of the learning process. There is significant variation 
between countries, possibly depending upon practice and facilities in the selected 
schools. 

7   Alternate Reality Games (ARG) 

The eMapps.com approach is based on ARG. Unlike other game genres, ARG have 
no defined playing field or game space but involve immersive, real world encounters 
which transcend the limitations of the Internet and reach into the everyday world of 
the player. They can utilise pre-set scenarios, which represent reality graphically and 
fragmented narratives which the players are required to reassemble. 

 By their very nature ARG bring together groups of players together into 
communities that work cooperatively and collectively in an environment of 
'Unrealised Reality' to solve the mysteries of the game. ARG allow interactive 
authoring whereby the creators are able to observe the players virtually in real time 
and react to what they are doing and feeling. Equally, players can be motivated by 
being able to affect what happens in the game. Games are built with multiple levels; 
players can not move into a higher level until competence is displayed at the current 
level. 

Although ARG originate and take place predominantly online, they employ mobile 
and other digital devices and allow simultaneous multi-channel communication. 

Students are motivated when presented with meaningful and rewarding activities. 
Games represent a performance-based environment. Learners are gradually 
challenged with greater levels of difficulty in a progression that allows them to be 
successful in incremental steps. In this context, games engage users in pursuit of 
goals, allowing individual students opportunity to assess their own learning and/or 
compare it to that of others. They can be played with others (e.g. multi-player games) 
or involve communities of users interested in the same game. Games also allow users 
to transfer information from an existing context to a novel one. 

Three aspects of entertaining digital games help make them intrinsically 
motivating: challenge, fantasy, and curiosity. 

• the player must be able to tangibly affect the outcome of the game 
• there must be an overriding goal/challenge as well as sub-goals and 

challenges to the player with positive and negative outcomes based on their 
actions 

• the game must require mental or physical skill 
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• the outcome must be uncertain at the outset 
• they must require the player to develop strategies in order to win or succeed  
• they must offer multiple paths to success 
• players must be able to ultimately overcome most obstacles in the game.  

The narrative in eMapps.com games is a combination of different factors 
implementing the narrative implements some of the concepts from games that are 
played on platforms such as Play Station, Nintendo, Pc, and PSP but at the same time 
have a strong ARG component. 

ARG games are fundamentally cooperative and collective, because of the nature of 
Internet. By their very nature they bring groups of players together into communities 
that work collectively to solve the mysteries of the game. They have no defined or 
implicit rules for playing. There is no simulation of a virtual world through a 
symbolic interface. The only interfaces in alternate reality games appear to be the 
same ones regularly used to communicate with the real world. In ARG, rules exist but 
they are not defined or written out anywhere the player learns these rules through his 
observation of and interaction with the game. ARG games allow "interactive 
authoring" so the creators are able to watch the players virtually in real time, as they 
experience the game, and react to what players are doing and feeling, immediately if 
necessary. 

8   The eMapps.com Platform 

The eMapps.com games platform will enable the implementation of ARG. It runs on 
digital devices such as mobile phones, PDA, Tablet PC over GPRS and UMTS 
networks and includes game control mechanisms, forum, chat and pre-set map-based 
local scenarios. The games are played on an open platform through multiple networks 
and devices. Weblogs, podcasts and videocasts are key components. 

‘Pins’ located in a pre-set scenario (map-based) are linked to information placed in 
independently edited photo, audio, video and text ‘blog’ folders, using ‘drag and 
drop’. Any mobile device that supports a browser can be used for uploading the 
content to any folder. The map also supports external links.  

The map is a Graphical Interface that interacts with objects and can be used for 
mapping existing objects in a given territory, based on UTM Coordinates. The map 
also has a route editor and comes with a series of tools zoom in and out and move 
up/down/right/left.  

The Graphical Interface is independent of the network or software used for 
uploading. The map supports unlimited amount of layers ranking from satellite 
images, aerial images, and maps created ad hoc: these layers are geo-referenced over 
the original map. The Graphical interface supports any language.  

The pin and map information is saved in XML format. An application that works 
on smart phones, Pocket PC, lap tops that support browser and multiple operating 
systems (Symbian, Windows, Unix) is being implemented since the platform needs to 
know who is calling in order to serve the information effectively. 
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9   Conclusions 

eMapps.com will provide a means of designing a new learning game where teachers 
set the theme, the world-space where the game takes place, and the player can then 
explore and experience whatever permutations of that theme he or she desires. This 
approach will also require the participants to draw upon a wide range of contextual 
content and to use new mobile devices in the creation and use of that content, whilst 
developing and playing games. The results will have a significant impact in validating 
new learning paradigms in both school and informal settings and will contribute to 
strategic thinking about the school and curriculum reform process in the New 
Member States and more widely across Europe. 
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Abstract. Bayesian networks are commonly used in cognitive student
modeling and assessment. They typically represent the item-concepts
relationships, where items are observable responses to questions or exer-
cises and concepts represent latent traits and skills. Bayesian networks
can also represent concepts-concepts and concepts-misconceptions rela-
tionships. We explore their use for modeling item-item relationships,
in accordance with the theory of knowledge spaces. We compare two
Bayesian frameworks for that purpose, a standard Bayesian network ap-
proach and a more constrained framework that relies on a local indepen-
dence assumption. Their performance is compared over their respective
ability to predict item outcome and through simulations over two data
sets. The simulation results show that both approaches can effectively
perform accurate predictions, but the constrained approach shows higher
predictive power than a Bayesian Network. We discuss the applications
of item to item structure for cognitive modeling within different contexts.

1 Introduction

There is considerable interest in the use of Bayesian networks (BN) for student
modeling and cognitive assessment (for eg., [14,2,18,19]). In part, this interest
stems from the ability of a BN to model the uncertainty that is inherent to
cognitive modeling. Moreover, BN lend themselves to automatic learning and
offer an attractive alternative to the difficult and error prone effort to parametrize
a student model by means of human expertise. Finally, this interest can also be
attributed to the fact that the field of BN has progressed at a rapid and sustained
pace in the last two decades. It has now matured to a level where commercial
and open source software packages and libraries allow their use in a relatively
simple manner.

The studies on the use of BN in student models have, to our knowledge, exclu-
sively dealt with modeling relationships from test item responses to concepts and
misconceptions, and between concepts and misconceptions themselves. However,
items also have an internal structure according to the theory of knowledge spaces
[6]. Doignon et al. [6] have shown that the structure among items is determined
by the order that constrains their learning in time. This order allows the infer-
ence of mastered (or non mastered) items, thereby allowing the assessment of
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an individual’s state of knowledge from partial evidence, akin to the process of
evidence propagation in a Bayesian network.

We describe two approaches to building item to item structures and how to use
them for cognitive diagnostic. The first approach incorporates a specific method
of inducing the structure of item to item structures. It is combined with an infer-
ence model based on simple posterior probability model under the assumption
of local independence. The second approach is a generic approach of inducing
the structure of a BN and performing inference within such structures. First,
we describe theoretical underpinning of item to item structures. It is followed
by the description of each approach and by a performance comparison to assess
their respective ability to predict item outcome.

2 Item to Item Node Structures and the Theory of
Knowledge Spaces

Item to item structures depart from the more common way of building student
models, which is based on a hierarchy of concepts with items at the bottom
of the hierarchy (see, for eg. [13,19,18]). In contrast to hierarchical structures,
item to item structures build structures among observable knowledge item them-
selves [9,6], bypassing concept links. A number of researchers have worked on
the problem of building student models within this framework [8,12]. Our own
work on Partial Order Knowledge Structures (POKS) [4,5] falls under this line
of research as well.

The theory of knowledge spaces asserts that knowledge items, i.e. observable
elements such as question items, are mastered in a constrained order. Knowledge
items define an individual’s knowledge state as a subset of items that are mas-
tered by that individual. The knowledge space determines which other knowledge
state the person can move to. Viewed differently, the knowledge space defines
the structure of prerequisites among knowledge items. For example, we learn to
solve figure 1’s problems in an order that complies with the inverse of the arrow
directions. It follows from this structure that if one masters knowledge item (c),
it is likely she will also master item (d). Conversely, if she fails item (c), she
will likely fail item (a). However, item (c) does not significantly inform us about
item (b). This structure defines the following possible knowledge states (subsets
of the set {a, b, c, d}):

{∅, {d}, {c, d}, {b, d}, {b, c, d}, {a, b, c, d}}
Other knowledge states are deemed impossible (or unlikely in a probabilistic
framework).

Formally, it can be shown that a directed acyclic graph (DAG), such as the
one in figure 1, can represent a knowledge space closed under union and inter-
section. Closure under union and intersection implies that if we combine two
people’s knowledge state, it is a valid subset of the knowledge space, and so is
the intersection of their two states. We refer to such structures as partial order
knowledge structures, or POKS. They represent a variant of the general theory
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Fig. 1. A simple knowledge space composed of 4 items ({a, b, c, d}). The partial order
constrains possible knowledge states to {∅, {d}, {b, d}, {c, d}, {b, c, d}, {d, b, c, a}}. In the
Knowledge space Theory, the arrows represent surmise relations (�) that determine
the order in which we acquire the knowledge items, represented by the graph nodes.

of knowledge space which assumes closure only under union. The assumption of
closure under union and intersection allows a considerable reduction the space of
knowledge states. It greatly simplifies the algorithms for inducing a knowledge
structure from data and reduces the amount of data cases required.

It can be seen that the theory of knowledge spaces and its POKS derivative
make no attempt to structure knowledge in a hierarchy of concepts or any other
structure containing latent variables (often called latent traits). The knowledge
state of an individual is solely defined in terms of observable manifestations of
skills such as test question. Of course, that does not preclude the possibility to
re-structure knowledge items into higher level concepts and skills. In fact, this
precisely is what a teacher does for developing a quiz or an exam, for example.

2.1 Partial Order Knowledge Structures and Bayesian Networks

Although POKS graphs like the one in figure 1 can be conveniently represented
graphically by a DAG that resembles to a BN, the semantics of links is differ-
ent. BN directed links usually represent causal relationships (although they can
represent any kind of probabilistic relationship) and the structure explicitely
represents conditional independence between variables. A knowledge space link
is similar to a logical implication relation, but it represents a prerequisite, or, to
use Doignon and Falmagne terminology, a surmise relation. For example, if we
have a surmise relation A � B, it implies that the mastery of B will precede the
mastery of A, and thus if a student has a success at for A, that student is likely
to have a success for B. Moreover, its structure represents a partial ordering of
the order in which items are likely to be learned.

That difference in the semantics of links has a number of implications. For one,
the closures under union and intersection of POKS implies that, given a relation
A → B, or in the poks framework A � B, the absolute frequency of people who
master a knowledge item A will necessarily be smaller or equal to the frequency
of B. This conclusion does not hold for the case of general BN. For example,
assume figure 1’s structure is the following (a BN taken from Neapolitan, 2004):
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(a) smoking history
(b) bronchitis
(c) lung cancer
(d) fatigue

a

b c

d

It is clear that smoking history (a) can be a much more frequent state than
lung cancer (c) and bronchitis (b). This could not happen in POKS. The fre-
quency of (a) cannot be higher than that of (b) and (c). It is also obvious that,
whereas the occurrence lung cancer could decrease the probability of bronchitis
by discounting (or “explaining away”) that later cause as a plausible explanation
for fatigue, discounting does not play a role in the case of knowledge structures
(eg. observing node (c) in Figure 1 would not decrease the probability of (b)).

In short, many interactions found in general BN do not occur in POKS. We
conjecture that this reduction in the space of possibilities that characterizes
POKS, namely the closure under union and intersection, can be used to infer
knowledge structures with algorithms that rely upon stronger assumptions and
more constrained search spaces than for the more general BN models.

In fact, structural induction techniques tailored to the Knowledge structures
and the POKS frameworks have been devised by a number of researchers. For
example, Kambouri et al. [12] introduced a semi-automated algorithm to con-
struct knowledge structures. They developed an application that combines the
use of empirical and an interactive question-answer process with domain experts
to successfully construct knowledge structures. Their approach allows the con-
struction of knowledge structures closed under union only, which implies it can
represent alternative prerequisites. However, the construction process requires
human intervention and cannot be considered as automated learning.

In the current study, we focus on the construction of item to item structures
solely from learning approaches. The next section describes a BN learning ap-
proach over item to item structures, and a constraint-based structural learning
approach to induce POKS.

3 Induction and Inference with Partial Order Knowledge
Structures

The topology of an item to item structure can be fairly intertwined and complex.
Inducing that structure is a difficult task to perform manually. It entails deter-
mining the order of mastery among knowledge items. If the set of knowledge
items is large, over a few tens of items for example, our own experience is that
this task can be very tedious and error prone.

Thus, finding means of learning the item to item knowledge structures from
empirical data is imperative. We study two means of learning item to item
structures:
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– Bayesian Network structural learning;
– a POKS learning and inference algorithm.

Each approach is discussed below. Experiments to compare their respective per-
formance for predicting item responses outcomes is reported later.

3.1 Bayesian Network Structural Learning for POKS

In spite of the semantic differences between the links of a BN and those of
a POKS, the relations of both structures can be thought of as probabilistic
implications between nodes. Both can represent evidence that influences the
probabilities of neighboring nodes taking on values of true or false, in accordance
to a Bayesian framework. It follows that any BN structural learning algorithm
is a reasonable candidate for learning item to item structures.

We conducted a study on learning item to item BN structures with the K2
and PC algorithms:

K2 The K2 algorithm [3] is based on a Bayesian method that looks for the most
probable structure given the observed distribution. It uses a greedy search
algorithm over the space of network topologies.

PC The PC algorithm [17] falls into the constraint-based structural learning ap-
proach. It uses conditional independence tests with a given level of signifi-
cance to determine the structure.

These algorithms are regularly used in the BN learning literature. For the
K2 algorithm, the general principle is to maximize the probability of a given
topology given observed data. Cooper et al. [3] originally used a Bayesian met-
ric, but the well known BIC (Bayesian Information Criterion) is also used. The
algorithm performs a local search constrained by a given node ordering pattern
to reduce the search space. That order is a topological order which defines a
subspace of the permissible DAGs. For our experiments, the initial order is ob-
tained first using the Maximum Weight Spanning Tree (MWST) algorithm by
[1] to derive a network topology, and by extracting a topological order from this
structure. François et al. [10] have shown that the initial DAG obtained by the
MWST is an effective replacement to a random ordering.

We used Ken Murphy’s BNT package for learning the BN structures of all the
experiments conducted (http://www.cs.ubc.ca/~murphyk/Software/BNT/
bnt.html). The results are reported in the section 4.

3.2 POKS Structural Induction

The second approach we study for inducing the relations among items is based
on [5,4].

This approach can be considered a constraint-based structural learning ap-
proaches since it uses conditional independence tests to determine the structure
(see [16]).
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The POKS induction algorithm relies on a pairwise analysis of item to item
relationships [4]. The analysis attempts to identify the order in which we master
knowledge items in accordance to the theory of knowledge spaces [6] but under the
stronger assumption that the skill acquisition order can be modeled by a DAG.

The tests to establish a relation A � B consists in three conditions for which
a statistical test is applied:

P (B|A) ≥ pc (1)
P (A|B) ≥ pc (2)

P (B|A) �= P (B) (3)

Conditions (1) and (2) respectively correspond to the ability to predict that B is
true given that A is observed true (mastered), and the ability that A is false (non
mastered) given that B is false. The third condition verifies that the conditional
probabilities are different from the non conditional probabilities (i.e. there is an
interaction between the probability distributions of A and B). These conditions
are verified by a Binomial test with parameters:

pc the minimal conditional probability of equations (1) and (2),
αi the alpha error tolerance level.

For this study, pc is set at 0.5. Condition (3) is the independence test verified
through a χ2 statistic with an alpha error αi < 0.2. The high values of alpha
errors maximize the number of relations we retain. See [4] and [5] for further
details about the parameters.

3.3 Inferences

Once we obtain an item to item structure, an assessment of the probability of
success over all items can be computed from partial evidence. In other words,
we wish to evaluate the validity of the two frameworks over their item outcome
predictive ability. We do not attempt to assess the actual item to item structures
themselves because we have no mean to determine their respective true struc-
ture. In fact, that issue belongs to the field of cognitive science and was already
thoroughly investigated by Doignon and Falmagne (see [6]) and a number of
other researchers. Our interest lies in the predictive power of the models which
is measured by their ability to perform accurate assessment.

3.4 Inference in BN

For the BN structure, there exist a number of standard and well documented
algorithms (see, for eg.,[16]). We use the junction-tree algorithm [11] which per-
forms an exact computation of posterior probabilities within a tree whose ver-
tices’s and derived from a triangulated graph, which is itself derived from the
DAG in the BN.
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3.5 Inference in POKS

For the POKS framework, computation of the nodes’ probabilities are essentially
based on standard bayesian posteriors under the local independence assumption.

Given a series of relations:

E1 � H, E2 � H, · · · , En � H

where Ei stands for an evidence node (parent) and H stands for a hypothesis
node (child), the likelihood ratio of H is computed according to the following
equation :

O(H | E1, E2, . . . , En) = O(H)
n∏
i

P (Ei | H)
P (Ei | H)

(4)

In case the evidence is negative for observation i, then the ratio P (Ei |H)
P (Ei |H)

is used.
We refer the reader to [5] for more details.

In the current study, we do not use transitive/recursive propagation to per-
form inference based on partial evidence as was done for previous studies with
POKS [5,4]. Instead, we rely on the fact that if we have strong surmise rela-
tions A � B � C, then we would also expect to find A � C according to the
POKS structural learning algorithm. In other words, if we have A � B and
B � C, no probability update is performed over C upon the observation of A,
unless a link A � C is explicitly derived from the data.

The departure from the original POKS framework [4] makes the model sim-
pler. It avoids the definition of a scheme to propagate partial evidence: prop-
agating evidence from A to C in a structure like A � B � C, for example.
Given that we expect partial evidence inferences to result in direct, transitive
relations, the results are expected to be very similar. This was confirmed in our
own experimental results that show that the performance is very close between
the two alternatives.

4 Predictive Comparison of the BN and POKS Structural
Learning Approaches

The BN and POKS structural learning approaches are compared over their abil-
ity to predict item response outcome. We use data from real tests to conduct
simulations and measure the performance of each approach for predicting the
outcome over the full set of item answers from a subset of observed answers.
This validation technique is identical to the ones used by Vomlel [19] and by
Desmarais et al. [5].

4.1 Simulation Methodology

The experiment consists in simulating the question answering process with the
real subjects. An item is chosen and the outcome of the answer, success or failure,
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is fed to the inference algorithm. An updated probability of success is computed
given this new evidence. All items for which the probability is above 0.5 is con-
sidered mastered and all others are considered non-mastered. We then compare
the results with the real answers to obtain a measure of how accurate the pre-
dictions are. The process is repeated from 0 items administered until all items
are “observed”. Observed items take their true value, such that after all items
are administered, the score always converges to 1.

The choice of the question to ask is determined by an entropy reduction op-
timization algorithm. The same algorithm is used for the BN and POKS frame-
works (for details on this algorithm, see [19,5]). Essentially, the choice of the
next question to administer corresponds to the one that reduces the entropy of
a set of network nodes. Items with very high or low probability of success are
generally excluded because their expected entropy reduction value will be low.

4.2 Data Sets

The data sets are taken from the results of two tests administered to human
subjects :

1. Arithmetic test. Vomlel [19] gathered data from 149 pupils who completed
a 20 question items test of basic fraction arithmetic for grade 6–8 pupils.

2. UNIX shell command test. The last data set is composed of 47 test
results over a 33 question item test on knowledge of different Unix shell
commands. The question range from simple and essential commands (eg. cd,
ls), to more complex data processing utilities (eg. awk, sed) and system
administration tools (eg. ps, chgrp).

For each data set, a portion of the data is used for training and the remaining
ones for testing. Table 1 provides the size of the training and testing sets along
with the average success rate of each test.

For each data set, six training and test sets were randomly sampled from both
corpus. All performance reports represent the average over all six sampled sets.

4.3 Simulation Parameters

A number of parameters must be set for the different algorithms used.
The BN parameters for both the K2 and PC algorithms were initialized with

Dirichlet uniform priors, which correspond to Beta priors in the case of binomial
variables.

For the PC algorithm, recall that it relies on a conditional independence test.
The significance level chosen for this test in our experiment is 0.2, the same value
as the one used for the POKS interaction test (see below).

For the POKS structural learning, two parameters need to be set. They are:

pc = 0.5 and αi = 0.2

These values were also used in [4] and they are generally appropriate when the
number of nodes is below 50.
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Table 1. Data sets

Data set
nb.

items
nb. data cases

Average
success rate

Training Test Total

Arithmetic 20 100 49 149 61%
Unix 33 30 17 47 53%

The simulations are run with Ken Murphy’s BNT package (http://www.cs.
ubc.ca/~murphyk/Software/BNT/bnt.html). Note that it was not possible to
test the PC algorithm for the Unix test because it resulted in an error with
Matlab c©.

4.4 Learned Structures

Over all six randomly sampled sets, the POKS structural learning algorithm cre-
ated structures that, for the arithmetic data set, contains between 181 and 218 re-
lations, of which 117 to 126 are symmetric, for an average between 9.1 to 10.9
links per node. For the Unix data set, the number of relations varies between 582
and 691, and the number of symmetric relations varies between 348 and 297, and
average relations per node that varies between 17.6 to 20.9. The structure of the
Unix data set is thus much more populated with an average link per node about
twice that of the arithmetic test.

For the BN structural learning results, figure 2 displays the first two structures
learned with the K2 algorithm. Recall that the structures of both the K2 and PC
algorithms were constrained to 1 parent. It can be seen that the topology differs
significantly between the two network shown in this figure. In general, about
only half of the relations are common between BN from two samples. However
and as mentioned, we do not focus on the actual topologies in this study but
solely on the ability of the induced structures to perform accurate inferences.

Processing time for learning differs significantly between the two BN structural
learning algorithms.

For the arithmetic data, we obtained these values on a 1Ghz pentium PC
running Linux :

PC: ≈ 1080 seconds and K2: ≈ 3 seconds
Learning time for the POKS algorithm is considerably faster than both. It

stands around 80ms. However, these numbers should be interpreted with care
as the POKS algorithm is a C program whereas the BN software runs under
Matlab. Nevertheless, the POKS algorithm has order O(ni2) time complexity,
where n is the number of cases and i is the number of item nodes, which is far
less than the K2 algorithm (O(ni4) for the current context).

On the performance of the evidence propagation algorithms, the total simula-
tion time for the BN varied between 2120 seconds to 2609 seconds. This is again
orders of magnitude greater than for the POKS algorithm which took about
1 second per simulation. Each simulation involves looping over 49 cases and,
for each for each of the 20 question item, performing on average 19 inferences
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Fig. 2. Two examples of BN structures learned with the K2 algorithm

(n−1 items). To find the average time of an inference we would thus divide each
simulation time by 49 ∗ 20 ∗ 19 = 18, 620.

4.5 Results

The performance results are averaged over all test subjects and random samples.
The formula for computing the accuracy of the prediction after each observed
item is:

Accuracy =

∑r
i

∑m
j

∑n
k Mijk

rmn

where r is the total number items in the test, m is the number of random sample
runs of the simulation (6), and n is the number of test subject cases (17 for the
Unix test and 49 for the arithmetic test). Mijk represents the item outcome
prediction to item i by subject k for the simulation run j. It is 1 if the prediction
is correct or if it is an observed item, and 0 otherwise.

Figure 3 reports the simulations results for the item outcome predictive per-
formance. It shows that, for both data sets, the POKS algorithm yields more
accurate predictions than the two BN algorithms. Although the difference is only
a few percentage points, it is relatively significant. For example, after 20 items,
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Fig. 3. Item prediction performance for the Arithmetic and Unix tests. Each line rep-
resents the average over all 49 test cases and over 6 simulation samples.

the difference between the BN and POKS for the Unix data set is about 95%
compared to 98%. Although this represents a 3% difference in absolute values, it
should be regarded relative to error reduction. In terms of the remaining error,
it represents a 60% relative reduction. Viewed from a different perspective, it
means that the accuracy reached by POKS after 20 of the 33 item Unix test is
only reached after about 27 items for the BN K2 algorithm. In a context where,
for example, we need strong confidence that a specific item is mastered and avoid
mistakes, the difference in reliability can be significant.

Looking at the relative error reduction between both tests, we note that the
performance difference between algorithms is greater for the Unix than for the
arithmetic test. This is potentially due to the fact that this test was meant
to discriminate between a wide range of expertise, from basis file manipulation
commands to sophisticated data manipulation scripts, whereas the arithmetic
test is more focused on closely related skills and notions. The ordering between
items that is typical of knowledge structures is more likely to appear for the
Unix than the arithmetic test.

We also note that the PC algorithm performs better than the K2 algorithm,
apparently due to more accurate priors. However, the difference quickly vanishes
after 2 items are observed.

To obtain an estimate of the statistical significance of the performance re-
sults, Figure 4 reports the variability of the estimates across subjects. The plot
represents the quartiles for the different algorithms. The boxes contain a line in-
dicating the median and span over roughly the upper and lower quartiles around
it. The ‘whiskers’ represent the outer quartiles and outliers are shown by them-
selves. The arithmetic simulation results of Figure 4 contains two series of boxes
for the BN results that respectively correspond to the PC and K2 algorithms,
whereas the Unix contains only the K2 algorithm results.
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Fig. 4. Box plot of the variance across subjects. Central quartiles are within the box
whereas the two extreme quartiles are represented by the “whiskers”.

5 Discussion

This study shows that item to item structures can be constructed from data and
yield effective predictions of item outcome. Two approaches were investigated,
namely standard BN induction techniques and the POKS framework, which
stands closer to the Naive Bayes family of models.

Experiments over the two data sets show that the POKS framework yields
better predictive results for item outcome prediction than does the general BN
framework. Although the strong performance of a Naive Bayes framework is by
no means uncommon [7], we conjecture that, for this study, it is consequent
with the constrained nature of POKS: knowledge spaces closed under union and
intersection. The assumptions made by the POKS framework may be appropriate
for the knowledge spaces and, consequently, allow the framework to be applied
effectively with small data sets as the ones we experimented with.

Item to item student models are based solely on observable variables. This im-
plies that they can readily be learned through standard and general BN structural
learning techniques, or through more specialized techniques such as POKS. The
absence of hidden variables makes the learning more robust and more efficient.
The POKS approach is particularly efficient for both learning and inference.

These models yield prediction of item responses. As such, they can be used
to assess higher level concepts or skills, much in the same manner as we would
use test results to assess the mastery of a topic or diagnose learning difficulties.
However, they do not model misconceptions, nor build link from specific answers
to specific skills or misconceptions as BN can do. Some tutoring systems require
such diagnostic in order to provide more relevant remedial material for a student.
Nevertheless, their simplicity and the possibility of learning item to item models
with relatively small data samples makes them very attractive for many learning
systems such as study guides.
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We are grateful to Jǐŕı Vomlel for providing the data used in this experiment
This work has been supported by the National Research Council of Canada.

References

1. C. Chow and C. Liu. Approximating discrete probability distributions with depen-
dence trees. IEEE Trans. Information Theory, 14(11):462–467, November 1968.

2. C. Conati, A. Gertner, and K. VanLehn. Using Bayesian networks to manage
uncertainty in student modeling. User Modeling and User-Adapted Interaction,
12(4):371–417, 2002.

3. Gregory F. Cooper and Edward Herskovits. A Bayesian method for the induction
of probabilistic networks from data. Machine Learning, 9:309–347, 1992.

4. Michel C. Desmarais, Ameen Maluf, and Jiming Liu. User-expertise modeling
with empirically derived probabilistic implication networks. User Modeling and
User-Adapted Interaction, 5(3-4):283–315, 1996.

5. Michel C. Desmarais and Xiaoming Pu. A bayesian inference adaptive testing
framework and its comparison with item response theory. International Journal of
Artificial Intelligence in Education, 15:291–323, 2005.

6. J.-P. Doignon and J.-C. Falmagne. Knowledge Spaces. Springer-Verlag, Berlin,
1999.

7. Pedro Domingos and Michael Pazzani. On the optimality of the simple Bayesian
classifier under zero-one loss. Machine Learning, 29:103–130, 1997.

8. Cornelia E. Dowling and Cord Hockemeyer. Automata for the assessment of knowl-
edge. IEEE Transactions on Knowledge and Data Engineering, 2001.

9. J.-C. Falmagne, M. Koppen, M. Villano, J.-P. Doignon, and L. Johannesen. In-
troduction to knowledge spaces: How to build test and search them. Psychological
Review, 97:201–224, 1990.

10. O. François and P. Leray. Etude comparative d’algorithmes d’apprentissage de
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Abstract. The libre software development model has shown how com-
bining collective intelligence can lead to revolutionary methods that un-
derpin major software advancements. This paper argues that the time
is ripe to examine the application of this model to the development of
educational materials where not only teachers but also students can be-
come actively involved in the creation of educational content. The paper
describes a novel, truly open platform, developed within the Edukalibre
project 1, to support the creation of collaboratively constructed educa-
tional materials. The paper presents the Edukalibre collaborative editing
system that provides easy access to core technologies composed of a docu-
ment repository with version control management and conversion tools to
produce several formats for each document. Two different collaborative
editing interfaces - COLLAB and ConDOR - have been implemented.
Based on evaluation studies with COLLAB and ConDOR, we discuss
several pedagogical and technological issues related to the deployment
of community-driven development of educational content.

1 Introduction

The libre 2 software development method has tremendously changed the way
software is being produced and deployed [1,2] in a number of domains, ranging

1 The Edukalibre project was funded by the European Commission’s,
Socrates/Minerva program, grant 110330-CP-1-2003-1ES-MINERVA-M. This
paper reflects the views of the authors, and the Commission cannot be held
responsible for any use which may be made of the information contained therein.

2 We use the term “libre software” to refer both to “free software” and “open source
software”. The term “libre” lacks the ambiguity of “free” (which means both “gratis”
and “free as in freedom”), and makes reference to the liberty of change that the user
of the software gains with it. In short, libre (free, open source) software is defined
by the freedom of use, study, modification and distribution that is granted to those
receiving a copy of the programs.

W. Nejdl and K. Tochtermann (Eds.): EC-TEL 2006, LNCS 4227, pp. 125–139, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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from operating systems (Debian, FreeBSD, Fedora) to desktop environments
(GNOME, KDE), web browsers (Mozilla, Firefox), web servers (Apache) or
office suites (OpenOffice.org) [3,4,5,6]. It is now widely recognised that the
libre software development model, where software is produced by communi-
ties of practitioners sharing experiences, methods, and code, has led to rev-
olutionary methods that produced major advancements in software develop-
ment [7,8].

This paper argues that the time is ripe to deploy the libre, community-driven
development model to the creation of educational content. Following the impact
on software development, it can be expected that the community-driven develop-
ment model will lead to innovative educational paradigms and will have a great
impact on the way the web is used for teaching and learning. There is a growing
interest among the educational community to adopt aspects of the open develop-
ment model. The first step is being undertaken by the open learning content idea
which has been taken on board with great enthusiasm in university education[9],
and has been implemented in a number of projects, e.g Open Learning Support
[10], MIT OpenCourseware [11], Open Learning Initiative [12], Connextions [13],
CASCADE[14], WIKI [15].

To fully deploy the community-driven development model both educational
practitioners and students should become actively involved in the creation and
distribution of open educational content. Until recently, technical challenges
made it very difficult to support truly open, dynamic, educational resources
constructed collaboratively by large groups of teachers and even students. Nowa-
days, the libre software community has created a vast amount of technologies
to support their practices. However, these technologies have not been explored
fully in an educational context. Moreover, many of the existing technologies for
collaborative development of software suffer from two problems: (1) they are
suitable for software developers but are not intuitive enough to be adopted by
teachers and students and (2) they normally tackle small tasks, which is conve-
nient for developers who usually use several tools, but can be inappropriate for
use by wide and diverse teacher and learner communities.

New architectures are needed to effectively support the collaborative construc-
tion of open educational resources [16]. Moreover, these architectures should
themselves be open, enabling customisation and deployment in different set-
tings. An example of such an architecture is proposed in this paper. We describe
a novel, truly open platform to support the creation of free, collaboratively con-
structed educational content. The platform was developed within the Edukalibre
project 3 which examined the connection between libre software development and
the creation of open content for education.

3 The project was funded by the European Commission under the Socrates/Minerva
program and ran in the period October 2003 - December 2005. It was coordinated
by University Rey Juan Carlos (Spain), and included as partners teams from the
University of Leeds (United Kingdom), University of Porto (Portugal), University
of Karlsruhe (Germany), University of Lugano (Switzerland), and the Academy of
Sciences of the Czech Republic. Project web site: http://www.edukalibre.org.
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The paper will first discuss key characteristics of the community-driven devel-
opment model and its link to the production of educational materials (Section 2).
Section 3 will then present the architecture of the Edukalibre system. Two tools
that provide a user interface to the system - COLLAB and ConDOR - will be
described in Section 4. Section 5 will discuss the deployment of Edukalibre in
university teaching. Finally, in the conclusions, we will discuss the contribution
of Edukalibre to technology-enhanced learning and will outline future work.

2 Community-Driven Development and Education

The libre software community is one of the best examples of an online community
within which there are smaller communities of practice [17] of people solving
problems that arise within a particular project and producing solutions that can
be used and modified by others [18,19]. The Edukalibre project explores how this
community-driven development model can be applied to the education camp to
facilitate collaborative development of educational materials. Therefore, we will
first outline the key characteristics of the libre software model.

There are several specific issues found across most libre software projects, as
discussed in [7,20,3]:

– Frequent and early release of software to enable opportunities to gain exter-
nal feedback and contributions.

– Decentralised quality maintained by many individuals, including those out-
side the group of developers.

– Libre software projects, especially when of a certain size, are carried out by
a number of geographically distributed developers. They seldom (if ever) see
each other face-to-face, and work in a coordinated fashion without formal
hierarchies.

– Development is done asynchronously by using software tools for coordination
(e.g. mailing lists, bug tracking systems, version control systems, software
repositories) and hosting facilities (e.g. SourceForge4 or Savannah5).

– There is a mixture of voluntary and paid work.

In comparison, the deployment of a community-driven, libre development
model to education may address the following issues:

Collaboration by educators: Materials will be produced by groups of educators,
usually in different institutions, and geographically dispersed. Since the curricula
are similar in many cases, it seems reasonable that different teachers have similar
needs, and can collaborate in the making of their materials. The collaboration
has the implication of sharing the work, coordination, and consensus. Similar
situations are found in libre software projects, and it is expected that similar
results can be obtained. In the current European context, where collaboration
among universities of different countries is encouraged at many levels, this will
4 http://sourceforge.net
5 http://savannah.gnu.org



128 J.M. Gonzalez-Barahona et al.

increasingly become a common situation, elements of which are demonstrated
in several successful European projects, e.g. ARIADNE 6 and EducaNext 7.

Active contribution from students: Materials will also be used, commented,
and possibly modified by students. In fact, in many cases, students are already
producing their own materials, based on those provided by educators. In the
same way that users can contribute to libre software projects highlighting bugs
or even proposing useful modifications to the programs (if they have enough
knowledge), students (users of the materials) can contribute to the continuous
improving of quality. From this point of view, frequent and early release could
be as important as it is in the case of libre software.

Intuitive tools: Educators and students will need simple to use, yet powerful,
tools to be able to collaborate in the way libre software developers do. For in-
stance, it will be important to mimic the functionality of version control systems
and compilation systems, specifically oriented to the production of educational
materials. At the same time, authors should be able to use tools in such a way
that coordination and work in common is becomes an intuitive process.

Public availability: The public availability of produced materials will enable
the collaboration of third parties, such as other professors or students from other
institutions who may find the materials useful, and can contribute to their further
development.

Agreed licensing terms: Several licensing terms may be explored, some of them
allowing for publishers to take the materials and distribute them for profit, in
the same way that there are companies distributing GNU/Linux based systems
composed only of libre software. The current interest created by some initiatives
related to open content (such as Creative Commons8, the Open Archives Initia-
tive9, and the the Public Library of Science10) is caused by many other projects
exploring, particularly in the scientific context, the advantages of this approach.

Of course, this model is difficult to explore without the proper tools and
some user groups ready to test and try it, which was the main focus of the
Edukalibre project. The following sections will present the Edukalibre system
and will discuss case studies in university teaching environments.

3 The Edukalibre Collaborative Editing System

The Edukalibre system is composed of several software components, some of
which are widely used in current libre software projects and others have been
developed specifically within the project. The architecture of the system is in-
tended to be simple, yet flexible, reusing as many already available components
as possible, so that the project can focus on its goals whilst incorporating

6 www.ariadne-eu.org
7 www.educanext.org/ubp
8 http://creativecommons.org
9 http://www.openarchives.org/

10 http://plos.org
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already tested and widespread components, such as the Subversion11 version
control system or the Moodle12 learning management system. The use of stan-
dards compliant technologies and ideology of open access to the different com-
ponents of the system has been a core design principle. The Edukalibre system
has been developed to be as open as possible, using libre software technolo-
gies throughout and allowing access to content in as many different ways as is
practical.

This paper presents the collaborative editing part of the Edukalibre system.
The complete Edukalibre suite of tools includes also a graphical interactive stu-
dents monitoring tool and a Wiki compiler for mathematical formulas 13. Col-
laborative editing with the Edukalibre system enables users to choose from a
wide set of tools (from easy-to-use word processors, such as OpenOffice.org14,
to less common XML-based editors), and includes version control facilities and
automatic conversion to many end-user formats (ranging from PDF, ready to be
printed on paper, to decorated HTML, suitable for previewing when creating a
new version or for reading online).

Moodle
Standalone

web interface

Web Browser

Editor
(OpenOffice.org,

Lyx,...)

Subversion
client tools

Webdav
browser WebDAV/

HTTP

WebDAV

WebDAV

WebDAV
WebDAV

HTTP
HTTP

Fig. 1. Components of the collaborative editing
subsystem

Figure 1 shows the architec-
ture of the collaborative editing
subsystem. The core is a docu-
ment repository, built on top of
a version controlled storage sys-
tem, with document conversion
and management tools written
in Python15 [21]. The main com-
ponents of the Edukalibre col-
laborative editing system are:

Version control : Every docu-
ment created in the system has
a main version and a history
of older revisions or branches.
Each revision can be accessed or
modified at any time, and any
old revision can be set up as the
main version of the document,
or assigned as a new branch (for

example to adapt higher education teaching materials for a secondary education
audience). Currently, the platform uses Subversion as the control version system.
Subversion is in some sense an evolution of the more traditional CVS16, which
fixes many of its problems, and adds new features.

11 http://subversion.tigris.org/
12 http://moodle.org
13 See www.edukalibre.org for a complete description of all Edukalibre tools
14 http://openoffice.org
15 http://python.org
16 http://www.cvshome.org
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Editors and word processors : Our goal is not to create new editors, but to
provide ways in which existing editors and word processors can interact in the
most flexible way with the system. Authors already have their preferred tools,
so our goal is to support as many authoring tools as possible, and offer the same
version control and document conversion features to all authors, irrespective
of their preferred editing application. The current Edukalibre platform allows
a document to be opened, modified and stored using OpenOffice 17 which can
edit, in addition to files in its own format, DocBook/XML18 files (with the help
of some code which the project has improved) and Microsoft Word documents.
However, any other word processor can be used to modify the documents of the
system, if it can manage DocBook/XML or LaTeX19, the currently supported
document formats. Since both are plain-text formats, any text editor can also
be used, provided the user knows the syntax of the format. A simple web editor
is also provided.

Tools for format conversion: Converting documents from the base formats to
other formats more suitable for reading (such as HTML or PDF), is enabled
via a suite of conversion tools. Most of the conversions from XML formats are
performed using XSLT20 stylesheets. The XSLT processors used are xsltproc
and xalan21. Conversions to PDF and Postscript are done using TeX/LaTeX
and Ghostscript22. A wiki-like system supporting conversion from wiki format
to DocBook/XML and vice-versa has been developed.

Web interfaces : One of the goals of the project is to allow for multiple in-
terfaces to the system, and to let users choose their preferred writing tools. In
addition to accessing the system directly with a text editor plus a Subversion
client (supporting command line editing with unix text editors and familiar to
academics mainly in the IT field), other interfaces already provided are:

– A collaborative editing system (COLLAB), which is a Python-written web
interface that permits authors to perform common actions in the system,
such as listing of documents or visualization of the history of a document.

– A PHP-based groupware application (ConDOR), which is a web based file
system view for the repository and provides multiple repository support
together with discussion and messaging tools.

Communication protocols : Standard protocols are used to connect the differ-
ent components. They include the ubiquitous HTTP [22], and WebDAV [23] (an
extension to HTTP tailored to the needs of collaborative editing and manage-
ment of files on remote web servers).

From the perspective of an author collaborating to write some material, the
platform provides the two interfaces - COLLAB and ConDOR. Currently, both

17 http://www.openoffice.org/
18 http://www.docbook.org/
19 http://www.latex-project.org/
20 http://www.w3.org/TR/xslt
21 http://xml.apache.org/xalan-j/
22 http://www.cs.wisc.edu/~ghost/
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interfaces are provided in two forms - as standalone web applications and as
integrated components in Moodle. At the time Edukalibre evaluation studies
were conducted, see next section, COLLAB was a standalone web interface,
while ConDOR was integrated in Moodle. This enabled the evaluation of two
types of access and tested the flexibility of the Edukalibre platform.

From the perspective of a developer wishing to incorporate access to an
Edukalibre repository into their applications, the platform provides a simple
PHP23 API and Subversion/WebDAV access to the repository for other devel-
opment platforms.

4 Collaborative Editing Interfaces

In the following subsections, the two collaborative editing interface applications
implemented within Edukalibre are described. They show both how the func-
tionality of the system can be integrated with external tools, and how the archi-
tecture is modular enough to make room for many different ways of interaction.

4.1 COLLAB: A Python-Driven Web Interface

This is one of the possible interfaces to the system, and allows the users to
perform some of the common tasks using just a web browser. A screenshot of
the COLLAB interface can be seen in Figure 2. The main page of the interface
shows a list of documents in the system, with some information about each of
the documents. The interface provides a way to create new documents. An RDF
channel with information about the documents recently modified or created is
also provided. The information for each document includes:

– Listing of its version history, with the release date and the comments from
the release author.

– Listing of links to all end-user formats for every version, so that users can
get any format of any version of any document.

– Editing and downloading options for each version, including the possibility
to download the base format, modify it and upload the new version using
the web interface, or to edit it on-line with a simple web editor.

– Forms to update the document, uploading a new version (written with a
standalone editor such as OpenOffice.org).

– Decorated HTML version of the latest version of the document to show a
quick preview.

4.2 ConDOR: An Intuitive PHP-Driven Groupware Application

One of the core deliverables of the project was to create a user friendly working
environment which would allow us to evaluate the effectiveness of web-based
Construction of Dynamic Open Resources (ConDOR), see Figure 3.
23 http://php.net



132 J.M. Gonzalez-Barahona et al.

Fig. 2. COLLAB interface: example from evaluation study 3, described in Section 5

Fig. 3. ConDOR interface: example from evaluation study 2, described in Section 5
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ConDOR is a bespoke groupware application which can run standalone, or as
a modular component of the libre software learning management environment
Moodle. The requirements specification for the groupware was taken from a
questionnaire that was filled in by all partners of the project, enquiring into the
scenarios in which the platform would be tested. ConDOR provides “explorer
style” access to the document repository, allowing intuitive navigation of the
file and folder structures, and simple tools for uploading files and creating new
folders. To prevent excessive repeated navigation of large folder structures, a
“My Resources” section is provided within the ConDOR resource area to allow
authors to bookmark documents of special interest within the resource tree.
From either the main resources browser or the “My Resources” area, authors
can download a document in any supported format (currently XHTML, PDF,
docbook and plain text), upload a new version of the document, browse the
history of the document and add/remove documents from their “My Resources”
list.

The repository allows authors to add any type of file, and put it under version
control. Extra features such as format conversion are available for OpenOffice
and LaTeX documents. In addition, trial users have been using the repository
to manage different kinds of files. A graphic designer using the system used it
to manage multiple versions of an Adobe Photoshop document he was working
on with another designer, and a systems administrator has used the system to
manage various versions of Windows configuration files.

5 Evaluation Studies

The evaluation of the Edukalibre system, given its libre nature, had to deal with
several challenges. On the one hand, the highly iterative development process
required frequent releases of software (sometimes not fully tested) and demanded
quick feedback. On the other hand, user studies in real settings were required
to examine the feasibility of the deployment of the libre development model in
education. To address these challenges, a flexible, development-led evaluation
approach was followed which included two phases - inspection by inspectors and
several small scale studies with different Edukalibre tools. The Edukalibre eval-
uation is presented in detail elsewhere, see [24]. We will refer here only to user
studies with COLLAB and ConDOR which highlighted important technologi-
cal and pedagogical issues of the community-driven development of educational
materials. The following user studies were conducted with the Edukalibre col-
laborative editing tools:

Study 1: Students preparing a group report on an environmental
case using ConDOR. The study was conducted at the University of Karl-
sruhe with 14 students attending an advanced Industrial Engineering seminar
[25]. Working in separate groups, the students spent four months researching
environmental cases concerning fictitious companies. Each group produced a
collaboratively written report based on materials collected by the members. The
seminar was run with Moodle and the students used ConDOR for sharing re-
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sources and for collaborative writing. The process was monitored by 2 teachers
via the Edukalibre student monitoring tool [26]. The students’ feedback was
collected with a questionnaire at the end of the seminar.

Study 2: Students preparing learning resources on a new topic us-
ing ConDOR. The study was conducted at the University of Leeds with 55
students attending a final year undergraduate course on Personalisation and
User-adaptive Systems. The students were split into 13 groups. Each group had
to research a topic new to them (e.g. personalisation for e-health, digital li-
braries, or e-learning) and prepare a report which, together with the supporting
electronic resources collected, was later used as a learning material by the whole
class. The course was run with Moodle and the students used ConDOR for
the collaborative writing activities which spanned in one month. At the end, a
questionnaire was conducted to collect the students’ feedback.

Study 3: Students writing and commenting on papers using COL-
LAB. The study was conducted at the University Rey Juan Carlos with 24 PhD
students who attended a three month course on libre software. The students had
to prepare a paper on a topic relevant to the course. They had to help each other
by editing and commenting on at least two of the papers being prepared by their
peers. The students wrote their papers during the duration of the course and,
at the same time, they could read and review papers by their peers. They used
COLLAB to download, review and correct papers of their peers and to create
and maintain their own papers. At the end of the course, a questionnaire was
carried out to find out the users’ opinions of the tools. Many of the participants
were highly trained programmers, IT technicians or computer engineers, so they
offered valuable feedback to the development team and also had less problems to
use the tools, since they were familiar with concepts like version control systems
and collaborative editing.

Study 4: Teachers preparing a course using COLLAB. The study
was conducted at the Academy of Sciences of the Czech Republic. 4 teachers
worked together on the preparation of a course on Bayesian Networks suitable
for research students. The teachers undertook several iterations of the learning
materials. The course included textual descriptions and interactive examples.
The teachers gave informal feedback about the usefulness of the tool.

Due to space constraint, we cannot present full details of each study, the reader
is directed to the corresponding papers [24,25] and project deliverables 24. The
following section will focus on lessons learned about the deployment of the libre
development model to education, based on the combined results from the studies.

6 Using COLLAB and ConDOR for Community-Driven
Development of Educational Materials

This section will focus on what the studies with COLLAB and ConDOR told us
about the process of community-driven development of educational materials.
The results can broadly be divided into pedagogical and technical aspects.
24 Available from the project web site www.edukalibre.org



Towards Community-Driven Development of Educational Materials 135

6.1 Pedagogical Aspects

Team work and collaborative writing. All studies exhibited the three stages
of team work: forming, functioning, finishing [27]. Since the group members were
familiar with each other, we expected that the forming would be quick and there
would be a fair degree of trust among group members. However, most student
groups had a slow start and the questionnaire results indicated trust problems.
For example, 50% of the students in studies 1 and 2 were reluctant for others
to be able to see what they write and 64% would not like their writings to
be changed by others. In contrast, most participants (83%) in study 3 and all
participants in study 4 were willing to share their incomplete writing so they
could benefit from reviews, comments and corrections of their peers. Analysis
of the discussions with ConDOR in study 2 showed that most groups spent
considerable time clarifying the members’ expertise and preferences and agreed
on what section/subtopic each person was responsible for. The functioning phase
showed that most participants actively used the collaborative editing tools. For
example, 46% of the students using ConDOR felt that the tool helped them to be
more efficient. Most concerns were with regard to the slow access to the document
repository, yet 79% were positive that they could share resources with others. In
study 2, several conflicts with regard to members’ contribution arose and a spilt
of three groups was inevitable. Some of the materials produced by the students
were not fully coherent and included repetitive or contradicting opinions. The
groups who were successful (judged by the quality of their reports) had one or
two cognitively central members [27] who would take the leading role in decisions
about structure, topics, or resources. In each study, all materials produced were
made public to the other participants in the study. While in studies 1 and 2, other
groups could only comment on the quality of the produced materials, in studies
3 and 4, everybody could not only comment but also alter what was produced
by others. Students in studies 1 and 2 appreciated the feedback from their peers
but required some kind of central comment from teachers. This indicates the
need of some quality control that is not required in the libre development model
(see Section 2) but is important in educational settings.

Building communities of practice. Clearly, there was learning benefit
from all studies involving students. Students did not only practise researching
a topic and writing materials to be used by others, but also became exposed
to a wider set of opinions, engaged in discussions clarifying domain aspects,
and became active participants in the course. The evaluation studies showed
that the pedagogical impact from engaging students or educational practitioners
in collaborative creation of educational materials would be associated with the
forming of communities of practice where students and educational practitioners,
often from the same or related background, are coming together to share ideas
and experience and to tackle common problems and issues [28]. For example, the
students in Study 3 spontaneously helped each other with comments, corrections
and contributing sections to papers of their peers. Almost all of the students
commented that the global quality of the papers they wrote grew because of
the help they offered each other. Study 2 also showed elements of learning in
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communities: initial analysis of the group interactions indicates evidence that
by sharing resources and ideas and engaging in a joint task the groups acquired
knowledge and the members improved their understanding of the domain.

Integration within the learning environment. The Edukalibre experi-
ence showed that engaging students in the collaborative construction of edu-
cational materials would be effective only if it is integrated within the overall
learning environment. Teachers involved in studies 1, 2, and 3 had to carefully
design the collaborative writing exercises linking them to course learning objec-
tives. This link was made clear to the students prior to each study. In studies 1
and 2, which were conducted with undergraduate students, the collaboratively
produced reports contributed a small percentage to the students’ course assess-
ment. In Study 3, conducted with research students (most at PhD level), all
participants were familiar with the libre software development model and its
benefits. For them, the study was a valuable experience to examine the feasibil-
ity of transferring this model to educational settings.

6.2 Technological Aspects

Flexibility. One of the main design principles of Edukalibre was to provide flex-
ible user access. The collaborative editing tools enabled the conversion between
several formats which was appreciated by the participants in studies 3 and 4 who
had experience with (study 3) and understanding of (study 4) the benefits of the
libre development model. In contrast, the students in studies 1 and 2 did not use
the format conversion tools despite being reminded by the teachers several times.
Also, the students in these studies did not take the full advantage of the version
control functions, whilst this was acknowledged as a very useful feature by the
participants in studies 3 and 4. The participants in studies 1 and 2 stressed the
need to have an editor integrated within the system, as they found it incon-
venient to use an external editor (most of them used Microsoft Word and few
used Open Office) which slowed the download/upload/commenting process. An
html/docbook editor has been included in the last version of ConDOR released
at the end of the project.

Holistic design. The studies clearly pointed out the need for holistic design.
It became apparent that resource sharing, communication, and collaborative
writing would happen together and should be supported within one environment
(as opposed to fragmented tools used in libre software development). This was
partly taken into account in the design of ConDOR, but the studies revealed that
more features had to be integrated in the interface applications, e.g. appropriate
editing tools, links between discussions and documents, and association of roles
to participants. Since Edukalibre was designed as a truly open platform, it can
easily be extended with new functionality, as discussed above.

7 Conclusions and Further Work

The Edukalibre project makes two important contributions to technology-
enhanced learning, namely:



Towards Community-Driven Development of Educational Materials 137

Deployment of the libre development model in education: Edukalibre explores
the field of collaborative production of educational materials from a novel point
of view: can the common practices of the libre software community be applied
to the development of educational content. The project was just an initial step
which focused on the development of appropriate tools to support community-
driven creation of educational content, and the deployment of these tools in small
studies in realistic educational settings. Evaluation studies with COLLAB and
ConDOR confirmed that it would be feasible to deploy a more open, community-
driven model for the creation of educational resources. Distinctively from other
projects that explore sharing, and even collaborative creation of educational
resources mainly by teachers, Edukalibre examined opportunities for active en-
gagement of students. Our experience showed that there was a great potential
for creative scenarios where students could engage in collaborative writing ex-
periences to create resources that would be used by other students or could help
their peers with writing papers.

Deployment of Web 2.0 to the development of technologies for education: The
second major contribution of Edukalibre is to demonstrate the application of
Web 2.0 to the development of technologies for education. The project followed
key tenets of Web 2.0 [29], namely, harnessing collective intelligence, lightweight
programming models, sharing and reuse of existing components and tools, build
applications that enrich the users’ experiences offer creative ways to quickly
build effective systems. The project has developed (mainly by reusing already
existing components) a web-based system which is built around a Subversion-
based repository for document sources, together with access methods to it and
automated generation of final formats. The Edukalibre architecture is open and
modular in nature, and makes it simple to add new functionality by connect-
ing new subsystems. In some sense, Edukalibre implements a wiki-like syntax,
with simple to use interfaces integrated in environments (such as office suites
or learning management systems) common to educators. All in all, it lowers the
technical barriers for educators to explore the libre software development model
applied to educational documents. Also, the whole system is composed of libre
software, which makes it easy to try, install and adapt to any environment.

Being an initial step, the project did not examine the full potential of the
deployment of the libre development model. Notably, all studies included par-
ticipants who knew each other and could meet face-to-face. Further studies are
required to examine how the Edukalibre system can be tailored and extended to
enable the construction of educational resources by large, geographically remote
communities. In all scenarios explored so far, we dealt with university settings
(which was the focus of Edukalibre). There is notable interest in methods for
community-driven creation of content outside the university communities, for ex-
ample schools [30] and digital libraries [31], and studies in such settings should be
conducted. Finally, Edukalibre focused on the creation of educational materials
but did not explore how these materials would be reused by different teachers and
students. For this, significant extension of the Edukalibre editing tools would be
required to generate appropriate meta-data and to export the created resources
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as learning objects [32]. Finally, some participants pointed that the collabora-
tive editing tools should be customisable, so that the communities could decide
what tools would suit them best. Furthermore, offering support tailored to the
particular community (e.g. pointing at missing topics, inactive participants, or
dominant members) will be beneficial.

Acknowledgements. The authors are grateful to all partners from the Edukali-
bre consortium for the stimulating discussions that helped clarify the ideas be-
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Abstract. This article describes a study of distance collaborative activities that 
have been conducted in a cross-national setting between a Greek and a German 
university. We discuss issues related to organization, technology, and curricula 
considerations. In addition, we analyze the modes of cooperation that have been 
chosen in the students’ work on creative problem solving tasks and conclude 
that for complex learning scenarios successful collaboration and peer tutoring in 
advanced learning support environments is possible, but requires careful 
preparation and planning. Further we draw conclusions on possible wider 
implications for such approaches in the emerging common European Area of 
Higher Education in the frame of the Bologna process. 

1   Introduction 

Today’s work reality involves in a growing degree multi-national activities engaging 
individuals in remote interaction and collaboration. As a consequence, learning 
activities, especially at the Higher Education level need to be expanded accordingly in 
order to prepare students for distant work and cross-cultural communication. This is 
especially important for the area of computer science, where global projects and 
multi-national enterprises are a common phenomenon. Thus it is very valuable, both 
for the students and also for the academic staff, to find opportunities to allow students 
to experience the challenges, problems, and potential of remotely conducted projects 
in a multi-national and/or multi-cultural setting. It should be stressed that 
identification of the conditions for these opportunities and creation of new 
opportunities for the cooperation of educational establishments across national 
borders in Europe is one of the main aspects of the Bologna process. The Bologna 
declaration aims at the creation of a European Area of Higher Education through 
collaboration among high quality higher education institutions to enforce student 
mobility, competency development and educational co-operation [1]. In this context, 
studies which focus on the potential of technology enhanced learning for the 
integration of the European university systems and the strengthening of reliable 
computer-supported cooperation between institutions in different European countries 
are of particular importance. In this article we present the design and implementation 
of such study that engaged remotely students of the University of Patras in Greece 
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and the University of Duisburg-Essen in Germany. Researchers of the two 
Universities have been engaged during the last years in study and development of 
collaboration support technologies. These have been made available to the Academic 
staff and the students who participated in the study.  

In the rest of the paper we present first the organizational and educational 
framework of the study, followed by a brief description of the technological 
infrastructure used. Subsequently we discuss the main findings of the study as they 
emerge from analysis of logs of interaction of cross-national group activities and 
attempt to draw wider conclusions. 

2   Organizational and Curricular Framework 

The scenario that was implemented during the study was closely connected to the 
teaching practice of both parts, i.e. students in the context of real lectures are given 
short exercises as homework. Usually such exercises are performed individually. In 
our case they were requested to work in dyads with a partner across the border, using 
provided collaboration support tools. This scenario left a lot of freedom to the 
students to approach their task, in terms of when and how to work together or how to 
divide the work. The use of a more contained lab situation might have been preferable 
for controlled analysis of some collaboration aspects, but would have produced an 
artificial environment that would not have been connected well to the students’ real 
world experiences.  

In order to proceed with a detailed plan of the activity, we first had to explore the 
viability of a joint study with respect to curricular opportunities for cooperation and 
the organizational affordances of it. 

To avoid severe grounding problems [2], the students had to have prior  knowledge 
that can be connected with the partner’s knowledge, thus it has to overlap or at least to 
be in each student’s zone of proximal development [3][4]. For this end we had to 
identify courses that were taught at the same time at both partner’s sites, in which 
students could interact and jointly do an assignment. Because of similar profiles of 
both groups in research and teaching, we managed to identify two opportunities to 
conduct studies during the last year: The first involved courses in the area of Human-
Computer-Interaction for advanced students (5th year in Greece, 3rd year in Germany 
with quite comparable background knowledge); this opportunity was used for a pre-
study to test the setup of technical, organizational, and analytical aspects for a full-
fledged study. This first study took place in the summer of 2005 with 9 mixed dyads 
of Greek and German students. While the joint work was mainly performed 
cooperatively in asynchronous mode, we obtained valuable insights in the usage of 
the provided tools and the setup for studies on a larger scale. 

The second case involved introductory courses in computer science (the 1st year 
course for Greek students and an algorithm course for 2nd year German students). In 
this case we could involve a more substantial number of students for the joint study. 
Here the background knowledge was well suited for information exchange and 
grounding, since both populations were more familiar with different aspects of our 
planned task: the Greek students were quite knowledgeable with diagrammatic 
representations of algorithms, while the German students were familiar with 
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recursion, iteration, and the transformation between these two concepts. All the 
courses were conducted in the mixed lecture and lab/exercise format, usually also 
with online material and communication, which prepares the students nicely for the 
remote collaboration with the tools that were proposed to be used. 

In addition to these curricular considerations such a joint study requires careful 
preparation of the organizational aspects, too. As the students initially do not know 
their remote partners, we thought that uncertainty about their role and limited 
awareness and familiarity with such a task might hinder the whole process. To 
compensate for this we decided to establish a discussion forum, with a general area 
for all the participants of the respective study and a specific area for each 
collaboration dyad. This forum was used for official announcements, the distribution 
of the task assignment, and questions and answers related to the planned process.  

It was thought that there was a need to provide the mixed pairs with ample time to 
get acquainted with each other. So the time to deliver a solution was at least a full 
week in both studies. This made the task more realistic with respect to our usual style 
of assignments that also have one week periods for delivery.  

Since the students tend to choose their own pace of work, the replies to their 
questions need to be provided in a timely manner, an issue that was proven 
particularly critical in this setting, for avoiding frustration and defection within the 
groups. In case that problems, especially technical ones, arise, a fast reaction by the 
support staff is required to enable the students to work on the task and not to fight 
technical problems. In our experience this is especially important in the phases close 
to the delivery deadline, because a lot of the collaboration groups tend to start late, 
even with getting acquainted with the tools. Another issue with the organization of 
such a study is that the technical environment used, has to be robust, especially with 
respect to persistent and regular data storage, since a data loss will demotivate 
students and endanger the whole learning experience considerably.  

In the next section we proceed with a brief description of the environments used in 
the study and their technical characteristics. 

3   Technology to Support Co-constructive Distance Scenarios 

During our study, the students used a variety of collaborative modeling and 
communication tools. These tools were either external third party applications (e.g. 
ICQ, MSN, Skype), or available collaboration infrastructure (e.g. phpBB based forum) 
or specific tools that have been developed by the respective Universities to support 
synchronous collaborative activities (Synergo of the University of Patras and 
FreeStyler of the University of Duisburg-Essen). In the following, these tools are 
described in more detail. 

3.1   General Communication Infrastructure: The Patras-Duisburg Web Portal 

A forum was established as a source for general information about the studies, as a 
first meeting point for the dyads and as starting point for the use of other tools, 
especially for downloads and information about Synergo and Freestyler. The open 
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source phpBB1 bulletin board was used in this case. This forum consisted of a general 
discussion space for general questions and comments about the tools and the task, and 
public and private discussion spaces for each dyad. The forum was also meant as an 
option to contact the staff as fast as possible in case of organizational or technical 
problems, since a fast reaction time is crucial in these settings, as discussed above. 

3.2   Specific Collaboration Tools 

Two tools have been used in the studies to support the students’ modeling tasks: 
Synergo and FreeStyler. In figure 1 typical screenshots of the two environments are 
shown. Both tools provide a shared workspace to allow for synchronous collaborative 
modeling activity, using various visual representations. In addition, both tools provide 
a chat facility to support direct communication between the partners. Each dyad of 
students in our study was provided with one of the two tools. One of the objectives of 
the study was to examine if the use of different tools may impact the collaborative 
activity and the quality of the produced work. 

 

Fig. 1. Synergo and FreeStyler solutions of the given problem 

FreeStyler [5] and Synergo [6] bear many similarities. They both enable distance 
collaborative modeling and discussion scenarios. They are based on a shared 
workspace architecture, i.e. in a collaborative session, every participant can see all 
modifications to the workspace done by any participant directly, following the 
WYSISIS (“what you see is what I see”) principle. Both tools are built to support 
collaborative activities by small groups of students and have been used in Secondary 
and Higher education settings for teaching various subjects [7]. 

However since they have been produced independently, they have distinct 
characteristics in terms of architecture, user interface design and performance: 

FreeStyler allows modeling withuse of various visual modeling languages that can be 
added to the application withthrough a pluginplug-in mechanism. At the moment, 
there are around 30 pluginsplug-ins available, e.g. for creating Petri Nets, Concept 
Maps, models in System Dynamics models, Activity Diagrams, State Charts, 
stochastic experiments etc. In particular, elements of different visual languages can be 
used in the same workspace at the same time without loosing possibly operational 

                                                           
1 See http://www.phpBB.com for further information. 
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semantics (e.g. the capability to actually run a System Dynamics simulation). In 
relation to the task mentioned hereof our study, the suitable plug-in that Freestyler 
provides is the one for Activity Diagrams, the UML diagrams for representing the 
flow of activities involved in an algorithm,. Activity Diagrams are very similar to 
Flow Charts, a more traditional visual representation of an algorithm. 

On the other hand, Synergo provides a smaller number than Freestyler number of 
fixed libraries for diagram building, which are integrated in the environment by 
default. Related to the task, Synergo contains a Flow- Chart diagram notation library. 

What also discriminates the two environments, is that the synchronous dialogue 
tool that they both provide, is integrated within the shared workspace in the case of 
Synergo, whereas it appears as an object in the shared workspace in Freestyler. 

The shared workspace architecture of Freeestyler is based on the so-called 
MatchMaker [8], a Java RMI-based synchronization middleware with a central server 
and a replicated data model. Synergo follows a similar approach; in this case the 
synchronization component is called Relay Server. 

Finally, Synergo provides built-in tools for analyzing log files produced during 
Synergo activities. It provides automated measurements of logging events, coding of 
dialogue data, play-back of the activities as they were developed, and other features 
that are useful for analyzing data. Most of the analysis of the Synergo sessions was 
conducted with the aid of these tools. 

3.2.1   Other Tools Used 
Besides the tools mentioned above, the students were free to use any other tool that 
they might consider useful. They mainly used tools to support communication like 
ICQ, MSN Messenger (chat tools) or Skype2 (free audio conferencing tool). It was not 
possible to control or monitor the usage of these tools, but we asked the students to 
hand in copies of their communication logs (as far as possibly) together with their 
solutions, since they had to provide a proof of their collaborative effort. 

3.2.2   General Technical Requirements 
To conduct this study, several technical requirements have been crucial and needed to 
be considered beforehand. Some of them are mentioned briefly in this section. 

In such diverse multi-national setting, one may face several unexpected problems 
related for instance to availability of the software in the needed languages, capability 
of the software to run on the operating systems that are used by the target groups, 
restrictions on use of the specific software due to security reasons (e.g., some 
establishments may not allow third party chat tools or have very strict regulations on 
computer usage regarding security issues.) or other technical difficulties that may 
arise especially in the case of research prototypes, related to special needs for 
software installation (e.g. the help of an administrator). 

Distant learning setups naturally make use of computer networks. But the setup can 
be rendered useless if it does not take into account issues like firewalls, NAT 
(Network Address Translation) schemes or bandwidth limitations that make it 
impossible to setup a adequate network connection between the participants. 

In general, software failures or the loss of data can reduce the students’ motivation 
drastically. Although one cannot expect research prototypes, like the Synergo and 
                                                           
2 See http:www.icq.com, http://messenger.msn.com, and http://www.skype.com. 
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FreeStyler tools used in our studies, to run with no problems in such complex and 
diverse learning settings, one needs to decrease the impact of technical problems by 
e.g. providing robust servers, which are able to restart themselves in the case of a 
crash and by creating persistent data storage. Both approaches have been realized for 
this study and they turned out to work well for this kind of scenarios: Although a 
server crash did happened, the system remained operational without loss of data in 
either of the two parties and tools used. 

In the next section we discuss the context of the study and the findings produced 
by analysis of the activity logs and the students work. 

4   Case Study: Joint Construction of an Algorithm 

As a result of the pre-study (see above) we discovered that successful collaboration in 
advanced learning support environments is possible if properly supported by the 
setup. For the follow-up study we decided to evolve this hypothesis towards the 
problem of peer tutoring: with respect to the heterogeneity of the cultural and 
educational background of the peer students we assume that collaborative modeling 
and discussion tools can help to overcome the challenges that cross-national learning 
scenarios impose. Furthermore, by choosing an exploratory design, we aim at finding 
out and describing how such learning processes manifest themselves. 

The reported study was conducted during the winter semester of 2005. 16 mixed 
dyads were engaged in the activity, consisting for the German University of computer 
science students of third semester in the course “Algorithms and Data Structures” and 
for the Greek University of computer science students of first semester in the course 
“Introduction to Computers”. Since the lectures were differently conceptualized and 
had overlapping but not exactly the same contents, we expected a challenge for the 
peers to find common ground with respect to the task. Thus we expected an initial 
discussion and peer tutoring phase in various aspects, such as diagrammatic notation 
and algorithmic knowledge. We also had a similar expectation in the knowledge about 
the tools and their usage, because the students in Greece were familiar with Synergo, 
while the German students knew FreeStyler from the lecture.  

Half of the dyads were assigned to use FreeStyler while the others to use Synergo as 
the modeling tool. While, as discussed, both tools provide the possibility for integrating 
chat in the collaborative workspaces, yet the students were also free to use other chat or 
communication tools while they were engaged in collaborative activity. Some of them 
also used e-mail, the forum, and the forum’s private messages functionality. 

From the 16 teams that were originally formed to participate in the task, 10 
managed to complete successfully the assignment. From them 7 were requested to use 
FreeStyler and 3 Synergo. However, 3 teams that were supposed to use Freestyler, 
finally decided to use Synergo instead. One reported that they used Synergo because 
the students were not familiar with Activity Diagrams and preferred to develop their 
solution in the form of Flow Charts, while the other two faced technical problems 
with the collaborative use of FreeStyler, and they decided to use Synergo instead. 
Freestyler had been tested successfully in previous occasions [7], so the technical 
problems are attributed to the special technical context of this activity, like the special 
characteristics of the network infrastructure in Greece. So finally the distribution of 
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the collaboration tools was: 6 dyads used Synergo and 4 used Freestyler. An analysis 
of the log data of synchronous collaborative activity using these tools is included in 
the following section. 

In addition to the two collaboration tools, a forum was provided so that the 
students would be able to communicate in pairs or publicly with all other participants. 
Just two out of ten pairs used this forum. One group used the forum in order to 
negotiate an initial solution to the problem that was provided in pseudo code. The 
same group also used the forum in order to plan and arrange their sessions. The 
second group used the forum just to coordinate the initial phase of interaction.   

Alternatively, e-mail communication was used by half of the pairs in order to 
communicate and interchange initial solutions to the problem in the form of pseudo 
code and arrange their sessions. Surprisingly, half of the students reported that they 
communicated through other instant messaging applications as well, namely MSN 
Messenger, ICQ and Skype chatting. 

4.1   Methodological Approach 

The log files that were collected were analyzed in order to examine patterns of 
behavior of the different dyads. One particular objective of this analysis was related to 
the effect of the collaboration tools used. These tools have not been compared 
formally, so we preferred a mainly qualitative approach enriched by some quantitative 
measurements. This enables us to interpret the data in the context of the respective 
tool used and also in a deeper level of detail. A qualitative data analysis software was 
used in this case. For the quantitative measures we used  analysis tools that have been 
built by the respective research groups. In the case of Synergo the built-in analysis 
tools [5] produced the indicators for the quantitative measures. The FreeStyler files 
were analyzed by the Pattern Discovery tool described in [9]. 

As a part of the analysis of the activity, we conducted a content analysis of the 
dialogues conveyed through different communication tools used. We assigned 
exchanged messages into categories provided by a content analysis schema that was 
developed. The purpose of the analysis was to provide an insight on certain aspects of 
the activity in order to interpret patterns of observed behavior. Content analysis was 
also useful as a heuristic tool that helped us to focus in parts of the activity that were 
of most interest. The schema developed is generally constituted of two main sub-
schemata: one related to non task interaction and the other to task related interaction. 

Table 1. Coding scheme for non task-related categories 

CATEGORY DESCRIPTION OF CASES EXAMPLE
Coordination Arranging sessions, planning work, 

distributing tasks
“Should we meet

tomorrow at 12:00?”
Functionality Reporting or discussing bugs and 

inconsistencies noticed in the 
functionality of the collaborative tools.

“The session was 
disconnected”

Technical

Usability Reporting usability problems of the 
collaborative tools or difficulties of the 
students to get accustomed with the 

user interface functionalities

“How can I put text 
near the connector?”

Social Social talk, encouraging collaboration “Good Work ;-)”
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Functionality Reporting or discussing bugs and 
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collaborative tools or difficulties of the 
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near the connector?”
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The first part of the schema, illustrated in table 1, classifies verbal interactions that 
do not relate to the task per se. Coordination and planning of the activity, comments 
on technical aspects or social conversation were included in the schema in order to 
find what kind of information is conveyed through the tool. 

The second part of the schema concerns task-related messages. It refers to 
instances of cognitive presence [10]. The rationale behind that model was inspired by 
the Interaction Analysis Model proposed by [11]. 

However, the use of the model differs from Gunawardena’s work in some important 
aspects. Firstly, our study concerns synchronous communication via chatting tools and 
activity in shared workspace instead of asynchronous communication through forums. 
Furthermore, the object of knowledge is not the negotiation of meaning of some 
abstract concepts, but the comprehension of algorithm building using visual notation 
and the development of algorithm development skills instead. This part of the model is 
illustrated in detail in table 2. 

Table 2. Coding scheme for task-related verbal interaction 

CATEGORY DESCRIPTION OF CASES
Phase 1: Communication of 
Information

Statements of observation, communication of knowledge
about a certain issue, description or realization of a problem, 
asking questions for clarification, providing examples

Phase 2: Discovering 
Inconsistencies

Statements of disagreement on a proposed issue or solution 
to a problem, response to disagreement statements
indicating a reform of the initial standpoint or provided
solution

Phase 3: Co-construction of 
knowledge

Reaching consensus, proposing a (partial) solution that
integrates new data inspired by contradictions of initial
standpoints

Phase 4: Testing jointly
constructed solutions / 
conceptions

Testing the result of the previous phase against certain 
examples, similar problems, trying to optimize the solution 

Phase 5: Further application 
of new knowledge / meta-
cognitive processing

Reflection on the knowledge gained, association to other 
knowledge, application of new knowledge in similar domains

 

Concerning the analysis process, what discriminates the model used from 
Gunawardena’s proposal is that not all indications of certain phases are contained in 
dialogues, as indications of the presence of them can also be found in the shared 
workspace. 

In the model used, it is assumed that knowledge construction evolves from lower to 
higher cognitive functions as proposed by [3]. Similar distinction can be made in 
group skills during a collaborative activity [12]. Hence, actions related to higher 
phases of the model are expected to follow lower phases. However this sequence is 
not strict, because not all phases have to be manifested in chat dialogues as already 
discussed. Furthermore, in the tasks analyzed, there were several learning objectives, 
namely comprehension of flow-chart diagrams, understanding the concept of 
recursion and the systematic development of algorithm solutions. 

During the coding process new categories were detected in the data and introduced 
to the coding scheme by open coding. Frequently detected codes were discussed 
between the research partners aiming to find out which new categories would be 
common to both research approaches in the sense of a generalization process. The 
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category coordination for example originally belonged to the global category “non 
task related”. But during the coding we detected that numerous parts of the analyzed 
discussions were about planning task related issues. So we decided to distinguish 
between these two different types of coordination activity.  

In the case of FreeStyler group the tool atlas.ti3 was used for coding the 
conversation data. The conversation data came in this case from messenger chatlogs, 
forum postings and data extracted from FreeStyler logfiles, since FreeStyler also 
provides its own chat functionality. A pattern discovery tool was also used during the 
analysis process. In this case we just counted different types of workspace activities to 
compare them with the findings in the communication analysis. 

The coding of non-task related categories was straightforward. Concerning the 
task-related categories, emphasis was put on the presence of each category throughout 
the activity. For example, in a certain phase, several messages indicated appearance of 
stage 2 of the model. Concerning the message as a unit of analysis, it was not 
considered important the number of messages that were coded according to it, instead, 
what seemed to matter was just the fact that e.g. a “discovering inconsistencies” 
episode occurred in a certain phase of the activity. So, annotated messages did not 
serve for measuring frequencies of occurrences, rather they were useful for locating 
most important episodes that would be further analyzed. 

Concerning the Synergo group logs, the dialogues were coded using Synergo’s 
analysis tools. Synergo provides a tool for developing a coding schema and 
annotating events according to it. Summative measures and measures in relation to 
time intervals are automatically calculated and related graphs are automatically 
illustrated. 

When conducting empirical studies privacy issues are very important to be 
considered. Therefore, all gathered information was treated anonymously and 
participation in this study was on voluntary basis. 

4.2   Results of the Study 

Phases of problem solving activities: The problem solving process was similar in 
many groups and can be generalized to a phase of grounding, explanation, knowledge 
construction, coordination, evaluation and modeling. In the following a discussion 
and examples of each phase are included: 

Phase of Grounding. In this phase the peers checked out each other’s knowledge by 
asking each other and trying to develop a common language, e.g. negotiations about 
definitions. These phases were indicated by the category “communication of 
information”. An interesting example which shows that students also use advanced 
techniques for grounding is the one in which a Greek student developed a flow chart 
to explain his understanding of lists: 

GR4: “the thing is, i'm not really into lists (we only heard about them a month ago) 
so i'm not sure. if you could please wait, I can scan the flow chart I made for you to 
see.” 

                                                           
3 http://www.atlasti.com/ 
4 In dialogue extracts here forth, Greek student shown as GR, German student as DE.  
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Phase of Explanation: These phases were observed very often while peer tutoring. 
One of the students who knows a concept tries to teach it to the other student. 
According to Gunawardena’s model this is part of “Communication of Information”. 
A typical example for such a case is where a student teaches recursion to the other: 

“DE: as I explained in the other session (Team-2 new2) you see that we need a third 
parameter 
GR :i see" 
DE: maybe I should begin and you see what i want to explain to you” 

Construction of Knowledge: Theses phases describe the situations in which both 
students develop common knowledge by the collaborative task. An example for 
collaborative knowledge construction while modeling the different branches of the 
function to be developed is: 

“GR: now we shall examine what happens if  list a is empty 
DE: its better than we havent so much recursive calls 
GR: no..let's examine what happens if both lists are not empty first 
DE: and if u ask not(isEmpty(listA))  then you can do samehting but you never know 
if listB is not empty. 
[Communication break by workspace action] i think its right how you did it know 
GR: you think we should change this? 
DE: if both are not empty you have to look which value is bigger and stores this in 
the accu. [Workspace activity] right” 

Coordination: As mentioned above we detected some cases of task related 
planning which comply to the Communication of Information according to the 
category scheme (Table 2). An example for planning can be shown for the case in 
which the students decided to take turns while modeling the task: 

“GR: nice...your turn to make the if list b empty thing 
DE :) [Workspace activity]  
GR: nice“ 

Evaluation: This code is described by the fourth category in the coding scheme 
(Table 2). These cases were observed frequently in relation to using of pseudo code, 
for example: 

DE: “At the point "stock ( first (y)) y<--rest (y)" The operation stock; Doesn't we 
need two parameters. The first one for the element that we have to add and the next 
one the list it should be added to? 

GR: I think you're right*JOKINGLY*. that needs more thought now...” 

Use of auxiliary means during problem solving: Most partners attempted to solve 
the problem by expressing the solution in an auxiliary form, i.e. in pseudo code or in a 
programming language (Java) first on their own and then transform it to a flow chart 
or activity diagram collaborating with their peers. In most cases, both partners had 
developed or found a solution in pseudo code and presented it to the other at the 
beginning of the collaboration through Synergo / Freestyler and they interchanged the 
solutions via mails or forum postings.  

In some cases the partners developed or improved their solution on paper while 
they had real time communication through the tools. Messages like: “I think I have 
still another idea. I write it down [on paper] at the moment” during a collaborative 
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session indicated such cases. There were also cases that a partner presented the 
pseudo code solution in the form of a sticky note in the shared workspace, and testing 
and modifications were done collaboratively. 

The number of collaborative sessions that were needed in order to accomplish the 
task, and the duration of each session varied among the teams. 

So the recorded synchronous collaborative activities constituted just a part of the 
process. Possible learning gains of the activity can not be simply attributed to the 
collaborative task, but prior (or intermediate) to the collaborative task cognitive 
elaboration during the phase of solving individually the problem cannot be neglected. 

Peer tutoring behavior: One of the main objectives of the study has been to examine 
if there have been patterns of peer tutoring in the dyads. In most cases, there is an 
obvious discrepancy in the background knowledge of the partners in the beginning of 
the task. That is expected since the Greek students have not been taught anything 
about lists and recursion which is a core concept related to the given problem. On the 
other hand, concerning the pairs that developed flow-chart diagrams using Synergo, 
the German partners were not familiar neither with the tool, nor with flow-chart 
notation. Interestingly, many students seemed to be aware that this difference in prior 
knowledge could provide benefits for both partners. E.g. the dialogue logs between 
two collaborators included: 

GR “: “so we both know different parts and we will connect them!!” 
DE: “sounds good :)” 
During the analysis phase we identified peer-tutoring instances and gains of new 

knowledge. In the following we study further this behavioral pattern, in relation to 
more specific learning objectives, relating to the use of lists and recursion. 

Learning about lists and their usage: The first thing that was necessary for the 
students to comprehend in order to solve the given problem was lists and their 
properties. Greek students had limited prior teaching of lists, although they were quite 
familiar with arrays. On the contrary, teaching of lists was part of the course of the 
German students.  Analysis showed that some students had worked on their own prior 
to collaborating with their partners, and seemed to have acquired a good knowledge 
of lists before the sessions started. However, in some cases Greek students initially 
had misconceptions of the properties of lists. They could assimilate the properties of 
lists to their previously existing understanding of arrays; they however had not 
accommodated their knowledge so that it would cover the main distinctive property of 
lists, i.e. the possibility to access, extract or add only one element at a time. The 
German partners explained the differences between lists and arrays to the Greeks, and 
the latter gained the provided knowledge with no significant difficulty. A 
characteristic example is provided below: 

GR: “So now we have to compare a[1] and b[2]. So we add 1 to j and leave i as it 
was. Check it out.” 

DE: “But we have only the methods "stock", "first" and "rest" to get the elements 
of the list. You can't directly take the element 2 or other. You can only take the first 
element and then you must give out” 

DE: “the rest. a = rest(a)” 
DE: “You have an idea for handling Arrays, but not for the lists. Do you know 

what I mean?” 
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GR: “As far as I have understood, what we do is cut off the biggest element, 
replace the list that includes it with rest(list) and leave the other list untouched. It is 
true that I don't know how to deal with lists, I have never faced such problems.” 

In the first message the Greek partner tries to solve a problem involving lists using 
the properties and notations of arrays. However, the last message indicates knowledge 
and comprehension of the list properties. This contradiction becomes more obvious  
after a while, when the Greek student uses again array notation for representing list 
elements in the diagram. The depth of Greek students’ comprehension of lists does 
not reach the extent so that she could apply this knowledge properly. Applying 
knowledge corresponds to a higher skill that indicates learning in more depth than just 
knowing something [13]. The German student responds again: 

DE: “You can't take b(i) and a(i), because it isn't a array. You can only put an 
element at the front of the list. ;-)” 

After that, the Greek student corrected immediately the mistake with notations 
appropriate to lists. Such an extract indicates that collaboration can boost knowledge 
skills in terms of upgrading from “surface” knowledge to application of knowledge 
and even reflection. Similar episodes were reported in the activities of most pairs. 

Learning about recursion: Learning about recursion in contrast to iteration (in the 
context of algorithms) by Greek students was the major challenge of the activity, 
since Greek students were not expected to know what recursion is. We expected to 
find effective peer-tutoring instances of German students helping Greek students learn 
what recursion is. 

Although almost all German students mastered recursion, the dyads were diverse in 
terms of initial knowledge about recursion by Greek students and in terms of learning 
gains. About half of Greek students did not know anything about recursion. Some of 
them had some related knowledge that they could not associate with the term, and 
there were a few that had learnt about recursion prior to the collaborative sessions and 
could apply their knowledge in the development of the diagrams. 

In most cases there was an imbalance of knowledge that we expected to be 
beneficial first for Greek partners, but for German partners as well, because 
explaining helps learning it in more depth [14]. In about half of the cases there were 
strong indications of such a success. For example while two partners had developed a 
first version of the diagram they exchanged the following messages: 

1) DE: it is a recursion. and we have to transform it so that it works with loop 
2)  GR: could we write stock(first(y),merge(x,y))? 
3) DE: no that would still be recursion. We can't use merge while we are in merge. 
4) DE  : shall I send you my code without recursion? 
5)  GR: but how are we supposed to use the operation stock if we HAVE to add the 

list name? I mean can we name the new list just "merge" or "list3"? 
6)  GR  : it's the only way of preventing a recursion 
7) DE : I think it's ok if we use a new list. 

The Greek partner seems to understand what the German stated in message 3 “no 
that would still be recursion.  We can't use merge while we are in merge”. Later on 
not only does he show understanding, but he provides a proposal for the right solution 



152 A. Harrer et al. 

 

as well: “can we name the new list just "merge" or "list3"?”, “it's the only way of 
preventing a recursion”. 

However, we noticed other cases that the fact that only the German student knew 
about recursion prevented true collaboration and learning gains. German students 
developed solutions almost on their own leaving their Greek partner observing the 
diagrams and contributing just trivial things. Even questioning about recursion did not 
necessarily lead to learning. An example is the following dialogue: 

GR: “…but could you please explain what a recursive program is and what an 
iterative program is? Please?” 

DE: “Ok, I try it. In German no problem, but in English. :-) Wait a moment, I must 
think about this. :-)” 

GR: “Ok Take your time, it's OK :-)” 
DE: “The algorithm in the tasks is a function. The name is "merge". In line 3 and 4 

in stock() the algorithm calls itself. That is called "recursiv".” 
GR: “Oh, I get it. I know what this is, I just knew only the Greek word for that, not 

the English...sorry.” 

Although the Greek student claims to know what recursion is, his practice after this 
short dialogue proves the opposite. A possible explanation of this problem can be 
related to the means of assessment of the task which can highly influence the quality 
and orientation of learning [15]. For the grading of the task, the final solution and the 
“level of collaboration” were taken into account, but the comprehension of recursion 
was not demanded in any test that the Greek students had to take in the context of the 
relevant course. So, they were not highly motivated to gain this knowledge and use it 
after the end of the collaborative activity. 

Technical and usability problems: Some groups were faced with technical 
problems, so for instance some groups decided to switch tools. These technical 
problems appeared in different ways. Most of the problems were caused by network 
latency leaks in combination with usability issues due to the complexity of the tools. 
For instance, one of the tools (FreeStyler) has many different workspace layers . The 
tool provides two types of layers, one for handwriting and drawing and the other for 
building more complex models. The graph layer supports simulation functionality (e.g 
petri nets) which may cause unexpected waiting in combination with network latency. 
For example while testing in fast network infrastructure, users “feel” immediately 
when they are working in the wrong layer or wrong mode and switch natively to the 
preferred mode. In the observed cases technical problems were attributed to a 
software limitation that was termed “a bug” by the students: 

“GR: the bugs from hell just reappeared, wait a sec, I am going to restart 
freestyler 

DE: for me it works just fine though 
GR: okay, (I am) back” 

5   Conclusions and Perspectives 

In this paper we described organizational and technical affordances for long-distance 
collaborative activities across national borders. Based on our analyses we conclude 
that for complex learning scenarios, successful collaboration with advanced learning 
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support environments is possible, yet requires careful preparation and planning of the 
support structures for the students. An important issue to consider also is the setup of 
the scenario in a joint pedagogical framework, such that all subjects involved benefit 
from the learning experience and feel motivated to participate actively, since the 
withdrawal of a partner cannot be compensated easily in a remote situation; creating 
personal bonds between the participants up-front is a means to avoid the loss of 
students. One important lesson learnt is the necessity to embed these learning 
scenarios into a meaningful and authentic context in the education of the institutions 
involved, especially in a multi-national or cross-cultural situation. 

Both tools used have been proved very relevant for this activity. In addition the 
students used many communication tools and auxiliary material, often in the form of 
preliminary versions of the required solution in other representations, like in pseudo 
code. The fact that both tools used permit logging of student’s activity, has been 
proven very useful for analysis of the actions and understanding the process. 
Modelling activities in the workspace have shown a wide variety in terms both of the 
number of actions and the distribution between the partners, as the overall number 
ranged between approx. 300 and 2500 workspace actions (creation, moving, 
modification and deletion of objects) and shares of initiative between 5:1 and 5:3 
actions. It was found that there was no significant bias in the workspace actions 
towards either Greek or German students.  

An interesting finding has been that from the analysis of the chat logs and the 
frequent episodes of peer tutoring in both ways we conclude that successful 
collaboration can even be established while the peers have different background 
knowledge. The turn taking example demonstrates such collaboration. We observed 
that – as intended by the design of the learning situation – Greek student gained a 
solid understanding of recursion and iteration, while German students intensified their 
skills in handling diagrammatic representations. 

We believe that the findings of this study may be useful in setting up similar 
collaborative activities across boarders, that may lead to enforcement of educational 
co-operation and competency development, while exposing the students to an 
environment of multinational work and use of tools for distance collaborative 
activities, without requiring from them to leave their usual learning practice and 
environment. Considering this first study a useful experience, we plan to intensify our 
efforts towards this goal by establishing these joint activities on a regular basis. 
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Abstract. Enhancement of learning with technology has been accelerating 
thanks to the advancement of information technology (IT) and the development 
of IT standards for learning. The purpose of this study is to build a still more 
advanced engineering infrastructure of utilization of instructional and learning 
theories for practitioners in line with such development. This paper discusses a 
modeling framework for instructional and learning theories based on 
ontological engineering and the compliance of IMS LD to theoretical 
knowledge. 

1   Introduction  

Enhancement of learning with technology has been accelerated thanks to the 
advancement of information technology (IT) and the development of IT standards in 
the areas of learning, education, and training. This includes, for example, accumulated 
knowledge for constructing intelligent educational systems [20] and standardization 
activity in IEEE LTSC, ARIADNE, ADL, ISO SC36, etc. Thus, increasingly 
powerful tools for developing advanced educational systems and contents are 
available. The purpose of this study is to build a still more advanced engineering 
infrastructure of utilization of instructional and learning theories for practitioners 
based on such development. 

However, the problem of how to build a “good” system using the technologies still 
remains. Of course, considerable achievement has been made in instructional and 
learning sciences which would be expected to provide guidelines for building 
systems. Yet, even though some theories prescribe optimal/desirable methods of 
learning and instruction, many of the theories are not sufficiently articulated for the 
use of practitioners. Such theories allow for diverse interpretation and therefore may 
be difficult to use in practice. Furthermore, age-old question continues to apply: “Is it 
‘better’ to select one theory when designing instruction or to draw ideas from 
different theories?” Answers to this question depend to a great extent on the purpose 
of considering instructional theories [17].  

One of the reasons such problems come up is that the description of educational 
theories (learning, instructional and instructional design theories) is made in natural 
language, using different terminology. As Reigeluth points out, although many 
theories prescribe the same method for the same situation, these are described in 
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different terminology [18]. This leads to a diversity of theories that are all open to 
interpretation. Even for experts, it is sometimes difficult to appropriately use theories 
while having a clear understanding of the similarities and differences between them. It 
is even more difficult to implement knowledge of the theories on computers and make 
it available to support instructional and learning tasks. We must first establish a 
common basis for understanding the theories at a conceptual level, along with 
organized concepts and vocabulary.  

As Ertmer discusses, although there are many theories for learning and instruction, 
every one of them seeks to explain the “Learning” process of human beings [5]. In 
other words, every theory rests somehow on the common basis of explaining learning 
and instruction. If we reveal this common basis, we will be able to establish a 
foundation for comprehensively understanding and using a variety of existing 
theories.  

This being said, the purpose of this study is not to expose a scientifically valid 
basis for organizing theories nor to reconstruct them on this basis, but rather to find an 
engineering approximation that allows the building of an engineering infrastructure 
that enables practitioners to utilize instructional and learning theories. This paper thus 
proposes a foundation from the view point of ontological engineering, based on the 
results of previous research in this respect [2][3][14].  

Another important issue that this study focuses on is sharing and reuse of the 
product of instructional and learning design. In this regard, IMS Learning Design 
(LD) specifications [9] are emerging as a dominant IT standard. IMS LD aims at 
providing a containment framework of elements that can describe any design of a 
teaching / learning process in a formal way. In addition, it can be considered as an 
integrative layer to many existing specifications. This being said, most of the existing 
LD tools have difficulty to explicitly integrate educational theories, even though the 
specifications underline their importance. It may be because of the lack of 
representation of theoretical knowledge as well as the lack of a compliance 
mechanism between the specifications and the theoretical knowledge. In order to 
make IMS LD specifications work with educational theories, this study proposes an 
ontology of educational theories which describes these theories and their links to the 
LD [16]. It further promotes the discussion of how to organize theoretical knowledge 
and making theoretical knowledge compliant to IMS LD. 

This paper is organized as follows. The next section presents our perspective on 
learning and instruction. Section 3 proposes a framework for organizing instructional 
and learning theories. Section 4 discusses an authoring tool based on the framework, 
after which we conclude. 

2   Ontological Approach to Systematization of Educational 
Theories  

2.1   Theories of Learning, Instruction and Instructional Design 

According to Reigeluth overview [18], instructional design is a prescriptive science 
because its primary purpose is to prescribe optimal methods of instruction. However, 
theories behind instructional design, which are learning and instructional theories, 



 Ontological Support for a Theory-Eclectic Approach to Instructional and LD 157 

 

may be discussed in either a descriptive or 
prescriptive form1. In his overview, Reigeluth also 
summarizes the distinction between descriptive and 
prescriptive theories. Descriptive ones try to explain 
learning phenomena by investigating learning 
actions according to: (1) sets of conditions necessary 
for making the learning actions successful and (2) 
expected outcomes. In contrast, prescriptive ones 
assume sets of conditions and desired outcomes are 
given and prescribe the best learning actions as the 
variables of interest. We consider that grasping both 
aspects of theories is important to understand and 
design learning and instruction appropriately.  

The relation among theories underlying 
instructional design is considered as a nested 
structure as shown in Fig. 1. The bottom of the 
structure is what we call the learning world. 
Learning theories explain processes and events in 
this world2. What we call the instructional world is 
on top of the learning world. Instructional processes 
influence or facilitate learning one. Instructional 
theories prescribe effective instructional processes 
for learning processes leading to desired outcomes. Instructional processes and events 
are parallel to learning ones. We place what we call instructional design world is on 
top of the instructional world. Instructional design process is the design process of 
instructional processes. Instructional design theories prescribe rational processes for 
designing instructional processes.  

One of the major differences among the three kinds of processes is that while the 
lower two are real world processes, the other is a planning or design process of real 
world processes/events. However, thinking along the nested structure, we see that all 
the processes share an essential characteristic: they all rely on the learning process 
which can be modeled as “state-change of a learner.” Therefore, this study has built 
an ontology with state-change of a learner as the foundation of the conceptual system. 

2.2   An Ontology of Learning and Instruction 

Roughly speaking, the ontology that this study has been developing is composed of 
five major concepts: concepts related to the Common, Learning, Instructional and 
Instructional design worlds and Educational event in the learning and the 
instructional worlds. Fig. 2 shows the hierarchy of the upper level concepts. Concepts 
related to each world are those that describe processes in the respective worlds. The 

                                                           
1 There are also instructional design theories other than learning and instructional theories. 

These mainly focus on the design process and will not be discussed here because we focus on 
the product of design. 

2 Here, learning theories include theories of knowledge, of which there are several paradigms – 
behaviorism, cognitivism and constructivism – according to the various views about 
knowledge. 
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Fig. 1. A nested structure of lear- 
ning, instruction and instructional 
design [2] 
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concept of Educational event is a description of 
process. This paper discusses ontology with a focus 
only on the learning and instructional worlds and the 
relations between them.  

Concepts related to the common world are for 
describing general cognitive and physical processes of 
human beings. It includes the definition of concrete 
concepts such as Object (e.g. agent and tool) and 
Process, and abstract concepts such as Knowledge, 
Theory and so on.  

Concepts related to learning world are for describing 
learning processes. The concepts include definitions of 
Learning, Learning object and Learning process as 
entities in the learning world, Learning condition, 
Style, Paradigm as Attribute of learning and so on. As 
shown in Fig. 1, this world is the core of the nested 
structure. The key issue in this world is that a learning 
process is defined as a change of learner’s state. As 
mentioned before, Ertmer asserts that although 
behaviorism, cognitivism and constructivism each has 
many unique features, they describe the same 
phenomena (learning) [5]. In a similar line of the 
thought, this study sets up the working hypothesis that 
the phenomena can be conceptualized by change of 
learner’s state. In other words, while the assumed 
mechanism of developing knowledge is different for 
each paradigm, the idea of states in the learning 
process is common3. It is our belief that this hypothesis 
makes sense as an engineering approximation to build 
a common ground for understanding and using existing 
theories. 

Concepts related to the instructional world are for 
describing instructional processes. The concepts 
include definitions of Instructional action, 
Instructional strategy, Instructional attribute, etc. The 
point of the concepts in this world is that instruction is 
premised on learning. Instruction exists to influence 
learning, that is to say, to facilitate a change in 
learner’s state. Thus, the meaning of an instructional 
action is defined by an achieved or intended change of 
learner’s state. However, in this ontology, the relation 
between a change and an instructional action is defined 
by I_L event, which will be explained at the end of this section, and an instructional 
action is defined independently of the change of learner’s state. This is because a type 
of instructional action may have different effects depending on the context. 

                                                           
3 Note that we are not saying all the learning theories share the same learning states. 

 
Fig. 2. the upper level concepts 
(Total number of concepts is 
533) 
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Maintaining independence between instructional actions and changes of learner state 
is important in order to allow a variety of combinations of instructional actions and 
the effect. 

Educational event is the concept for describing (1) events in each world and (2) 
relations between them. Learning event and Instructional event are the concepts 
describing events in the learning and instructional worlds, respectively. Events of each 
world are described by concepts of the world and explain the process. A learning event 
composes an agent as a learner, objects, change of learner’s state, and conditions of 
learning. The relation among them is suggested by learning theories. An instructional 
event for it part composes an instructional action, its agent, its object and 
spatial/temporal attributes. The events describe what happens in the respective worlds 
independently. The important point to note is that the definition of I_L event links 
instructional events to learning events. I_L event defines relations between learning and 
instruction from two points of view. The first is the contribution of instructional events 
to change of learner’s state. The other is the preparation for the following learning 
event. The role of instructional event is to prepare conditions of learning that make 
learning processes successful. Thus, I_L event also models the contribution to the 
subsequent learning process. This point will be examined again with examples in 3.1. 

2.3   Ontological Modeling Framework of Functional Design Knowledge 

The ontology mentioned in the previous section provides basic concepts to describe 
events of learning and instruction. It has been built with a goal of establishing a basis 
for describing any learning and instruction. This being said, we need guidelines to 
determine the composition of the basic concepts. Instructional and learning theories 
suggest effective composition depending on the situation. This section discusses how 
to model the prescriptive aspect of instructional and learning theories. 

This study adopts an ontological modeling framework of functional design 
knowledge of artifacts (devices) by Kitamura et al. [11] as a framework to model 
educational theories. Although the domain is different from educational knowledge, 
we believe that it is applicable to the systematization of theoretical knowledge for 
instructional and learning design.  

This framework defines a device from 
two points of view: “behavior” and 
“function”. A “behavior” of a device is 
defined as the objective independent of 
designer’s intention, that is, the inter-
pretation of its input-output relations 
considering the device as a black box. A 
“function” is defined as the teleological 
interpretation of a behavior given an 
intended goal.  

The key concepts of the framework are 
Functional concept and Way of function 
achievement. The conception comes from 
the separation of “function” into (a) what 
to achieve and (b) how to achieve. The 

(b) Way and function decomposition
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functional concept is a conceptualization of the former (Fig. 3 (a)) and the way of 
function achievement is one of the latter (Fig. 3 (b)). An important point is the 
separation between the intended/implemented state-change and the way to achieve the 
change. This kind of conceptualization makes it possible to provide alternative ways 
to achieve an intended/implemented state-change because a change is usually 
achieved in several ways. 

Using functional concepts, the functional structure of a device is modeled as a 
Function decomposition tree and a General function decomposition tree. A function 
decomposition tree represents the functional structure of a specific device. In contrast, 
a general function decomposition tree is a composition of some function 
decomposition trees for similar devices with the same whole-function (the top-
function of a function decomposition tree). A (general) function decomposition tree 
basically shows that a required function (called a macro-function) can be achieved by 
a sequence of specific sub (micro)-functions. Relations between a macro-function and 
sub (micro)-functions are described by the ways of function achievement. A general 
function decomposition tree includes alternative ways of function achievement with 
an OR relationship. It indicates that there are more than one possible ways to achieve 
a specific function. 

3   Systematization of Learning/Instructional Theories in the Form 
of Way of Function Achievement 

In this section, let us discuss systematization of learning/instructional theories in full 
detail. This study proposes a framework for systematizing learning/instructional 
theories/models based on the modeling framework of functional design knowledge 
described in 2.3.  

Before we turn to the discussion of the systematization of learning/instructional 
theories, it is useful to examine the correspondence of the framework to the domain of 
learning and instruction. As mentioned before, in a function decomposition tree, the 
concept of device is defined from two points of view: “behavior” and “function”. 
Essentially, “function” means some sort of change of state of the input object and 
“behavior” is defined as action that contributes to the change. In the domain of 
learning and instruction, this study focuses on the change of learner’s state and 
actions that contributes to the change. The difficulty in modeling these might be that 
the change is achieved by two kinds of actions: instructional actions and learning 
actions. That is to say, an instructional action leads a learner to do some sort of 
learning action and the result of the learning action is the change of learner’s state. 
The key points of our conceptualization are to emphasize the relation among the three 
and to model a contribution of instructional action on the change of learner’s state. 
Consequently, an action is defined as a combination of instructional action and 
learning action and change of state is defined as the change of learner’s state. This is 
the essence of definition of I_L event. This framework therefore enables us to model 
the structure of I_L event to achieve a certain change of a learner’s state.  

A structure of I_L event is connected by way of function achievement (referred to 
as “Way” hereafter), which is defined as a relation between a macro-I_L event and 
some sub (micro)-I_L events. For example, consider a situation where an instructor 
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wants a learner to understands a piece of knowledge and the necessary condition is 
that the learner should be aware of prerequisite knowledge. A conceivable process to 
achieve this is to remind the learner of the prerequisite and then to inform him/her of 
the thing to learn. The former instructional action brings about the necessary 
condition, which is to be aware of, and the latter promotes the outcome, which is to 
understand. A Way is such a decomposition of the required change into the detailed 
changes and actions to achieve them.  

A Way has two interpretations. One is, called bottom-up approach, the sum of 
changes of learner’s state of sub-I_L event promote the changes of learner’s state in 
view of a macro-I_L event. The other is, called top-down approach, that an 
instructional action of a macro-I_L event is decomposed into detailed/concrete 
instructional actions of sub-I_L events. The interpretation concentrating on states is 
descriptive. It describes which outcome is produced by a sequence of changes of 
learner’s state. The interpretation concentrating on action is prescriptive. It prescribes 
which sequence of instructional actions is required for performing the intended 
instructional action.  

Having examined the correspondence of the framework to the domain of learning 
and instruction, we return to the issue of the systematization of instructional and 
learning theories. The prescriptive aspect of Way plays a significant role to model 
instructional and learning theories. The theories prescribe strategies for designing 
instructional and learning process according to assumed situations. Therefore, this 
study proposes to model instructional and learning strategies as Way with not a 
particular situation but generic situations stated in theories. In this study such a 
generic Way is called Way-knowledge. Organizing Way-knowledge will contribute to 
clarification of the conceptual structure of each theory and to setting some flexible 
design guidelines according to theories. 

A hierarchy of I_L event itself may look fairly similar to IMS LD [9]. IMS LD also 
aims to establish a framework to describe instructional and learning processes at very 
abstract levels. However, IMS LD is just a framework (at least right now) because the 
purpose of the specification is to provide a containment framework of elements that 
can describe any design of a teaching-learning process in a formal way. This means 
that it allows designers to describe any instructional and learning process without 
guidelines. Thus, the prescriptive aspect of Way-knowledge proposed in this study 
will contribute to enhance the expressiveness of IMS LD as guidelines on designing 
instructional and learning processes [16]. On the other hand, descriptive aspects help 
check the consistency of learning process influenced by the instructional processes.  

3.1   Describing Learning/Instructional Theories as Way-Knowledge 

Fig. 4 shows an example of Way-knowledge from learning/instructional theories. This 
is described using the Hozo ontology editor [12].  

The fundamental definition of Way concept is represented Fig. 4 (A). Way is 
defined as a relational concept [12]. The relational concept is a conceptualization of 
the relation among concepts. It has slots of participant concepts (participate-in 
relation denoted by “p/i”). Participant concepts in a way class are “whole” or “sub”. 
Constraint of both participants is I_L event.  
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A learning/instruc-
tional strategy derived 
from a learning/instruc-
tional theory is defined as 
sub-class of the Way 
class. Fig. 4 (B) is an 
example of learning/ in-
structional strategy de-
fined as a Way. The Way 
describes a motivational 
strategy that comes from 
Gagne and Briggs’s nine 
events of instruction [6]4. 
It is composed of the first 
two events extracted out 
of the events. One is 
“Gain attention” (Fig. 4 
(2)), whose objective is to 
interest the learner, and 
the other is “Inform the 
learner of the objective” 
(Fig. 4 (3)), whose 
objective is to orient the 
learner to learning. We 
consider both of these 
extracted events are 
concerned with learner 
motivation.  

The participant concept 
assigned to a whole (Fig. 
4 (1)) is an I_L event that 
deals with motivation 
comprehensively. As 
mentioned in the previous 
section, an I_L event is composed of pair: an instructional event and a learning event. 
These events are defined independently of each other though when they are paired 
they form a meaningful I_L event. In our example, the instructional event has an 
instructional action “Motivate” (Fig. 4 (1-1)). The intention of the action is described 
not in its definition but in the coupled learning event in the I_L event. Here, the 
coupled learning event describes the achieved/intended learning condition as 
“Motivated” (Fig. 4 (1-2)), which means that a learner’s motivational state has been 
modified through the event.  

The sub participant concepts include necessary I_L events (Fig. 4 (2), (3)) to 
achieve the whole I_L event (Fig. 4 (1)). This strategy attempts to achieve the states 

                                                           
4 The strategy shown here is not actually stated in the theory but an interpretation in this study. 

Gagne and Briggs have identified nine events of instruction as a simple sequence.  
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Fig. 4. Description of Way-knowledge in Hozo 
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in the whole I_L event with the following two states: “Attracted to learning” (Fig. 4 
(2-2)) and “Recognizing the importance of the objective” (Fig. 4 (3-2)). That is, the 
required state in the whole I_L event is achieved if both of the states of sub I_L events 
are achieved. The sub I_L events also propose instructional actions to achieve the 
states: “Gain attention” (Fig. 4 (2-1)) and “Impress the learner with the objective” 
(Fig. 4 (3-1)), respectively. 

It can be considered basically that instructional process prepares conditions of 
learning and succeeding learning processes. An I_L event is described as not only 
achieved/intended change of learner’s state but also preparation of the succeeding 
learning events. For example, “Gain attention” (Fig. 4 (2)) is modeled with two 
meanings; one is to change of learner’s state to “Attracted to learning” (Fig. 4 (2-2)), 
which is described as Effect of learning (Fig. 4 (2-3)) and the other is the preparation 
for the following I_L event “Inform the learner of the objective” (Fig. 4 (3)), which is 
described as Preparing learning condition (Fig. 4 (2-4)). The relation of preparation 
is illustrated in Prepare-cond relation between instructional action and learning 
condition (Fig. 4 (2-5)) and same as relation between learning actions (Fig. 4 (3-3)). 
Conceptualizing instruction with relation of preparation is characteristic of this study. 

3.2   Correlating Learning/Instructional Theories by Ways of Function 
Achievement 

It was pointed out above that each theory is respectively organized as a set of Way-
knowledge. Such a set can provide guidelines for instructional designers in view of 
the underlying theory. This section will expand this idea into theory-eclectic 
guidelines for instructional designers according to multiple theories. 

Dependence between instructional theories is best illustrated in the book edited by 
Reigeluth: “Instructional Theories in Action: Lessons Illustrating Selected Theories 
and Models” [19]. He asked several authors to design a lesson based on a specific 
theory, having in common the subject matter, the objectives, and the test items. The 
objectives included both concept learning and skill development. The lesson is an 
introduction to the concepts of lens, focus and magnitude in optics. The book offers 
eight variations of the lesson, each one being an implementation of eight existing and 
recognized theories. 

One of the problems of using theories is best expressed by Reigeluth: “There are 
many commonalities among these theories: that is, many theories prescribe the same 
methods for the same situations (all in different terminology, though!). Most of the 
differences in methods prescribed by the theories are due to differences in the 
situations for which they are prescribed.” This clearly shows that it is highly 
necessary to analyze theories and to discriminate what the terminology essentially 
refers to. It is further important to differentiate the situations to which each theory 
pertains. We believe an ontological engineering approach has the potential for solving 
this problem because it focuses on making “things” clear at a conceptual level. The 
idea of Way-knowledge and general function decomposition tree based on ontologies 
is a solution to the problem.  

As mentioned in 2.3, a general function decomposition tree includes alternative 
Ways corresponding to multiple possible Ways to achieve a specific I_L event. In this 
framework a strategy prescribed in a theory/model is described in terms of  
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Fig. 5. A part of a general function decomposition tree of learning and instructional design 

Way-knowledge. Matching desired outcome and required condition in a Way makes it 
easy to find points in common among theories/models. 

Figure 5 shows a part of a general function decomposition tree of learning and 
instructional design. An oval node represents an I_L event. Its label expresses 
combination of instructional action and state-change of learner in the form of 
“instructional action/state-change of learner”. For example, in Fig. 5 (A), “Preparing 
the learner for learning” is the instructional action and “Being ready to learn” is the 
state-change of learner5. Ideally, this tree provides every possibility of decomposition 
of I_L events. I_L events in this tree have alternative Ways of function achievement 
in an OR relationship. 

Three theories/models appear in Fig. 5: Dick and Carey’s instructional design (ID) 
model [4], Gagne’s nine events of instruction and the ARCS model [10]. The 
fundamental structure of this tree is based on Gagne’s events of instruction. 
Introducing Dick and Carey’s ID model into Gagne’s makes the latter more abstract. 
ARCS model reinforces the I_L event for pre-instruction from the aspect of 
motivation. 

The decomposition of the top I_L event (Fig. 5 (a)) is done by a Way based on 
Dick and Carey’s ID model. In this model Gagne’s events are summarized into five 

                                                           
5 A state-change of learner is usually expressed in achieved/desired state of learner because it 

implies the previous state, that is, a learner has not been in the achieved/desired state. 
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events. These abstract events are expected to provide pivots for inter-theory 
relationship at a more abstract level than Gagne’s events of instruction. 

The first I_L event in the second level, “Preparing the learner for learning/Being 
ready to learn” (Fig. 5 (1)), can be decomposed into two I_L events: “Motivate/ 
Motivated” (Fig. 5 (2)) and “Stimulate recall of prior learning/Recalling prior 
learning” (Fig. 5 (3)). The decomposition is based on Gagne’s events of instruction 
but the first two events are put together as an I_L event related to learner’s motivation 
in this tree. Gagne has not himself made it abstract in this way but introducing the 
abstract event enables learning and instructional designer to have alternatives. 

In this tree “Motivate/Motivated” (Fig. 5 (2)) is given two alternative motivational 
strategies in order to decompose it: based on Gagne’s events (Fig. 5 (b)) and based on 
ARCS model (Fig. 5 (c)). According to ARCS model, learner’s state related 
motivation depends on the following four attributes: Attention, Relevance, 
Confidence, and Satisfaction. Hence motivational strategy by ARCS model provides 
four kinds of sub I_L event for each element and detailed strategies to realize the sub 
I_L events. On the other hand, matching Gagne’s motivational strategy with elements 
in ARCS model, Gagne’s theory takes up only Attention and Relevance.  

Both Gagne’s events and ARCS model have strategies related to learner’s attention 
but these strategies have an important difference. ARCS model is motivational theory 
so its concern is for getting attention. On the other hand, Gagne’s theory is 
information–processing theory, so its goal is not only for getting attention but also for 
directing attention to that which is to be learned[10](p. 293). What this statement 
suggests is that Gagne’s strategy for attention is composed of two sub I_L events, 
which are for “get attention/being Attentive” (Fig. 5 (4)) and “attract to 
learning/Paying attention to learning” (Fig. 5 (5)). Moreover the I_L event for 
attention in ARCS model can be same as the former I_L event in Gagne’s model. The 
I_L event for attention in ARCS model can be decomposed into two strategies: 
“Perceptual arousal” and “Inquiry arousal” (Fig. 5(d)). Consequently, these strategies 
can be applied to the I_L event based on Gagne’s theory (Fig. 5 (4)). The application 
is shown in Fig. 5 (d’). 

In this manner, analyzing strategies for desired change of a learner’s state not at a 
terminology level but at an ontological level clarifies intersections of theories and 
models. 

4   Building a Theory-Aware Design Support System for 
Instructional and Learning Design 

This section discusses the application of the ontology of learning and instruction and 
the framework of function decomposition tree. The usefulness of ontology-based 
educational systems reported by some studies, for example, [1][7] are for design 
support and [8] for analysis support. Here, let us focus on design support and discuss 
the utility of the framework of function decomposition tree with the ontology of 
learning and instruction. 

Existing authoring environments for learning support systems aim at combining 
authoring tools and knowledge representation [15]. Most of the systems have 
functionalities to support instructional and learning design based on some sort of 
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fixed theories (or empirical knowledge). Of course, such systems provide designers 
with guidelines and improve the consistency of design on this basis. However, all of 
knowledge from the theories in many of the theory-based systems is built in the 
procedures. The developer, not the system, knows the theory. It causes concealment 
of relation between the system’s functionalities and the theories they are based on. 

This study aims to build a theory-aware design support system [14] that 
understands theories. Such a system has the capability of explaining an author which 
theory or strategy underlies any suggestion it makes, as opposed to a system in which 
the theories are implemented as built-in procedures. The following sub-sections 
present our idea of a design support system called “SMARTIES: SMART 
Instructional Engineering System”, which we have been developing. 

4.1   An Overview of a Theory-Aware Design Support System 

Fig. 6 shows a block diagram illustrating SMARTIES, which has been under 
development in this study based on Hozo Core [13]. The scope of support is limited to 
the design phase of ID process, rather than the analysis and development phases. 

SMARTIES helps two types of users; one is design authors, which includes 
instructional designers, educational practitioners and occasionally learners. The other 
is knowledge author, which mainly includes researchers and theorists.  

A design authors makes a particular instructional and learning process model using 
the authoring interface. The model manager manages a model design authors made. In 
addition, the model manager provides the author with guidelines for making a model. 
Based on the ontology, basic guidelines for modeling instructional and learning 
process are supplied; concepts and a vocabulary representing them, and the basic 
structure of concepts. In addition, based on Way-knowledge, instructional and 
learning strategies from theories are supplied. Besides, generated instructional and 
learning process model could be finally exported according to IMS LD specification. 
Briefly put, the structure of a function decomposition tree is reflected in accordance in 
the activity-structure of IMS LD; instructional actions are compatible with support 
activities in IMS LD and learning actions are compatible with learning activities in 
IMS LD. 

Hozo coreHozo core

Way 
knowledge
manager

Way 
knowledge

base Ontology
of 

learning
and 

instructionInstruction/Learning
process model

Model 
manager

A
uthoring interface

Knowledge description interface

Design author
(Designer, 
Practitioner, 
etc.)

Knowledge author
(Researcher, Theorist, etc.)Interaction between modules

The arrow side is described 
based on the diamond side

 

Fig. 6. Block diagram of the design support system: SMARTIES (under development).This 
diagram focuses only on support for abstract design of learning contents and does not show 
domain knowledge and learning objects to realize the abstract design. 
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A knowledge author describes instructional and learning strategies as Way-
knowledge with an understanding of theories and put them to the Way-knowledge 
base. The Way-knowledge manager manages Way-knowledge base and provides 
knowledge authors with the ontology as basic guidelines as well as the model 
manager. Describing Way-knowledge makes it possible for design authors to retrieve 
strategies for inter-theory cooperation and apply multiple theories to a particular 
instructional and learning process model. The implementation of the retrieval process 
is being considered using OWL [21] and SWRL [22]. Hozo core can translate 
ontologies and models into OWL with a set of Hozo features: role concepts, relational 
concepts and so on. That makes it possible to make ontology and Way-knowledge 
sharable. 

4.2   An Example of Design Support Through Theory-Eclectic Approach 

Fig.7 shows a screen shot of SMARTIES. This scene shows how a design author 
makes an instructional and learning design task using Way-knowledge.  

The main window provides an author with an environment to describe a function 
decomposition tree for an instructional and learning design. Nodes represent I_L 
events in instructional and learning processes and the decomposition is represented 
from top to bottom. In this 
window, an author detemines 
a function decomposition 
tree: firstly, an author decides 
upon the whole-function and 
then decomposes it step-by-
step by choosing applicable 
ways.  

The Way-knowledge 
window helps an author to 
choose a Way-knowledge to 
decompose a function from 
applicable Way-knowledge 
candidates. It displays 
applicable Ways appropriate 
to the selected function the 
author wants to decompose. 
Fig. 7 (a) shows two 
applicable candidates of 
Way-knowledge. When the author chooses one of them, a proposed decomposition is 
displayed, as shown in Fig. 7 (b). If the author decides to adopt the selected Way, the 
proposal is applied to the main window. By repetition of the process mentioned 
above, a design author makes instructional and learning design, moving from abstract 
levels to concrete ones. 

(a) Applicable Way-knowledge candidates

(b) Proposed decomposition

Selected 
function

Sub-
functions

Selected 
way

Whole-
function

Main windowMain window

Way knowledge windowWay knowledge window

Selected 
function

 

Fig. 7. Screenshot of SMARTIES (under development) 
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5   Conclusion 

We have discussed a modeling framework for instructional and learning theories 
based on ontological engineering. To summarize, the characteristics of this 
framework include (1) a theory/paradigm-independent ontology of learning and 
instruction, (2) a prescriptive model derived from learning/instructional theories, and 
(3) theory-awareness and compliance with standards for semantic web and e-learning.  

Firstly, the independence of an ontology from theories/paradigms allows us to have 
a common basis for understanding and comparing theories. In this paper, we have 
discussed the theory-independence of the proposed ontology with the example of 
Gagne’s and Keller’s theories in 3.2. The inter-theory relations derived in terms of 
change of learner’s state is one of the key points of the proposed ontology. Although 
the paradigm-independence has not been discussed, it can be also shown in terms of 
change of learner’s state. From now on, deepening the ontology through organizing 
many more theories is necessary to examine the effectiveness of modeling in terms of 
change of learner’s state and the paradigm-independence of the proposed ontology. 

Secondly, model of theories as Way-knowledge provides us with guidelines for 
designing instruction/learning at an abstract level. It prescribes which sequence of 
instructional actions is required to achieve the intended change of learner state. In 
order to implement such abstract design, it is necessary to link it to learning objects. 
We have defined attributes of learning and instruction in the proposed ontology. To 
consider the relation between these attributes and learning object metadata is one of 
the future directions of this study. 

Lastly, this paper also proposes requirements for more advanced support systems 
for instructional/learning design as well as theory-awareness and compliance with 
standards. An ontology and Way-knowledge enable systems to understand theories to 
some extent. The theory-aware support based on this understanding will a facilitate 
theory-eclectic approach to instructional/learning design. Furthermore, compliance 
with standards for semantic web and e-learning will make instructional/learning 
design be interoperable among standards-compliant systems. To develop design 
support systems such as SMARTIES remains critical. Further research on such a 
development of the system would contribute to building an engineering infrastructure 
that enables practitioners to utilize instructional/learning theories. 
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Abstract. Chat is used in many learning scenarios and platforms for 
synchronous communication support. Up to now evaluation of chat 
communication requires time consuming manual coding and analysis of the 
chat transcript. In this paper we present a method that combines manual and 
automatic steps: (1) chat transcripts are manually referenced, i.e. for each chat 
contribution it is determined to which previous contribution it refers to. (2) the 
referenced chat transcripts are structurally analysed by calculating different 
measures. The results of this structure analysis help to evaluate the learning chat 
and indicate where further (manual) analyses might be helpful. In addition, the 
ability of chat to support a certain type of learning scenario can be evaluated. 
We then discuss how chat can be improved by providing functionality for 
explicit referencing to the participants during the chat. The evaluation of a 
university seminar in the winter term 2004/2005 that used the tool 
KOLUMBUS Chat shows that references are used to different extents and not 
continuously. We analyse the reasons for (not) using explicit references. The 
results provide hints about the technical and organisational design for learning 
chats using references. 

1   Introduction 

Chat is an easy-to-use medium for collaborative learning because of its low 
requirements for hardware, software and bandwidth. Chat is also accepted by many 
users, e.g. as instant messaging or web-based chat rooms. Hence, nearly every learning 
platform offers chat rooms to support communication between the participants. In many 
learning platforms the chat transcripts (i.e. the list of contributions with author names 
and timestamps) can be stored and reused. Reuse includes for example providing 
orientation for late-comers and post-processing the session. 

On the other hand chat has disadvantages caused by the specific characteristics of 
the medium chat. An author of a contribution cannot control the position of his 
contribution in relation to other contributions because of parallel addition of 
contributions by different authors. This often leads to incoherent communication and 
misunderstandings (Garcia & Jacobs 1998). 

To evaluate whether a chat can be successfully integrated and utilised in a certain 
learning scenario or whether other media are more suitable the expected 
communicative behaviour should be compared to the actual communicative behaviour 
of the participants (Münzer et al. 2004). Up to now only complex and time-consuming 
methods exist for the evaluation of communicative behaviour in chats. In this paper 
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we present in its first part a method that combines manual and automatic steps: (1) 
chat transcripts are manually referenced, i.e. for each chat contribution it is 
determined to which previous contribution it refers to. (2) the referenced chat 
transcripts are structurally analysed by calculating different measures.  

However, manual referencing has some drawbacks. Errors in the coding can occur 
because the original intention of a contribution’s author has to be determined by a 
human rater. An approach to avoid this problem is the usage of explicit references that 
are added by the authors during the chat (Mühlpfordt & Wessner 2005, Kienle 2006). 
If the authors make proper use of the referencing functionality during the chat the 
analysis can be accomplished without manual referencing by a human rater. In a study 
we analysed the usage of explicit references in learning chats. Especially, we focussed 
on reasons for (not) referencing. The study is presented in the second part of this 
paper. From the results of the study we derive organisational hints for the design of 
the learning scenario as well as technical hints for the tool design in order to increase 
the number of explicit references and thereby minimize the amount of manual 
referencing by a human rater for the chat analysis. 

The remainder of this paper is structured as follows: First, the problem analysis 
(section 2) and state of the art (section 3) concerning chat evaluation and references in 
chat tools are presented. Section 4 describes the structure analysis and measures for 
the evaluation of learning chats. In section 5 the study concerning reasons for (not) 
referencing in chats is presented. The paper ends with a discussion of findings 
(section 6), conclusions and an outlook to further research (section 7). 

2   Problem Analysis 

2.1   The Analysis of Chat Transcripts 

When using the medium chat in a learning scenario a certain communicative 
behaviour is expected of the participants. For a joint discussion of learning content in 
a learning group the tutor might expect that all users participate in a similar way. For 
a virtual consultation a sequence of dialogues between the tutor and (single) users can 
be expected. To evaluate the appropriateness of the medium chat for a specific 
learning scenario the expected communicative behaviour and the actual 
communicative behaviour of the participants should be compared. If the actual 
behaviour differs significantly from the expected behaviour the chosen combination 
of target group, learning scenario and technology should be reconsidered and 
eventually changed to ensure learning success. 

Direct observation of communicative behaviour of participants in a learning chat 
requires considerable effort on the side of the tutor. To reduce this effort, evaluation of 
learning chats should be based on chat transcripts. Especially, the digital chat 
representation in form of a transcript enables a (semi-)automatic analysis of the 
communicative behaviour. In the following we assume that the chat transcript contains 
all references between contributions, i.e. for each contribution it is known to which 
previous contribution it refers to. If there is no reference, a new communication thread 
starts. We focus now on a structure oriented view to develop a method that can be used 
domain-independent. From this point of view three levels can be differentiated: 

• Contribution level: The contribution level deals with the evaluation of a 
contribution resp. the order of contributions in a learning chat. The aim is the 
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evaluation of the chat resp. the chat transcript: When do new discussion threads 
start? How long are the threads? How many parallel threads exist? These analyses 
should provide hints about the coherence of the communication. We suppose that 
coherence has positive effects on the readability and reuse of a chat transcript as 
well as the learning success of the participants. 

• Participant level: The participant level contains questions on the communicative 
behaviour of persons. The aim is the assessment of single participants: This 
includes on the one hand descriptive values such as the (relative) number of 
contributions and the length of contributions. On the other hand it can be observed 
to what extent the single user participate in more than one (parallel) threads, 
whether and how often the user starts or ends discussion threads, and to which 
amount the user’s contributions trigger other contributions. 

• Group level: The group level focuses on the interaction of participants. The aim is 
to detect communication structures and to extract information about the group 
structure. This contains statements about the communication between two 
participants as well as statements about the group as a whole: For pairs of 
participants the communicative relation concerning strength and balance should be 
analysed. These social relations should be aggregated for the group level and 
compared with typical communication patterns (e.g. star, chain, net, subgroups). 

2.2   Explicit References in Chats 

Explicit references in chat have three different aims. With references relations 
between different contributions can be recognized while in chat tools without 
referencing functionalities these relation can only be interpreted by the reader (1). 
Additionally, explicit references allow to present the chat not only in the 
chronological order but also for example in a treeview where contributions are sorted 
by threads (2). In the case of persistent storage of the chat content this view facilitates 
reuse, e.g. orientation for late-comers and relearning of the discussion. Last but not 
least transcripts of chat with explicit references enable an automatic analysis because 
the step of manual references has not to be applied (3). For (2) (presentation in 
treeview) and (3) (analysis) a complete reference of the chat is required; if references 
are missing neither the treeview nor the analysis of the communication structure can 
be accurate. For (1) (recognizing relations between contributions) references are all 
the more important the higher the distance between two related contributions is. If 
two implicitely related contributions are placed adjacent to each other it is from the 
user’s perspective not necessary to have an explicit reference in order to emphasize 
this relation. 

3   Related Work 

3.1   Analysis of Chat Transcripts 

Related work concerning the analysis of chats resp. chat transcripts can be divided in 
the two groups, content-related and structure-related approaches. Content-related 
approaches analyse the content of a contribution (e.g. (Henri 1992)) and its relation to 
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the text as a whole. They require a deeper analysis by a trained, human rater. This 
requires considerable effort. 

Structure-related approaches focus on the evaluation of the relations between 
contributions. Rafaeli & Sudweeks (1997) analyse the interaction between participants 
by identifying sequences of reciprocal references between contributions of those 
participants. On the group level social networks (Wasserman & Faust 1994) are used 
for the analysis and visualisation of communication patterns. For asynchronous 
communication (e.g. e-mail, forums) relations between contributions are explicated by 
using the “reply-to”-functionality. The so developed structure of contributions can be 
analysed and used for the coordination of e-learning forums (Gerosa et al. 2004). 

Furthermore, some approaches propose the combination of both approaches. The 
Dynamic Topic Analysis (Herring 2003) looks on the structural relation between 
contributions and topic shifts. This approach turned out to be expensive and error-
prone because of the topic related activities. 

To conclude it can be stated that existing approaches are either to expensive 
(content-related approaches) or do not address all levels mentioned in the problem 
analysis (structure-related approaches). 

3.2   Explicit References in Chat Tools 

Explicit references to other communicative contributions are already realized in some 
chat tools, for example in Threaded Chat (Smith et al. 2000). Here a contribution can 
be related to another contribution as a “reply-to” and all contributions are presented as 
a tree. This presentation leads to problems, e.g. when new contributions are added to 
different, potentially distant (out of the current view) branches. To deal with this 
problem, Academic Talk (McAlister et al. 2004) provides two views in the same 
window: one presents the contributions in chronological order, the other in logical 
(tree) order as defined by reply-to relations. 

Other tools allow to relate chat conversation and (learning) material. Anchored 
Conversations (Churchhill et al. 2000) allows chats to be connected to a specific point 
in a document. This tool does not support references between contributions. Threaded 
discussions and web pages are linked in Kükäkükä (Suthers & Xu 2002). The 
GraffiDis tool (Leponiemi 2003) supports relations of chat contributions to texts and 
graphics and offeres a certain persistence: Users enter contributions (which can also 
consist of graphics and other material) at any places of the chat area. After a time the 
contributions are faded out to the background colour. With a “history slider” a user 
can navigate through the chat in chronological order. Relations between contributions 
are indicated by nearby positions in the chat area. References to contributions are not 
possible after a certain distance in time as the previous contribution already faded out. 

Newer approaches supports references to contributions, references to shared 
material and a persistent storage of the content. Examples are ConcertChat 
(Mühlpfordt & Wessner 2005) or KOLUMBUS Chat (Kienle 2006) that was used in 
the study described later in this paper. Both systems support references between chat 
contributions as well as the relation of these contributions to (even parts) of material. 
All chat contributions and the developed material are stored and can be accessed later. 
If references were used the related chat contributions can be presented in a treeview. 
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4   The Structure Analysis of Learning Chats 

The basis for determining coherence, individual contribution and social relationships 
in a chat is the chat transcript. A chat transcript is a list of messages sorted by time. 
The messages usually contain also the name of the author and a time stamp of the 
sending time. In regular chat transcripts it is not explicit whether a message relates to 
another message. Thus, this relationship has to be coded manually. In verbal 
communication the participants assume that a contribution is directly related to the 
adjacent contribution (Schegloff 2000). So called adjacency pairs are pairs of 
contributions which relate to each other in a way that the first part requires the second 
part like in question-answer pairs and greetings. A common observation in chat 
transcripts are phantom adjacency pairs (Garcia & Jacobs 1998), in which adjacent 
contributions are not related to each other but seem to because of their adjacent 
position in the transcript. These events cause irritations for the recipient as he has to 
search for and identify the related contribution in the transcript. 

Identifying the intended relationships between contributions is the starting point for 
the discourse structure analysis (Holmer 2006). The coding of these relationships is 
called referencing and means checking for each message if there is a previous 
message it refers to. If there is no reference to other messages the contribution points 
to itself and opens a new thread of contributions. Messages which are connected by 
references are part of a thread. Depending on the structure of the references threads 
can be chains or more complex tree structures. The analysis of these structures 
provides insights about the coherence, individual contribution and social networks, 
which can be used for the evaluation of chat discussions. 

4.1   Manual References 

If references were not set explicitly by the participants by using referencing 
functionalities like described above (see sections 2.2 and 3.2) they have to be added 
manually by trained experts. In order to support the whole process of coding and 
analysing a software was created which allows the import and referencing of chat 
transcripts. All messages in a transcript get a number which corresponds to its 
position in the message list (OID = order ID). The rater’s task is to state for each OID 
a reference ID (=RID) which is the OID of the referenced message. Referencing can 
be done relatively fast. Depending on the complexity of the transcript (number of 
participants and parallel threads) it takes approximately a minute per message 
(Holmer 2006). For video data ten minutes coding activity for one minute of video 
has been reported, i.e. it takes ten times longer. Table 1 shows an example of a chat 
transcript taken from (Vronay et al. 1999). In the following sections we demonstrate 
how this episode can be analysed with the proposed methods. 

4.2   Coherence 

The linguistic concept of coherence is about how text in verbal or written form 
belongs together in contrast to unrelated utterances or sentences. Global coherence is 
the relation of utterances to the topic of the whole text or conversation. Local 
coherence describes how adjacent utterances refer to each other. In this paper we 
focus on the aspect of local coherence in chat transcripts. 



 Explicit Referencing in Learning Chats: Needs and Acceptance 175 

 

Table 1. Referenced Chat Transcript 

OID RID USER MESSAGE 
1 1 Black Did you see that new Mel Gibson movie - I think it is 

called 'Payback'? 
2 2 Pink I saw the academy awards last night. Did you watch it? 
3 1 Pink yep. 
4 3 Pink It was very violent, but funny. 
5 3 Black You saw it? You liked it? 
6 2 Black How did it end up - who won? 
7 1 Red I heard it was good. 
8 6 Pink It was OK. At least Titanic didn't win everything. 
9 8 Black I guess you can only be king of the world once. 

In order to measure local coherence we calculate the difference between the values 
for OID (order identification: number of the message) and RID (reference 
identification: number of the referenced message). This difference is the distance 
between a message and the message it refers to. The larger this distance the more 
difficult it is for the reader of a transcript to identify the relationships and to understand 
the context of the message. The coherence of chat transcripts can be expressed by the 
values for these differences. In order to show these distances we created a visualisation 
which shows the reference relationships as semicircles (Figure 1). 

 

Fig. 1. Visualisation of references as semicircles 

Adjacent references are shown as vertical lines while distances more than one are 
shown as semicircles. The biggest distance is between the message 7 from Red and its 
reference part, message no. 1 from Black. This figure shows the incoherence of this 
chat episode. The reader often has to jump more than one line upwards to understand 
to which message the actual message is responding to. 

Another factor which influences the coherence of a chat transcript is the number 
and amount of topics which are discussed in parallel threads. Overlapping threads 
make it difficult to follow the line of thought. The presentation of the referenced chat 
as a graph allows showing this problem. 
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Fig. 2. Chat Graph 

Figure 2 shows the transcript in its linear order by time (in the vertical dimension) 
which allows identifying the parallel threads more clearly than in figure 1. Two threads 
exist in this episode: one contains the messages 1, 3, 4, 5 and 7 and the other one consists 
of messages 2, 6, 8 and 9. Both threads are overlapping and interrupting each other. 

4.3   Individual Participation 

The chat graph (see figure 2) also provides information about the individual behaviour of 
the participants. In the visualisation there are solid and dotted lines which connect the 
messages. A solid line shows that there is a pattern of communication which is called 
“dialog sequence“ (Holmer 2006). Dialog sequences are message exchanges in which 
participants are responding to each other following the the pattern A-B-A. The response 
of participant B to A and the backward response from A to B show that there is a close 
interaction between the participants (Rafaeli & Sudweeks 1997). Dialog sequences are 
important for the evaluation of chat transcripts because they show the intensity of the 
relationships. The simple counting of sender-receiver transactions is not enough because 
it does not show in which patterns the messages are exchanged.  
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Beyond this direct interaction patterns other properties of the messages can provide 
some insight about the role of the participant in the group. How high is the individual 
participation rate on the overall communication and in the different threads? How 
many contributions are triggered by the messages of the participant? It can be 
differentiated between the whole amount of following messages (impact) and the 
amount of messages minus own messages (resonance). This distinction is important 
because if a participant gets no answers to his contributions he has no impact on the 
discussion. If he is just answering himself in a monologue he will not have high 
resonance values. The values are calculated by dividing the sum of the following 
messages by the number of messages of a user.  

Table 2. Participation, Impact and Resonance of the participants in the episode 

Participant Messages Impact Resonance 
Pink 4 1.5 1.0 
Black 4 1.5 1.0 
Red 1 0.0 0.0 

Table 2 shows the result of the analysis for participation, impact and resonance. 
Pink and Black have the same values while Red has low values in all categories. The 
results of this small example cannot show the huge amount of differences we found in 
bigger and more complex transcripts. Interesting patterns are given if a participant has 
provided just few messages but his impact and resonance values are above the 
average value. This means that his contributions have raised a lot of discussion and 
were stimulating the group.  

4.4   Social Networks 

Groups and their interaction patterns can be represented as social networks 
(Wasserman & Faust 1994). The participants are represented by nodes, sender-
receiver relations are represented as edges. The resulting network can be described 
and measured by methods of social network analysis. For the analysis of chat sessions 
it is important, whether the expected communication structures can be found. If an 
equal distribution of participation and relations is expected then the nodes should be 
of similar size (size indicates number of messages) and there should be no subgroup 
structures. Sender receiver relations should be balanced in both directions. 

Pink

Black

Red

 

Fig. 3. Social network of the episode 
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In figure 3 the structure of the interaction is shown as a network. Like in table 2 the 
users Pink and Black have the highest amount of messages. The new information in 
this picture is that there is equal communication between Pink and Black, but the 
relationship of Red is only to Black and only in a one-way fashion. If this episode has 
to be evaluated the role of Red has to be seen as critical. While Pink and Black seem 
to interact with each other in a tightly coupled way, Red is not well integrated into the 
network. This example shows how this kind of social network can be used to compare 
expected and actual communication patterns and detect critical differences at a glance. 

As discussed above, tools exist which allow the users to do the referencing on their 
own during the chat. This would ease the analysis as ideally no post-processing would 
be necessary. In the next section we present a study where we analysed the 
referencing behaviour of students using such a tool.  

5   Using Explicit References 

A study was carried out in a seminar at the University of Dortmund (Germany), 
Education Institute, during the winter term 2004/2005. Fourteen students in four 
subgroups of three to four students participated in this seminar. Each subgroup had to 
prepare a moderated seminar chat and a talk that had to be given in one of the face-to-
face meetings. Both (seminar chat and talk) dealed with a specific topic of e-learning 
that was on a non-detailed level given by the tutor and provided space for own 
research questions and solution ideas of the students. For the seminar chats (about 1 
hour duration) the KOLUMBUS Chat was used in the moderated modus: each student 
who wants to add a chat contribution has to request the floor and the moderator grants 
the floor to one or more persons. KOLUMBUS Chat supports explicit references; 
users click on a previous message to indicate to which message a new message refers 
to. For further details concerning the overall study see (Kienle 2006). Here, we focus 
on the usage of references by the students. 

The analysis of the causes for (non-)using explicit references in the seminar 
considers different levels. A central assumption is that many of the non-referenced 
contributions are misses. A miss is a contribution that has no explicit reference 
although its content refers to other contributions. For an appropriate presentation of 
the discussion structure as well as for its analysis a complete referenced chat 
transcript is necessary. Based on this we developed research questions concerning the 
usage of references:  

 
• Individual constancy: Do participants use explicit references in a similar way 

over the course of the seminar or does their usage change over time? 
• Assumption of adjacency: If participants assume that his/her contribution is 

probably placed nearby the related contribution, they do not see a need for 
explicit references. For them the connection is clear because of the spatial 
adjacency. Are misses those contributions that are nearby the related 
contribution? 

• Interrelation between moderation resp. allocation of the floor and explicit 
references: If many users have the floor, the probability of parallel discussion 
threads increases and the connection between related contributions becomes more 
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unclear because of non-adjacent placement. Is there a correlation between the 
number of persons who have the floor and the usage of explicit references? One 
assumption is that the usage of explicit references increases with the number of 
persons who have the floor because the propability of adjacent placement 
decreases. On the other hand one might assume that the usage decreases because 
of time pressure. 

Results 
For the analysis the existing chat transcripts with explicit references were referenced 
by experienced raters and compared with the original transcripts as shown in table 3. 
For all chats the post-referenced transcripts have a higher percentage of references. 
So, a considerable amount of contributions were not explicitely referenced by the 
participants that had to be referenced according to the opinion of the experts. 

Table 3. Comparison of referenced contributions 

Moderated 
chats 

Contributions 

(Sum) 

References 
contributions 

(existing) 

Percentage References 
contributions 
(post-
referenced) 

Percentage 

chat 1 240 95 39,5 % 174 72,5% 

chat 2 140 56 40 % 109 77,8% 

chat 3 169 87 51,49 % 130 76,9% 

chat 4 127 47 37,0 % 79 62,2% 

chat 5 146 62 42,4 % 102 69,8% 

Sum 822 347 42,1 % 594 71,8% 

 
Individual constancy 
First it can be stated that all persons except of one (participant 8) used the referencing 
functionality from the beginning of the first chat. This indicates that the participants 
knew the referencing functionality and its usage. In the following we analyse the 
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Fig. 4. Individual number of contributions, correct references and misses 
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development of the misses´ percentage. Figure 4 shows for the 16 participants (14 
students and 2 tutors) their participation in the five chats. Here the absolute number of 
contributions is shown and divided in correctly referenced contributions (white part) 
and misses (black part). 

The analysis of the percentage of misses shows an individual constancy concerning 
only for some persons: participants 8 and 13 have a continuous high part of misses 
(50 %), while participants 7, 9 and 10 have never a part higher than 25%. For the 
other participants high variations can be identified between the chat sessions. It can be 
concluded that most participants have no individual constancy. For some users the 
amount of misses decreases over time; here we assume that they adapted to use the 
referencing functionality. 

 
Assumption of adjacency 
Another hypothesis for misses is grounded in the situation of typing a contribution. 
When writing a contribution one of the following situations has to be the case: 

1. Between the appearance of the related contribution and the sending of the 
referencing contribution no other contributions appear. The participant can act with 
high probability on the assumption that the related contributions are placed adjacent 
(side by side). 

2. Before the typing of the referencing contribution interrupting contributions are 
already placed. An adjacent placement is impossible; the participant knows that an 
explicit reference is necessary (except he wants to start a new thread). 

3. After the user started his referencing contribution interrupting contributions 
appear in the list. In this situation it can happen that the user does not look on the list 
and recognize that interrupting contributions appeared. He wrongly assumes that his 
contribution will be placed adjacently. 

Figure 5 shows the evidence for the research question mentioned above: in situation 
1 (no interrupting contributions) there are more misses than correct referenced messages 
(25,9% and 12,8%). A quarter of misses are contributions that are placed adjacent in the 
chat transcript and are no problem for understanding the chat. 
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Fig. 5. Part of references and misses before during and after the begin of typing 
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These findings support the hypothesis that a high percentage of misses might occur 
under the assumption that the contribution will be placed adjacent to the related 
contribution. This strategy is marginally thwarted by contributions that appear during 
typing because in this case the number of misses has to be higher than the number of 
correct references. But this difference is not significant (13,9% and 12,1%). 

 
Floor and misses 
The question if moderation in form of giving the floor has an influence on the number 
of misses is answered by the correlation between both factors. We calculated for the 
last ten contributions the average of the number of participants (except moderator) 
who had the floor and how many misses can be count for the last ten contributions.  

Table 4. Correlation between floor and misses (Pearson) 

chatsession chat 1 chat 2 chat 3 chat 4 chat 5 all chats 
correlation -0,94 0,16 0,17* -0,48 0,04 -0,16** 

Results are shown in table 4. Only in chat 3 the value of correlation exceeds the 
level of significance by 0.05 while for all other chats the value did not reach a 
significant value. Nevertheless the value of -0,16 for all chats expresses a highly 
significant interrelation. Thus, giving the floor only has an indirect or contra-inductive 
effect. The negative coefficient expresses that the number of misses decreases when 
the number of floor-holders is increased. In the detailed analysis of the data we found 
two surprising results: when many participants (6 or 7) have the floor, the number of 
misses decreases while the highest amount of misses occurs when only a small 
number (2 or 3) have the floor. This means that a high number of misses can not be 
reduced by limiting the number of typing participants. These findings do not support 
the assumption that users feel time-pressure in situations with many floor-holders and 
forget the explicit referencing. In fact the assumption of adjacency is confirmed. 
When many participants have the floor the probability of adjacent placement 
decreases and more explicit and correct references occur. 

6   Discussion 

A structure analysis supports the evaluation of a learning chat and gives important 
hints for further analyses. The measures of coherence and the different graphical 
presentations show the relations between contributions, the number of parallel 
discussion threads and who discusses with whom. The presentation on the individual 
level helps to evaluate the communicative behaviour of single learners; social 
networks have the potential to present group structures, the composition of learning 
groups and its development over time. 

The interpretation of these results depends on the underlying learning scenario. An 
unequal distribution of contributions can indicate a communication that is dominated 
by a few participants. On the other hand an unequal distribution can also match the 
expected pattern, for example in the case of virtual consultation-hour. This leads to 
the more general question of optimum values for the measures. If expectations are 
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clearly formulated (a special communication pattern is expected) it can be controlled 
whether the chat fulfills the expectations of not. In other cases the structure analysis 
provides hints on noticeable values and can be seen as a starting point for further 
(manual) analysis. The question “what is noticeable” has to be answered by the tutor 
or researcher. 

The results of the study on reasons for (non-)referencing showed that only a 
limited number of persons has an individual constancy for using explicit references in 
chats. Although some participants adapted to use explicit references it is not sufficient 
for a complete referenced chat: even in the last seminar chat nearly 30% of the 
contributions were not correctly referenced. 

The strongest support was found for the assumption of adjacency: if the related 
contribution is placed in a distance (other contributions came in before finishing the 
contribution) the number of misses decreases. This showed that participants used the 
referencing functionality to emphasize the relation. A high number of misses can be 
explained in the way that participants assume (often correct) that their contribution is 
placed adjacent and therefore do not explicit reference. In these cases the moderator 
should give hints during the chat session that a complete referenced chat is more 
helpful for the following reusing of the chat transcript and presentation in a treeview. 
Without these reminders a normal chat behaviour (typing and sending as fast as 
possible to reach adjacent placement) arises. A preceding training could emphasize 
the importance of a complete referenced chat transcript and demonstrate its 
advantages during and after the chat as well as for the analysis. The analysis of the 
relation between giving the floor and references further supports the assumption of 
adjacency: when many people have the floor the probability of adjacent placement 
decreases and more explicit references occur. Surprisingly, moderation with a limited 
number of floor-holders doesn’t increase the number of explicit references. 

Additional to these organisational hints the design of the interface of the chat-tool 
can influence the number of explicit references resp. the number of misses. In order to 
increase the number of references the effort for referencing should be very low. In 
KOLUMBUS Chat explicit references were added by a mouse click on the related 
contribution. It could be helpful if users can add explicit references also by keyboard 
actions, e.g. using cursor for selecting the related contribution. This would avoid the 
need for switching between mouse and keyboard. Another possibility would be to 
automatically add a reference to the last contribution visible when the typing starts. 
Thereby the high number of misses with a small distance between related contributions 
could be avoided. 

7   Conclusion and Further Research 

Chat is used in many learning scenarios and platforms for synchronous communication 
support. Its low requirements for hardware, software and bandwidth lead to a high 
acceptance by many users. To evaluate if a chat can be successfully integrated in a 
certain learning scenario or if other media are more suitable the expected 
communicative behaviour and the actual behaviour of the participants should 
correspond. Up to now only complex and time-consuming methods exist for the 
evaluation of communicative behaviour in chats. In this contribution a new method for 
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the evaluation of learning chats was described which combines manual and automatic 
steps. In this method manually referenced chat transcripts are structurally analysed by 
calculating measures for coherence, individual participation and social networks. The 
results of this analysis help to evaluate the learning chat and provides hints for further 
analyses. Thus, the ability of chat to support a certain type of learning scenario can be 
evaluated. 

The functionality of explicit references improves chat tools and eases chat analysis. 
Explicit references are created by the participants during the chat and make the 
following manual referencing unnecessary. The evaluation of a university seminar in 
the winter term 2004/2005 that used the chat-tool KOLUMBUS Chat showed that the 
references are used to different extents and not continuously. This was a starting point 
for a further analysis of reasons for (non-)using explicit references. The analysis 
showed most support for the assumption of adjacency. The evaluation of a relation 
between moderation and giving the floor also support that assumption. Only for some 
users an individual constancy can be stated. The results provided hints about the 
technical (e.g. low effort for referencing) and organisational (e.g. hints by the 
moderator, usage of typing rights) design for learning chats using references. 

Further research concerns on the one hand the method itself. Actually it requires a 
complete referenced chat transcript for the analysis. This is not given in a chat 
transcript only with references by the participants as the analysis of the university 
seminar showed. The method has to be further developed in this direction in order to 
handle also incompletely referenced transcripts. 

On the other hand the design proposals should be tested in experiments in order to 
improve chat tools with referencing functionalities. The higher the number of correct 
referenced contributions the more helpful is the chat visualisation and the less time-
consuming a complete analysis. 
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Abstract. We propose a mediator architecture that allows a learning
system to retrieve learning objects from heterogeneous repositories. A
mediating component accepts queries formulated in a uniform query lan-
guage, translates them into repository specific queries and passes them
to each connected repository. For the translation of queries, a novel
ontology-based query-rewriting method has been developed. The archi-
tecture has been realized in the Web-based, user-adaptive and inter-
active e-learning environment ActiveMath. Currently, it enables the
ActiveMath’s course planner to access four heterogeneous learning ob-
ject repositories.

1 Introduction

In the last years numerous e-learning systems have been developed and more
often than not with each system a proprietary repository of learning objects.
Consequently many learning object repositories exist (an overview can be found
in [1]). Each repository uses a different metadata structure to annotate learning
objects and different technologies for storing learning content. This situation
makes it almost impractical to retrieve and reuse learning objects from a foreign
e-learning system.

Our approach allows an e-learning system to access information in multiple
repositories and not exclusively in its own. For that purpose we introduce a
mediating architecture, which translates queries for a specified set of connected
repositories and passes the translated queries to the repositories. The advantage
of a mediating architecture is that the querying component does not have to
know the specification of the data sources and their query languages [2]. An
ontology-based query-rewriting mechanism integrated in our architecture enables
the integration of new repositories. The mechanism uses the specified knowledge
representation of the repository to be integrated and an ontology mapping to
compute the rewriting steps for translating queries sent to the new repository.

The work described in this paper has been realized in ActiveMath, a Web-
based, user-adaptive e-learning environment. It comprises a planning component
that can create courses adapted to the learner’s goals, knowledge, learning be-
haviour and a specific learning scenario [3]. To select adequate learning objects,
initially the course planner queried its proprietary repository MBase for learn-
ing objects with specific characteristics encoded in metadata. The challenge was
to integrate more than one repository into ActiveMath’s course generation.
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Our mediator architecture solves this problem. It has been integrated into the
ActiveMath-environment and enables the course planner to retrieve learning
objects additionally from the repository of the DaMiT-system, of the Maths-
Thesaurus, and the LeActiveMath ExerciseRepository.

This article is structured as follows. We will first outline the main approach
of our work, describing its basic principles and its architecture. Afterwards, in
Section 3 we describe the integration of our approach into ActiveMath. Related
work is presented in Section 4 and Section 5 provides conclusions and discusses
further work.

2 Mediator Approach

The mediator idea relies on the translation of queries based on given ontologies
representing the metadata structure of the foreign repositories.

2.1 Queries and Query Language

The mediator provides a single interface for querying several data sources. This
interface accepts a query language that specifies metadata of learning objects;
therefore, a query sent to the mediator contains a metadata specification of
learning objects and returns the Uniform Resource Identifiers (URIs) of the
learning objects which meet this specification. A query comprises three parts:

RelationQueries comprise the relational metadata the learning objects to be
retrieved has to meet. It is a set of triples (relation, relation, LO) in which
the keyword relation denotes the type of the query part, relation specifies
the relation between the learning object LO and the learning objects to be
retrieved.

PropertyQueries comprise the metadata of properties. It is a set of triples
(property, property, value). Each queried learning object satisfies each pro-
perty-value-pair (property, value).

ClassQueries comprises all classes the learning objects to be retrieved belong
to. It is a set of pairs (class, class) in which class denotes the category the
returned learning objects belong to.

A query asking for all learning objects which are easy exercises training the
concept asymptote looks as follows:

(relation isFor asymptote1)(class Exercise)(property hasDifficulty easy).

2.2 Ontology Mapping and Query Rewriting

Queries sent to the mediator contain terms taken from the Ontology of Instruc-
tional Objects (OIO) introduced by Ullrich in [4]. Because existing metadata

1 Usually identifiers of learning objects are URIs. For readability we use simple terms
throughout this paper instead.
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standards such as IEEE LOM [5] can not represent sufficient information about
the sources for a completely automatic search, we use the OIO (see Figure 1)
to specify properties of learning objects. This ontology describes different types
of learning objects from an instructional point of view. Central to the ontology
is the distinction between fundamentals and auxiliaries. The class fundamental
subsumes instructional objects that describe the central pieces of knowledge.
Auxiliary elements include instructional objects which provide additional infor-
mation about the concepts.

Fig. 1. Overview of the Ontology of Instructional Objects

The terms of the OIO in the queries have to be replaced with the correspond-
ing terms a repository uses to describe its learning objects. Consider a repository
using the term trains for expressing the relation between an exercise and its topic
item and the Boolean property isDifficult to express whether a learning ob-
ject is difficult or not. For that repository the aforementioned query has to be
translated into the query

(relation exercises asymptote)(property isDifficult true).
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To guarantee the correct substitution of the terms appearing in the queries
one has to define an ontology mapping between the OIO (as the source ontology)
and each of the pedagogical ontologies describing the metadata structure of the
target repositories. Therefore, to define an accurate mapping definition, one has
to make explicit and specify an ontology representing the knowledge structure
and metadata semantics of each target repository.

An XML-based ontology mapping language serves to represent the mappings
between the OIO and the target ontologies. Generally, an ontology mapping
expresses the semantic overlap between two ontologies OS and OT [6]. An on-
tology mapping can be one-way or two-way [7]. A one-way ontology mapping
specifies how to express the metadata of a concept (formulated in terms of the
source ontology OS) in terms of the target ontology OT . It expresses which
concepts of OS are semantically contained in which concepts of OT . Two-way
mapping works both ways, hence they express semantical equivalence between
concepts. For our rewriting approach a one-way mapping is sufficient since we
are exclusively interested in mappings from the OIO into the target ontologies.

An ontology mapping comprises a set of mapping patterns (see Figure 2 as
an example). Each mapping pattern consists of a matching pattern and a set of
replacement patterns. A replacement pattern as well as a matching pattern speci-
fies a concept by restricting the category a concept belongs to (ClassRestriction-
Element), the property a concept has (PropertyRestriction-Element), and/or the
relation a concept connects with other concepts (RelationRestriction-Element).
The mapping pattern expresses the semantical containment between the concept
specified in the matching pattern and the concepts specified in the corresponding
replacement patterns.

We say a mapping pattern M matches a query Q, if Q contains each term
specified in the matching pattern of M . Applying M to the query Q means each
term appearing in the matching pattern of M and in Q is deleted from the query
and replaced by the terms specified in the replacement patterns belonging to M .
Hence, applying a mapping pattern containing n replacement patterns implies
the creation of n new queries since a mapping is possibly not unique.

Pattern Overlapping. Overlappings of mapping patterns (see the second and
third mapping pattern in Figure 2) are managed by a partial order on matching
patterns which defines that one mapping pattern is more special than another
one. the mapping procedure guarantees that the most special pattern is applied.
Consider, e.g., the query

(class Example)(relation isFor asymptote)

and the ontology mapping shown in Figure 2. Although both mapping patterns
match, one has to make explicit that the second mapping pattern is the better
choice for the query than the third one is.

Applying an ontology mapping to a query means the following: each most
special mapping pattern matching the query is applied. A term for which no
matching pattern is found, is left as it is. The rewriting procedure considers this
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<OIOMapping>

...

<MappingPattern>
<MatchPattern>
<ClassRestriction name="Introduction"/>

</MatchPattern>
<ReplacementPattern>
<ClassRestriction name="omtext"/>
<PropertyRestriction name="type" expected_value="introduction"/>

</ReplacementPattern>
<ReplacementPattern>
<ClassRestriction name="omtext"/>
<PropertyRestriction name="type" expected_value="motivation"/>

</ReplacementPattern>
</MappingPattern>

<MappingPattern>
<MatchPattern>
<ClassRestriction name="Example"/>
<RelationRestriction name="isFor"/>

</MatchPattern>
<ReplacementPattern>
<RelationRestriction name="example_for"/>

</ReplacementPattern>
</MappingPattern>

<MappingPattern>
<MatchPattern>
<RelationRestriction name="isFor"/>

</MatchPattern>
<ReplacementPattern>
<RelationRestriction name="for"/>

</ReplacementPattern>
</MappingPattern>

...

</OIOMapping>

Fig. 2. Extract of a mapping specified in the proposed mapping language

term as used in in both ontologies. This approach allows one to abstain from
mapping patterns expressing the pure identity of terms.

Applying the ontology mapping of Figure 2 to the query

(class Introduction)(relation isFor asymptote)
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yields the following two new queries:

1. (class omtext)(relation for asymptote)(property type introduction)

2. (class omtext)(relation for asymptote)(property type motivation).

Query Expansion. The expansion of a query guarantees that the mediator, if
asked for category C, returns not only objects belonging to C but objects be-
longing to subcategories of C, too. For a query Q, the query expansion algorithm
returns

∏n
i=0 m(Ci) queries, where C0, ..., Cn are the categories specified in Q

and m(Ci) counts all recursive subcategories of a category Ci.

2.3 Architecture

Our architecture is a mediation information system architecture as introduced
by Wiederhold in [2]. Its main component, called mediator, provides a uniform
interface for accessing multiple heterogeneous data resources. Each resource is
encapsulated with a wrapper, which can be provided by the data resource or can
be a part of the mediator.

To allow an e-learning system to query several data resources we developed
a mediator that accepts queries formulated in the query language defined above
and returns a set of URIs, where each URI points to a learning object meeting
the conditions specified in the query. For each repository a wrapper is integrated
comprising the specification of the ontology of the repositories knowledge (as an
OWL-ontology-definition) and the mapping between the terms of the Ontology
of Instructional Objects and the terms the repository uses (see Figure 3). The
mediator utilises the OWL file for query expansion and the mapping specification
for query rewriting.

Wrappers. After rewriting, the queries have to be passed to the repositories.
To manage the different querying technologies the mediator comprises a set of
wrappers. Each wrapper queries the corresponding repository for metadata by
creating repository specific commands. These commands are implemented in the
following three methods each wrapper offers to the mediator:

queryClass returns the set of categories a given item belongs to.
queryProperty returns the set of property-value pairs a given item has.
queryRelation returns a set of URIs a given item is related to.

Caching. As stated in [8], a repository is not always equipped with a powerful
caching mechanism. Hence it is reasonable to integrate a caching mechanism into
the mediating component. If a query is sent a second time, the mediator does
not query each connected repository again. It returns the cached set of URIs
instead, which reduces run-time complexity dramatically. The results of parts of
queries are cached, too.
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Fig. 3. Mediator Architecture

3 The Course Generator of ActiveMath - A Use Case

The ontology-based mediator has been integrated into the Web-based, user-
adaptive learning environment ActiveMath in order to generate adaptive
courses from one of four learning object repositories. The ontologies representing
the metadata structure of each repository (target ontologies) have been devel-
oped, too. For each repository a mapping has been specified which enables the
mediator to replace the terms of the Ontology of Instructional Objects with
terms of the target ontologies. We introduce the four integrated repositories in
the following. To illustrate the different ontology mappings, the mapping of the
OIO-relation requires is attached to each description.

3.1 Integrated Repositories

1. ActiveMath MBase (http://www.mathweb.org/mbase) is a knowledge
base for mathematical learning objects enriched with metadata. Its represen-
tation bases on an extended OMDoc-format [9]. A Java interface is avail-
able to access the MBase’s content via XML-RPC. The MBase-wrapper,
comprised by the mediator, uses this interface to query and to retrieve meta-
data of learning objects. An excerpt of the mapping between the OIO and
the ontology the MBase uses is shown in Figure 2. The relation requires
is mapped to the relation domain prerequisite and educational prerequisite.
That means the relation which is expressed in the OIO with the term requires
can be expressed in MBase with the help of the relation domain prerequisite
or educational prerequisite. This certain mapping looks as the following:

<MappingPattern>
<MatchPattern>
<RelationRestriction name="requires"/>

</MatchPattern>
<ReplacementPattern>
<RelationRestriction name="domain_prerequisite"/>

</ReplacementPattern>
<ReplacementPattern>
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<RelationRestriction name="educational_prerequisite"/>
</ReplacementPattern>

</MappingPattern>

2. DaMiT (http://damit.dfki.de) is an adaptive tutoring system which imparts
knowledge about Data Mining [10]. It adapts to the individual learning style
of a user by providing different views (e.g. formal vs. informal) on the same
learning content. The DaMiT-system uses a DB2 database that is accessible
as a Web Service. The mediator’s wrapper for the DaMiT-repository calls
this Web Service to access the metadata of learning objects. We map the
relation requires to the relation depends-on of the DaMiT system:

<MappingPattern>
<MatchPattern>
<RelationRestriction name="requires"/>

</MatchPattern>
<ReplacementPattern>
<RelationRestriction name="depends-on"/>

</ReplacementPattern>
</MappingPattern>

3. MathsThesaurus (http://thesaurus.maths.org) is an online multilingual
Mathematics Thesaurus in nine languages [11]. Its repository uses a MySQL-
database which is not accessible on a central server but can be downloaded
from the MathsThesaurus website. To retrieve information from the
MathsThesaurus the wrapper of the mediator creates SQL-queries and
passes them to a database dump of the MathsThesaurus’ content. To ex-
press that a mathematical concepts is used to define a another concept, the
MathsThesaurus uses the relation references:

<MappingPattern>
<MatchPattern>
<RelationRestriction name="requires"/>

</MatchPattern>
<ReplacementPattern>
<RelationRestriction name="references"/>

</ReplacementPattern>
</MappingPattern>

4. LeActiveMath ExerciseRepository (http://mathdox.org/repository)
is a database of interactive exercises. It has been developed in the context
of the LeActiveMath project. This repository uses an eXist-database.
The mediator’s wrapper creates XQueries to access the information stored
in the ExerciseRepository. Since the ExerciseRepository uses the
same metadata structure as the MBase, both have the same mapping
specification.
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Cache size 0 20 500 2000
Number of queries to the mediator 505 505 505 505
Duration, first run 10.1 s 8.2 s 4.9 s 4.9 s
Duration, second run 9.8 s 5.6 s 3 s 0.8 s
Number of queries to MBase, first run 10,838 1218 1041 947
Number of queries to MBase, second run 10,838 1103 852 0

Fig. 4. Planning a course with learning objects from MBase using different cache sizes

3.2 Evaluation of the Mediator’s Cache

The course planner of ActiveMath often queries for learning objects with the
same or with similar metadata. The mediators cache avoids the repetition of
query translation and repository access. The comparison of different cache sizes
in Figure 4 illustrates the efficiency of the cache: with deactivated cache (i.e.,
cache size zero), planning a course for a new user, for learning scenario Guided
Tour, and the learning goal Derivative Function takes over 10 seconds. See the
resulting course in Figure 5. The first run was a course generation starting with
an empty cache and the second run was the generation of the same course a
second time. Increasing the cache to 2000 entries accelerates the planning time
for the same setting dramatically.

Using the mediator’s cache, the architecture made the course planning more
than ten times faster and therefore more usable. The course planner can now
generate personalized courses from each of the repositories, and also from several
repositories in case the repositories use the same URI for the same concepts.

The mediating architecture proposed in this paper is not only utilized for
course planning in the ActiveMath system but was also successfully integrated
in DaMiT for dynamic course generation.

4 Related Work

Several approaches for data integration by ontology mapping as well as for fed-
eration (i.e., the reuse and exchange) of learning objects exist.

4.1 Federation of Learning Objects

Edutella is a Peer-To-Peer approach for sharing information of the semantic
web. One of its first application was the federation of learning objects [12].
Edutella is restricted to RDF-based repositories. Our mediator allows the
integration of any repository but is restricted to one consumer which is able to
query different repositories. Edutella allows each peer to query which yields
distributed mapping and distributed caching and hence is expensive in terms of
time and administration. Our architecture has a central rewriting mechanism and
a central cache which saves lots of time and makes real-time course generation
practicable.
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1. Chapter: Definition of a relation
(a) Definition of a relation

2. Chapter: Definition of a right-unique relation
(a) Definition of a right-unique relation

3. Chapter: Definition of a left-total relation
(a) Definition of a left-total relation

4. Chapter: Definition of a function
(a) Definition of a function
(b) Examples
(c) Exercises

5. Chapter: Definition of the difference quotient
(a) Introduction
(b) Definition of the difference quotient
(c) Remarks
(d) Examples
(e) Exercises

6. Chapter: Neighbourhood
(a) Neighbourhood

7. Chapter: Definition of a cluster point
(a) Definition of a cluster point
(b) Examples
(c) Exercises

8. Chapter: Definition of the limit of a function
(a) Definition of the limit of a function

9. Chapter: Definition of the derivative, resp., differential
quotient
(a) Definition of the derivative, resp., differential quo-

tient
10. Chapter: Definition of the derivative function

(a) Introduction
(b) Definition of the derivative function
(c) Examples
(d) Exercises

Fig. 5. Generated course for the learning scenario Guided Tour and the learning goal
Derivative Function

The Learning Object Metadata Standard (LOM-Standard) [5] has been de-
veloped to achieve interoperable metadata specifications for learning objects.
LOM has been extended and modified for many repositories which made our
translation architecture necessary. For an educational course generation, LOM
is not appropriate because it mixes instructional and technical information about
learning objects [4]. For that reason we decided to build the query language upon
metadata from the OIO.

4.2 Data Integration by Ontology Mapping

For ontology mapping expressive mapping languages have been developed. In [6]
a mapping language as well as a set of pattern templates are proposed. The XML-
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based mapping language XeOML is introduced in [7]. Both mapping languages
are very expressive but are not yet been implemented. Therefore, we decided to
develop a query rewriting specific approach which is less powerful but expressive
enough for our translation purposes.

In [8] an interface for interoperable learning repositories called SQI (Simple
Query Interface) is proposed. It provides various methods for accessing hetero-
geneous learning object repositories but it does not offer a framework for query
rewriting which was needed for our application.

An approach based on the Semantic Web rule language TRIPLE is introduced
in [13], where an architecture is described which allows to query for resources
in the Semantic Web by specifying their metadata. Since TRIPLE is based on
RDF and mainly used for data manipulation which would have made parsing,
translating and processing of our simple queries too expensive, we decided to
use a simpler query language.

5 Conclusion and Further Work

We propose an ontology-based mediation approach which enables an e-learning
system to query several heterogeneous learning object repositories. After
analysing and representing the knowledge representation and the metadata
structure of a repository it is easy to use the repository as a service by specifying
a wrapper which calls the retrieval facilities of the new repository. The mediator
is able to rewrite queries for this repository, to retrieve learning objects from
it, to cache results, and therewith to offer its service to components of the e-
learning system. This technique was successfully implemented and tested for the
e-learning environment ActiveMath and four repositories and enhances the
course planning af ActiveMath. The mediation architecture proposed here is
also used for course generation in the DaMiT system.

Further improvements are planned for the mediator architecture. To ease the
creation of ontology mappings an ontology mapping editor would be useful. It
can support the user with presenting the ontologies which are to be mapped,
with marking not yet mapped expressions, and with advising against insolvable
overlapping of patterns. Another planned improvement is to increase the ex-
pressiveness of the query language to enable more complex search facilities on
repositories (such as text search, provision of disjunctions, etc.).

Our approach focuses on mapping of concepts and not on mapping of in-
stances. To provide an architecture which allows the generation of mixed courses,
i.e., courses comprising learning objects from different repositories, we are plan-
ning to integrate an instance mapping technology basing on domain ontologies
and mappings between them. Note that our architecture does not solve the
problem of learning object presentation: we are managing heterogeneous meta-
data standards, heterogeneous knowledge representation and heterogeneous stor-
ing technologies. For heterogeneous presentation styles (such as HTML, LATEX,
XML, OMDoc, etc.) one has to care about the presentation and not about the
retrieval of learning objects.
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Abstract. School education today aims at improving the integration of school 
and professional life. A popular way to provide first hand experiences to stu-
dents are guided factory tours. Companies are highly interested in establishing 
contacts to school classes, but guided tours to factories are subject to constraints 
on both sides. For schools, they require organizational effort, are not easy to in-
tegrate into educational routine, and are limited to the factories within reach. 
For companies, guided tours for school classes are restricted because of safety 
issues and because they disturb the working processes. Considering these re-
strictions, interactive guided factory tours are a valuable opportunity, as they 
enable school classes to actively take part in guided factory tours via internet. 
This paper discusses the technical, organizational, and pedagogical require-
ments of guided and interactive factory tours, presenting an interaction model, a 
role set, a technical solution, and best practices. 

1   Introduction 

In most countries educational policies today aim at improving the integration of 
school and professional life. The German federal government for example created the 
program Schule – Wirtschaft/Arbeitsleben (school – economy/professional life: 
http://www.swa-programm.de) with the goal to integrate school and economy. The 
main objective is to give the students inside views into professional life and the econ-
omy in general in order to facilitate the transition from school to vocational training 
and profession. Additionally, in the knowledge society it is of high importance to 
share not only explicit, but also the tacit knowledge appearing in the corporate set-
tings. But in reality, the integration of school and professional life is achieved in iso-
lated cases only. Partly this is due to the fact that integrating work life experiences 
into school lessons demands considerable efforts from the side of teachers, e.g. if she 
wants her class to visit a factory. As a consequence, the contacts between schools and 
companies are loose or even non-existent; school classes will visit companies twice a 
year at best. 

In this paper we present the concept of Guided and Interactive Factory Tour 
(GIFT) that provides schools with a valuable new opportunity. Its basic idea is to en-
able school classes to actively take part in guided factory tours via internet. This can 
easily be integrated into everyday school life and instead of requiring effort from the 
teachers it may even reduce their workload. Learners, among other benefits, can 
choose their future careers based on such experiences. For companies GIFT is an in-
teresting opportunity as well. Instead of reaching only schools from the vicinity, they 
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can provide guided tours to schools from everywhere. In this way the learning experi-
ence can be shared more effectively and efficiently. The technology behind GIFT is 
not brand new – mainly videoconferencing and wireless internet. But the constraints 
and requirements for a widespread use of this approach have not been thoroughly re-
searched so far. This paper describes the needs of schools and companies regarding 
GIFT, outlines several related efforts, and formulates pedagogical and technical re-
quirements. Furthermore, on the basis of the developments in the Remote Accessible 
Field Trips project (RAFT) project, an integrated pedagogical and technical solution 
for GIFT is proposed. Finally some future perspectives are outlined. 

2   Need for Guided and Interactive Factory Tours 

The integration of learning experiences with working life is a clear goal of present-
day school education. For instance the conference of the state-ministers for education 
in Germany [1] declared that “economic education represents an indispensable part of 
general education and therefore must be embedded in the educational assignment of 
schools. Economic education should be realized within school lessons, in economy- 
or profession-related school projects or in cooperation with external partners as e.g. 
companies.” With respect to economic education, guided tours through factories offer 
an excellent possibility to familiarize the students with working life, professions and 
economic issues in general. But in everyday school life guided tours through factories 
are difficult to realize due to organizational issues. The class must leave the school for 
a whole day accompanied by two teachers, thus disturbing the regular educational 
process in the school. The transport to the factory must be organized. The factory 
should be within reach, otherwise the costs for transport are too high and the students 
will be back too late. Due to these constraints guided tours to factories are only rarely 
arranged. For these constraints, GIFT offers solutions bringing benefits from the 
school point of view: 

• Schools are not limited to the factories in their neighborhood anymore, instead they 
can choose companies and factories according to the pedagogical need, 

• As GIFT might have a duration of about 90 minutes and the students do not have to 
leave the school, GIFT can easily be integrated into the everyday school routine, 

• GIFT requires only a minimum of organizational effort from the teacher – an ac-
companying teacher and organization of transport are not necessary and there are no 
additional regulations to comply with. 

Of course, GIFT should not replace real guided factory tours, because seeing, hear-
ing and smelling a factory in reality definitely constitutes a richer experience than tak-
ing part via internet. But due to the constraints mentioned above, GIFT can become a 
valuable and feasible complement. 

Most companies are highly motivated to establish contacts with schools. Cooperat-
ing with schools offers the possibility to get in contact with future customers and 
workers, to improve the public image of the company and to realize corporate social 
responsibility [2]. Guided tours through factories are valuable concerning all these 
goals. Companies can demonstrate the quality of the manufacturing processes to their 
potential customers. They can display attractive workplaces and professions to possi-
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ble future workers, who otherwise might not get in touch with this experience. By 
supporting the educational efforts of schools they can show their social responsibility. 
But guided factory tours for school classes are subject to several constraints. Manag-
ing a high number of guided tours can disturb the production process and may present 
a safety risk, especially if the visitors are school students who may be difficult to con-
trol. Furthermore, only schools within a driving distance of less than two hours will 
take part in guided factory tours, because in most cases the students have to get back 
to their school the same day. For both constraints mentioned above, GIFT offers solu-
tions bringing benefits also from the company viewpoint: 

• The production process is not disturbed by visiting school classes, 
• Companies can offer guided tours to schools everywhere, instead of being restricted 

to schools in the surrounding area, 
• Companies can exemplarily demonstrate their readiness for new developments and 

their social responsibility. 

3   Related Projects 

The idea of GIFT originated in the EU-funded Remote Accessible Field Trip (RAFT: 
http://www.raft-project.net) project that was carried out from 2002 to 2005. GIFT 
adopts the technological development of RAFT as well as parts of the pedagogical 
and organizational concepts, but obviates the drawbacks. Furthermore, based on the 
results of the RAFT evaluation, the feasibility of GIFT, as well as its pedagogical 
value and acceptance in schools are assured. In this section the RAFT concepts, the 
relevant achievements of the project and the evaluation results are shortly described to 
give an insight to the fundament GIFT is based on. Furthermore, some other related 
projects are described shortly. 

Learners like to experience the real world and to be actively involved in live events 
directly or at least via technologies. Field trips enable active learning experience in 
real world context to improve effectiveness of education. To overcome various obsta-
cles related to their organization (e.g. accessibility and safety issues) the RAFT pro-
ject aimed at establishing real time collaboration between the field trip site and the 
classroom. In RAFT learning is considered as a social activity and various learning 
theories have been taken into account, including collaborative, cooperative, situated, 
peer assisted, and vicarious learning. Based on them several learning scenarios have 
been developed and a range of roles have been identified for pupils [3]. In essence, 
two basic processes are supported in RAFT: data collection and annotation [4], as 
well as real time communication between the field and the classroom.  

In practice, the field site students take photos, annotate them (with voice annota-
tion), send them to the classroom, answer the requests coming from the classroom, 
and (technically) support the videoconferences with experts. The classroom students 
analyze the data coming from the field (photos, audio annotations, and video); they 
research, ask questions and make further requests to the field site students (via audio 
or text messaging). Additionally they hold interviews with experts at the field trip site 
via videoconference. Three main scenarios have been identified to deploy the system: 
outdoor field trips to landmarks, indoor field trips to areas with restricted access, and 
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guided tours where companies, museums and other institutions can present them-
selves to remote students and other interested people. 

Several RAFT achievements are highly relevant for realizing GIFT [5]: 

• Validated set of requirements: During the RAFT project requirements for real-time 
collaboration applications that should be used in schools have been raised and vali-
dated during several tens of field trips performed throughout the project. The tech-
nical requirements for GIFT are based on this set of validated requirements. 

• Roles and best practices: Roles and best practices have been derived and validated 
during the field trips and have been adapted for widespread use in schools. 

• Technical system: The RAFT system was developed for the use in schools. It ful-
fills the requirements of widespread use in schools, is robust and easy to use, even 
for primary school students. 

• Field trip experiences: The field trips have been performed and evaluated in various 
educational domains and subjects. Three of these field trips went to factories. 

The feasibility and pedagogical value of the highly innovative RAFT approach 
have been proved by an evaluation study based on more than 30 field trips with more 
than 400 students [6]. This experience pool is the basis for specification of require-
ments and recommendations that should be considered by users in order to achieve a 
widespread use of the RAFT system.  

Beside the RAFT project, only a few projects try to realize a concept similar to 
GIFT. One of them is BliK [7] that enables school classes to have a videoconference 
with partners from several companies that cooperate with this project. Students can 
talk to trainees and instructors of professions they are interested in. BliK provides 
teachers with detailed information for planning the videoconference, e.g. concerning 
roles during the videoconference. But this approach does not use wireless internet 
connection to offer the classes a guided tour via internet and its widespread use is 
hampered by the technical platform that is used. BliK rents videoconferencing devices 
to participating schools. Before participating in the videoconference, the teacher must 
get the device and ask the technicians in his school to install it. After the videoconfer-
ence she must return the device. The organizational effort is high and BliK is re-
stricted to areas where its infrastructure is available for renting the equipment. 

Some companies offer virtual guided tours [8]. In comparison to GIFT their main 
disadvantage is the missing interactivity. The user can navigate round the factory, but 
there is no contact partner at the other side. Furthermore, virtual guided tours lack au-
thenticity, because they do not show what is happening right now.  

4   Requirements Analysis 

While the basic idea and the advantages of GIFT are obvious, it is not trivial to suc-
cessfully realize these tours. In comparison to movies or broadcasts, the unique sell-
ing proposition of GIFT is the possibility to interact with the guide at the factory. If 
the interaction succeeds, it can lead to an active and satisfying participation in the 
proceedings of the tour. Thus highest efforts have to be taken to induce and sustain a 
fruitful and satisfying interaction between the classroom and the factory staff. Fur-
thermore, if factory guided tours want to find a broad audience in schools, their peda-
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gogical requirements, organizational and technical constraints must be considered. Fi-
nally, the organizational and technical constraints at the factory site must be taken 
into account as well. 

In the RAFT project, students always were present at the field trip site and were ac-
tively cooperating with the classroom from there. Thus from the pedagogical point of 
view the collaboration of students at different sites was at the core of the RAFT pro-
ject. But the fact that there are students at the field trip site who actively cooperate 
with students in the classroom implied some drawbacks that disabled the widespread 
use of RAFT despite its obvious pedagogical value: 

• High organizational efforts: For preparing a RAFT fieldtrip, the teacher must check 
the technical feasibility at the field trip site, mainly assure the internet connection. 
Furthermore, as there is one group at the field trip site and the other group in the 
classroom, transport must be organized and the groups at both sides must be ac-
companied by a teacher. Therefore only technically experienced and dedicated 
teachers will be ready to run RAFT field trips regularly 

• Accurate preparation: To realize satisfying collaboration during the field trip, the 
students must be properly prepared for the roles they will take over during the field 
trip and the field trip situation must be tested before. This again requires more skills 
and efforts from the teacher.  

• High price: RAFT field trips require the use of expensive equipment for the field-
trip site, as e.g. tablet PCs and 3G-cellphones. As schools will not afford to buy this 
equipment, it must be rented somewhere – requiring even more organizational ef-
fort and a RAFT infrastructure that is costly to maintain. 

• Questionable quality of transferred data: Even with training, the students are not 
professionals and may even disregard requests from the classroom due to their fas-
cination with the field trip site or the technique they work with. 

GIFT in comparison is less ambitious. Instead of collaboration of students at dif-
ferent sites, the students participate remotely in proceedings at the factory site. This 
setting clearly avoids the drawbacks of RAFT: 

• Simple organization: The teacher needs just to book the GIFT. 
• Minimum student preparation: To ascertain widespread acceptance, the setup of 

GIFT will be as simple as possible for school classes. 
• Low costs: As companies have an interest in a high acceptance of their GIFT, they 

will not charge excessive fees for schools. 
• High quality of data: At the factory professional staff is involved. 

In general, GIFT attempts to adopt the positive results of the RAFT project, like 
the validated technical requirements, the technical system as well as the roles and best 
practices, but avoids the drawbacks.  

4.1   General Requirements 

Considering GIFT, there are several requirements that are quite general – especially 
those related to videoconferencing, interaction, and authenticity. GIFT mainly consist 
of a videoconference with two conferencing sites, the guide at the factory and the stu-
dents in the classroom. The use of videoconferencing in school education has been re-
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searched in depth so that guidelines and best practices have been developed [9]. There 
are comprehensive and easy to read best practice guides for the use of videoconfer-
encing in schools [10]. The research and the best practices assume that the participat-
ing partners are ready to invest in acquiring at least some expertise in videoconferenc-
ing, concerning both the correct use of technology (e.g. the microphone) and higher 
level best practices (e.g. aiming at establishing an equal interaction). But in the GIFT 
scenario this cannot be expected from the classroom side. To achieve widespread ac-
ceptance, the barriers for classes to attend GIFT should be as low as possible, both in 
terms of technology and in terms of preparation. The goal should be to deliver a satis-
fying experience to the students and the teachers, with only the minimum of previous 
training. Otherwise only teachers with expertise will embrace GIFT, while the others 
– especially older and technology-anxious teachers – renounce this offer. Thus the 
technology and the concepts of virtual guided factory tours must aim at delivering a 
satisfying interaction in a videoconferencing situation, where there is one highly ex-
perienced participant (the guide in the factory who should get explicit training) and a 
group of inexperienced participants (the students and the teacher). Given the asym-
metric situation of the videoconferencing partners in GIFT, there are serious hin-
drances on the way to a satisfying interaction. As students and teachers are unfamiliar 
with videoconferencing, they may feel uncomfortable, dissatisfied and thus resile into 
a passive attitude.  Furthermore, due to their experiences with common guided tours, 
the students may feel uncomfortable to interrupt the tour guide. This undesirable re-
luctance will even be increased by the unfamiliarity with videoconferencing. Finally, 
as observed during RAFT field trips, students often have a false impression of their 
role during interactive guided tours. Given their experiences e.g. with films shown in 
school lessons, they have to be taken out of their passive and merely receptive role. 

The possibility to interact with the guide at the factory is the key idea of GIFT. In-
teraction must be engendered and sustained in an asymmetric videoconferencing 
situation, where one professional participant (the tour guide) faces a group of inexpe-
rienced participants (the students and the teacher). Thus a videoconferencing interac-
tion model should be created, that allows the tour guide to continuously challenge in-
teraction from the classroom and that lowers the interaction barriers for the classroom 
students. The desirable activities of the classroom students are asking questions and 
sending requests to the factory staff. These activities must clearly be supported and 
facilitated by the communication tools and by the setup of the interactive guided tour. 
Interactive guided tours require an accurate interaction design that ensures the active 
participation of the students. It is the tour guide who is responsible to take the lead 
(Fig.1). The students on the other hand will pick up the challenge and thus gain self 
confidence and experience in videoconferencing situations.  

In common guided tours the participants have to some extend the possibility to 
control and steer their experience of the tour. They can look around for interesting 
items, they can take a close look at such items, and they can even abandon the guided 
tour for a few moments to investigate on their own. These possibilities are quite re-
stricted by the web based data transfer. The view the students in the classroom get is 
determined by video delivered via the camera. Here the “stage direction” must pro-
vide possibilities to give the students at least partial control about what they see. GIFT 
should engender the authenticity, the feeling of “being there”. In common guided 
tours it implies that the participants see, hear, smell and feel their environment. Fur-
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thermore the environment stimulates emotions in them and they perceive how they 
move in the environment. Only seeing and hearing are directly supported by the web 
based communication; the tour guide should try to compensate the others.  

 

Fig. 1. Asymmetric videoconferencing situation during interactive guided factory tours 

4.2   School Requirements 

For schools GIFT can constitute a feasible possibility to familiarize the students with 
the work and the production cycles in factories. To find widespread acceptance, it is 
necessary to take into account the requirements that schools have both at the peda-
gogical and technical level. GIFT must be connected to the relevant topics in curric-
ula. While the specific possibilities of integration into curricula are dependent of the 
company and the products they manufacture, a connection to higher-level curriculum 
topics can in most cases be achieved. This will be demonstrated with two examples 
for the German secondary school curricula [11]: 

• In classes 8 and 9 occupational orientation is a topic of paramount importance at 
all secondary schools. The topic is being discussed in social sciences, German and 
in the foreign languages. Occupational orientation offers a perfect starting point for 
a set of GIFT. 

• In class 10 humans and technology is an interdisciplinary topic that is treated in so-
cial sciences, German, foreign languages, biology and art. GIFT can describe the 
relationship between humans and technology in factories, where the balancing of 
the relationship between human workers and technology is critical.  

Furthermore in natural and social sciences virtual guided factory tours could take 
over an important role. During the factory tours, the students can see and experience 
what they have learned in theory before.  

From the organizational point of view, to achieve widespread acceptance, GIFT 
should be simple to integrate into everyday school life – this is one of their main ad-
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vantages in comparison to common factory tours that usually take a whole school day. 
That means that GIFT should not be longer than 90 minutes (i.e. two school lessons) 
and classes should be able to participate with a minimum of standard equipment. Fur-
thermore the planning for GIFT should be as simple as possible. Only simple steps 
should be required:  

• The teacher signs up for a tour (via telephone or via e-mail),  
• The teacher gets the relevant information (via e-mail),  
• The teacher tests the applications a few days before the tour,  
• The teacher connects to the guided tour 15 minutes before the tour starts. 

Finally, GIFT should be for free or only a nominal fee per student should be 
charged. Otherwise teachers might run into difficulties justifying the need for the 
GIFT to the parents who have to pay for it, thus decreasing the number of teachers 
and students who are ready to participate. 

The technical requirements for GIFT are derived from the technical requirements 
for the widespread use of the RAFT system [5]. Low technical barriers are an indis-
pensable requirement for the widespread acceptance of GIFT. Most of the teachers 
who are interested from a pedagogical point of view (e.g. social science teachers) of-
ten do not dispose of high-level ICT competence. And even if they do, a demanding 
technical preparation of the factory tour would discourage them, given the high work-
load and the tight schedule teachers in general have. In detail, the system supporting 
GIFT should comply with the following requirements. 

Reliable audio: Audio is the backbone of communication between the factory and 
the classroom. If the audio communication fails or deteriorates, the collaboration fails, 
leading to frustration and the feeling of being cut off in the classroom. Therefore reli-
able audio is even more important than having permanent video. GIFT is often em-
ployed in situations that make good audio quality difficult. In the factory there may be 
high level background noise, in classrooms often a microphone and loudspeakers are 
used. In common video conferencing systems this would lead to serious disturbances 
of communication on the field trip side, because the users there would get an echo.  

Standard plugins: The need to install software constitutes a high barrier in schools, 
since most teachers do not have the right to install software on school computers – 
thus complicating the process of getting started. Installation is even a more serious 
problem at field trip sites. Here security issues are the main concern. Due to these 
problems, the application must be browser-based, using only standard plugins. 

Avoiding firewall problems: Schools have very different and quite unpredictable 
firewall configurations. Requiring firewall changes would significantly reduce the 
number of schools who can participate, because the processes of network administra-
tion in schools are often complex and tedious. At the field trip site, the firewall issue 
is even more important, as companies can hardly be asked to adapt their firewalls for 
educational purposes. 

Avoiding proxy problems: Schools often use proxy servers to handle the data trans-
ferred to and from the internet. Proxy servers hide the IP-addresses of clients – but for 
many videoconferencing solutions IP-addresses are necessary. 

Platform independence: In schools, different platforms are used both on the client 
and the server side.  
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Acceptable performance: Schools often do not have the financial clout to buy up-
to-date hardware and operating systems, therefore mediocre hardware and outdated 
operating systems have to be considered too. 

Scalable bandwidth consumption: Schools often have to share a common DSL 
internet connection for all classes, thus a broadband connection cannot be guaranteed. 
Furthermore, the bandwidths at the field trip sites may be unreliable. Fixed bandwidth 
consumption would either make some field trip sites and some schools inaccessible, 
or would lead to low video quality, despite of the high bandwidth available. 

4.3   Factory Requirements  

The tour guide in the factory should be able to move freely while being in contact 
with the students and transferring video into the classroom. Therefore she needs wire-
less audio connection and a portable device with a camera connected. Additionally, to 
create authenticity it must be possible to show the tour guide to the students while she 
answers questions from the classroom. So two employees are the minimum required 
staff for running GIFT: the tour guide and a technical assistant who is responsible for 
the camera(s) and for the technique in general. But considering the costs of the tour, 
not more than two employees should be engaged. Given the need to move freely, the 
tour guide must connect to the internet wirelessly. But even if the factory disposes of 
a WLAN infrastructure, it often cannot be used for interactive guided tours due to 
data security restrictions. Therefore the applications should be scalable to either 
WLAN or 3G internet connection. A major obstacle may be objections by the worker 
council due to privacy issues of the factory employees. For example, in Germany, 
photographing or filming employees during their work requires the written consent of 
the worker. This is difficult to achieve in factories with hundreds of workers. 

Due to image awareness most companies will not be ready to deliver mediocre 
video quality to the outside world. Furthermore for many procedures in factories, es-
pecially for the most interesting ones, detailed views are necessary to really get an 
impression, e.g. for robots in a car assembly line. Therefore high video quality is an 
important issue. 

5   Solution 

The aim of GIFT is to develop and adapt a suitable technical solution based on sound 
organizational and pedagogical concepts. Technical, pedagogical, and organizational 
developments are obviously interconnected with each other. The technical implemen-
tation has to take into account the pedagogical and organizational requests, while the 
corresponding developments must consider the technical constraints of GIFT.  

The current research and development at Fraunhofer FIT focus on a prototype for 
GIFT that will be implemented at the Volkswagen factory and is being developed ac-
cording to the requirements of the Volkswagen visitor center in Wolfsburg. This pro-
totype based approach opens up the possibility of development in realistic settings. As 
the settings at the Volkswagen factory and the requirements of the visitor center are 
not unique, the results can be transferred to factories in other sectors of industry too. 
The Volkswagen factory in Wolfsburg is quite large, thus guided tours span several 
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kilometers. Visitors can take a tour train for about 40 persons and they are not al-
lowed to leave it during the sojourn in the factory. Beside the tour trains for common 
visitors there are also individual tours offered to VIPs. Up to seven persons can use a 
tour car (VW Touran Cabrio) driven by the tour guide. During a 90 minute tour, about 
seven points of interest are visited and at some of those the tour guide and the visitors 
get off the car to take a closer look. The driving time between the points of interest is 
up to five minutes and is filled with more general information by the tour guide. Ob-
viously the VIP tours are the model that GIFT should be based on. 

5.1   Technical Solution 

The technical solution for GIFT at the Volkswagen factory represents a further devel-
opment of the RAFT system that was created to realize remote accessible field trips 
for schools. As the RAFT system was developed for widespread use in schools, it ful-
fills all the technical requirements of schools described above. The RAFT applica-
tions offer solutions for the accessibility and audio quality demands of schools and for 
the network access requirements in factories. The technical solution of the RAFT sys-
tem has been described in detail in [5].  

Simple accessibility: To meet the accessibility requirements of schools, the GIFT 
system uses the Flash Communication Server as a communication backbone. On the 
client side, only a browser with a Flash-plugin is needed. This ensures interoperability 
and platform independence. Since schools often do not have the latest Flash plugins 
installed on their computers, the development is based on Flash 6.0, the oldest Flash 
version providing the needed communication features. Audio- and video-streaming is 
done with port-80-tunneling. This avoids firewall problems with all but the most re-
strictive firewalls and the RAFT system is always accessible as long as streaming is 
not blocked completely. Because the Flash Communication Server does not need to 
know the IPs of the participating clients, problems with proxy servers are minimized. 
These settings ensure that at almost all schools the GIFT system is accessible without 
any special installation and without additional reconfiguration of firewalls, even in 
cases where outdated operating systems as e.g. Windows 98 are used. The drawback 
of using Flash is that the GIFT system currently can not be used on Pocket PCs, be-
cause their hardware or Flash-plugins do not provide sufficient performance to handle 
Flash-video streaming. So at the factory, tablet PCs or notebooks must be used, which 
are comparably bulky. These limitations will change with hardware of higher per-
formance and better flash plugins for pocket PCs that will soon become available. 

Reliable audio: During the RAFT project several technical problems have been 
identified that may obstruct or even disable audio communication between the factory 
and the classroom. One of them is deterioration of audio quality due to low band-
width. The Flash plugin does not give audio priority over video. So with low band-
width both video and audio qualities go down. As observed during the field trips, the 
deterioration of audio quality leads to severe disruptions of the communication, be-
cause then sentences arrive in fragments that are no longer understandable. Therefore 
to ensure acceptable audio quality, the GIFT system is scalable and adaptable to 
changing bandwidths; four levels of bandwidth consumption are implemented. If au-
dio deteriorates, then users can switch to a lower bandwidth setting, assuring that au-
dio quality is preserved. If the bandwidth is changed by one client, it automatically 
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adapts for all clients, ensuring that no client pushes video streams with too high 
bandwidth consumption. 

Echo problems have to be avoided too. In the classroom typically loudspeakers and 
microphones are used for audio communication. This might lead to serious acoustic 
feedback problems for the tour guide at the factory. To avoid this, the GIFT system 
works with “speaking on demand”. Only one user can speak, while others have the 
option to interrupt him. Of course speaking on demand has an impact on the free flow 
of communication, but given the possible disruptions as experienced during the RAFT 
project, speaking on demand is still preferable. The communication flow must be as-
sured by other technical measures and by organizational and pedagogical concepts. 
Generally speaking, this communication protocol can become very efficient when us-
ers get used to it. Additionally, it might be supported by another communication 
channel – text chat. 

Network solution: In the factory GIFT can be used either with WLAN or 3G inter-
net connection. Thus it is up to the specific factory to make a choice considering 
WLAN infrastructure, data security issues and 3G coverage. To give an example, 
internet access can be delivered by 3G-WLAN-Routers, which are provided by cell-
phone companies. They offer the necessary flexibility and establish a high speed ac-
cess to the internet. Fig. 2 shows a different network solution, using 3G cell phones 
for data transfer. 

 

Fig. 2. 3G-based network connection for interactive guided factory tours 

5.2   Setup in Factory 

The goal in the factory is to create an application that enables interaction and authen-
ticity without hurting the technical constraints and without overstraining the capaci-
ties of the staff involved. Both the technical development and the best practices de-
pend on the roles of the staff. Therefore the setup in the factory will be derived from 
their roles. As stated before, two roles at the factory will be involved in GIFT, the tour 
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guide and the technical assistant. The tour guide is responsible for the communication 
with the classroom. It is his duty to stimulate the interest and interaction with the 
classroom students. Furthermore she has to drive the tour car, at least in the envisaged 
prototype in the Volkswagen factory. While the tour guide can focus on the (audio-) 
communication with the classroom, the technical assistant has a wide range of tasks 
to solve. He must ensure the functionality of the equipment and the net-connection. 
Furthermore, he has to adjust the audio (volume, background noises vs. the voice of 
the tour guide) and the video (sharpness, general view vs. focusing on details or the 
tour guide) settings. In doing so he must try to provide the classroom students with a 
clear view of the proceedings in the factory, support the interaction (e.g. by immedi-
ately reacting to requests for detailed views) and create authenticity, e.g. by showing 
the location of the tour guide in the environment of the factory. All together the tech-
nical assistant could easily be overwhelmed by the tasks he has to solve. Therefore the 
technical and organizational setup should facilitate the tasks of the technical assistant 
as much as possible. The GIFT system will encompass the following audio and video 
recording facilities:  

• Audio: A microphone for the explanations of the tour guide, a second microphone 
for the surround sound, that is highly important for creating authenticity. The activ-
ity of the microphones can be switched by the technical assistant. Both the tour 
guide and the technical assistant receive audio from the classroom via headset. To 
maintain the mobility of the staff, the headsets are connected via Bluetooth to the 
computer in the tour car.  

• Video: A fixed camera for the front view and a turnable camera to show the view 
to the sides. Both these cameras are attached to the tour car, providing a steady 
view and simplifying the technical assistant’s task. Furthermore a third camera is 
attached to a tablet PC allowing the technical assistant to leave the tour car, to walk 
to places of interest and show them in detail.  

As described before, engendering and sustaining interaction and creating the feel-
ing of authenticity is paramount to GIFT. To achieve both goals, a suitable tour set-
ting has been developed. To give the classroom students the feeling of really partici-
pating in a guided tour, their “eye”, the camera, is seated behind the driver. This 
creates authenticity by simulating the guided tour situation: The students “sit” in the 
car, seeing the car and the driver/tour guide while the car moves forward. Furthermore 
this setting offers clear advantages in regard to interaction.  

While driving and explaining what the classroom students can see, the tour guide is 
always present to the classroom students. They see her explaining and can even have 
eye contact with her via the review mirror. From the interaction point of view this 
situation conveys the message to the classroom students that they may ask questions, 
but that looking at the surrounding factory and listening to the explanations of the tour 
guide are the principal expected activities.  

The situation completely changes when the tour guide stops the vehicle and turns 
round to camera. It immediately becomes clear to the students that now they must 
definitely leave their passive situation and interact with the tour guide. The tour guide 
can enhance this situation change be requesting questions from the classroom or by 
asking some questions herself.  
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These two interaction situations should also be created when the tour guide and the 
technical assistant leave the car to show something, e.g. a machine in detail. First the 
machine is displayed, while the tour guide explains, then the tour guide is shown in 
front of the machine, requesting activity from the side of the students just by changing 
the situation. Thus during the whole tour explanation phases and interaction phases al-
ternate and can clearly be distinguished by the classroom students, giving them orien-
tation and self-confidence in the unfamiliar videoconferencing situation. 

Interaction should also be supported in explaining situations. The students may 
have urgent questions, but due to the situation they will feel awkward to put them 
forward, because this means disrupting the tour guide. To enable interaction here, 
technical support is deployed – the students can push a “question”-button. The tour 
guide is adverted by an audio signal – she can finish her sentence and then request the 
students to ask their questions.  

In large factories there may be several driving periods from one point of interest to 
another. Due to the low speed these driving periods may last up to five minutes. In-
stead of trying to fill all the driving periods by providing explanations, they may par-
tially be used to support interaction in a different way – the tour guide explains to the 
classroom that she now has to drive for several minutes and that she will switch off 
the sound in between. She advises the classroom students to use the time to discuss 
internally and to formulate questions that she will answer as soon as she comes back. 

5.3  Setup in School 

To enable widespread use, the setup in schools must be as simple as possible and 
should not require unusual organizational efforts and technical know-how. The hard-
ware requirements are very basic:  

• PC with broadband internet connection,  
• video projector,  
• headset (or microphone), 
• loudspeakers, 
• webcam is recommended.  

The technical system should be tested several days before the factory tour. To fa-
cilitate the preparation, roles and best practices should be reduced to the minimum 
that is necessary to establish a satisfying interaction between the classroom and the 
factory staff. From the experiences of the RAFT project the following essential roles 
have been derived: 

• Interviewer leads the interview with the tour guide, makes requests, and asks ques-
tions. Of course, other students may directly ask interposed questions, but the in-
terviewer is mainly responsible for the communication. The interviewer should 
dispose of high communicative competences. 

• Technical assistant cares about the technical quality of the transmission, e.g. ad-
justing the volume or the webcam. If there is a question from the classroom he no-
tifies the tour guide via audio signal. 

• Requests gatherer collects questions from all students and transfers them to the in-
terviewer in a sequential order. Thus she relieves the interviewer from the organ-
izational effort of deciding which question to ask first. 
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More detailed role sets have been put forward [12, 13, 5]. These role sets lead to 
the involvement of more students in the classroom and thus to richer interaction. They 
may be offered to school classes, but their use is not imperative. As described before, 
mainly the tour guide in the company is responsible for engendering and sustaining 
satisfying interaction.  

But nevertheless, some basic best practices should be followed by the interviewer. 
She should try to ask short and precise questions and she should inform the tour guide 
in case the class needs some time for internal discussion, as the tour guide may not be 
aware of this and may want to continue. Furthermore, she should command the cour-
age to interrupt the tour guide, if the tour guide does not react to the “question” signal 
sent by the technical assistant. During the guided tour the teacher may take over the 
role of the requests gatherer or retreat to the role of a spectator. Therefore GIFT real-
izes the rare situation that the deployment of advanced technologies makes life easier 
for teachers instead of complicating their tasks. 

6   Conclusion and Outlook 

GIFT are a highly innovative concept for giving students inside views in professional 
life and the economy. They represent a solution to the needs and constraints of both 
companies and schools. Based on the experiences and the technology of the Remote 
Accessible Field Trips (RAFT), a validated set of requirements, a technical system, an 
interaction model, roles and best practices were developed. They enable school 
classes to take part in GIFT without effort and the tour guide in the factory can deliver 
an authentic and interactive guided tour experience. Given the experiences and the 
evaluation results of the RAFT project, the feasibility of GIFT and their pedagogical 
value are sure. As GIFT are easier to realize for schools and as their reach is not lim-
ited to factories in the vicinity, they can be a valuable complement to traditional 
guided factory tours in practice.  

Due to the fact that there are no students at the factory site, GIFT is definitely more 
feasible and more widely applicable than RAFT. But having no students at the factory 
site may entail disadvantages from the pedagogical point of view: In RAFT field trips, 
having students at two sites cooperating induced a high level of responsibility and self 
determination concerning the learning process. The students were involved in the 
field trip planning and were responsible for the organization and communication at 
the runtime of the field trip. Thus having successfully achieved a RAFT field trip 
filled them with pride and self confidence. Furthermore, by establishing and maintain-
ing efficient remote communication via video conference, in RAFT the students were 
able to greatly improve their communicative and organizational skills. Finally, seeing 
their peers at the field trip site provided the classroom students with a high level of 
authenticity. After the field trip the students were then able to exchange their experi-
ences at the different sites, leading to further reflection of the field trip topics and the 
communicative experiences. By contrast in GIFT, the responsibility and self determi-
nation of the students is reduced, because in GIFT the tour guide at the factory takes 
the lead and is responsible for the tour proceedings. Having a professional tour guide 
in the factory, the communicative skills of the students are less challenged and less 
important for the success of the tour. That is the pedagogical price for the feasibility, 
the effortless organization and the broad reach of GIFT. It is not yet clear, whether the 
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less demanding setup of GIFT leads to lower acceptance rates among students. This 
will be evaluated during the prototype testing.  

A prototype of the GIFT system is planned to be tested this autumn at the Volks-
wagen factory in Wolfsburg. The tests will be evaluated in regard to technical and or-
ganizational feasibility as well as student and teacher acceptance. If the tests are suc-
cessful, Volkswagen visitor services will implement the system. In the near future 
improvements in 3G connection, in internet connection of schools, and in wearable 
computers will further enhance the feasibility and technical quality of GIFT. Then 
also other institutions (e.g. museums, historic sites) may adopt the GIFT concepts and 
technology.  
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Abstract. The study’s aim was to develop effective ICT based teaching 
strategies through a series of trials using theoretically grounded ICT task 
designs targeted at specific adult literacy, numeracy and ESOL learning 
objectives. Both the development of literacy skills through the use of ICT and 
the acquisition and development of ICT skills were examined. Working with a 
group of nine practitioners who agreed to participate both as teachers and as 
action researchers, we developed nine  teaching interventions based on schemes 
of work that embedded ICT literacy within  adult Literacy, Language and 
Numeracy classes as well as introducing new pedagogical techniques. Seven of 
these projects were taken into an intervention phase were the approaches and 
strategies employed were evaluated. Involvement of tutors was a key element of 
this process, both in deciding on the development of the ICT interventions and 
in the research process through reflection on their developing practice using 
ICT.  Participants were, interviewed, observed, and the learners were assessed 
at the start and end of their 8 week course for attainment in reading and 
listening skills in English, as well as background, attitude and attainment in ICT 
literacy through bespoke questionnaires and assessment materials matched to 
the Skills for Life ICT curriculum. Findings support hypotheses that use of ICT 
boosts adult learners’ confidence in learning as well as rapidly gain ICT skills 
and double the value of study time by acquiring two sets of skills. 

1   ICT to Support Skills for Life: The UK Case  

One important aspect of the strategy proposed by the Moser report [1] was the use of 
ICT to support delivery of basic skills, “At the heart of improved quality in delivery 
and materials must be increased use of Information and Communication Technologies 
(ICT) to improve basic skills”. Specific claims were: 
- ICT is a powerful tool to raise levels of literacy and numeracy. 
- Computers and multimedia software provide attractive ways of learning. 
- The Web enables access to the best materials and the most exciting learning 

opportunities. 
- ICT offers a new start for adults returning to learning. 
And: 

                                                           
* This project was part of a group of Effective Practice Projects supported by ESF and NRDC 

(the National Research and Development Centre for adult literacy and numeracy). 
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- Learners who use ICT for basic skills double the value of their study time 
acquiring two sets of skills at the same time. 

By 2003, ICT was itself coming to be seen as a “Skill for Life”, in the White Paper, 
21st Century Skills: Realising Our Potential [2], ICT skills are for the first time 
included within the Skills for Life programme: 

“Until now, basic skills have referred to literacy and numeracy. In today’s 
society, we believe it is as important that everybody can also use Information 
and Communications Technology (ICT), particularly in the workplace. So we 
shall offer basic ICT skills as a third area of adult basic skills alongside 
literacy and numeracy within our Skills for Life programme.” 

This has been a time of great change in adult education in UK and the use of ICT 
in Skills for Life. During the period that the present study was being carried out, the 
standards for adult ICT user skills were developed [3], a pilot project looking at the 
implementation of these standards was carried out [4] leading to the development of a 
draft for the ICT Skill for Life Curriculum [5] and the ICT Skills for Life Pathfinders 
project which is currently under way in England. These measures and strategic 
developments are part of a series of changes the present UK government has 
implemented as technology is recognized to play a major part in the solutions to each 
of three major challenges which globalization is setting modern governments - 
economic productivity, social justice and public service reform. 

2   ICT, Teaching and Learning 

The issue of how to teach ICT skills in adult education has not been explicitly 
addressed. Tutors who adopt a wide range of strategies for developing learners’ 
literacy and numeracy skills sometimes adopt a purely didactic form of teaching when 
approaching ICT skills, or alternatively adopt a time intensive strategy of individual 
tuition. There is little research in this area of how best to use ICT to teach basic skills 
and this study has sought to fill this gap. 

We have based our thinking about the role of ICT in teaching and learning on the 
framework developed by Ivanic and Tseng [6], summarized in Fig. 1. We 
incorporated within this framework some of the insights derived from the literature on 
ICT and learning. (An overview of approaches to learning and ICT can be found in 
Mayes and de Freitas [7]). 

Ivanic and Tseng classify the use of ICT under ‘use of resources’ in the context of 
teaching/learning events. However, in this study we are focusing on the learning and 
teaching of ICT skills themselves as well as the learning of language supported by 
ICT, so each aspect of the framework (which originates in linguistics) has 
implications for our study. We would argue that ICT is actually implicated in most, if 
not all, of the factors identified by Ivanic and Tseng, and so has a much more 
significant role in learning and teaching than is implied by describing it merely as an 
educational resource. Below we will indicate some of the ways that we believe ICT 
further adds to the density of each of the factors they have identified. Evidence from 
our case studies (see appendix 1 for a summary and a full account shortly in 
www.nrdc.org.uk) provides additional illustration for these interactions. Within the 
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following discussion we will highlight those areas that specifically informed the 
design of our interventions, and which may be of specific concern for ICT in adult 
learning. 

 

Fig. 1. The relationships between teaching and learning: a conceptual framework (Ivanic and 
Tseng 2005, p 9) 

Factors Affecting Learning-Teaching Events 

Participants’ beliefs, intentions and resources 
Learners come with beliefs about the role of technology in learning which impacts 
upon the way that they use technology. Earlier work on media more generally has 
shown that the impact of media on learning and on motivation for learning is itself 
related to learners’ beliefs and expectations about their reactions to the media and not 
just the media themselves [8]. 

Learners also have different intentions relating to what they want to get from the 
courses in terms of the balance of ICT skills and literacy skills, rarely (in these 
courses at least) is ICT seen purely instrumentally, as simply the means to another 
learning objective. Access to ICT resources (ownership of technology and access to 
the internet), personal resources in terms of ICT experience and attitudes to 
technology, as well as supporting social networks of ICT knowledgeable family and 
friends all play important roles in learners’ take up and use of technology. 
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The ability of ICT to motivate adult learners, both to come into learning and to 
stick with learning has often been discussed, however, ‘traditional’ digital 
technologies, such as the desktop computer, may well be losing their appeal, and this 
project was keen to explore the motivational impact of the use of a variety of 
technologies, such as mobile phones, tablets, and digital video. 

Moreover, much of what has been said about learners applies equally to the tutors, 
who bring differing beliefs about the role of technology in learning and the balance of 
skills that they are trying to teach, and who have differing skills and access to 
supporting social networks. Tutor’s familiarity and confidence with technology is an 
important factor in how easily they can integrate technology in their teaching. 
Through the qualitative data of this study we were also able to record the 
development over two years of the participating tutors. This is reported elsewhere (see 
NRDC report due September 2006 at www.nrdc.org.uk). 

The Nature of Learning-Teaching Events 

The context 
ICT is an important element of the context of learning and teaching events, though 
ICT is not a single technology, and it is important to look at the ways in which a wide 
range of digital technologies enter into teaching and learning. There is also an 
interaction between ICT and other elements of the context, for example issues arising 
from the physical location of technology (often restricting movement in the 
classroom) and the liberating effects of mobile technologies (at least in terms of 
space). 

Approaches to teaching 
Using ICT in teaching caused tutors to reflect upon, and hence change, their 
pedagogy. However, there is no single best way of using technology in teaching, and 
a wide range of approaches needs to be  adopted. In attempting to put some structure 
on the discussion of this range of approaches Conole et al [9] suggest three axes along 
which to describe uses of technology in education: ‘Information – Experience’, 
‘Reflection – Non-reflection’ (discussed later under the heading ‘How to learn’), and 
‘Individual – Social’ (discussed later under the heading ‘Social interaction’). 

The dimension ‘Information – Experience’ highlights the use of ICT for repetitive 
practice (also referred to as ‘drill and practice’) at the one extreme, and at the other 
learning involving the construction of concepts through the construction of artefacts 
(see for example Papert and Harel [10]). In our projects tutors rarely used ICT for 
repetitive practice (though this was sometimes done, particularly in the use of Web 
sites for practice of literacy skills), but commonly took the construction of an artefact 
as the central part of their activity. Another way in which ICT was used, was to allow 
the learners to experience a variety of roles (for example as news interviewer) thus 
aiming at both literacy and language skills through the medium’s affordances (video 
camera/tape recorder). 
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Much discussion of learning in recent years has centred on Lave and Wenger’s 
concept of ‘communities of practice’ [11], and some work in adult and community 
learning has put the idea of learning communities centre stage (see Cook and Smith 
[12]). We have evidence of one case study only where the tutor was already working 
with this idea before his involvement with the project and incorporated this thinking 
within his scheme of work [13]. 

Social interaction and construction of social identities  
Because of the nature of adult education, all tutors were interested in the benefits of 
social interaction between learners in the classroom and its effect on learning. Some 
tutors used technology to promote social interaction and learners’ reports show 
appreciation of an ‘improved ambience’ in class.  Earlier research in use of ICT in 
schools has shown the difficulties with children in developing successful 
collaborative activities around ICT [14-16], and more recent work by Mercer [17] 
looked at modes of talking in learning contexts (including the use of ICT). They all 
suggest that careful preparation is necessary for ‘group chemistry’ to work.  

The Creation of Learning Opportunities 

The management of learning 
One of the vital elements for us in thinking about the management of the learning was 
the role that ICT was seen as having in this learning. Ginsburg [18] identified four 
rationales for the use of ICT in adult literacy; “Technology as curriculum”, 
“Technology as complement to instruction”, “Technology as instructional tool”, and 
“Technology as delivery mechanism”. Tutors reflected on their particular approaches 
and strategies by being explicit about why they were using ICT. They were also 
encouraged to move away from the view of the ‘tutor as expert’, often attributed to 
them by learners, to a more realistic view of the tutor as facilitator for learning, and 
supporting the development of learner autonomy [19]. This clarity about the role of 
ICT in the learning process, we believe, plays an important role in encouraging 
learner autonomy which is a crucial for adults who need to take charge of their own 
learning outside the formal learning contexts.  

Different Types of Outcomes 

Content 
We were always concerned with two kinds of content, ESOL, literacy and numeracy 
on the one hand and ICT skills on the other. To build the ICT literacy test we used the 
definitions of ICT skills adopted by the recent ICT Skill for Life Curriculum [3]. 
Although restrictive these definitions incorporated a concept of ‘purposeful use’ 
which is very intuitive in this field. A number of other definitions have guided us to a 
wider definition as well as concept of informal development of ICT skills. Two 
approaches which we found particularly useful were those of Carvin [20] and The 
International ICT Literacy Panel [21]. Carvin [20] distinguishes a number of elements 
of relevant new literacies, including: 

 



218 M. Kambouri, H. Mellar, and K. Logan 

i. Technological Literacy: the ability to utilize common ICT tools, including 
hardware, software, and Internet tools like search engines. 

ii. Information Literacy: the skills to ascertain the veracity, reliability, bias, 
timeliness, and context of information. 

iii. Adaptive Literacy: the willingness to learn new tools and to apply previous ICT 
learning to new situations. 

How to learn 
ICT has often been seen as allowing learners to reflect upon their own learning 
processes [22], and some of our tutors saw this as an important aspect of their work. 

Use of Language of ICT 
The use of the language of ICT within the literacy/language classroom can be seen as 
a distraction from more useful language. The use of this language clearly presented a 
challenge for literacy and ESOL tutors and they developed different ways for dealing 
with this challenge. Some incorporated it in the vocabulary lists to be mastered as 
technological terms and others left the learners discover the terms and their meaning 
for when they were needed.  

It is clear that digital technologies are changing the nature of literacies; in 
particular there is a changing relationship between graphic and textual elements. 
Whilst this changing nature of literacies was not reflected in the literacy and ESOL 
tests used here it was nevertheless an important element of changing practice that we 
observed.  

Wider benefits of learning 
For many learners developing ICT skills is crucial in their everyday lives, whether it 
opens up work opportunities, enables them to help their children with homework or 
communicate with distant relatives by email. 

3   Aims and Methods 

This study’s aim was to develop effective ICT based teaching strategies through a 
series of trials using theoretically grounded ICT task designs targeted at specific adult 
literacy, numeracy and ESOL learning objectives. We examined both the 
development of literacy skills through the use of ICT, and the development of ICT 
skills.  

Our main questions were firstly to identify effective ways of using ICT to support 
the learning of other Skills for Life, and secondly to identify effective ways of 
learning ICT skills themselves. In doing this we would be testing whether the 
principles we had derived from our previous work [23] and from a consideration of 
the literature were useful in building effective ways of using ICT.  

Side by side with these main questions we sought to gather data on a number of 
other specific issues: 

i. The motivational impact of ICT on learners 
ii. How ICT was impacting on the wider learning context 
iii. Effective support for the development of tutors in the use of ICT in Skills for 

Life.  
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An interventionist approach was used inspired to some degree by the design-based 
research perspective [24], developing approaches to using ICT, and also developing 
the skills of the tutors in using ICT for teaching. These approaches incorporated 
elements of learning theories discussed in workshops with the tutors, who were 
encouraged to express their teaching interventions using technologies in terms of 
existing paradigms. For example,  a constructionist approach (theoretically derived 
from constructivism, but incorporating the idea of construction within the educational 
process) was considered. This approach involved multimedia authoring (including 
digital video) for teaching literacy, and computer-based problem-solving (including 
simulation and modelling approaches) in the teaching of numeracy.  

In Phase 1 (2003-4) we worked with a group of nine tutors to develop a number of 
teaching interventions based on the recommendations arising from our earlier work, a 
research review and practitioner perspectives. We met with the tutors on a monthly 
basis, and between these meetings two development officers visited the tutors and 
worked with them in developing their practice. Each week the tutors completed an on-
line reflective diary, and each term they drew up an intervention plan. The projects 
developed included a range of technologies and techniques: WebQuests, e-Portfolios, 
Tablets, m-learning, Digital Video, Mindmaps, National Test, Cyberlab and Family 
numeracy. 

A brief summary of each of these case studies can be found in Appendix 1. 
In Phase 2 (October 2004 – March 2005) we ran a series of trials to evaluate these 

approaches in the areas of literacy and ESOL (we were unable to continue the 
numeracy trials for practical reasons). 

Based on the development work of the previous phase, seven scenarios of ICT use 
(also referred to as ‘schemes of work’ by tutors) covering a range of technologies, 
software and pedagogical approaches such as use of video, web searches, 
collaborative work etc) were identified to take forward for evaluation. Each project 
was led by the tutor who developed the approach and usually included another tutor (a 
‘buddy’) who also implemented the same scheme with the tutor’s help.  

At the start of this phase the learners were given a series of tests – on ICT skills, 
knowledge and confidence (CICT), ESOL listening skills and in half of the cases a 
reading comprehension test (NFER,GO). The teaching sessions lasted approximately 
40 hours and spread over two terms. Each classroom was observed on three or more 
occasions (focusing on the teacher) in addition to which a sample of individual 
learners was observed carrying out tasks at each observation. The observational data 
involved recording the activities in class following a set of codes developed in a 
previous phase. Analysis of these activities was both quantitative (counting the 
occurrence of certain codes) and qualitative (describing the meaning of the activities 
in relation to the learner data to understand the pedagogic processes 
involved).Learners were tested again at the end of the teaching sessions. 180 students 
undertook the tests; pre-and post test data were available on the ICT knowledge and 
skills assessment (ICTKSA) for 81 students, on the ICT Confidence assessment 
(CICT) for 91, on the GO reading test for 60, and on the ESOL listening test for 67, 
with complete data (i.e. ESOL and/or GO, ICTKSA and CICT, and Profile) for 61 
learners (Table 1). Fluctuations in numbers were a result of students in some classes 
either improving and being moved up a class or dropping out. 
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4   Summary of Results 

In the evaluation learners improved in almost all cases first in ICT skills and in 
literacy or language (ESOL) skills though, as expected, different groups showed 
different balances between improvements in the two sets of skills. Table 1 shows the 
gains in ICT knowledge and skills (ICTKSA), in confidence with ICT (CICT), 
reading (GO), and in the listening (ESOL) tests. The learning gains for classes were in 
most cases statistically significant and the effect sizes large. The effect size was 
calculated as the difference between the pre and post-test means divided by the pooled 
standard deviation. This lends strong support to the claim in the Moser Report [1] that 
“Learners who use ICT for basic skills double the value of their study time acquiring 
two sets of skills at the same time.” 

Table 1. Comparison of the mean improvements and effect sizes found between the different 
schemes of work on the four assessments used for the 61 learners where all data was available 

 ICTLA CICT GO ESOL 

 
Mean 

Change 
Effect 
Size 

Mean 
Change

Effect 
Size 

Mean 
Change

Effect 
Size 

Mean 
Change 

Effect 
Size 

Webquests 12.14 2.68 1.76 0.58   3.00 1.08 
e-Portfolio 1.76 0.33 0.27 0.18 10.26 0.66 0.87 0.72 
Tablets 4.65 0.72 1.92 0.75   0.07 0.05 
m-Learning 5.16 0.84 0.70 0.21 9.64 0.76 0.74 0.24 
Digital Video 3.33 0.87 1.74 1.24 16.00 1.49 -0.20 -0.33 
Mindmaps 17.57 4.56 3.85 2.06 10.00 0.54   
National test 12.25 1.02 2.00 4.83 3.50 0.14   

Factors Affecting Learning-Teaching Events 

ICT confidence 
Initial levels of ICT confidence were found to have an impact on learners’ 
persistence, particularly in classes with young learners, where those with lower levels 
of ICT confidence were likely to attend less frequently, and were more likely to 
eventually drop out (Table 2). The reverse was however noted for one particular class 
(National Test) of learners. This class was comprised of more mature students and a 
conjecture is that age may be a factor affecting the relationship between confidence 
and attendance (the lower the confidence initially the higher the attendance for older 
students). However, there is limited data to support this hypothesis and the negative 
correlation is based on a small number of students (8). 

Learning and teaching resources 
The use of ICT was found to be motivating for most learners across a range of 
technology use, though a few learners saw the technology as a distraction from their 
language work. Use of mobile technologies (Tablets, PDAs, mobile phones) was 
found to be particularly motivating, and enabled greater flexibility in teaching.  
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Table 2. Correlations between percentage of lessons attended by a learner and their initial 
levels of ICT confidence (CICT). Where * correlations significant at p = 0.05 or better. 

 
Pearson 

Correlation (r) 
Significance

(p) 

Sample 
available 

(n) 
Webquests 0.135 0.711 10 
e-Portfolio 0.504 0.002* 34 
Tablets - 0.050 0.792 30 
m-Learning 0.515 0.010* 24 
Digital Video -- -- 0 
Mindmaps 0.205 0.571 10 
National Test - 0.773 0.025* 8 

Age 
The learners’ age was a significant factor in predicting learning gains. There was a 
negative correlation in gaining ESOL skills (older learners made least progress), and 
for men (but not for women). Positive correlations were found for ICT skills and for 
confidence (older learners made most progress). It may be that younger males at the 
start of the courses overestimated their abilities and by the end they had a more 
realistic view of their skills. 

The Nature of Learning-Teaching Events 

Use of technology 
Increased ICT skills and confidence were positively correlated with the amount of 
time learners spent using the technology within the classroom. More specifically 
learner use of the internet, PowerPoint and word processing were found to be 
positively correlated with gains in ICT skills, though only the use of word-processing 
was also correlated with increase in confidence (partly due to insufficient sample). 
These changes point to an increase in learner overall confidence and autonomy. 

Collaboration 
Particular emphasis was put on the introduction of collaboration, and observations 
indicated that tutors were often successful in managing a classroom with groups/pairs 
of learners collaborating. 

Those classes where individual learners spent more time working on their own 
showed better gains in ICT skills than those classes which spent more time working in 
small groups. However there were no corresponding gains in confidence levels related 
to time spent working individually. 

Examination of the qualitative data showed that there were issues about the way 
group work was organised. When collaborative work was forced by the need to share 
technology it was not as successful as when tutors developed tasks that required peer 
interaction. One person sometimes dominated the use of the technology, and this may 
have undermined the usefulness of collaborative work for developing ICT skills. 
Observations do however point to collaborative working being useful for increasing 
confidence in using ICT as well as persistence with the course. 
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Artefacts 
Most of the courses involved learners in the construction of an artefact – often jointly. 
Evidence from classroom observations indicates that this was often a useful focus, 
generating motivation, collaboration and purposeful action. Observations also pointed 
out the value for using ICT in this way which allowed differentiation within the 
classroom. 

The Creation of Learning Opportunities 

The management of learning 
There were no correlations found between any of the teaching practices and change in 
performance in literacy and ESOL, but a number of interesting correlations were 
found for ICT skills and literacy. (It is likely that the ICT tests were closer to 
measuring what the learners were learning and were therefore more sensitive, and so 
these results may be indicative of what might be happening to a lesser degree in the 
literacy/ESOL area as well.) 

We encouraged teaching strategies that aimed to increase the autonomy of learners 
so that they were able to engage in self-directed learning.  

There was a positive correlation between the amount of time spent by tutors 
‘Managing activities’ (tutors engaged in helping individuals or small groups while 
the class works on an activity) and gains made in both ICT skills and confidence. 

The most effective teaching strategy was ‘Extending’, where the tutor built 
on/added to material previously introduced by them, or added to a comment by a 
learner. There was a strong correlation between this type of teaching activity and 
changes in ICT skills and confidence scores.  

One strategy was found to be negatively correlated with changes in ICT skills and 
confidence, and that was ‘Explaining’ (a one-way dialogue from the tutor to the 
students on ‘how’ to complete a task). This is possibly due to not allowing sufficient 
time for learners to understand the task.  

Tutors’ use of PowerPoint also correlated negatively with change in ICT skills. 
These results suggest that tutors’ one-way presentation was not effective in 
developing ICT skills or confidence. 

5   Different Types of Outcomes 

It was interesting to observe how ICT changed the nature of knowledge to be learned, 
so tutors talked more about managing information and less about learning it, they 
talked about browsing and scanning and less about reading as comprehension. 

Tutors were aware of the wider range of ICT skills that need to be developed, in 
particular being able to evaluate resources, willingness to learn new skills and the 
transfer of skills from one context to another. 

6   So What Is Effective Practice? 

The specific components of our approach to changing classroom dynamics for the use 
of ICT in adult literacy and ESOL classes were shown to be effective in supporting 
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the development of ICT skills and confidence. Tutors were most successful when they 
managed the following strategies: 

i. Have clear reasons as well as a plan for using the technology.  
ii. Encourage learner autonomy (through managing activities, extending activities, 

discussion and reducing tutor presentation time), and consequently release 
teacher time to observe and get to know their learners better and so carefully 
adapt their teaching to learners’ needs. This often meant understanding how to 
encourage self-directed learning through boosting their confidence. 

iii. Use of technology to construct (often shared) artefacts. 
iv. Use of a wide range of technologies, and in particular mobile technologies to 

support greater flexibility in learning in any place at any time. 
v. Collaborative learning was shown to be effective in terms of gaining confidence 

and speaking skills, but this was not always so; further work is needed to 
understand and develop more effective approaches to the use of collaboration 
with adult learners. 

This study would not have been possible without the close collaboration and active 
participation, in terms of development as well as practice, of the strong team of 
teachers (tutors in adult education) who not only were open to change through 
constant updating of their ICT skills and reflecting on their pedagogic skills, but also 
took risks with experimentation.  
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Appendix 1 

Developing the Interventions 
We worked together with the tutors in developing approaches to the effective use of 
ICT, starting from the tutors’ work in the classroom, incorporating the 
recommendations from the earlier Stage 1 study and reflecting on the resulting 
designs in terms of the research literature on teaching and learning in adult skills for 
life and on ICT and learning. Each approach was trialled and refined over three 
iterations. Below we briefly describe each of these approaches; full descriptions of 
these will be available in the form of Case Studies on the NRDC web-site at 
www.nrdc.org.uk. The first seven of these approaches were taken forward into the 
second phase for trialling and testing. Unfortunately the eighth and ninth studies 
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(which were the two numeracy studies) could not be taken forward because it was not 
possible for the tutors involved to continue to commit to these studies as a result of 
other commitments. 

Web Quests 
This course used Web Quests with entry level ESOL learners – a Web Quest was 
developed based around local sites giving an element of familiarity which helped to 
overcome the difficulties caused by the low level of language skills. A variety of 
strategies of arranging pairs in order to encourage collaborative learning and to 
improve confidence in speaking were trialled. The personal tutors and the ICT tutors 
worked very closely together to keep the language focus and the ICT focus matched. 

e-Portfolios 
This course used OPEUS e-Portfolios, a web-based technology that allows users to 
design websites in which they can store and display their work thus creating 
electronic books or portfolios.  This allowed quick display of learners’ work (learners 
can design a web page and email someone with a link to their website) and allowed 
email feedback This was intended to both develop both learners’ language skills 
(writing and communication) and ICT skills (web design, word processing, email, 
etc). 

The learners were Entry 2 literacy group of 16 ESOL learners aged 16-20 at an FE 
College, who attended on a full-time basis. About half of the lessons for this class 
were held in rooms with computers, and the learners also had access to computers 
outside class hours in the Learning Centre. 

Tablets 
Tablets were used in an FE College setting with two groups of about 25 ESOL 
students in one 2.5 hour weekly session. This course aimed at creating language 
learning opportunities through the use of mobile technologies (incorporating ICT in 
classes where this would otherwise not be possible) and also laid emphasis on 
collaborative working in groups with the learners sharing use of the Tablets. The 
learners were also actively involved with the local community through participation in 
a neighbourhood project.  

m-learning 
ESOL and literacy learners used camera phones and handheld computers with mobile 
phone functionality and built-in cameras to send text, images and sounds as 
multimedia messages or emails to a website to create a mobile photolog/weblog, or 
moblog. The intervention was presented as a project during which learners became 
photo-journalists and prepared a photo record of college open day.  

Digital Video 
This course was titled ‘ESOL and Computing’, its aim was to develop both ICT and 
language skills, and it was run in an FE College. It was an optional course for second 
language learners, most learners were in an ESOL E3 course and they came to this 
course to get an introduction to ICT skills. Video Nation - a collection of amateur 
short streamed videos on the BBC web site - was used as a source of examples and 
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material to work on. The learners then used a digital video camera to create films, and 
they were encouraged to take turns and assume different roles in filming the college’s 
new building. 

MindMaps 
In this course the tutor used mind mapping software in an adult Basic Skills Literacy 
classroom in order to help improve the planning of written work through organising 
thoughts and structuring work into separate paragraphs. These maps could be saved 
directly into Word in order to be used as a basis for writing. This was a class of 
mostly retired learners who ranged in terms of literacy levels  and who had a common 
interest in acquiring ICT skills. 

National Test 
This course took place in the evenings in a Community Centre which hosted a UK 
Online Centre accommodating up to seven learners The aim was to encourage 
residents who lived on the estate to join a basic ICT class with embedded basic 
literacy skills. Tutors used Skills for Life resources and the BBC Skillswise website 
alongside other paper based and web based material and to prepare learners for the 
National Test in Literacy.. 

CyberLab 
Cyberlab was a course for a literacy and numeracy embedded into topics including 
science, technology, history and culture in a framework of ICT-enabled activities. The 
intervention included a mixture of constructional, instructional and exploratory 
teaching and learning approaches. This has included the use of Logo and robots when 
investigating algorithms, and when investigating fractals, learners used digital 
cameras to take pictures of real life examples. 

Family numeracy 
This course used website resources to allow parents to assess and practise numeracy 
skills. The workshop was tailored around the needs identified by the assessments. A 
tablet computer was used to enable parents to model how they would undertake 
calculations. Different strategies that parents could use with their children were 
discussed and practised using freely available online children’s games and school’s 
software. 



Community Aware Content Adaptation for

Mobile Technology Enhanced Learning

Ralf Klamma, Marc Spaniol, and Yiwei Cao

Lehrstuhl Informatik V, RWTH Aachen University, Germany
{klamma, spaniol, cao}@i5.informatik.rwth-aachen.de

Abstract. Mobile technology enhanced learning pertains to the deliv-
ery of multimedia learning resource onto mobile end devices such as
cell phones and PDAs. It also aims at supporting personalized adaptive
learning in a community context. This paper presents a novel approach
to supporting both aspects. The community aware content adaptation
employs the MPEG-7 and MPEG-21 multimedia metadata standards to
present the best possible information to mobile end devices. Meanwhile,
interest patterns are derived from a community aware context analy-
sis. We designed and developed a technology enhanced learning platform
supporting architecture professionals’ study at city excursions and other
mobile tasks.

1 Introduction

In the past few years, technology enhanced learning has experienced a boom.
With the development of wireless communication, the number of mobile multi-
purpose devices is constantly increasing (surpasses several times the number of
humans on the planet). Compared to the previous devices, the handheld mobile
devices nowadays generally have larger storage and display screens. The wireless
transfer speed is also enhanced greatly. The terms m-learning or MobiLearn-
ing appeared around 2000 with the increase of cell phone users, defining learn-
ing technologies using wireless transmission [28]. It was seen as an important
technical means of enhanced learning in the 21st century, instead of e-learning
started around 1995 [16]. Equipped with mobile devices, professional learners can
conduct learning activities flexibly and ubiquitously, i.e. at anytime, anywhere.
Mobile technology enhanced learning is yet still not so powerful as technology
enhanced learning on desktop computers [19].

In the aspect of information provision, the development of new digital informa-
tion technologies introduces novel approaches to learning. You can get answers
by a finger clicking to surf the internet instead of checking the answers from a
book shelf of encyclopedia at home. The number of Wikipedia articles in many
languages shows the rapid even exponential increase of information provision.
Currently over 1 million English articles were written for Wikipedia and the
number has doubled within the past year.

In parallel, the desire of consumers to access information at any time and
anywhere has given the birth of ubiquitous/pervasive computing. The mobility
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of ubiquitous computing can be depicted as how to deliver the right information
to the right place and at the right time to the right user. In the context of mobile
technology enhanced learning, we observe the following questions. (1) Who are
the target learner communities? (2) What kind of learning material needs high
mobility to transfer? (3) How can the right information be related to a certain
location, to the temporal context, and to the community context? (4) How can
the right learning resources be delivered to mobile devices?

With these questions addressed, we did an indepth survey of the state-of-
the-art e-learning and m-learning systems. One of the target communities to
be involved is architecture professionals. We have analyzed their community
requirements and provided a solution to mobile learning for architecture profes-
sionals with a context aware content adaptation mobile learning environment.
We use the term mobile technology enhanced platform to make clear, that it is
only a starting point for a comprehensive solution for mobile learning. Yet, the
systematic use of metadata standards make it much easier to combine the work
already done with other metadata standard based solutions. Especially the use
of MPEG-7 [18] and MPEG-21 [5], allows effective metadata crosswalking with
other XML based standards in technology enhanced learning by means of simple
mapping rules realized e.g. in XPath.

The rest of the paper is organized as follows. In Section 2 we propose the con-
cept of a mobile technology enhanced learning platform with community aware
content adaptation. In Section 3 the MPEG-7 and MPEG-21 metadata standards
as a comprehensive framework for the creation of multimedia adaptations are dis-
cussed. Then the learning communities of our platform by means of community
awareness concepts and context patterns are introduced in Section 4. After that we
present the implementation of the mobile technology enhanced learning platform
with community aware content adaptation. The system evaluation was performed
in a mobile learning scenario within the community of architecture students. The
paper closes with the conclusions and gives an outlook on future research.

2 Mobile Technology Enhanced Learning for Architecture
Professionals

The research work of current technology enhanced learning as well as mobile
technology enhanced learning platforms focuses on either content-centric learn-
ing or user-centric learning. The former supports learning resource creation,
adaptation, management and delivery [33,29]. The latter supports learning ac-
tivities through interaction between teachers and learners. The MIT media lab-
oratory presents several applications of mobile technology enhanced learning in
classrooms, such as opinion metrics to rank lecture contents in real-time, and
reality mining & conversation analysis to record and analyze students’ conversa-
tions [28]. Compared to the proposition of [12] that “mobile computing is more
sophisticated than using a computer while moving”, m-learning is neither merely
delivery learning resources to mobile end devices, nor a simple clicking ranking
buttons to interact with lecturers.
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PROLEARN (http://www.prolearn-project.org), the EU IST Network
of Excellence in Professional learning, focuses on technology enhanced profes-
sional learning. Our approach is heavily influenced by the results from the work
package about personalized, adaptive learning. We add two specific results here.
First, we incorporate multimedia content adaptation to the capabilities of the
used mobile devices by means of MPEG-7 and MPEG-21. Second, we include a
community context into the adaptation process, arguing that addressing stereo-
typical users is less restricting and that it avoids undesired cognitive and social
lock-in situations.

30 mobile learning initiatives are demonstrated and surveyed systematically
in [16]. The success of mobile technologies depends greatly on social and cultural
aspects [4,7]. Thus, an important application area of mobile technologies is to
deliver contextualized information. Here, context includes the location, the time,
the personal preferences, and the current task [11]. Another important type of
context is the community context, which includes the community preferences
and community tasks.

Furthermore, in the cases that mobile technologies are necessary to be ap-
plied, another problem arises. Although there are huge numbers of multimedia
learning resources available on the web, users have many problems trying to ac-
cess these contents with the constraints of their mobile end devices. In the first
step, users have to select content needed in their current situation. In the sec-
ond step, the selected content has to be adapted. It is highly complex for users
to obtain the right information anytime and anywhere, when the contexts of
mobile end devices change continuously. In order to solve those problems smart
solutions are needed to help the learners in the content selection process and
simultaneously adapting the multimedia content to the capability of the used
mobile devices.

Current adaptive recommender systems are a step forward in this direction.
Here, user preferences are a decisive factor in the content selection process. User
preferences are externalized metadata about content gathered by explicit user
feedback (e.g. “Do you like it?”) or implicit ones (e.g. time elapsed watching
the content). Most approaches therefore concentrate on “simply” taking user
preferences into account [3,8,22,24,6,30,15]. However, terminal characteristics
and network conditions are considered only to a very limited scale. A more
advanced approach is the combination of user preferences and terminal/network
capabilities for presentation, as in [27]. Recently the community context has been
considered in the adaptation process [20]. There are still little research work in
this field. As a result, users are not aware of the communities formed around
their habitat and might not gain additional information from them. This lack of
community awareness leads to several deficits for the user.

In summary, there are three problems, when users try to access multime-
dia learning resources via mobile devices. First, it might cause less accurate
addressing, especially with the increase in the number of multimedia contents.
Since mobile devices have limitations to list available items or even to preview
contents, the selection process becomes very tricky for the user. Second, with an
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increasing amount of multimedia contents, the diversity of these items increases,
too. It is almost impossible for the user to take an ad hoc decision which might be
most informative under current learning circumstances. Thus, the risk increases.
The user’s preferences may either not cover the whole set of items properly or
be too restrictive, so that other contents might be skipped due to the narrow
classifications. A community oriented classification can broaden the classifica-
tion again, a well-known effect in social recommender systems. Third, users miss
the chance of having identification as a member of a community. Identity is an
important concept for putting information into action.

In order to overcome the previously described deficits, our approach combines
adaptive multimedia content with community awareness. By doing so, the profes-
sionals not only gain access to contents based on their individual preferences but
also benefit from the experiences achieved in the professional learning communi-
ties they belong to. Thus, we bring content adaptation and recommender systems
together under one roof. Conceptually, this approach improves the Universal Me-
dia Access (UMA) [21] based on multimedia metadata description standards by
integrating the aspect of community awareness into the mobile technology en-
hanced learning platform.

Mobile technology enhanced learning has been targeted to diverse user com-
munities. The case of computer science education on a global scale is surveyed
in [10]. In our context, the target groups are communities of professionals with
special interest, on which physical location has a great impact. For example, ar-
chitecture or art professionals usually get used to computer-aided design software
or graphic design. The penetration of information technologies is less than other
disciplines, since craft and technologies are two independent domains. However,
usability is an important evaluation parameter for e-learning systems [32]. Ar-
chitecture professionals do need such a platform to support their architecture
excursions as well as non-aimed learning during travels. Thus, architecture pro-
fessionals are chosen as the main target community in the research work.

In addition, architecture learning resources are of high interest in mobile tech-
nology enhanced learning. The reasons are as follows: The learning resources
are greatly associated with existing physical instances like buildings and urban
spaces at a location. Some of the greatest architects have never studied architec-
ture at universities and have learned by perception. Moreover, learning resources
are distributed to a great extent and the formats are various. Multimedia con-
tents play an important role among architecture learning resources, e.g. videos of
architecture as well as of interviews with architects, audio slides and pictures of
building facade and internal design, a large number of plans and drawings, and
various 3D models. Another factor is that community awareness has a great im-
pact on architecture learning. Besides the delivery of learning resources from
repositories, architecture professionals are quite interested in resources from
the community. The experiences from other professionals such as architects,
very famous architects, engineers, architecture lecturers and students are highly
requested.
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However, how are the architecture learning resources organized and deliv-
ered currently? Much architecture learning stuff is written or organized in a
virtual database schemes with attributes like architects, building title, building
years, location, description, and images. So the online stuff is also deployed
in table sheet with those attributes and multimedia like 3D models as well
as images. One of the largest online architecture databases, the ArchINFORM
(www.archinform.net), is not accessible anymore, without giving any informa-
tion about the access rights. This database was created by architecture students
at Karlsruhe University in Germany and had been published online since 1996.
Another important university-developed architecture database is from Univer-
sity of California, Berkeley. In the frame of the Museum Informatics Project, an
architecture visual resources library SPIRO (Slide and Photograph Image Re-
trieval Online) has been launched (www.mip.berkeley.edu/spiro/). Students’
design work is also archived in it. In addition, some offline architecture databases
are specialized in architectural history. The stuff is well collected by universities
and research institutions. However, those databases are accessible only with a
strict license within a chair or institute. They only deliver architectural materi-
als to the authorized researchers rather than support collaborative research and
learning among architectural communities. Certainly, some online architecture
databases might be accessible with a strict user management. ArchINFORM
might be such a case after being published publicly for good 10 years. Another
still public online database, the Great Building Online, hosted by Artifice, Inc.
has extended its architectural stuff since 1997 (www.greatbuildings.com).

Nevertheless, the aforementioned open comprehensive architecture databases
are not adaptive to different contexts or to different end devices with wired or
wireless connections. They deliver the same content to user communities who
look up information with different purposes. There are diverse use scenarios for
architecture professionals. For instance, the architecture databases can be used
to get general design ideas, to draw inspiration for a design work at hand, to
get up-to-date information and multimedia about a building nearby when an
architect is en route, or to get to know how to draw a sketch at a museum visit
through learning from other professional sketches. Those diverse demands can be
met effectively in mobile technology enhanced learning with context-aware and
community-aware content adaptation. We aim at a personalization and adapta-
tion of information to meet the user’s needs and interest. One of the goals is to
integrate the variety of perspectives on personalized and adaptive learning. We
focus on personalization issues in collaborative learning more intensively than on
personalization in individual learning situations. One of the important factors is
the content adaptation which is discussed in the next section.

3 Content Adaptation with MPEG-7 and MPEG-21

Taking the various techniques applicable for media adaptation into considera-
tion, our system focuses on the media’s target context. In particular, we have
implemented an approach that covers the professionals’ infrastructure in terms
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of the device capabilities, as well as the preferences of the learner and the com-
munity he belongs to. In order to guarantee a high quality of the multimedia
contents provided by our system, we concentrate on static adaptation. This
means, in contrast to dynamic adaptation, that the content variations will be
created and tested beforehand. In addition, this helps to reduce response times
since the multimedia contents need not to be transcoded when being requested.
In terms of media formatting we mostly stick to media adaptation instead of
cross-media adaptations, since the media formats we use are compliant to the
most end devices. However, we also provide cross-media adaptations with respect
to picture previews. Finally, the presentation supported in our system regarded
from an abstract level is physical, but not semantic. That means, we support
the adaptation of multimedia content presentations with respect to the aspects
mentioned before, but do not modify the meaning. Figure 1 contains an overview
on media adaptation techniques and highlights the techniques supported by our
system. As it can be seen, our system is capable of supporting these aspects on
a broad-scale with a focus on community awareness.

With regard to various multimedia metadata, MPEG-7 provides a large set
of pre-defined elements to describe multimedia contents. In particular, these
elements are composed of two different types: Description Schemes (DS) and
Descriptors (D). Depending on the fields of applications, a specific description
scheme can be defined by freely combinable descriptors (i.e. tags). Each descrip-
tor itself refers to a specific feature or attribute of multimedia content [18,21].
In addition, the Description Definition Language (DDL) of MPEG-7 makes this
standard more powerful than other metadata standards, since it allows the cre-
ation of new descriptors and description schemes within the standard. Hence,
it makes the vocabulary of MPEG-7 to be extensible by employing the XML-
Schema.

The MPEG-7 standard consists of eight parts. However, the first five consti-
tute the core MPEG-7 technology, whereas the others are supplementary to the
standard. For the purpose of multimedia adaptations for mobile, only the part
5 dealing with “Multimedia Description Schemes” (MDS) will be deployed [13].
The MDS contains several high-level description schemes which are particularly
suitable for description and management of versatile multimedia contents.

Despite MPEG-7’s capabilities to describe and administrate multimedia con-
tents, it lacks dedicated features to capture information for user modeling, end
devices descriptions and copyright management. These issues are approached by
the MPEG-21 framework [5]. Here, the so-called digital item defines a structured
digital object (an interaction unit) which is represented in a standard format,
identified uniquely in the environment. In addition, a digital item also encapsu-
lates the metadata associated with the object. A digital item can be anything
such as a video, an image along with its metadata, an HTML page composed of
several media files, photos etc. Thus, a digital item is a combination of resources,
associated metadata and the structuring information. In this aspect, any digital
object within the MPEG-21 infrastructure, such as textual information or any
other related digital content, are digital items.
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Fig. 1. Community aware media adaptation

In general, MPEG-21 consists of twelve parts [9,18]. These parts are indepen-
dent of each other. So the excerpts of the standard might also be applied. Alone
for the purpose of managing multimedia contents in mobile end devices we con-
fine the system to the MPEG-21 Digital Item Adaptation (DIA) and MPEG-21
Digital Item Declaration Language (DIDL). The MPEG-21 DIDL contains six
top level descriptors (tags) as follows, of which the first four are particularly
important for mobile data management.

• Container is a data structure to group other containers or items. In addition,
it may contain a descriptor.

• Item is used to group other items or components.
• Component is used to fasten the resource and its descriptor (metadata).
• Resource is a physical object, e.g. a video file. Location of the object, e.g.

URI, can be specified as a resource.
• Condition puts a condition on the enclosed element by means of (multiple)

predicates.
• Choice restricts the selection on the enclosed elements, e.g. user may only

choose one of the resources within this tag.

In our context, a digital item is defined as a video file along with its content
description in (MPEG-7), and all of its available variations (as items) and their
media properties (again in MPEG-7). Thus, the digital item consists of MPEG-
21 descriptors that embed MPEG-7 multimedia metadata descriptions. Usage
Environment Description Tools, the first major category of MPEG-21 DIA, are
intended to describe the usage environment. In this aspect, it is the key element
to achieve interoperable transparent access to rich multimedia content [5]. The
MPEG-21 DIA itself is again subdivided into four more subparts which con-
tain sophisticated descriptors for mobile data management. Two of these DIA
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subparts are of particular importance for mobile data management. First, the
User Characteristics subpart provides descriptors such as content preferences,
presentation preferences, modality conversion preferences, mobility character-
istics etc. Second, the Terminal Capabilities subpart contains descriptors that
cover coding-decoding capabilities, device properties, input-output capabilities
and interaction options.

After giving a detailed overview on various elements of the MPEG-7 and
MPEG-21 standards, in the next section we explain how community aware con-
text patterns can be applied to store user characteristics and improve learning
content presentation for mobile devices.

4 Content Adaptation for Learning Communities

Even before the internet era, many learning activities took place in communities.
The saying “if three of us are walking together, at least one of the other two is
good enough to be my teacher” also shows this principle. This community context
is stressed in the concept of “community of practices”, which has dimensions of
mutual engagement of communities and a shared repertoire of knowledge [31].
As knowledge management and learning management become more and more
exchangeable, learning activities can be carried out and supported in community
of practices.

In addition, personalization has become one of the major success factors
in current information services as well as in learning [27,1]. In this aspect,
our approach aims particularly to adapt global learning media (video, image,
multilingual-text, etc.), taking the learning community background of each indi-
vidual into consideration. Thus, apart from individual preferences, community-
specific knowledge will be used in the adaptation process initiatively. We try to
integrate community information as another item of context into existing ones,
such as device capabilities or user preferences. This forms the user’s context
which is probably the most important concept in adaptation, since the whole
adaptation is based on it. In a mobile scenario we can specify the mostly used
context in learning resources adaptation as device capabilities, usage environ-
ment (system software, application software), network capabilities (which can
also be considered in usage environment), and user skills and preferences (a
complex working model of context can be found in [25]).

The previously described aspects are of different nature. On the one hand,
some of these criteria might be extracted automatically as much as possible. On
the other hand, others might be integrated manually in the most accurate way.
Up to now, most of the current systems take only network capabilities (such
as effective bandwidth, bottleneck bandwidth, latency, etc.) automatically into
consideration. However, we also consider software properties, since information
about the encoder in use might influence the adaptation process significantly.
Information that has to be inserted manually (at least initially) into our system
is the learner preferences. Nevertheless, we collect these data systematically,
e.g. by means of an interest profile. Moreover, the information will be put into
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the learning community (preferences) context where not only a single learner
will be considered separately but also the learning community will be included.
For that reason, our approach aims at detecting communities from the learner
preferences and the system data which merge to community context patterns.
The developed community context patterns help learners to search and retrieve
learning resources effectively.

4.1 Community Clustering Strategies

In order to detect community patterns we apply clustering techniques. In this
aspect, there are two main points to be considered. First, a distance or similarity
metric which guides the grouping process needs to be specified [23]. Second, a
clustering algorithm has to be chosen and potentially adapted to suit as well
as possible the needs for community detection. In our case, the distance among
professionals (i.e. dissimilarity among user preferences) is the most suitable met-
ric to measure similarity among them. Here, the Euclidean distance is by far the
most popular one and seems to be a suitable metric to be used [14]. We con-
sider the user preferences as a vector that contains discrete positive integers
ranging form “1” (i.e. ignorable) to “5” (i.e. very important). In this case, the
Euclidean distance can be easily used to measure the distance between these
vectors. Concerning the clustering algorithm, an approach should be chosen to
allow updating clusters with any new learner entering the system. Therefore, an
incremental clustering algorithm is selected.

However, again there are two options in building the clusters: top-down or
bottom-up. The top-down approach is based on predefined stereotypes for each
possible cluster. On the basis of similarity (respectively distance) computations
are done between the user profiles and the pre-defined stereotypes assignments
of users to community clusters. As a result, each user is assigned to one cluster at
any time (hard-clustering) whose distance to the user is below a threshold. In the
bottom-up approach, users are classified directly based on similarity measures
on their corresponding profiles. Here, the distances between user profiles are
calculated in order to create clusters by determining whether any two users
correlate to each other, i.e. whether they belong to the same community. Figure
2 gives a graphical overview on both previously approaches. For further reading,
an intensive review on clustering methods can be found in [14].

Apart from the aforementioned benefits of updating community clusters by
incremental clustering, this algorithm also causes less computation complexity
and thus faster updates. A bottom-up approach requires m∗(m−1) computations
of distance vectors (delta values) at any point when the community clusters
require to be updated. Thus, it leads to a complexity of O(m2). In the case of
deploying a top-down approach and assuming there are n community stereotypes
and m users, m ∗ n distance vectors (delta values) need to be calculated and
compared (m ∗ n comparisons) with a pre-defined threshold. This leads to an
overall complexity of O(m) assuming that the number of users is much greater
than the number of community stereotypes (m >> n). Consequently, a top-down
community clustering approach has been implemented in our system.
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4.2 Community Context Pattern Maintenance

With an increasing numbers of learners making use of our platform, the mainte-
nance of community context patterns becomes critical. The reason is that new
learners joining the system or changing the individual user profiles also influence
the overall view of the community, which these learners are assigned to. As a
consequence, updating of user profiles might lead to shifts in community assign-
ments of the respective learners. Additionally, the community stereotype needs
to be updated, when every time a learner joins or leaves a community. Finally, it
might turn out that two or more community stereotypes should be merged due
to correlation while new ones appear.

Considering the previously described aspects we have selected a top-down, in-
cremental clustering algorithm again. In our system we’ve implemented a modi-
fied version of the Doubling Algorithm [26]. Our system calculates for each new
learner the distances between the learner’s vector and the clusters’ centroids
(in our case the mean community stereotypes). Then, based on the community
clustering criteria of our algorithm, either a new community cluster is formed or
the learner joins in an existing one. Additionally, if a new cluster is formed, it
is checked whether the number of clusters has exceeded a predefined value. In
general, this value prevents a too fragmented clustering. Thus it is possible to
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Table 1. Structure chart of the community clustering in our system

Community Clustering

Case a: If less
than 2

Create a new community and add the user
to this community

Step-1: Check
current number
of clusters

Case b: If more
than or equal to 2
and less than k1

If the minimum distance from the
user to any community is less than
MIN DISTANCE LIMIT, then add the
user to that community
Otherwise, same as case a

Case c: If more
than k1

If the minimum distance from the user
to any community is less than 2*MINI-
MUM DISTANCE, add the user to that
community
Otherwise, same as case a

Step-2: Set new MINIMUM DISTANCE value: the minimum distance from
any two communities in the set

Step-3: Check if number of If yes, merge communities
communities has exceeded k2 If no, <none>

make sure that individuals are not considered as separate communities, but are
more likely to be integrated into a “real” community together with others.

The main difference between our implementation and the standard algorithm
concerns the k-means clustering technique. Different to the original algorithm we
use two k values. The first k-value (k1) is used as the threshold to let the system
form a set of clusters like in the original algorithm, in order to have a stable and
reliable MINIMUM DISTANCE value (i.e. the distance between the two nearest
clusters in the current set), which is the key to the maintenance of the clusters.
The main difference now is that after having exceeded the k1 value, there is
initially no force to merge clusters. In our approach, the previously computed
MINIMUM DISTANCE on the basis of the k1-threshold acts as “community
awareness” by trying to associate new users with a community instead of making
them alone in an isolated “community”. Here, the MIN DISTANCE LIMIT is
applied to avoid the separation of closely related communities in the initialization
phase. The second k value k2 (maximum number of communities allowed) acts
exactly the same as the k-value in the original algorithm: In case k2 is exceeded,
some communities will be merged. Actually, there is no deterministic rule to fix
k2. However, experience shows that k2 = 2 ∗ k1 is a balanced presetting. Table 1
contains a structure chart of our community clustering process.

5 Platform Implementation and Evaluation

The modern architecture is equally international. However, culture has a deep
impact on architecture. Europe has been considered as a live museum for ar-
chitecture study and attracted architecture professionals worldwide since more
than a century ago. A use scenario of our system has been performed in Aachen
(Germany) in the past months. As Aachen is a “small” university city with a
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Fig. 3. Community aware content adaptation for architecture professionals in Aachen

historic core, most of the city center is covered by WLAN. For that reason, it
was possible to perform the case study by users equipped with WLAN compliant
PDAs. Moreover, Aachen, as the home town of one of four modern architecture
founders, Mies, has quite a lot of learning resources for architecture professionals.

The stereotypes of the architecture professional communities include students
working on sketch, painting, and on-site survey exercises, graduates working
for interships in architects’ offices, and young archtects working on different
projects. In details, our platform was deployed in a learning scenario helping
architecture students to find the spots they are interested in. Therefore, we
created 35 videos (10sec-1,5min), with which we produced about 80 variations
containing of more than 50 videos (MPEG-1, AVI) and about 30 pictures (JPEG,
BMP) of historical buildings, modern architectures, museums, urban spaces and
statues. These variations have been prepared to suit several types of content
quality ranging from high quality videos (original content) to images (preview).

In our mobile learning environment the Java client was installed on the WLAN
compliant PDAs of our test users (architecture students in Aachen). In the be-
ginning, the students were first asked to fill out three questionnaires about user
preferences, device capabilities and settings. In the user preference section, we
asked the students to manually fill the personal interests and their importance
for the professionals in this scenario. Device capabilities and settings were ex-
tracted mostly automatic with a subsequent manual refinement option. The so
collected information was stored in a central repository, in order to create context
patterns for a latter community aware content adaptation. Then, the students
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were able to use the system by querying content which they were interested
in (e.g. buildings or statues) via the mobile client. As a result, a two-stage
server side computation was performed. The first step is a community adapta-
tion process, where the list of contents is sorted for preview, based on the user’s
query and current community context. That means the listing is based on the
community which a professional has been attributed to in the aforementioned
community clustering process. In particular, the sorting depends on the best
average rating given to an item by other members of the community. The sec-
ond step is content adaptation process, where the selected item of the learner is
transmitted to the mobile device. Here, the best suiting variation based on the
user’s device settings is presented on the mobile client. Finally, the user is asked
to give feedback about the content consumed. Thus his positive, neutral or neg-
ative experiences are brought into the system for further enquiries by members
of his community. Figure 3 illustrates the previously described procedure and
highlights the key features of our mobile technology enhanced learning.

6 Conclusions and Outlook

In this paper, we introduced a mobile technology enhanced learning platform
for architecture professionals and presented an approach to content adaptation
in mobile end devices based on community aware context patterns. In addition,
we have given an overview on multimedia metadata technologies and standards.
As we have pointed out, the combination of MPEG-7 and MPEG-21 offers a
comprehensive framework for multimedia management on mobile end devices.
However, it does not provide any dedicated features for the brokering of learning
objects as in e-learning specific metadata standards such as LOM or SCORM [2].
Within the PROLEARN network of excellence such a integration can be realized
by joining this work with those of the partners. The prototype has shown that
these technologies help to gain maturity of mobile technology enhanced learning
applications in the rapidly developing market of mobile multi-purpose devices.
Even more, the mobile technology enhanced learning platform is advantageous
for users to consider both their own preferences and their community context.
By doing so, it is possible to gain a better overview on the content relevant for
them, even with the limitations of a small mobile device.

Current research pursues several issues. First, we want to embed localization
technologies into our mobile clients, e.g. GPS. By doing so, we hope to combine
these information with the existing community context into a more powerful
information system, combining community and place. In this aspect, we have al-
ready undertaken first studies in geospatial content management and retrieval in
a desktop computer application [17]. The second issue that we currently research
on is to implement a mobile community hosting environment. Unlike classical
community hosting, we want to allow learners to identify and use community
services based on their actual spatial position and available community members
in their proximity. Third, the establishment of a metadata repository for online
architecture databases will be useful to deliver more architecture information
onto mobile devices. Thus, web 2.0 related technologies like RSS might be em-
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ployed. The last issue is to detect other learners within the community for col-
laboration on future learning activities.
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Abstract. It is extremely challenging to get an overview of the state-of-
the-art in technology enhanced learning in Europe. Rapid technological
and pedagogical innovations, constantly changing markets, a vivid num-
ber of small and medium enterprises, complex policy processes, ongoing
political and societal debates on the pros and cons of technology en-
hanced leaning, combined with many languages and different cultures,
make it almost impossible for people to be informed. We want to in-
troduce the media base and the measure tools for pattern-based cross
media social network analysis, created by the PROLEARN network of
excellence in professional learning. The main goal of this endeavour is the
reduction of complexity for actors in digital social networks by applying
ideas from social software and already successful methods for complexity
reduction, such as information visualization, social network analysis and
pattern languages.

1 Technology Enhanced Learning in Europe

Networking is one of the buzzwords for the information and knowledge society in
the 21st century. Our spheres of life are networked, especially with digital media
having impact on all forms of human action. According to the Lisbon Strategy,
Technology Enhanced Learning is one of the major goals of the European Com-
munity, which should also be reached by access to ICT, networks and resources.
Due to the different languages in Europe, the market of the enhanced learn-
ing has a larger diversity than the USA. The development levels of technology
enhanced learning vary from country to country. Above all, the United King-
dom, the Netherlands and Sweden play the leading roles in enhanced learning
in Europe [31]. The reasons are software industry and the high internet pene-
tration rates. The United Kingdom dominates the software sector with 29.6%
of the market share (EUR 43.8 billions). Statistics show that internet usage by
individuals in Sweden (82%), Denmark (76%) and Finland (70%) reached the
highest levels in Europe in the first quarter of 2004 [48].

Through this continuing process new network phenomena occurs, such as
distributed learning repositories [12], virtual learning communities and digital
networks, such as the European School Net (www.eun.org/portal/index.htm)
and the PROLEARN Virtual Competence Center (www.prolearn-online.com),
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offering services for education in general or to businesses. As there are many
pedagogical innovations in technology enhanced learning and a growing num-
ber of technical infrastructures, the demand for technology enhanced learning
services is growing, too. Due to the extending research on economic feasibility,
commercial relevance, usability, sociability, and educational benefits, the overall
situation of the European technology enhanced learning market is getting more
complex. Information in these networks, is far beyond the human capabilities of
analysis and understanding, due to the sheer mass of contents, the number of
companies, as well as the different languages, cultures, and markets.

This paper introduces one of the endeavours of the PROLEARN Network of
Excellence in Professional Learning (www.prolearn-project.org) [52]. In the
scope of the work package “Social Software”, we aims to create a European
media base, containing digital information about technology enhanced learning
for different target audiences, i.e. actors in digital media networks, including
scientists, business people, policy makers, and normal citizens who are interested
in ongoing discourses in technology enhanced learning. We store information
from mailing lists, newsletters, blogs, rss feeds, web sites, podcasts, etc. The
PROLEARN media base is far from being complete. Like any kind of social
software, the media base depends on the participation of the people using the
software. Being started with an excellence network of hundreds of partners is
good for having a critical mass of content. However, the barriers of participation
have to be very low [6,46]. Therefore, the tools should be used easily and offer
added value services. We also aim to provide actors self-monitoring tools to help
them better understand the impact not only of their own activities, but also of
the other actors’ activities in the digital media network. By now, we do not know
definitely what result the idea of a European media base for technology enhanced
learning will lead to. What we know by now is that we need to reduce complexity.
So the toolset PROLEARN Measure offers a series of computer-based tools for
analysis of the media in the PROLEARN media base.

Computers are deployed to facilitate our understanding of complex network
phenomena. A network is a set of autonomous entities, connected in a specific
way. Natural or artificial networks share a set of entity-, sub-network or network-
specific features which could be observable empirically sometimes. These features
can be expressed by empirical measures or probabilistic models. With the com-
mon mathematical basis, it is possible to exchange knowledge about networks
between different theoretical or observation contexts. In contrast to explanations,
gained in isolated scientific disciplines such as sociology, genetics or economics,
this leads to a dramatic increase in the appreciation of network phenomena.

In the following we introduce three approaches to complexity reduction: in-
formation visualization, (social) network analysis, and pattern languages. All
three approaches are interwoven. The subtle interplay which happens sometimes
between visualization and network analysis as well as pattern presentation re-
spectively has to be taken into account, too [29].

Information visualization [3] is certainly a promising way to reduce complex-
ity, but we have to go beyond visualization, since the amount of information is
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challenging even for advanced information visualization strategies [44]. A survey
we have conducted in 2002 shows that a particular requirement of non technique-
experienced users were especially interested in a sophisticated cross media analy-
sis with hidden computational complexity. The visualization of networks with
generally available algorithms creates (sometimes even undesirable) evidences
for abstract numerical correlations. Those network representations are one more
digital medium in the trace of media usage. Re-contextualizing them in scientific
and societal discourses facilitates knowledge creation, since societal processes and
structures are mediated over digital media. The importance of digital media for
our life is constantly growing while trust in digital media is an issue. On the
one hand, digital media offer actors in networks new possibilities to act. On the
other hand, these actors themselves are more often a target of undesired actions
of others. This relation of agency and patienthood [43] is most critical in our
appropriation of information technology at large, e.g. in vocational training situ-
ations people are very unsure about the future. Challenges are to balance struc-
tural analysis and content-related analysis of media. Both content-based and
structural analysis can be tackled by media-extended social network analysis.

This second way to reduce information complexity is to apply social network
analysis (SNA) [10]. Within structural traditions in sociology, SNA is applied to
handle large complex relational data sets, covering information about social re-
lations. Working on this idea, we want to present cross media extensions arguing
that actors act through the media which they produce and consume. The ba-
sis for cross media social network analysis is the Actor-Network Theory (ANT)
[30]. It provides an approach which does not distinguish between people and
objects. For that reason, it is an appropriate method for modelling digital social
networks.

The third approach to reducing complexity are pattern languages. A pattern
includes the description of an observable and known behaviour related to the
media base. We later call this a disturbance. From the tradition we take ele-
ments like the context where the pattern is applied, forces which come into play,
the recommended solution and the rationale behind it [1]. Patterns are most
useful if they are seen in relations with each other [42], since the human mind
is always searching for regularities and similarities [41]. Patterns were already
successfully applied in other areas to reduce complexity, such as architecture [1],
economics [11], and computer science [18]. A pattern language could be crucial
for forecasting the possible development of digital media. Since the formalization
and applicabiliy of patterns are most urging for the media base in the moment,
we discuss differences and similarities with other pattern language approaches
in a later phase of the project.

The rest of the paper is organized as follows. In the next section we will
introduce the cross media social network analysis theory. Then, we will present
the PROLEARN media base. On top of the media base there are a series of
exploratory and interactive tools, PROLEARN Measure. After that pattern-
based methods to combine structural and content specific analysis on large data
sets are presented. The paper concludes with an outlook.
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2 Cross Media Social Network Analysis

Cross media Social Network Analysis creates evidences on acting and being a
target of actions in media networks. These evidences are starting points for
learning processes within the networks to develop competences of acting in a
networked world or at a global stage. We are aware that all tools presented here
can be used to observe the online behaviour of people. Therefore, it is most
important that the media base and the tools presented here are not in the hands
of a few but are given to the network members for self-monitoring. For the sake of
clarity, we introduce the theories which influence our cross media social network
analyis theories in short.

– The structural properties of dynamic, evolving and real-world networks are
part of (social) network analysis [36].

– Media operations have been studied mainly in the humanities [21] while a
unifying view on media agents and patients is possible with Actor-network
theory [30]. The structural dependencies between actors can be ex-
pressed best with the i*-Framework [53].

– Learning processes based on reification of intuition, shared practice and
beliefs are studied in the context of Knowledge Management and Or-
ganisational learning [38,51].

Every network supports certain types of media. They influence how the commu-
nication links between the members are created. The members as edges and the
communication links as vertices define a graph G = (V, E). Properties which
have their roots in the network analysis can be defined for the network and the
members. The most important network properties are the small world [50] prop-
erty and the scale free network [2] property. In those networks that are both
small world and scale free, there exist special members, so-called hubs which
control media opeations being a well-connected node. We model this within the
i*-framework [53]. Apart from the network, there are three special types of ac-
tors that compose a social network. The member stands for an existing person
or a sub-community. The medium enables the members to do certain activities,
among which the most important ones are establishing communication links and
exchanging information. The artefacts are objects created by the members, us-
ing some medium. The communication links among the members can be traced
using the artefacts. The basic social unit, which forms a digital social network
is the member. Members have properties which are derived from SNA, describe
their positions, and are used to estimate the importance of the members in the
network modeled than in the i*-framework.

Some important types of centrality are: the Degree centrality, a property which
measures in the most straight forward way the member’s social capital in the
network; the Closeness centrality CCm, taking into account the closeness of
the member m to every other member [4,10,15]; the Betweenness centrality,
estimating the possibility of a member to influence the communication of oth-
ers [4,10,15]. Efficiency is used to detect structural holes in the neighbourhood
of a member v. Structural hole is a relationship between two non redundant
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Fig. 1. Transcription creates interpretations of media in media

neighbours of a member [7]. The more structural holes exist for a member, the
greater his social capital is [19]. The efficiency is a function of the time and the
energy which a member invests into the relations with each neighbour.

Referencing ANT, we apply SNA on networks built by media, artefacts and
individuals. All media are social entities. A media-specific theory helps us un-
derstand digital media support for cross media SNA. It is based on the following
media operations [14,21]. New concepts are developed through making selections
from an initially unstructured set of media-based ’pre-texts’ and converting them
by a process called intra- or inter-medial transcription into a so-called transcript,
a media object describing the new concept.

• It condenses and structures the set of pre-texts by designating some of them
as evidences, counter-examples, or points of critique, while de-emphasizing
others. Transcription is a media-dependent operation to make media collec-
tions more readable (cf. Figure 1).

• Thus, it enables a new reading of the pre-texts where the kind of reader-
ship is determined by the media, through which the transcript is prepared
and communicated. Well-designed transcripts can significantly increase the
community of practice for a certain piece of knowledge, or may intention-
ally focus on specific ’insiders’. Localization means an operation to transfer
global media into local practices.

• The term of (Re-)Addressing describes an operation that stabilizes and op-
timizes the accessibility in global communication.

Thus, transcription not only changes the status of passive understanding by
others, but also enables further cooperative knowledge creation by stimulating
debates about the selected pre-texts and about the transcription itself. More
details can be found in [22,23]. We will now synthesize these media-specific op-
erations with learning processes by human actors. The result is a media centric
re-formulation of the previously introduced media operations on knowledge cre-
ation and social learning processes adopted from Nonaka and Takeuchi [38] and
Wenger [51]. The knowledge creation theory, especially the SECI model, by Non-
aka [38] has been widely acknowledged in management theory and practice. Also
in the fields of CSCL and professional learning, the most prominent knowledge
management theories are those of Bereiter, Engeström and Nonaka [39]. We are
building our media base on the assumption that digital social networks, informal
sub-networks or communities of practice, want to share knowledge about busi-
ness, markets, their professions etc. Knowledge sharing in this setting is primarily
a social process [9,47,20]. The SECI model makes a basic distinction between
tacit and explicit knowledge [40,38,35,26,27]. The processes include the related
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media specific operations: transcription, localization, and addressing. In the
internalization & socialization we focus on actions performed by actors. Start-
ing with an individual who has internalized some media-specific knowledge, there
are two ways to communicate with others. On the one hand, there is an option
to present this information to others by localized actor-actor interaction, which
allows the content’s socialization within the community of practice and is equiv-
alent to the development of a shared history vice versa. On the other hand, indi-
viduals may also perform an actor transcription of their knowledge by generating
new medial artefacts (externalization). This operation brings to the processing
of media from the digital social networks. The externalized artefacts of a mem-
ber are now further processed by formal information system. This is done by a
transcription of the medial artefacts (combination). The final addressing closing
the circle is the context depending presentation of the medial artefacts or a cross
media concatenation. From then on, the process might be repeated infinitely, os-
cillating between tacit and explicit knowledge on the epistemological axis and
between actors and the digital social network on the ontological axis.

Moreover, we want to address two other issues: (a) the prerequisites for any
knowledge transformation and (b) a phase model for knowledge creation. This
phase model of learning (sharing tacit knowledge, creating concepts, justifying
concepts, building an archetype, cross-leveling of knowledge) makes it clear that
learning is an action-oriented process. The aim of knowledge creation is to build
something (the archetype). Thus, the PROLEARN media base needs to define
a mission, a vision which brings the members together. The overall goal of the
PROLEARN Network of Excellence, the PROLEARN outreach instruments, the
PROLEARN Academy and the PROLEARN Virtual Competence Center is es-
sential for the creation of a mission. With the cross-leveling of knowledge, the
process starts again. As important as the process model are the prerequisites of
learning, which are intention, autonomy, fluctuation, creative chaos, redundancy
and requisite variety. All these ideas might amount to a nightmare for western
style organizations. However, Nonaka and Takeuchi are arguing that these pre-
requisites are inevitable. Furthermore, the concept of ’ba’ [37] and the concept
of CoP [51] are quite similar.

3 A Technology Enhanced Learning Media Base for Europe

The first question addressed is why to build up a media base. Briefly, this enables
us to perform a model-based analysis of different kinds of processes in existing
digital social networks to describe and relate concepts of communication, coordi-
nation, and knowledge organization, compare and extract use of these concepts
in different contexts, identify patterns of communication and knowledge organi-
zation, and study common and distinct features of digital media usage. An im-
portant feature is to offer members a functionality to collaboratively administrate
and retrieve medial artefacts. Of course, there are many projects dealing with the-
matic classification of artefacts for a latter retrieval. For instance, there are several
social software tools indexing and classifying bookmarks, references, images, and
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Fig. 2. ER Diagram of the Community centered PROLEARN Media Base

videos in general. We analyze the correlation between digital social networks and
the media they use. For that purpose, we support the members by tools to clas-
sify, comment and review the projects they monitor. In this aspect, projects in the
cultural sciences cover discussion groups, newsletters, web-sites, feeds, and blogs.

The second question addressed is how to build up such a media base. We
decided to build the core of the media base on top of an operational commu-
nity memory system, called GRAECULUS [27]. The strategy was preferred,
because the system already interrelates patterns of knowledge organization and
patterns of communication and coordination. As cited in [6], we are members
of hundreds of different overlapping communities all the time. To interrelate the
knowledge organisation processes with the community processes, we construct
an Entity-Relationship model that emphasizes the coherence between the com-
munity process models and the knowledge organization processes. The ER model
depicted in Figure2 is based on an extended entity-relationship approach. Each
box represents an entity of the model, with the attributes omitted here. Relation-
ships are linked by diamonds with links to the entities, while isA-relationships
are presented as triangles. The most important concepts of the ER model are
summarized in the next paragraph.

A Community is the central concept of the PROLEARN media base, as it
is a sub-network of a whole network and indicates trustful relations between
the individual members. In every kind of social software, there are means to
facilitate such sub-structures. Without them, social software would not be us-
able any more because of the high communication complexity and trust issues.
Community activities contain important knowledge, which is stored on media
belonging to the community. Actors also belong to Communities and perform
processes (modeled by process models expressed in a language chosen by the
actors). The Process concept describes community and knowledge processes of
actors. All Processes can be refined by consist-relationships. Each process be-
longs to a process type taxonomy (P TYPE ) which is defined collaboratively
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by each community. We define a standard taxonomy [42,49] with five different
process types: a) acquisition processes which are used to acquire new media,
b) search processes for media, c) transcription processes for media, d) retrieval
processes for media, and e) monitoring processes for media. An Actor charac-
terizes humans or groups of humans (consist-relationship) performing a process.
Each actor belongs to an actor type taxonomy which is defined collaboratively by
each community. From past experiences with knowledge management projects
[34], we have already defined a standard taxonomy consisting of four different
actor categories: a) Actors who produce media, b) Actors who consume media,
c) Actors who view media, and d) Actors who administrate or manage media
within a community. The Medium concept describes artefacts created or con-
sumed by the processes, according to the transcription theory. For later use in
cross media social network analysis and in the pattern language, we can differ-
entiate between media and artefacts. But this is not shown here. Each Medium
belongs to a media type (M TYPE ), describing a taxonomy of media types which
is also defined collaboratively by each community. ANT states that actors not
only perform processes, but also are affected by processes (patienthood). A User
is a special actor that uses the PROLEARN media base. Therefore, the User
has a certain rank within the community. Each Community has a classification.
The classification can be done by ’tagging’ of the community members or can be
defined in other categorization hierarchies. Here, we put a learning classification
developed by the PROLEARN network of excellence to characterize their work
in work packages. Other classifications which can also be used in parallel are
geographical distributions of the media and language distribution etc.

Retrieval and Exploration Tools
Retrieval of data is realized on top of the content management system Plone,
which is built on the application server ZOPE. For each medium in the media
base, we have created web-based access structures, e.g. for reading mails, newslet-
ters, blog entries, rss feeds and so on. All web sites in the media base are mirrored
completely on local file systems, so we can access them even if the original web
site is not available temporarily or gone forever. For accessing the huge amount
of information, we have predefined - apart from a simple free text search function
- several queries that enable even a not experienced user to discover dependen-
cies among various media offers in order to explore its content by the structure
defined in the ER diagram. First, users might pass through the media structure
and its components. Here, various characteristics of the projects are displayed,
which have been automatically extracted upon its creation and can be modified
manually later on. Another way is to deploy information visualization strategies.

Figure 3 shows a treemap visualization of the PROLEARN Measure mailing
lists. The mailing lists are categorized according to their languages and according
to some categorization schemes on learning. The latter is derived by adopting
some of the PROLEARN work packages as the categories. The treemap is com-
puted by using the squarified treemap algorithm [5]. The size of the rectangles
on the lowest level reflects the number of mails that have been sent within the
corresponding mailing lists. For each mailing list, some statistics, such as the
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Fig. 3. Treemap Visualization of the PROLEARN mailing lists

overall number of mails, can be displayed. In order to provide a close look at the
mailing lists, it is possible to zoom in the treemap. Further development aims
at visualizing the mails themselves as well, i.e. going to one level deeper.

In Figure 4 a simple tool for the cross media social network analysis of the
PROLEARN Measure mailing lists is shown. The user can select different net-
works, explore them and perform an interactive cluster analysis. In the following,
this process is depicted in a more detailed way: at first, the user has to select
the mailing list he wants to explore and a time frame for this exploration (see
form “Data” in Figure 4). Then the user has to decide on the nature of the data
that he wants to visualize as a network.

In this context, four different kinds of information (and arbitrary combinations
of them) can be displayed: 1) If the option “Mails Member ->Member” is chosen,
this results in a network reflecting the communication structure between the
members of the selected mailing list. More precisely, if the member A has replied
to a mail by the member B, the network contains an edge from A to B. 2) With
the option “Mails Member ->Mailing List” turned on, each member to whom
A has written a mail in the selected mailing list, results in an edge from A to a
node representing this list. The last two options concern the reference structure
of the mailing list. 3) If some web site W has been referenced in one of the mails
by the member A, the resulting network contains an edge from A to W (third
option). 4) Basically the same as 3), only that all mails of the mailing list (also
those that have been sent by the mailing list itself) are considered. In this case,
for each mail in which the web site W is referenced, the network contains an
edge from the node representing the mailing list to W. If the user selects several
options at the same time, the corresponding networks are merged.
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Fig. 4. Cross media Social Network Analysis for PROLEARN Measure

After having submitted the “Data” input, the final network is displayed. The
selected mailing list is represented by a mail icon, an individual by an actor icon
and a website by a globe icon. This network can be further explored through
the functionalities of zoom-in and zoom-out, moving it within the network win-
dow, moving single nodes or groups of nodes and choosing different layout algo-
rithms. Four different layouts are available: self-organizing map by Meyer [33],
Fruchterman-Reingold [17], Circle, and Kamada-Kawai [25]. As mentioned, apart
from simply exploring the network, it is possible to cluster it interactively. The
clustering is based on the Edge Betweenness Centrality (EBC) [16]. With a
slider, the user can choose the number of edges N he wants to be removed from
the network. This results in the removal of the N edges with the smallest EBC.
The different colours of the nodes then indicate the latter’s cluster membership.
When clicking the button “Group Clusters”, all nodes that belong to the same
cluster are grouped together.

4 Pattern-Based Repositories for Technology Enhanced
Learning Media

Our PALADIN (PAttern LAnguage for DIsturbances in digital social Networks)
approach is an application, developed to research into a set of digital social net-
works with patterns on the basis of the ANT model and a pattern language.
We call behaviour observed in digital social networks behaviours, because it is
the start of a learning process triggered by the difference between the actual
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behaviour and the desired behaviour. PALADIN offers a web interface to define,
browse and store patterns, actors and actor properties. The repository is an XML
database management system. PALADIN includes a general network implemen-
tation that focuses on the structural properties of the members. In PALADIN a
digital social network is a set of actors along with their relations. It has prop-
erties which can be used in the definition of the patterns. A medium or a set of
media is the basis of the digital social networks. It influences the networks, their
structures and the way to communicate [45]. Dependencies between actors are
modeled with the i*-framework [53]. Every type of medium defines how the com-
munication links between the members are built. The media are emails, mailing
lists, blogs, transaction-based web sites, wikis, URL, and chat rooms.

The communication between members is realized through the exchange of
artefacts. An artefact is created by a member in a certain medium. The artefacts
represent the information circulating in the digital social network. The types of
artefacts, analyzed in PALADIN, are messages, threads, bursts, conversations,
blog entries, comments, web pages, transactions, and feedbacks. The properties
which are mostly used for the pattern definition are the author and the creation
date. Most of them are defined intuitively. An exception is the burst which is a
conceptual artefact, based on the activity in the network for a given time period.
It can be used to detect topics which appear, gain popularity, and then fade.

According to the activity of the members and their patterns of communica-
tion, we defined several patterns based on the analyis of literature [8,13,32,49]
like questioners, answering persons, trolls, conversationalists, and spammers. A
questioner is a member, who seeks help and information. A answering person
provides answers to the raised questions without going into discussions. A con-
versationalist is a member who actively participates in discussions. A troll aims
at drawing attention and starting useless discussions. A spammer sends messages
irrelevant for the community, which are mainly advertisements or binary files.

The pattern language includes a pattern structure definition, the Formal Ex-
pression Language for Patterns (FELP), and algorithms for the application of
the patterns in digital social networks. A pattern has a name, a disturbance, a
description, forces, force relations, a solution, a rationale and pattern relations.
The name of the pattern is short but descriptive. The disturbance is a condition,
which indicates the existence of the pattern in a social network. It is defined by
a FELP expression. It consists of variables and rules for constructing formal
expressions. When a pattern is defined, the variables of an expression are bound
to variables from the network model. The description explains the problem to
which the pattern provides a solution and the settings when the pattern occurs.
The force is the basic component of the pattern. It represents an actor relevant
to the disturbance. The forces in a pattern are automatically extracted at the
moment, when the user binds the variable from the disturbance expression. The
force relation corresponds to a relation between actors, included in the pattern
as forces. The solution contains the actions which are proposed to be carried out
in the situation, to which the pattern refers. The rationale is used for reason-
ing about the forces and the disturbance. It may include examples, past success
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stories or failures. The pattern relations show whether the pattern, being cur-
rently defined, has anything in common with other patterns. The pattern rela-
tions are important for the structure of the pattern language. An example may
illustrate our approach. A troll is a person which only answer in threads started
by himself. This behaviour may be recognized as disturbance by other actor in a
network. It depends on the existence of thread artefacts in the medium. In order
to identify the trolls of a given medium we have to create a pattern expression
which is then an instance of an existing pattern troll. The expression looks like

(∃[troll|(∃[thread|(thread.author = troll)∧
(count[message|(message.author = troll)∧

(message.posted = thread)])> minPosts])∧
(¬∃[thread1, message1|(thread1.author1 �= troll)∧

(message1.author = troll ∧ message1.posted = thread1)])])

A sample set of patterns has been defined and tested on the social networks
built upon the available database sources. The patterns reflect the existence of
trolls, spammers, conversationalists, questioners, answering persons, bursts and
structural holes in the digital social networks. The storage of the patterns as
XML documents enables their automatic application. More details are in [28].

5 Conclusions and Outlook

In this paper we have presented first realization ideas for the ongoing work on
the PROLEARN media base and the PROLEARN Measure tools for technol-
ogy enhanced learning in Europe. The main goal of this endeavour carried out
in the PROLEARN Network of Excellence in Professional Learning and Train-
ing is to give actors an overview of current discourse of technology enhanced
learning relevant to Europe. The main idea is to reduce complexity in order
to give the control of the actions back to actors in digital social networks. Not
only the impact of their own actions (media agents), but also that of the other
actors’ actions of (media patients), should be made visible by three strategies
to reduce complexity. The first strategy is information visualization with simple
principles, such as ’Overview first, details later’. We have presented retrieval and
exploration tools which can be easily applied within the context of the PRO-
LEARN media base. A second strategy is the combination of existing social
network analysis tools with cross media and knowledge management theories
to produce new cross media analysis tools dealing with both the content and
the structure of information. A third strategy is the development of a pattern
language. With a predefined pattern, describing problems and solutions within
complexity reduction on a natural language level which can be understood by
non technical actors easily. We can give monitoring tools to a broad target au-
dience to make possibly new interactions among them. Our hope is that new
learning processes in communities, supported by the PROLEARN media base,
take place. Furthermore, this will be a never-ending circle of knowledge creation.

These are the first experiments we undertake with social software in the con-
text of professional learning. The PROLEARN media base and the PROLEARN
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Measure tools are integrated in the PROLEARN Academy portal www.prolearn-
academy.org to reach a broad audience inside and outside the network. We
have ongoing discussions among the network members to add media to the
media base and to join forces with fellow projects, such as the EU STREPS
ICamp (www.icamp-project.org) [24] and the other projects from the Profes-
sional Learning Cluster (www.professional-learning-cluster.org). We do
not know how the media base will develop in future. As stated in [6], some of
the best communities are not built - they emerged.
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Abstract. Evaluation of personalized information retrieval (IR) systems is 
challenged by the user effect, which is manifested in terms of users’ 
inconsistency in relevance judgment, ranking and relevance criteria usage. Two 
empirical studies on evaluating a personalized search engine were performed. 
Two types of relative measures computed with different mathematical formulae 
were compared. The ranking similarity and the randomness of relevance criteria 
usage were estimated. Results show some undesirable personalization effects. 
Implications for the future development and research of adaptive IR systems are 
discussed.  

1   Introduction 

Digital library (DL) is broadly defined as “information systems (IS) and services that 
provide electronic documents – text files, digital sound, digital video - available in 
dynamic and archival repositories” ([10], p.1023). DL, as a kind of information 
retrieval (IR) system, is an integral part of e-Learning as it enables users to store, 
retrieve and reuse learning resources. The extent to which DL supports users to fulfill 
their learning needs is determined by the efficacy of IR. Personalization is seen as a 
promising means to increase the effectiveness, efficiency and satisfaction (i.e. 
usability) of IR, because a user’s profile (i.e. goals, interests, habits, preferences) 
decides a tailor-made or customized solution for the user’s information problem. 
Conceptually personalization is easy to understand but practically it is difficult to 
implement. Creating and maintaining accurate user profiles is a bottleneck of 
personalization, because users’ needs and interests are highly situational and their 
knowledge and experience are evolving. Of particular concern is that the number of 
empirical studies evaluating personalized IR systems is limited. It can be attributed 
partly to the fact that there exist only a handful of such systems and partly to the 
changing concept of ‘relevance’ that becomes ever increasingly dependent on user-
based values; this dependency is particularly prominent in personalization. A robust 
evaluation framework for personalized IR systems is yet to be developed. We have 
assumed this challenge.  

In the literature of IR, a palette of evaluation metrics (e.g. recall, precision, relative 
relevance), theoretical assumptions (e.g. the problem-solving paradigm; situated 
cognition) and mathematical models (e.g. the Jaccard formula, the cosine function) 
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have been documented. Nevertheless, their inherent limitations are addressed by the 
IR researchers and practitioners.  For instance, recall is limited by how to define the 
set of all relevant information objects (IOs), and it is impossible to get the accurate 
value of ‘all’. The limitation is attributed to the very fact that human interpretation is 
involved. Whether an IO is considered relevant is determined by the user’s 
perceptual, cognitive and affective states; these psychological constructs change 
moment-to-moment [23], leading to the inconsistency problem observed within as 
well as between users. We coin this as user effect in relevance and ranking, which 
is defined as: The varied propensity of individual users as defined by their stable and 
dynamic characteristics to judge and rank relevance of information entities 
consistently, given the particularities of the context of an evaluation test. Clearly, user 
effect has substantial impacts on the reliability and validity of evaluation results of IR 
systems, e.g. algorithmic versus situational rankings [4].  

2   Literature Review 

User-based evaluation of personalized IR systems is challenging because of the user 
effect in terms of the inconsistency in ranking and in relevance criteria usage. The 
paradigmatic shift in Information Science (IS) is characterized by user-centred (in 
place of the earlier system-based) design and evaluation. End-users are seen  
as ultimate assessors of the quality of the information and of the systems as well as 
services that provide information [1]. The notion of relevance judgment has instigated 
a vast number of conceptual and empirical studies since the 1950s [e.g. 3, 8, 20, 21]. 
Here we highlight previous research that has crucial impact on our work (cf. see [19] 
for a comprehensive review on relevance research). 

Relevance judgments are influenced by a number of factors related to user 
psychological states (e.g. goals and needs), intrinsic information quality (e.g. topical 
appropriateness and recency) and contextual constraints (e.g. task requirement). Many 
models are built on distinct assumptions about users’ cognition, knowledge, 
perception and affect (cf. an overview in [1]).  These models can well exemplify the 
complexity of factors underlying relevance judgment. Users employ a set of criteria to 
determine whether information at hand can help resolve their information problems or 
meet their information needs. How these criteria are related to each other is the 
research question that has led to a diversity of relevance models [e.g. 5, 8, 24, 25]. 
Notwithstanding recent efforts to scientifically classify relevance criteria, there is still 
no consensus on the categorization and labeling of the classes of criteria [25].  A valid 
and reliable criteria classification scheme can presumably help IR system designers 
focus on metadata that are critical for users to make relevance judgment.  

Borlund and Ingwersen [4] introduced the relative relevance (RR) measure as an 
attempt to bridge the gap between the objective system-driven topical relevance 
assessments versus the subjective user-centered situational ones. The RR measure 
computes the degree of agreement between two results of relevance assessments R1 
and R2, which may be objective or subjective. Specifically, algorithmic relevance as 
the system’s output is interpreted and assessed by users in accordance with their 
dynamic perceptions of a real or simulated work task situation, resulting in situational 
relevance. The same output can be judged by an assessor in terms of the nearness 
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between the IO retrieved and the topic represented by the search query, resulting in 
intellectual topicality relevance.  Non-binary values (i.e. 1- relevant, 0.5 – partially 
relevant, 0 – irrelevant) are permissible.  

In their earlier work, Borlund and Ingwersen [4] claimed that the Jaccard 
association coefficient (Formula 1) was preferred to the cosine measure (Formula 2) 
because pairs of sets not vectors were dealt with. However, in her more recent work 
[3], Borlund revoked this previous claim and remarked that the cosine measure is 
more robust because the Jaccard measure is not capable of handling fractional counts.   

                     (R1R2) 
Jaccard Association (R1, R2) =      [Formula 1]

    R1 + R2 – (R1R2) 
 
                 (R1R2)     
Cosine Association (R1, R2) =      [Formula 2]

               ( R1
2)½ * ( R2

2)½ 
 
                       ½ 
                n  
Euclidean distance (R1, R2) =     (R1i – R2i)

2   [Formula 3]
              i =1 

Table 1. Cosine association coefficients for hypothetical data 

 Information Object (IO) R1 R2 R3 
IO 1 1.0 1.0 0.5 
IO 2 0.8 0.8 0.4 
IO 3 0.6 0.6 0.3 
IO 4 0.4 0.4 0.2 
IO 5 0.2 0.2 0.1 

Sum 3.0 3.0 1.5 
Precision = Sum/ Number of IOs 0.6 0.6 0.3 
RR:     
Cosine(R1, R2) 1  
Cosine(R1, R3) 1   

Nonetheless, Borlund [3] fails to mention one obvious drawback of the cosine 
measure. As shown in Table 1, the cosine coefficient of 1 can be obtained when the 
values for each of the IOs in R1 and R2 are completely identical or when the value of 
each of the IOs in R3 is of the same fraction of its counterpart in R1, in this case is ½. 
If R1, R2 and R3 are based on the same scale (min: 0.0; max: 1.0; interval: 0.1), then 
the cosine measures cannot reflect accurately the real differences. Furthermore, 
Euclidean Distance (ED: Formula 3) is a method commonly used in various domains 
to estimate the similarity of the retrieved IOs. The magnitude of the distance reflects 
the degree of similarity between the two sets of relevance assessments [cf. 18]. As 
applied to the hypothetical data in Table 1, ED (R1, R2) = 0, ED (R1, R3) = 0.8. 
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3   Research Questions 

The current study has the objective of developing evaluation metrics for IR systems. 
Furthermore, based on the foregoing arguments, we formulate four research questions 
and attempt to answer them with the empirical data collected: 

RQ1: How serious was the user effect in terms of inconsistency in applying different 
relevance criteria to system-generated search results and in ranking them? 
RQ2: To what extent did different relative relevance (RR) measures estimated by the 
three mathematical models (Jaccard, Cosine and Euclidean) converge? 
RQ3: To what extent was the users’ level of satisfaction with the search results 
correlated with the effectiveness of the search? 
RQ4: What was the general pattern of relevance criteria usage? 

4   Evaluation of Personalized IR Systems 

Subsequently, we present two evaluation studies – Study 1 and Study 2 – on a 
personalized search engine (PSE), which is integrated into two e-learning platforms. 
Study 1 focused on assessing relative relevance (RR) measures whereas Study 2 
focused on identifying user relevance criteria.  

4.1   Systems Overviews 

The PSE evaluated was developed by the ELENA project (http://www.elena-
project.org) and the EducaNext project (http://www.educanext.org/ubp). The PSE 
enables users to find a variety of learning resources (LRs) in a federated network of 
repositories, and aims to improve search results by taking user profiles into account and 
by implementing the ranking algorithm in the network search client based on Lucene1 
(for details see [6]). As LRs are unique within each repository and they do not link to 
LRs in other repositories, ranking of search results is far more challenging than in other 
cases, for instance, a centralized LR repository or a meta-search engine in the Web. The 
eclipsed feature in Fig. 1 shows the “Personalized Search Results” check box and the 
three personalization scales: User Interests, User Goals and User Learning History. 
Users have control over the personalization features, turning it on and off contingent on 
their situational needs. Previous research [14] suggests that users be given control over 
when the automated assistance during the search process should be invoked.  

Note that in the current version of the ELENA-PSE prototype, the personalization 
based on User Learning History is not yet implemented. In EducaNext-PSE prototype 
there is only one personalization scale (User Interest) instead of three. Otherwise, the 
user interface of the search engine in both platforms is essentially the same. The main 
rationale of using the two platforms (Study 2) is that their respective target groups are 
different (corporate learners for ELENA and academic learners for EducaNext). With 
the shift of the platform and the associated new task requirements (see below), users 
are supposed to be more aware of the contextual change and thus their interests/goals 
appropriate to the situation can better be elicited. 
                                                           
1 Lucene (http://lucene.apache.org/) is a free text-indexing and searching API written in Java. It 

is a technology suitable for nearly any application that requires full-text search. 
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Fig. 1. The user interface of the ELENA-PSE 

4.2   Study 1 

4.2.1   Participants 
The evaluation tests consisted of two rounds. In Round 1 a total of 22 test persons 
from Slovenia, Austria, Germany, Spain, and Switzerland were involved. They were 
faculty members of academic institutions with rich experience in search engines. In 
Round 2 two information professionals (or assessors) were involved. They were 
senior researchers in computer science and HCI, respectively, and possessed expertise 
and experiences in e-learning. 

4.2.2   Method  
4.2.2.1   Round 1 Tests 

Tasks and instruments 
The evaluation tests were performed in summer 2005. The users were given a 
simulated work task situation, which served as the trigger of the user’s information 
need and as the platform for relevance judgment [3]. They were first asked to imagine 
working in a company in a particular position, and to think of the learning goals they 
might have in this situation.  The users were then required to enter into their learner 
profiles three goals. Each goal was captioned with a title and elaborated with free-text 
description (see the example cited below): 

Information systems access control – To investigate and learn about 
the most recent technologies and frameworks for access control to information 
systems, such as security policies, authentication mechanisms (e.g. biometrics), 
authorization mechanisms or privacy-enhancing technologies 
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After describing their goals, the users performed seven search tasks (Table 2). In 
the first three tasks (T1, T2, T3) the users were asked to find learning resources (LRs) 
that contribute to the three pre-specified goals, respectively. The fourth task (T4) was 
to assess between-user consistency or individual difference in judging relevance. The 
next two tasks were pre-defined (T5, T6) and the rationale was to evaluate the search 
engine’s capacity to handle multilingual and multi-domain queries.  The last task was 
to assess users’ consistency in judging relevance. Hence, it was expected that the 
outcomes of this task should be very similar to those of one of the first three tasks. No 
time constraint was imposed on the search tasks. 

Table 2. Description of the seven search tasks 

Descriptions of Seven Search Tasks (T)  
T1: Find learning resources that contribute to your first goal. 

T2: Find learning resources that contribute to your second goal. 

T3: Find learning resources that contribute to your third goal. 

T4: As message protection is becoming more and more important, you would like to learn 
how to protect your e-mail. Find learning resources on this topic by entering as a search term 
secure e-mail. 

T5: Select a foreign language you would like to learn. Find free learning material or 
seminars that help you to learn the language. 

T6: Find seminars on Java programming in your local language. 

T7: Find a learning resource that contributes to your MOST important goal of the three you 
have identified. 

Relevance Judgment 
By default the personalization feature of the search engine is deactivated. User can 
activate it by checking the appropriate box (Figure 1). For each of the search tasks, 
the users were asked to complete a template (see the excerpt in Figure 2). In total, the 
22 users performed 99 complete search tasks. Partially completed tasks were not 
analyzed.  

4.2.2.2   Round 2 Tests. The two assessors performed search tasks based on the users’ 
goal-driven queries (with and without personalization) that were implemented in 
Round 1. Then they assessed the outcomes in accordance with two types of relevance. 
For the list of returned LRs without personalization, the assessors judged the first 15 
by determining how an LR corresponds to the topical area required by the perceived 
information need, resulting in intellectual topicality [4]. For the list of returned LRs 
with personalization, the assessors judged first 15 by determining how useful the 
viewed LR was by addressing the relationship among the LR, the goal and task 
underlying the user’s information need and the user’s current cognitive state 
observed, resulting in situational relevance. 
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**************************************************************************** 
1. Write down what you are trying to find (i.e. Search Term):  

 Answer: LEARN EXCEL 
3. What is the total number of the returned results? 

Answer: 117 
4. How many of the returned results are relevant for you, i.e. they are what you were looking 

for? 
 Answer: 5 

No personalization 
5. How many of the top 10 ranked results are relevant for you? 
 Answer: 1 
6. Write down the five most relevant results for you from the overall results list and their 

ranking numbers (not relevance). Please write the most relevant result the first, then the 
second most relevant, and so on. 

Your rank Engine-Rank Learning resource title 
1.   
2.   
3.   
4.   
5.   

Personalise Search Results  Use Goals 
9. How many of the top 10 ranked results are now relevant for you? 
 Answer: 1 
10. Please write down how the ranking of the most relevant results has changed after    

personalization 

Your Rank Previous Engine-rank (before 
personalization; see item 4) 

Current Engine-rank  
(after personalization) 

1.   
2.   
3.   
4.   
5.   

************************************************************************** 

Fig. 2. An excerpt of a template for a search task 

4.3   Study 2 

4.3.1   Participants 
Eleven users from two academic institutions in the UK and Slovenia were involved. 
Five were postgraduates and six were faculty members. Seven of them had academic 
background in computer science, two in economics, one in medicine and one in law. 
All of them had medium to rich experience in working with Web-based search 
engines. One was English native speaker and the others were fluent in English. 

4.3.2   Method 
The evaluation tests were conducted at the two institutions in early 2006. The users 
were required to perform two search tasks with the ELENA-PSE and another two 
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with the EducaNext-PSE. The order of the systems tested was counterbalanced. In the 
context of the ELENA-PSE, the same procedure for eliciting user goals in Study 1 
(see 4.2.2.1) was performed. In the context of the EducaNext-PSE, the users were 
asked to imagine delivering a new course and pursuing a research topic; these 
activities were actually part of their real-life work. Then they were required to enter 
into their personal profile one lecturing interest and one research interest; each 
should be classified into an academic discipline (selected from a drop-down menu) 
and described in free text format.  An example of research interest is: 

Description: Security and privacy aspects of the next generation networks, in 
particular pervasive and ubiquitous systems, and technology-enhanced learning 

Classification: Computer Science 

The users were required to carry out four search tasks to find learning resources (LRs) 
that contribute to each of their self-defined goals and interests. No time constraint was 
imposed on the search tasks.   

A list of items with each of them consisting of a title and a snippet (up to three 
lines of text) was returned as search results. Each item was hyperlinked to a website 
where more information of the LR were presented (cf. Amazon-format such as title, 
description, author, publisher, year of publication, number of pages, price, table of 
content, editorial/customer review). We coin this information object as metadata-
surrogate. The users had no access to complete LRs catalogued in the two platforms, 
partly because of the intellectual property right issue and partly because of the 
technical constraint.  

Similar to Study 1, the users were required to make relevance judgments on the 
search results produced when the personalization feature was on or off.  In addition, 
when examining metadata-surrogates for relevance, the users were required to think 
aloud and to highlight onscreen keywords that influenced their relevance judgment 
with a mouse (cf. [9]). All onscreen activities and think-aloud protocols were captured 
with Camtasia® or Hypercam®. In addition, the users were asked to fill in a template 
similar to that of Study 1 (Figure 2).  

5   Results 

5.1   Study 1 

5.1.1   Findings of Round 1 Tests 
Personalization Effect 
The descriptive statistics of the search tasks were shown in Table 3. Ranking without 
personalization placed on average 4.99 relevant LRs among top 10 ranked. The most 
important LR for a user was top ranked 25 times (i.e.  25% of the total search tasks), on 
the second place 7 times, and on the third place 8 times (40% of the time among top 3). 
We calculated the differences between no personalization and with personalization in 
terms of (i) the number of relevant LRs among 10 top ranked (i.e. NoP-10 vs. GOAL-
10); (ii) the rankings of the 5 most relevant LRs, namely Rank-NoP and Rank-P, of 
which the averages result in NoP-R and GOAL-R, respectively. Paired sample t-tests and 
Kendall’s correlation tests were performed on (i) and (ii), respectively. Both results 
were statistically significant: (i) t = 2.77, p = 0.007, N = 99; (ii)  =.71,  = .0, N = 462. 
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Table 3. Descriptive statistics of the search tasks results  

Variable Mean (SD) Explanation 
Tot-IOs 33.3 (26.9) Average number of information objects (IOs) returned in total 

Rev-IOs 8.9  (6.5) Average number of relevant IOs out of the total 

NoP-10 5.0  (2.4) Average number of relevant IOs among top 10 ranked  
(without personalization) 

GOAL-10 4.6  (2.3) Average number of relevant IOs among top 10 ranked  
(with personalization on goals) 

NoP-R 8.9  (9.7) Average rank of the 5 most relevant IOs for a user  
(without personalization) 

GOAL-R 9.5  (11.6) Average rank of the 5 most relevant IOs for a user 
 (with personalization on goals) 

In the literature of IR, an association measure based on Kendall’s correlation 
coefficient ( ) is commonly employed to estimate the change in system rankings (e.g. 
[7]). The similarity of two rankings is defined as the Kendall’s  between them (range: 
0.0 to 1.0). Previous work has considered all rankings with correlations greater than 
0.9 as equivalent and rankings with correlations less than 0.8 as containing noticeable 
differences in general [26]. Rank-NoP (without personalization) and Rank-P (with 
personalization) are expected to be different, with the latter having the more relevant 
items higher on the ranking list, because of the ‘push’ driven by the personalization 
effect.  If the two ranks are similar (i.e.  >= 0.8) then there is no personalization 
effect because no change occurs. Conversely, if the two ranks are dissimilar (i.e.  < 
0.8), then it may imply that there is some personalization effect. The question is 
whether it leads to better or worse ranking results. 

These findings clearly indicate that the ranking algorithms for the PSE were not 
successful and require revisions, because both the number of relevant LRs among 10 
top ranked (i.e. the higher the better) and the average rank of the 5 most relevant LRs 
(i.e. the lower the better) were more desirable when the personalization was switched 
off than when it was switched on (Table 3).  Out of the 462 monitored rankings, 205 
were ties, 100 negative ranks (i.e. better) and 157 positive ranks (i.e. worse).  

Within-User and Between-User Consistency  
In Round 1 tests, Task 7 (T7) and Task 4 (T4) were meant to evaluate within-user 
consistency and between-user consistency (see Table 2), respectively.  Nonetheless, 
only six users followed the instruction of performing Task 7 in the way that they 
entered exactly the same query that was used in one of the first three goal-related 
tasks (i.e. T1, T2 or T3). For instance, one user entered ‘digital signature acceptance’ 
for Task 1 but ‘digital signature competence’ for T7. As the system’s outputs could  
be very different, it is necessary to discard such data. For one user, we computed  
the ranking similarity in terms of Kendall’s tau_b ( ) between T2 and T7 when the 
personalization was on and off; the average  over the two conditions is 0.2, which is 
very low, implying no similarity at all. For the other five users, we applied the same 
analysis method; the average association coefficients over the two conditions were: 
0.6, 0.3, 0.7, 0.5 and 1.0 (i.e. this user had identical rankings).  

For each user, the duration of each of the seven search tasks was recorded. From 
these data we computed the average time lapse between the two repetitive tasks (i.e. 
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T1/T2/T3 and T7), which was equal to 89 minutes (range: 33 min to 169 min). There 
was no significant correlation between the magnitude of  and the length of time 
lapse. It seems to suggest that memory did not play an important role in determining 
within-user consistency. In summary, these findings show that the users were 
generally inconsistent in ranking the search results. It can somewhat confirm the 
assumption that human information need is highly dynamic and unstable.  

Next, we look into the problem of between-user consistency. All the users were 
required to perform the same search task T4. Some users failed to comply with the 
instruction and their data had to be discarded. Consequently, we examined the data of 
the ten users. Table 4 shows individual users’ first five ranked LRs; the numbers in 
rows were the system-generated ranks for the corresponding LRs. These findings 
show that the users could interpret the same system’s output very differently.  

Table 4. Between-user rankings on the same search task 

Rank J1 J2 J3 W1 W3 J7 J8 J9 J10 J11 

1st 12 21 12 5 5 1 1 1 8 8 
2nd  25 47 15 11 11 4 4 8 20 20 
3rd 21 15 11 12 12 8 7 2 1 4 
4th 50 25 16 15 13 7 8 4 2 15 
5th  39 12 13 1 17 15 10 20 5 1 

Correlation Between Satisfaction and Effectiveness  
After each search task, the user was asked to rate on a 7-point Likert Scale (1 = lowest, 
7 = highest) her level of satisfaction with the search results (i.e. SUCCESS) and with 
the amount of time it took to locate what was being looked for (i.e. TIME). While no 
significant correlation was found between SUCCESS and precision (i.e. = Rev-
IOs/Tot-IOs in Table 3), there was significant correlation between TIME and the 
precision (r = 0.3, p = .002, N=99). Nevertheless, the level of satisfaction with the 
search results was determined not only by the number of relevant LRs, but also by how 
they were ranked in the system’s output.  Hence, for each search task we computed the 
average change in ranking before and after personalization and correlated it with 
SUCCESS, no significant difference was found, indicating that the user satisfaction 
was not solely determined by the effectiveness of the personalized ranking.  

5.1.2   Findings of Round 2 Tests 
Relative Relevance (RR) Measures 
In Round 2, two assessors performed relevance assessments on altogether 38 goal-
related search tasks.  For each task, the assessors looked at the top 15 top ranked LRs, 
and for each of these LRs they judged whether it was relevant (1.0), partially relevant 
(0.5) or not relevant at all (0.0). Two sets of outcomes were obtained: when no 
personalization was used (i.e. intellectual topicality; the column “Topic” in Table 5) 
and when the knowledge about the goals was considered (i.e. situational relevance; 
the column “Situate” in Table 5). Besides, for each of the two cases, the system’s 
algorithmic relevance were generated (the columns Algo(on) and Algo(off) in Table 
5) when personalization was switched off and on, respectively. We computed Relative 
Relevance (RR) for four combinations of different types of relevance, including: 
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 Intellectual Topicality (subjective) vs. Algorithmic Relevance (objective) 
{personalization = off} 

 Intellectual Topicality (subjective) vs. Situational Relevance (subjective) 
 Situational Relevance (subjective) vs. Algorithmic Relevance (objective) 
{personalization = on} 

 Algorithmic Relevance (objective) {personalization = on} vs. Algorithmic 
Relevance (subjective) {personalization = off}  

Table 5. Computation of RR with three methods 

R1 Topic Topic Situate Algo(off)  
R2 Algo(off) Situate Algo (on) Algo(on) 

Jaccard measure 0.38 0.49 0.33 0.46 
Cosine measure 0.7 0.73 0.64     0.92 
Euclidean distance 8.08 7.84 7.67 3.27 

Specifically, we employed the three methods described in the foregoing section, 
namely the Jaccard measure, the Cosine measure and the Euclidean Distance. 
Interestingly, the results (Table 5) show that the three methods could lead to 
inconsistent conclusions. According to the Jaccard measure, the best match was 
between the two subjective relevance assessments (RR = 0.49). However, for the 
Cosine measure the best match was between the two objective ones (RR = 0.92), and 
it was supported by the Euclidean Distance (= 3.27; the lower the magnitude the more 
similar the two values). Indeed, it is reasonable to assume that the two system outputs 
(i.e. two types of Algorithmic Relevance) should have the highest degree of 
overlapping, given that no dynamic information need or fuzzy human interpretation 
was involved. Nonetheless, for the second best match, the three methods suggest three 
different combinations. 

5.2   Study 2 

As mentioned earlier, Study 2 focused on the usage of relevance criteria. The 
empirical findings on the personalization effect, which were somewhat consistent 
with those of Study 1, are not reported here due to the space constraint. The content 
analysis of the users’ think-aloud protocols and highlighted text onscreen yielded data 
on their usage of relevance criteria. Altogether eighteen unique criteria were 
identified, based on the literature of relevance research [1, 9, 15] as well as on 
inductive analysis during the coding process. As we aim to present the findings on the 
distribution and application of relevance criteria, the definition of individual criterion 
is not presented here due to the space limit.  

391 instances of 18 criteria used for assessing altogether 182 metadata-surrogates. 
Our results were somewhat consistent with those of previous relevance research:  

 Topical appropriateness (i.e. specificity) was the most often used criterion being 
supplemented by an array of extra-topical criteria with a large range of frequency: 

 The distribution of relevance criteria approximated a decaying exponential model, 
with the predominance of a few widely used criteria being followed by a long tail of 
occasionally used ones. Specifically, twelve of the 18 criteria (Figure 3) identified for 
meta-surrogates represented less than 5% of the respective total number of criteria. 
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Fig. 3. Distribution of relevance criteria for assessing meta-surrogates 

To see how consistent individual users applied their selected criteria, we employed 
the concept of information entropy (H), which describes how much randomness (or 
uncertainty) there is in a signal or random event. Since frequency for some criteria is 
not very high (e.g. 'affect’'), while other are very common (e.g. 'specificity'), the 
selection of criteria is not really as random as it might be. On the other hand, since we 
cannot predict which criteria the user will apply: it is, to some degree, 'random'. 
Entropy is a measure of this randomness, as suggested by Shannon [22]. Accordingly, 
entropy (H) is defined in terms of a discrete random event x, with possible states (or 
outcomes) 1..n as: 
             n 

H(x) =   p(i) log2 (1/p(i))   
           i = 1 

(x is a random event where a user applies a specific relevance criterion to j search 
tasks, where j = 1..4;  n = {0, 1} and p(i) is the probability that the criterion is applied 
(n = 1) or not applied (n = 0)) 

The resulting entropy H was divided by the total number of relevance criteria applied by 
the user to standardize the attribute, which has the range from 0.0 to 1.0. The lower the 
s(tandardized) H the higher the consistency the user applied the selected criteria is. The 
average sH was 0.54 (SD = 0.21), indicating that generally the users were somewhat 
neutral with respect to the consistency of criteria application.  

6   Discussion 

Subsequently, we discuss the four research questions (Section 3) with reference to the 
empirical results obtained: 

RQ1: User Effect: Ranking and Relevance Criteria Relevance  
The empirical results of this study further corroborate the observation about the user 
effect. The users were inconsistent in judging the relevance of information objects and 
in ranking them, even when the same search query was entered and the same overall 
results list was produced. Specifically, the criteria the users employed for making 
relevance judgment varied from a metadata-surrogate to another, even when the same 
set of metadata attributes was available. Put simply, the user searching and seeking 
behaviour is essentially unpredictable, although many attempts to model and 
formalize this kind of behaviour have been undertaken in the literature of IR (cf. the 
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papers of recent SIGIR conferences). Considering the fuzziness of psychological 
constructs like goals, interests and needs, the provocative question whether 
personalization is doomed to fail can be raised.  Nonetheless, in the recent years the 
notion of individual differences has been attracting more research attention and effort 
in the field of human computer interaction (HCI) and IS. It is intriguing to explore the 
related theoretical models (e.g. [16]) to deepen the understanding of the user effect.  

RQ2: Estimation of Relative Relevance with Different Mathematical Models 
It was interesting to observe that the three methods could lead to inconsistent 
conclusions about the relationships between different types of relative relevance (RR). 
A number of previous IR research attempted to compare so-called distance 
coefficients, which vary in inverse proportion with the degree of similarity, with 
association coefficients, which vary in direct proportion with the degree of similarity 
[11, 18]. However, the results appear inconsistent and inconclusive, i.e. there seems 
no clear-cut answer to the question which measure best fits which application context. 
In fact, the Jaccard formula has been used in IS and HCI (e.g. any-two agreement 
[13]). Not until recently has its robustness been challenged. However, as shown 
above, the resilience of the cosine measure can be challenged as well. Perhaps it 
entails an alternative measure. However, we should bear in mind that an array of tools 
may not be better than a single powerful one.  

RQ3: User Satisfaction and Search Efficacy 
In the current study, we are not able to derive from the empirical data which factor 
plays a stronger role in determining the level of satisfaction: the number of relevant 
IOs retrieved or the way how these IOs were ranked.  In fact, the user satisfaction was 
evaluated after all the seven tasks were performed. It thus further complicated the 
picture. It is speculated that users themselves may not be able to isolate these factors. 
Emotional responses are based on intricate interactions between cognitive and 
affective attributes. Satisfaction is a composite term, amalgamating a cluster of “felt 
experience” [17], and is measured in a coarse-grained manner. The current research 
efforts on User Experience (UX) attempt to reduce the composite satisfaction into 
elemental attributes – fun, pride, pleasure, surprise, intimacy, joy, to name just a few - 
and thrive to understand, define and quantify such attributes. Evaluating UX is an 
emerging area.  As remarked by the UX pioneers, what has been done in the last few 
years is just the beginning [12]. A number of theoretical, methodological and 
empirical issues germane to UX need to be researched. More important, outcomes of 
such research can inform the practice in design and evaluation. 

RQ4: Pattern of Relevance Criteria Usage? 
There is limited or even no study that reports the distribution of relevance criteria on an 
individual basis. Nor is there any study that investigates how consistent users apply their 
criteria to different IOs. Our results show that the users seemed to apply the criteria in a 
rather random manner. This proposition is somewhat supported by our results on 
computing the consistency of criteria usage, which is expressed in terms of information 
entropy – a critical concept in the information theory that we borrow and adapt for 
developing this new metric.  The standardized entropy sH of 0.54 indicates that the level 
or randomness of the relevance criteria use is medium. Put differently, while the users 
possess some strategies for the criteria use in relevance judgment, there are no 
deterministic rule governing the actual application. These findings are consistent with 
the notion that the relevance judgments are highly dynamic and situational.    
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7   Limitation and Future Work 

Several constraints - technical, political, conceptual and methodological – have 
limited the scope of our empirical findings: 

• The PSE under evaluation is a prototype under development; there is much room 
to improve the ranking algorithm (e.g. the category filter [6]) and to make the 
associated changes in the user interface. Specifically, users should be enabled to 
sort, delete, insert or select personal goals and interests with ease at anytime they 
want to activate the personalization feature (cf. with the current interface one can 
apply personalization only to all or none of pre-defined goals/interests), thereby 
having their specific, situational information need addressed more appropriately.  

• The use of metadata-surrogates does not allow us to study so-called stage-
dependent criteria use [e.g. 2, 5, 25], i.e. whether users apply different criteria to 
judge the relevance of a metadata-surrogate and its corresponding full text 
document. While the technical constraint on the access to a complete information 
entity can be overcome in the future, the copyright issue is trickier to deal with. 

• The focus of our analyses was on individual criteria rather than on categories or 
clusters of criteria. The pattern of change in criteria use can better be illustrated 
by instances rather than types of criteria. While a classification of criteria may 
help distinguish between essential and subordinate and between subjective and 
objective criteria, it may mask the distinction between individual criteria.  
Besides, IR system designers can focus attention on improving metadata if they 
are well informed which specific relevance criteria are of great importance and 
frequent use. There is a need to sustain the work to map relevance criteria across 
information search process stages, variations in IO representations, tasks and 
application contexts [25].  

• The number of users employed for both studies was relatively small.  In addition, 
the ecological validity of laboratory-based studies is generally not particularly 
high. More interesting data would be garnered if more users with larger 
heterogeneity (e.g. academic disciplines) could be engaged in a longer period of 
time for evaluating a general-purpose tool.     

The current study and the list of quoted previous work clearly point to the fact that 
user-based relevance evaluation is a complex topic. The relevance of this topic to the 
technology-enhanced learning community is substantial; the most significant criterion 
is practicality, thereby informing the design and evaluation of personalized IR systems.   
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Abstract. This paper describes a service-oriented approach for the integration 
of third-party external applications and resources into an existing open source e-
Learning environment. We detail the architecture for creating customized learn-
ing environments composed of existing open source applications and systems. 
As a result, a Web services-oriented framework for e-Learning systems is pro-
posed, providing a flexible integration model in which all the learning compo-
nents and applications are loosely connected. Web services provide a suitable 
deployment environment to realize dynamic and interoperable e-Learning sys-
tems by facilitating application-to-application interaction.  

Keywords: Web Services, Learning Object, Interoperability, XML. 

1   Introduction 

Many of existing e-Learning systems are based on plain monolithic, component 
client-server or peer-to-peer models and therefore suffer from drawbacks like poor 
scalability or complicated interchange of content [30]. Although there exist standards 
like LOM [10], SCORM [1], and IMS [14] the interchange of educational content 
between servers or peers is still a problem for which satisfactory solutions still need to 
be provided. Some solutions do concentrate on the architectural design, like the 
pattern approach [25], or framework systems (Cisco, WebCT, IBM), which allow the 
use of plug-in components. However, difficulties still remain, since the 
interconnections between heterogeneous systems are not made easy. Such solutions 
are not flexible and do not allow interoperability because they are based on 
monolithic or component client-server architecture (e.g., Blackboard or WebCT). 
Most content providers have large monolithic systems where e-Learning standards 
adaptation will not significantly change the underlying teacher-learner model. 
Emergence of Web services is an attempt to provide interoperability. Web services 
are a set of open standards that facilitate application-to-application interaction [37]. 
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Traditional Web-based e-Learning applications generally interact with a server in 
submitting forms, exercise results or questions/answers, most of these data being 
completed by a learner. In response to each request, the e-Learning server responds by 
sending back a new web page, slowing down application execution. The new AJAX 
technique (Asynchronous JavaScript and XML) [21] is a term that refers to the use of 
a group of Web-based and Web services-based technologies together. AJAX applica-
tions can send requests to the Web server-engine to retrieve only the data that is 
needed, usually using SOAP or some other XML-based Web service dialect. 

We believe that a future e-Learning system should consist of a set of independent 
but cooperating non-monolithic services-based applications that integrate pedagogical 
data between common Learning Content Management Systems (LCMS). 

In this paper we propose a service-oriented architecture (SOA) in which the peda-
gogical content is encapsulated inside a Web service in order to increase interoperability 
and reusability for learning data and applications [31]. The role of SOA we suggest is to 
integrate existing free and open source LCMS, in which different external components 
are implemented as Web services. For course authors, course administrators and learn-
ers, e-Learning systems can be individually assembled by using distributed components 
to provide the functionality they really need. In addition, we propose a new Web ser-
vice-based client in an e-Learning system in using AJAX technique. 

The remainder of this paper is as follows. Section 2 presents the state of the art in 
e-Learning, Web services, and e-Learning systems architecture and standards; work 
related to AJAX is also described. Section 3 presents our approach for a SOA-based 
LCMS. Finally, concluding remarks are given in section 4. 

2   Background 

In this section we briefly introduce the background relevant to our work, that is: (1) 
the integration of LCMS and (2) the third-party external resources and applications in 
using Web services. Some XML-based semantic-oriented tools, usually not directly 
supplied by a LCMS, are described as well. 

2.1   E-Learning 

E-Learning is defined as: “the convergence of the Internet and learning, or Internet-
enabled learning; the use of network technologies to create, foster, deliver, and 
facilitate learning, anytime and anywhere” [22]. 

In a typical e-Learning environment, there are several groups of people involved: 
authors and learners; administrators and trainers. The core of an e-Learning system 
typically consists of a LMS (Learning Management System) or LCMS. An LMS pro-
vides functionalities like the management of learners and their profiles, their progress 
tracking, collaboration facilitation, or event scheduling. An LCMS is aimed at manag-
ing a learning content which is usually stored in a database [8], [16]. In addition, an 
LCMS eases content reusability, provides workflow support during content develop-
ment, or delivers content via predefined interfaces and presentation layers. 

Choosing an e-Learning system is not an easy task. One known approach is to 
adopt a proprietary system (e.g., WebCT, Blackboard, or Docent) irrespective of 
specific users needs. Another one is to customize an existing open source e-Learning 
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environment (e.g., Moodle, Atutor, or Dokeos) by modifying its source code. While 
this solution affords maximum flexibility, it may be also very costly. In this paper we 
propose a SOA for creating customized e-Learning environments comprised of exist-
ing open source applications and systems. 

The development of Learning Objects (LOs) [10], which are reusable units of study, 
exercise, or practice, influenced the way how e-Learning content is handled in the core 
of e-Learning systems. LOs can be authored independently of the delivery media by 
using an authoring system, they are stored inside or outside a LCMS, and they may be 
distributed on demand over the Web. LOs represents building blocks for a solution that 
solves interoperability and reusability problems, since LOs are based on existing stan-
dards (SCORM, IMS, LOM), and intended for use in many different e-Learning  
systems. The second possible solution consists in a collection of Web services that can 
be used to handle e-Learning content: courses, functionalities and other services. From 
our perspective, Web services represent a suitable technology for LOs implementation. 
Our system consists, among others, of an Open Semantic Editor Suite (OSES) that is a 
set of XML-based tools (editor and plug-ins) for creating, editing, and storing learning 
content in a native XML database (NXDB). XML is used for encoding textual and non-
textual information such as vector graphics, mathematical expressions, synchronized 
multimedia documents, complex forms, quizzes, etc [16], [18]. Integration of OSES 
with a LCMS is made possible through the Web services technology. 

2.2   Web Services 

Web services are independent software components that use the Internet as a commu-
nication and deployment infrastructure. They provide a high level abstraction view of 
applications, together with a standardized stack of protocols and languages, as de-
picted in Fig. 1. In a typical Web service invocation, a client may use a UDDI registry 
(Universal Description Discovery and Integration) to find a server that hosts a service 
then it requests from the server a document, encoded in WSDL (Web Services De-
scription Language), which describes the operations supported by a service. For the 
communication, SOAP (Simple Object Access Protocol) can be used, which build  
 

 

Fig. 1. Web Service Standards Stack (adapted from [27]) 
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upon HTTP (Hypertext Transfer Protocol) to transport the data. More complex Web 
services can be composed out of existing services in using, for example, BPEL4WS 
(Business Process Execution Language for Web Services) [6], [3]. 

To develop Learning Object Web services (LOWS), a content provider has to im-
plement an interface that supports Web services. There are several different possibili-
ties to provide LOs as Web services [31], [37]. In our work, we choose a technique 
detailed as follows: the content is stored in a NXDB or in an XML file, it is extracted 
and enriched by a presentation specification; a SOAP message is constructed and sent 
back to the authoring OSES suite, finally another service is in charge of publishing 
parsed data in the LCMS. 

2.3   Combining Web Services with AJAX Technology 

As mentioned above, usual e-Learning Web-based applications essentially submit 
forms, exercise results or questions answer, completed by a learner. The e-Learning 
Web-based server responds by sending back a new web page, at each request time. 
AJAX is a web application development technique that uses a mix of modern web 
technologies to provide a more interactive user interface. These technologies are 
JavaScript, HTML, CSS (Cascading Style Sheets), DOM (Document Object Model), 
XML, XSLT, and XMLHttpRequest [33]. AJAX applications can send requests to the 
Web server-engine to retrieve only the data that is needed, usually in using SOAP 
messages or some other XML-based Web services dialect. 

LOs, which consist of exercises and quizzes, have a major importance in e-
Learning platforms as they make it possible to keep students challenged when 
taking a course. The exercise concept is therefore an essential ingredient in the 
assimilation of knowledge. Existing e-Learning systems provide different means of 
exercise construction in the form of QTI type questionnaires [15]. Most of e-
Learning systems also include tools that help in assessing the effectiveness of 
student learning. Students can be invited to answer questions, solve a problem or 
write a computer program. These kinds of exercises lacks for interactivity and 
immediate feed-back to the student: an immediate comment, an immediate 
suggestion or an evaluation of its answer are not offered. In our conception, the 
exercise is an exclusive LO that ensures interactivity and an immediate answer. 
This becomes possible by applying AJAX technique on the e-Learning client-side, 
where the learner interacts with a Web browser. 

The core idea behind AJAX is to make the communication with the server  
asynchronous, so that data is transferred to a background process. AJAX-enabled 
applications rely on a new asynchronous communication method between the client 
and the server. This method is implemented as a JavaScript engine, loaded on the 
client side during the initial page loading. This engine serves as a mediator that 
sends only relevant data to the server and subsequently processes server response to 
update the relevant page elements. In contrast, the traditional synchronous (post 
back) communication would require a full page reload every time data has to be 
transferred to or from the server [2]. Fig. 2 below illustrates the AJAX-Web appli-
cation model: 
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Fig. 2. AJAX Web Application Model 

1. The user requests a specific URL. 
2. The complete page is sent by the server to the client. 
3. All subsequent requests are initiated as function calls to the AJAX engine. 
4. The AJAX engine makes a request to the server [33]. 
5. The server processes the request and sends a response in XML format to the client. 

It contains only the data of the page elements that need to be changed. In most 
cases this data represents just a fraction of the total page markup. 

6. The AJAX engine processes the server response, updates the relevant page content 
or performs another operation with the new data received from the server. 

AJAX technique offers the possibility to invoke SOAP Web Services from within a 
Web browser. In the e-Learning client context this means a dynamic management of 
course page sequence, exercise sequence or question sequence. 

The implementation of a pedagogical strategy relies on facilities for delivering and 
presenting course LOs from both traditional and adaptive ordering viewpoints. Tradi-
tional sequencing is most straightforward as the system delivers LOs according to the 
order defined by the course author. Adaptive sequencing manages LOs distribution 
according to students’ answers to exercises or quizzes. In this case, this sequencing 
results from the nature of student actions and/or answers rather than being set on a 
pre-established order selected by a course author. In the adaptive approach, sequenc-
ing of course pages, exercises, or questions is never static and is always driven by 
student capabilities [24]. A Web service is responsible for the guided generation and 
the update of the content sequence invoked via AJAX. 

2.4   E-Learning Systems: Architecture and Standards 

The purpose of e-Learning interoperability standards is to provide standardized data 
structures and communications protocols for e-Learning objects. When these stan-
dards are incorporated into vendor products, users of e-Learning can purchase content 
and system components from multiple vendors, based on some quality criteria and 
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appropriateness, and also the confidence that interoperability is ensured [12]. Learn-
ing standards can be organized into five categories as follows [23]: 

- Metadata: learning content must be labeled to support the indexing, storage, 
search, and retrieval of LOs by multiple tools across multiple repositories. Data 
used for this purpose are referred to as Learning Object Metadata (LOM) [10]. 

- Content Packaging: content packaging specifications (SCORM) [1] and standards 
(IMS) [4] allow courses to be transported from one system to another. 

- Learner Profile: learner profile information can include personal data, learning 
plans, learning history, accessibility requirements, certifications and degrees, as-
sessments of knowledge and the status of participation in current learning. 

- Learner Registration: learner registration information allows learning delivery and 
administration components to know what offerings should be made available to a 
learner [4]. 

- Content Communication: when content is launched, there is a need to communicate 
learner data and previous learner activities [1]. 

An e-Learning architecture consists of three components: access tools, learning appli-
cations and the underlying network infrastructure [7]. 

- Access tools ensure the availability of learning resources. They provide a variety of 
audiences with convenient access to courses, briefing sessions, white papers, mul-
timedia and online tests. 

- Learning applications fall into four broad categories: business operations, content 
management, delivery management and LMS. 

Fig. 3 below illustrates how various elements of the system might work together. It 
describes a simple functional model for an e-Learning application environment. This 
model provides a visual representation of the components that make up an e-Learning 
environment and the objects that must be passed among these components. SCORM 
defines a highly generalized model of a LMS as a suite of Services that manage the 
delivery and tracking of learning content to a learner. But it does not specify the LMS 
functionality. The functional model proposed in [16] is strongly influenced by the 
SCORM model where two different platforms are defined: LCMS and LMS. 

LMS and LCMS really have two very different functions [8]. The primary objec-
tive of a LMS is to manage learners, in keeping track of their progresses and perform-
ances across all types of training activities. At the opposite, a LCMS manages the 
content and it is a multi-user environment where end-users and developers can create, 
store, reuse, manage and deliver LOs from a central database. The use of standardized 
learning metadata structures plus standardized learning content import and export 
formats also allows LOs to be created and shared by multiple tools and e-Learning 
software. To ensure interoperability across systems, LCMS is designed in compliance 
with standard specifications for content metadata, content packaging, and content 
communication [23]. E-Learning platforms, based on LMS or LCMS, and their func-
tionalities resemble one another to a large extent. Recent standardization efforts [10], 
[1], [14] in e-Learning concentrate on LOs reuse, but not on the reuse of application 
functionalities [31], [17]. 
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Fig. 3. E-Learning Functional Model (adopted from [11]) 

In our work we consider that the functionalities of a LMS can be included in a 
LCMS to acquire a broader interoperability and the reuse of mandatory components 
and functionalities. Then, we complement the system with some Web service-based 
functionality to cover most of the functions that an e-Learning environment should 
provide. These functions are built on the hypothesis that a typical LCMS is a collec-
tion of activities or processes that interact with authors and learners. We subdivide the 
main functionalities of a LCMS into a number of stand-alone applications. For this 
reason we include additional functionality in an open source LCMS, which is imple-
mented as a set of Web services. 

Some solutions, such as described in [31], suggest a complete decomposition (un-
bundling) of a LMS or LCMS into a number of stand-alone components, which can 
then be implemented as services. To fulfill specific application requirements, a com-
position of chosen services is made on demand in some enterprise-based integration 
software. This unbundling process is not an easy task; besides it may impose extra 
requirements at the implementation and deployment levels. In adopting free and 
open source components, we believe that we provide a flexible method that allows a 
high level of abstraction at the design level, and many choices at the implementation 
one. Our approach, leverages of many existing open source LMS or LCMS, some of 
them being already adopted by universities or companies. Besides, including new or 
complementary functionalities is always based on free and open source java-based 
software components and interfaces. Their integration with a selected LCMS is per-
formed via XML-based free solutions. As a result, this integration is made possible 
for any Web-based e-Learning system. 

3   Service Oriented Architecture for LCMS 

In this section we discuses our proposal for learning content and applications integra-
tion. We also describe our Web services-based e-Learning platform, still under devel-
opment. Work described in this section is part of a research project, supported by the 
French AUF or Agence Universitaire de la Francophonie (www.auf.org). 
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3.1   Learning Content and Applications Integration 

A central piece of the system we are currently building is our XESOP open source 
software [18], [19]. XESOP provides a flexible XML-based suite of tools for author 
customization, editing, storage and publication of LOs compliant with existing e-
Learning standards (e.g., SCORM, IMS, and LOM). 

Depending on course specificity, e.g., a math course, an author can represent dia-
grams, mathematical formulas or data in tables. It is well recognized that material 
consisting of figures or tables is worth a long discourse and is of a great pedagogical 
value [29]. For these reasons we developed a MathML editor for mathematical ex-
pressions, a SVG editor for vector graphics creation, a schema for table generation, a 
SMIL editor for multimedia presentations, and a QTI editor for student’s progression 
evaluation. In this case, XML is used for encoding non-textual information [26] such 
as vector graphics, mathematical expressions, synchronized multimedia documents, 
complex forms, etc. For encoding textual information and content assembly, an XML 
semantic editor is used and a tree structure of a generic learning document is gener-
ated, while a validation grammar of XML Schema type is used [16]. 

Formatted texts, diagrams, formulas, tables and images are the basic structure of 
most learning materials. In our authoring suite, binary data of multimedia content is 
embedded directly into the XML course data itself. As a result, the course collection 
can be managed easily since all materials relating to the course are stored in a single 
XML collection. During the editing process, if the user inserts an image or any binary 
data into the edited content, the semantic editor will encode it using Base64 encoding 
method (RFC2045, RFC3548). The encoded binary is surrounded by XML tags  
marking its filename, content type and encoding method. For example, <image 
filename=”name” type=”gif|jpg|png” code=”Base64”> … 
</image> tags can be used for inserting an image into the course content. Currently 
three image formats are supported: JPG, GIF, and PNG. 

Once created, a course can be saved as an XML document and shared by making 
local copies, or in using HTTP protocols in the Internet environment. That does not 
imply the creation of a course warehouse, ready to be shared by several LMS/LCMS 
systems. According to the evolution of the course, authors or teachers may need to 
modify its contents. Therefore, the correct operation of a collaborative authoring sys-
tem imposes the storage of learning collections, possibly in an appropriate database, 
for a better re-use and diffusion of these documents. The choice of an appropriate 
database is essential: we have chosen eXist [13], a native XML database which allows 
the storage of XML documents in their native format. Our choice, in opposition to 
that of a relational database, is explained by the nature of learning documents which 
are in general of narrative types, i.e., document-centric and not data-centric. Although 
relational database products today provide built-in XML document and query support, 
native XML databases are arguably the best choice for metadata storage. As far as 
query language is concerned, IMS recommends XQuery [35]. 

To achieve maximum flexibility, XML is used for internal representation of the 
learning material. A large number of media-rich contents can be stored using the 
abundant set of available XML schemas. Also in providing proper XSLT [36] trans-
formation files, the XML content can be presented in many forms, such as HTML for 
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web-based learning or PDF for printing and off-line learning and than published in a 
LCMS via Web services. 

An exercise service is provided by a RDE (Remote Development Environment). In 
our vision, an exercise is an exclusive LO that ensures interactivity and an immediate 
answer. The real time execution of the exercise is associated with a Web service-
based framework. The meaning of this approach resides in the student autonomy 
towards an operating system while bringing an effective solution to the phases of set 
up, compiler configuration and licenses management [18]. 

To implement this semantic-oriented authoring suite, a cooperative open Web ser-
vices-based environment is proposed. 

3.2   Web Services Implementation 

Web Services [6] are self-contained, self-describing, and present a modular XML 
message-centric approach, that allow building loosely coupled, highly distributed e-
Learning systems [37]. Web Services are a good technology for ensuring the interop-
erability of e-Learning systems for three main reasons [23]: 

1. The information exchanged between e-Learning systems like LOM [10] and IMS 
content packaging [14] all have standard XML [32] binding. 

2. Web Services architecture [3] is a language independent platform. It can promote 
interoperability and extensibility among various applications, platforms, frame-
works and workflows. 

3. Web Services provide a unified programming model [9] for the development and 
usage of Internet Services. As a result, the choice of network technology can be 
made entirely transparent to the developer and consumer of the service. 

A Web service application interaction is quite simple as defined by W3C [34]. A 
requester entity might connect and use a Web service as follows: the requester and 
provider entities become known to each other; the requester and provider entities 
agree on the service description and semantics that will manage the interaction be-
tween them; the requester and provider entities exchange messages. Some of these 
steps may be automated, others may be performed manually. The Web services may 
be implemented on LCMS and then includes: authoring, content managing and pub-
lishing, remote exercising, service discovering, etc. 

In our system, all LOs, contents and applications are built as services with XML 
front-end and described with standardized metadata [10], [1], and [14] so the service 
requesters are able to discover and match these services with their needs. Once they 
are built as services, they are described by a WSDL document to let requesters know 
how to invoke them. WSDL file and XML metadata are wrapped in a SOAP message 
that will be sent to the WSDL-SOAP server (like UDDI server). Through this UDDI, 
Learning Service Requester (LSR) are able to find Learning Objects Services (LOS), 
Learning Contents Services (LCS) or Learning Service Applications (LSA) by send-
ing a SOAP request over HTTP and then facilitates the loose connection between two 
applications. 

As shown in Fig. 4, the learning-centric data and the management-centric data are 
clearly separated. LOs are developed and stored in a native XML database (NXDB), 
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while information relevant to learner personal data, learner profiles, course maps, LOs 
sequencing, information presentation and general user data is stored in a relational 
database (RDB). The database interfaces interact with Web services via SOAP mes-
sages. 

 

Fig. 4. Service-Oriented System Architecture 

The left side of Fig. 4, highlights OSES, our Open Semantic Editor Suite, while the 
right side illustrates Web-based and open source LCMS. 

The interconnection of these two parts is carried out by Web services. Thus exter-
nal applications can be integrated with a LMS/LCMS while being based on the dy-
namicity and the flexibility of Web services. For a service-oriented integration with 
typically Web-based LCMS, Web services are the right technology to use. The com-
munication of different learning applications using SOAP has already been suggested 
in [28]. The IMS Global Learning Consortium [14] recently underlined the interop-
erability of SOAP-based services. 

Scenarios. The left side of Fig. 4 highlights also the author’s interactions with OSES 
services. Thus he can store created LOs in the NXDB or publish a course in a suitable 
format (XML, XHTML, and PDF), using WSMS services, in the LCMS Learning 
Content Database (RDB). WSMS can help him to reach pedagogical content, via 
suitable wrappers, in an external Legacy Learning Objects Database (LLOD). The 
data integration process is made within OSES services. 

The right side of the same figure illustrates user’s interactions with LCMS via an e-
Learning client. The learner can be registered and follow an already on-line published 
course in the Learning Content Database. To seek complementary elements the stu-
dent can address himself to the LOs native database or given LOs from an external 
LLOD via WSMS. Based on the potential for Web services in data integration the 
wrapped result set is send in a suitable format to the learner browser. 
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Implementation Details. For a proof of concept, we are using Dokeos1, a LCMS 
based on PHP and MySQL as a storage back-end. An implementation of the LCMS 
interface via Web Services offers a high degree of flexibility and ease of use, in 
particular as SOAP libraries for PHP already exist, which leads to an easily extensible 
Web-based LCMS. 

For services registration we are using Apache Axis [4], as this tool facilitates the 
deployment of Web Services, and it offers functionality to automatically generate a 
WSDL description of a service, emitter tooling that generates Java classes from 
WSDL, etc. Axis is a SOAP engine (written in Java, for constructing SOAP proces-
sors such as clients, servers, gateways, etc). Axis is also a simple stand-alone server, 
which plugs into Servlet engines such as Apache Tomcat [5]. 

For storing and managing LOs we are using eXist [13], a java-based open source na-
tive XML database. It can be run in the Servlet engine of a Web application. Docu-
ments are stored as a hierarchy of collections that can contain child collections and do 
not constrain documents to any particular schema or document type. For searching and 
updating data eXist supports XQuery, XPath, and XUpdate. eXist supports users man-
agement, multiple database instances, and query indexing. eXist can also be invoked 
via XML-RPC, a REST-style Web services API, SOAP, and WebDAV. 

As Servlet engine Apache Tomcat is used. Tomcat is a free, open-source imple-
mentation of Java Servlet and JSP (Java Server Pages) technologies. This implemen-
tation is available to any developer or company to be used in web servers, develop-
ment tools, and to create dynamic, interactive e-Learning web sites. 

3.3   Use Case Scenario 

In this section, we describe some sequence diagrams related to a use case initiated by 
a course author. In Fig. 5, the author populates an XML content. Once the content is 
submitted, it is sent to Tomcat Servlet engine. The Axis SOAP client API is used to 
create and send a SOAP RPC request message that specifies that the submit method of 
the XML content should be invoked with the Content object as the parameter. When 
this message is received by the Axis SOAP runtime the request is forwarded to the 
database repository service. After the request is processed the response is sent back to 
the Axis SOAP runtime. The return value is then encapsulated in a SOAP message 
and sent back to the Servlet engine. Than a response message is generated and sent 
back to the author suite. 

As stated in the previous section, it is possible to invoke Web services in the AJAX 
model by using SOAP for message exchange. Here, we describe and illustrate the 
generic framework for integrating AJAX into browser-based Web Service applica-
tions. There are two main components in the integration architecture: the Web-based 
e-Learning client and Web Services-based e-Learning system. For a Web-based e-
Learning client this model offers a dynamic management of page, exercise or question 
sequences. The client browser sends a request to the Servlet engine, which in turn 
makes a request to the Axis SOAP server, where the Web service resides. The re-
sponse from the Web service is then transformed by the Servlet engine, and presented 
to the client browser. 

                                                           
1 www.dokeos.com 
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Fig. 5. Web services system interactions initiate by the course author 

In Fig. 6, a Javascript code running within the Web browser creates an instance of 
the XMLHttpRequest and a function that serves as an asynchronous callback. The 
object is then used to perform an HTTP request to the Servlet engine. Than a Web  
 

 

Fig. 6. XMLHttpRequest Object Functions (adapted from [20]) 
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service is called via Axis SOAP Server. When a response is received, the callback 
function is invoked. Within the callback function, the returned XML data is processed 
and the DOM structure of the Web page is updated. 

In our proposed design implementation we have not modified or extended any 
technologies in the AJAX model or Web Services. By using the same theoretical 
standards, we can integrate any e-Learning Web Service into our application frame-
work just by doing some application specific extensions such as creating requests 
according to the service API of the Web Service and handling the returned objects. 

Our Web service-based e-Learning client is still under development. Unfortunately 
there exist some incompatibilities between different Web browsers. In order to invoke 
Web services and reliably process SOAP messages, we developed a script library that 
abstracts the inconsistencies of the underlying XML browser implementations, allow-
ing us to work directly with the Web services data. 

4   Conclusion 

In this paper, we proposed a service-oriented model for an e-Learning data and appli-
cation integration system. We adopted Web services technology in order to provide a 
flexible integration model in which all the learning components and applications are 
well defined and loosely connected. 

As a result, we suggested a SOA platform, where the reuse of both learning materi-
als and application functionalities is supplied. Components and functionalities of the 
LCMS are seen as independent entities which communicate via SOAP messages. The 
generic integration architecture, based on AJAX technique for a LCMS Web-based 
client, can be adapted to any kind of Web services. 

Recall that existing interoperability solutions advocate two approaches: the first 
one is oriented towards the integration of the e-Learning systems by intermediation of 
SOAP interfaces and external Web services [30]; the second one is based on a distrib-
uted SOAP-based communication with Web services on several distributed servers 
and their integration is orchestrated by a Workflow system [31]. Our approach con-
centrates on the independence of the e-Learning components and their integration is 
allowed by a Web services composition mechanism. 

Finally, our proposal is oriented towards system engineering based on independent 
components to ensure not only the reuse of Learning Objects but the interoperability 
and the reuse of the applications as well. 
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Abstract. Educational business games can be of a great help for initial and 
continuous learning, in the engineering field among others. These games have 
as major asset the possibility for learners to intervene or act as they wish. 
Nevertheless, there are numerous possible paths in such games. Designing the 
appropriate game structure and defining the optimum parameters so as to 
achieve the pedagogical objectives of business games are not straightforward. 
Presently, only users feedback allows the adjustments required and the 
appropriate structure modification needs to be identified. Waiting for feedback 
may take months and leave users a negative appreciation of the product. In this 
project, our aim is to conceive a “Simulator of Learners’ Behaviour” to ensure 
the pedagogical quality of educational games. In order to provide realistic 
players’ behaviours, mathematical and economical methods are used. 

1   Introduction 

During the designing of a computer environment for educational purposes, it is 
impossible to consider all the possibilities of learners’ behaviours. Educational games 
are so complex that adjusting and finalising them are particularly difficult. It is thus 
interesting to possess a system that simulates learners’ behaviour so as to statistically 
evaluate the performance of a game without having to wait for an extensive user 
feedback that could take several months. The objective of this research work is to 
design a generic simulator of learners’ behaviour that can be instantiated for different 
business games. 

In this paper, we shall firstly present educational business game principles and the 
context of our work. We shall then define virtual learners and a method to simulate 
real learners’ behaviour by using metadata and mathematical methods. At last, we 
suggest a model named SIMCA which can be adapted to several games, and describe 
its framework and its functioning.  

2   Educational Business Games 

Educational business games are pedagogical applications that teach people several 
aspects of the functioning of a company, of a business or industry. During the past 
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fifteen years, the ICTT laboratory of the INSA de Lyon has gathered a lot of 
experience in the designing of business games [1], [2], [3]. Most of these 
environments have been developed as group projects by 4th year students (master 
level) of the Industrial Engineering department under the supervision of research 
lecturers of the laboratory. These business games have then been used for training in 
this department and others at INSA. The ICTT laboratory can thus directly gather a 
large quantity of feedback. 

The use of educational business games make up a relevant training method for 
engineering students. The objective of these games is to establish a virtual 
environment in which we can artificially recreate on a smaller scale (time, space and 
actions) the conditions that allow learners to find themselves in a context similar to 
the situations they will face in their professional life. Business games cover a wide 
range of subjects (finance, commerce, industrial maintenance, collaborative problem 
solving…). As a variant of role-playing games, business games confront learner 
groups, usually associated to different companies, to each other. Endowed with 
specific powers or skills (tools, competences, protections…), players must take up the 
challenge and attain goals such as decreasing the stock level, increasing productivity, 
winning market shares, etc. 

2.1   Educational Business Games Models 

As researchers, one of our objectives is to situate the development of business games 
in an organized and structured approach. The goal is to define a common root that 
make it possible to speed up the development of specific games and at the same time 
benefit from a common infrastructure that allows designers to create, refine and 
extend these games without having to start from scratch each time. Our approach is 
generic and aims at the identification of invariants in order to define a design 
technology which creates a genuine workshop for configuration and as development 
help for this type of pedagogical products. The identification of invariants has led us 
to elaborate the following models: the conceptual, the dynamic, the pedagogical and 
the computer models. 

The Conceptual Model. It is based on three fundamental elements in the game 
structuring: 
− the attractor (i.e. “educational bait”): a challenge that must be taken up by the 

learner, 
− the case: real-life contextual situation (defining the rules, environment …), 
− cognitive places: knowledge, concepts, know-how, behaviour, competences… which 

are objects of the training. The learner is not necessarily conscious of these places but 
he is compelled to pass these places to take up the challenge proposed to him; 

The Dynamic Model. It consists in cutting up the scenario into phases: 
− discovery phase, 
− analysis and diagnosis phase, 
− strategy construction phase, 
− decision-making and implementation phase, 
− assessment and evaluation phase; 
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The Pedagogical Model. It integrates the animator role as from the original design of 
the game: 
− briefing sessions, to start the game or phases, 
− debriefing and sharing sessions for analysis, 
− multimedia sessions that alternate the conceptual and action sections; 

The Computer Model. It is based on a multi-agent approach for the following 
reasons: 
− In multi-agent systems, as in games, acts are the structuring elements of the 

system,  
− The cooperative aspects of educational business games dictate a distributed vision, 
− Business games must be able to adapt themselves to modifications to the structure 

or environment brought about by the author. 

2.2   Research Issues on Business Game Designing 

During the designing of an educational business game, it is impossible to predict all 
the possibilities in learners’ behaviour (navigation, activity choice, answers given to 
questions, course or route taken…). The richness of this type of educational games 
makes their realisation difficult (in terms of parameters, game structure, need for 
interaction…). The only way of creating such a game is to make actual learners test 
the game and then correct it according to feedback. From experience, we know that 
this process takes about two years to achieve  a finalised version of the game (from a 
pedagogical point of view). This long testing time causes the lost of product 
credibility. This happens particularly if the learners having the “appropriate 
behaviour” (in terms of learning objectives) are not the ones who are rewarded… 

Our research objective is thus to suggest models and tools for testing the games 
prior to their use. To sum up, we aim at designing a simulator of learners’ behaviour 
to test the game’s parameters. This simulator can be considered as a test bed 
sufficiently universal to test thoroughly the game progress with virtual learners (with 
random actions and events) so as to statistically evaluate how far the pedagogical 
objectives have been achieved. This solution will be used in conjunction with the 
user-centered and participatory design approaches. So the final solution will be a sort 
of hybrid approach that involves both virtual players and working with real users. 

The closest work on which we can base ourselves are about virtual players [4], [5] 
and companions [6], [7], [8]. As in these works, we must define players’/learners’ 
behaviour and a mechanism to retrieve information about what happens all through 
the game session so that the simulator can act consequently. However, the needs of 
our learners’ behaviour simulator are quite different. In particular, we do not want to 
create a simulator dedicated to a specific game but to design a simulator for a class of 
business games. 

2.3   Study of Two Business Games 

To come up with a model for the simulator, two educational business games have been 
studied and analysed. The “maintenance game” (in the field of industrial maintenance) 
and the game called “Garde à Vue” (French for “police custody” – concerning the law 
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field) have been chosen. These two games, both event-based, are nevertheless different 
enough in their objectives and the knowledge to acquire. This study has contributed to 
our researches on desired features, the constants and some of the parameters necessary 
to design a learners’ behaviour simulator for educational business games. 

These two games are board games with well-defined steps or “squares” and events 
(with various consequences) that take place at each step. At any moment, in order to 
play, one must be able to know his or her location (which step he/she is at), his or her 
game score or the amount of money he or she has, or the available objects or 
accessories. Hence, the simulator must be aware of the values of variables that indicate 
the status of the game and that of the player/learner. As for interaction, there are 
situations where choices are possible (multiple-choice questions, purchases, sales, etc.). 
These choices of course have an impact on the rest of the game. To be able to make 
theses choices, the simulator must include a game strategy. That is, he must know the 
player’s objectives and the types of player behaviour to obtain these objectives. For 
example, in the two games considered, there are means of avoiding risks and decreasing 
losses or sanctions. There are also actions that have long-term or short-term effects. In 
the two games, there are both random stages/steps and default ones. In these cases, the 
simulator passively undergoes what happens to it and is not given any choice. The 
values of variables and the rest of the game change subsequently. 

3   Defining Virtual Learners 

The objective is to define virtual learners able to take decisions in business games like 
human learners. In this part, we will present how to simulate their behaviour, with the 
combination of two methods: one based on the strategic sense of the game actions, 
and the other based on the game events and their influence on the objectives. 

3.1   Strategies-Based Behaviour 

We have defined a method to simulate learners’ behaviour using game strategies and 
player profiles. We explain these strategies and profiles below before discussing how 
behaviours are simulated. 

Game Strategies. Strategies are used to annotate actions of the games with behaviour 
criteria. We have been able to identify the following strategies partly by observing the 
use of educational business games by actual learners. Some can coexist (but at 
different intensities or proportions) while others are totally opposed one to another. 

− favoured term (long, medium or short), 
− type of interaction with the other players (competition, collaboration…), 
− need for adventure (explore – active , discover – passive…), 
− risk taking (maximum, average or minimum), 
− enthusiasm (maximum, average, minimum – “endure” the game), 
− time spent on the game/duration of the game (playing for the longest time or trying 

to end the game before the other players), 
− desire to win (winning at all cost or doing everything to lose). 
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Player Profiles. In business games, some players seem to use similar strategies in the 
way of solving problems: some are careful while others take more risks; some are 
more helpful than others, etc. Such behaviours are characteristic of some well-known 
profiles: 

− the aggressive player can do anything in order to win the game; 
− the ambitious/calculating player. Everything he does is motivated by victory; 
− the curious/inquisitive player wants to learn and to explore the game levels; 
− the careless/thoughtless player is one who has the necessary knowledge but who 

does not pay much attention to what he does; 
− the go-ahead/audacious player does not have a strategy and does not care about 

risks; 
− the kamikaze player does all he can to sabotage his chances of winning; 
− the neutral/average/standard player does not take lots of risks but is not 

excessively cautious; 
− the nonchalant player is not really a type of user but is rather a type of behaviour 

that we want to simulate. It can be that of a person who is not much involved in the 
game and who will make random choices or that of a program module that needs to 
test a game’s reactions; 

− the hurried player wants to have the maximum gains as quickly as possible; 
− the cautious player is the one who takes the minimum risks. 

Simulating Behaviour. Each virtual learner has a player’s profile, and each game 
action is annotated with strategic marks. During the game, when a virtual player must 
choose between different actions, strategic marks of each solution are compared with 
the strategic preferences of his profile. Then, he can choose the action which is the 
most similar to his profile. For instance, a cautious-defined virtual player will choose 
safety actions, while an aggressive-defined opponent will choose instead hazardous 
actions. This is a method of behaviour simulation that can lead to varied, realistic 
behaviours. However, it implies that each action of the game has a strategic sense. 

The quality of the simulated behaviours depends on the quality of the actions 
marks. Defining them is a difficult task, because the strategic value of an action can 
be differently interpreted by people. Therefore, these marks are also the expression of 
their creator’s own judgment, thus the decision of virtual players could not be entirely 
objective. Another problem is that the strategic value of an action cannot be judged 
alone, but the whole context and its consequences must be considered. For example, 
an action is dangerous when it can lead to bad situations. If there is no bad situation, 
then the same action should no more be considered dangerous. Details on the 
simulation of behaviours can be found in the article George et al. [9]. 

3.2   Events-Based Behaviour 

It appears that this strategic-based behaviour is centered on the learner’s psychology. 
Virtual players take decision following their psychological preferences, in a reactive 
process that isn’t directly linked with the winning conditions. Do aggressive-defined 
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Table 1. This table matches game strategies and player profiles. The parameters on the 
horizontal axis represent the strategies and the standard profiles are on the vertical axis. The 
sections marked with a cross specify the strategies corresponding to each learner or player type. 
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Aggressive   X X     X X   X    X  X   

Ambitious X   X   X     X X    X  X   

Curious X    X  X   X   X   X    X  

Careless   X   X   X  X   X   X   X  

Go-ahead   X X     X X   X     X X   

Kamikaze   X   X   X X     X  X    X 

Neutral  X   X   X   X   X   X   X  

Nonchalant   X   X   X  X    X  X   X  

Hurried   X   X   X X   X     X X   

Cautious X    X  X     X  X   X  X   

virtual players must have a suicidal behaviour in their actions, while sometimes the 
danger is so evident for human learners? Since the virtual learners are also players, 
they have to pay attention to game objectives. 

Freud used to distinguish instinct and reason in the human psychology. For 
philosopher Bergson, in 1907, instinct and the intelligence represent two solutions of 
the same problem. We have thought about reproducing this duality in the decision 
making, providing virtual players instinctive (strategies-based) and rational (events-
based) decision units. 

Some Theoretical Concepts of Decision. To define a player’s behaviour centered on 
the game events, we have looked at mathematical and economical works, such the 
Game Theory of John von Neumann and Oskar Morgenstern [10] or the Prospect 
Theory of  Daniel Kanheman and Amos Tversky [11]. We will present here some 
concepts used in these famous theories that should serve to simulate the virtual 
player’s decision-making process. 

Utility Function. In most games, in order to win, the players have to maximize the 
values of specific resources (e.g. score, money), and/or to minimize other values (e.g. 
time). While attempting to achieve game objectives, players are attracted by positive 
events that tend to maximize or minimize their resources. So the evaluation of the 
variation of a resource in a game event can be expressed in term of attraction or 
repulsion, like the strategic preferences: this is the utility function. We will use 
specific utility functions to simulate players’ choice between several solutions. 
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Expected Value. If X is a discrete random variable which can take x1, x2… values 
with p1, p2… associated probabilities, the formula of the expected value of X is: 

E (X) = i pi (xi) . (1) 

Using this mathematical formula as a utility formula is a very simple method to 
have objective and evaluated comparisons of game solutions. For example, if a virtual 
player’s objective is to maximize the gain, he calculates the expected value of gain of 
each solution, and then chooses the solution with the highest value. 

However, using the expected value as the utility function is not a sufficient 
solution. The simulated behaviours are different from that observed on real players – 
what about the popularity of national lotteries in spite of negative expected gain 
values? Worst, they can lead to paradoxes, such as the Saint Petersburg’s paradox. 

The Diminishing Marginal Utility. The mathematician Daniel Bernoulli solved the 
Saint Petersburg’s paradox by introducing psychology parameters. In this theory, the 
attraction for a gain is not only linked to its value, but also to its utility for the receiver 
according to his/her initial resources (i.e. the marginal utility). For example, 10 € have 
more utility for a player who has 10 € than for a player who has 1000 €. In the first 
case, the 10 € gain represents a 100% gain, and in the second one, only a 1% gain. 
The more resource someone has, the less s/he feels utility to have more: this is the 
diminishing marginal utility. 

Risk Aversion. When someone plays a double-or-quits game, this player must choose 
between an assured gain and a lottery with the same expected value of gain. 
Experience shows that, in the majority of cases, he keeps the guaranteed gain: this is 
risk-aversion. 

Introducing risk aversion to virtual player’s profile will be a medium of giving 
them more realistic behaviour. To simulate the risk aversion, economics use convex 
functions such as the logarithmic function; however, since it is defined only for 
positive numbers, we can use another function, like the square root. So we modify the 
expected value formula to obtain the following utility formula: 

U (X) = i pi (xi) . (2) 

The utility of a 100 € gain X1 is U(X1) = (100)  10, whereas the utility of the 
gain X2 of the corresponding double-or-quits lottery L = {(½; 200); (½; 0)} is U(X2) = 
½ (200) + ½ (0)   7.071. So the certain gain is more attractive for a risk-averse 
person. 

Loss Aversion. It is a psychological concept which explains that loss-averse people 
are more sensible to a loss than to a gain, even if they have the same value. Like the 
risk aversion, adding loss aversion in the mechanism of decision-making is an 
opportunity to make virtual players’ behaviour more realistic. To simulate it in the 
virtual players’ decision, we use the following utility formula that inserts a multiplier 
coefficient to all losses’ values: 

U(X) = i pi (yi) + j qj (  zj) . (3) 
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The yi are the positive values (gain) and pi their probabilities, and the zj are 
negative values (loss) and qj their probabilities.  is the loss aversion coefficient:  > 1 
for a loss aversion,  = 1 for a loss neutrality, and 0 <  < 1 for a loss attraction. 

Simulating Behaviour. All of these concepts could be used to simulate human 
players’ behaviours. We combine each one of them in an ultimate utility function that 
will be used to calculate attraction/repulsion of game events. In this function, yi are 
the positive values (gain) and pi their probabilities, the zj are negative values (loss) 
and qj their probabilities, and  is the loss aversion coefficient. 

U (X) = i pi (yi) + j qj (  zj)) . (4) 

3.3   Coordinating Decisions 

Virtual players, with both instinctive and rational decision units, dispose of two 
distinct solutions for the same problem. Decisions can be compatible, but they can 
also be opposite. Thus, players need an arbitration process to choose only one 
solution. 

To avoid this problem, each decision unit won’t provide only the most attractive 
solution, but the list of all solutions and their probabilities of choice, depending on 
their attraction or repulsion for the player. Then, an arbitration unit combines the two 
probabilities of each solution in a unique probability. An advantage of this 
probabilistic method is to define varied behaviours. 

4   The SIMCA Model 

We have defined a method to simulate virtual learners’ behaviours for business 
games. Now, in this part, we describe the global functioning of the simulator. The 
designed model is named SIMCA (“SIMulateur du Comportement d’Apprenants” 
which means “simulator of learners’ behaviour”). 

4.1   Global Functioning of a Simulation 

The simulator is composed of an inference engine that contains functioning rules and 
parameters that describe behaviour characteristics of virtual players. Business games 
on which we experiment the simulator have a game engine separated from the 
graphical interface. In this way, the simulator does not use Human Computer 
Interface of business games but intercepts the messages coming from the game engine 
and sends some commands and actions directly. The global functioning of the SIMCA 
model is depicted in figure 1. 

To use the simulator on a particular business game, the game administrator has to 
list all the important data of the game that will be used by the virtual learners 
(variables representing choices, game states, scores and players progress). This list is 
then given (1) to the simulator administrator who associates the parameters of the 
simulator with the game variables (2). 
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Fig. 1. The SIMCA Model 

Before launching the simulator, the administrator chooses the parameters of the 
virtual player for a game session (3). He can choose among a set of existing players’ 
profiles, those defined in the table 1, or specify a particular player profile by 
configuring the different strategies (interaction, need for adventure, risk-taking, 
etc…). He also defines the player’s objectives policy. 

Finally, an instance of the simulator is created from the game information and for a 
virtual player profile (4a). A game session could then be run. Some messages are then 
exchanged (4b) between the game (choices, events …) and the simulator (decisions, 
actions …). During the session, the simulator engine will interact with the virtual 
players when they will have to take decisions in order to reach the set goals and to 
follow their strategies. 

Exchanged events are recorded in a history log (5) that aims to help the game 
designer to identify necessary modifications before the use of the game in real 
situation with learners. It should be noticed that the actual model does not take the 
interaction between learners into account. 

4.2   Virtual Learners in the SIMCA Model 

Virtual players are an essential component of the SIMCA model. We have 
previously defined their theoretical decision-making process. In this part, we 
describe how to integrate them and their decision process within the SIMCA 
architecture. 
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Metadata and Graphs of Actions. In the Game Theory, game trees are graphs in 
which nodes represent the situations, and edges the different moves. Decision takers 
use them, starting from the present situation (root), to choose the actions that can lead 
them to the best future situation. We want to use similar structures to represent the 
game metadata used by the virtual players. 

We define graphs of actions as structures that contain both the strategy-related and 
event-related marks. Nodes and edges can be of different nature. There are four 
different kinds of nodes: 

− Decision nodes (D-nodes) represent a decision situation, and signify a choice for 
the player. Their out edges represent all different possible actions. Each one is 
annotated with strategic marks related to the players’ list of strategies (cf. part 3.1). 

− Events nodes (E-nodes) contain a list of events in relation to objectives, in term of 
gain or loss (e.g. score: -50, time: +10). According to his objectives, the paths 
leading to some E-nodes will attract or repulse the player. They have no or only 
one out edge. 

− Random nodes (R-nodes) represent a randomly-determined fork, for example a 
lottery. Their out edges correspond to the universe of possibilities, and each one 
has a probability. 

− Tests nodes (T-nodes) represent a game or player’s condition-determined fork. 
Their out edges correspond to the different possibilities of satisfaction of the 
condition, and each one has a list of conditions. 

These graphs have an entrance node, always a decision node, since it represents the 
initial decision situation. The exits of graph are the events-nodes, as they are the final 
consequences of the chosen actions, but not all of them are exits. 

One advantage of using graphs of actions is that virtual players take decisions with 
the metadata they contain. So a simulation can be run without the finished game, just 
with the data files of its graphs. That can be useful to test the game parameters before 
or during the implementation. Another advantage is that the game structure can be 
easily changed, just by replacing a graph file by another. 

Virtual Learners’ Decision. The decision-making process is the key of the 
simulation because it reflects the quality of the simulated behaviour. Each virtual 
learner has: 

− a strategic profile: aggressive, ambitious, curious, careless…, or cautious. 
− a list of objectives, in the form of a list of weighted resources/objectives, indicating 

their priority. Virtual players seek to maximize resources with positive weight (e.g. 
score), according to their value, and to minimize resources with negative weight 
(e.g. time). They are neutral to resources with null weight; this can be interesting to 
test only specific objectives of the game. 

The virtual player evaluates the solutions of a problem starting from the D-node root 
of the corresponding graph of actions. Attraction( ) is the function that calculates the 
attraction of an action, node or event. The repulsion corresponds to a negative value 
of attraction. We say that the attraction of an action (a D-node’s out edge) is equal to 
the attraction of the successor node. There is now two distinct evaluations of the 
solution, leading to two distinct decision attractions. 
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strategic marks strategic marks 
- adventure: -1 
- risk: 3… 

D1

T1

R1D2T2

E1 E3 E4E2 End

money 
+ 30 

money 
+10

time 
+20

time  
-50 

action a1 action a2

action a3 

action a4 

condition c1 ? 
yes no

nocondition c2 ? yes ¾

 

Fig. 2. An example of graph of actions. The virtual player who uses this graph is in a decision 
situation represented by the D1 decision node, where he can choose between the “a1” and the 
“a2” action. The first action leads to the T1 node and the other one will lead to the A1 node. D2 
is another decision node, with “c” and “d” possible actions. T1 and T2 are test nodes 
representing respectively conditions “c1” and “c2”. R1 is a random node; ¾ is an example of 
probability leading to E4 node. E1, E2, E3 and E4 are events nodes, with examples of events. 

Instinctive Attractions. To express instinctive attractions, the virtual players use a 
simple comparison algorithm of the strategic marks. The marks of the starting D-
node’s out edges (i.e. possible actions) are all compared with the player’s strategic 
preferences. If the strategy of the mark matches with the player profile, then the 
attraction will be positive; otherwise, it will be negative. All marks are compared one 
by one, and the sum of the attraction gives a global attraction value. 

Rational Attractions. To express rational attractions, virtual players use a path graph 
algorithm. The attraction of an event is calculated using a utility function as 
previously defined. If the graph contains cycles, i.e. a situation leading to a previous 
one, then the algorithm could run in an infinite time. So it is important to define a 
limited number of covered nodes. We define the following recursive algorithm: 

− attraction (E-node) = i utility(eventi) + attraction (succ), where eventi are the E-
node’s events. 

− attraction (R-node) = i probability(succi) * attraction (succi), where succi are the 
R-node’s successors. 

− attraction (T-node) = attraction (succi), where succi is the T-node’s successor who 
completes all conditions of the node’s out edge. 

− attraction (D-node) = max(attraction (succi)), where succi are the D-node’s 
successors. 
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For example, from the node D1 in figure 2, the two possible solutions are the 
actions “a1” and “a2”. If the conditions “c1” and “c2” are both completed, then the 
attraction of “a1” is : attraction (T1) = attraction (T2) = attraction (E1) = utility 
(money, +30); and the attraction of “a2” is : attraction (A1) = ¾ attraction (E4) = ¾ 
utility (time, -50). 

The Choice of a Solution. After 1) the strategic marks comparison and 2) the graph 
exploring, each algorithm gives to virtual players an evaluation of each solution, such 
as this example list (independent of the fig. 2): 

Solution “A”: attraction = 0; solution “B”: attraction = 15; solution “C”: attraction = 
-5; solution “D”: attraction = 25; solution “E”: attraction = 10 

What does the attraction mean in this example? The B, D and E solution, with 
positive attractions values are attractable for the players; the A solution, with null 
value is neutral; the C solution, with negative value, is repulsive. In this case, the 
choice of the solution will concern the first three ones. If there are no positive values, 
virtual players will choose between the neutral solutions. And if there are no null 
values, they will choose between the repulsive solutions. 

The easiest way to select a solution is to choose the one with the highest attraction 
value, because it is the “best” (or at least the worst) one. But there are opportunities to 
build a more varied behaviour. For example, we can add a probability to each solution 
depending on its attraction value. So in the precedent example, the “D”, “B” and “E” 
solutions would have respectively 50%, 30% and 20% chance of being chosen, 
according to their attraction of 25, 15 and 10. The other solutions would have a 0% 
chance. 

When the virtual player selects a solution, the simulator informs the game of the 
chosen action, the information is saved in the game log file, and the game session 
continues. 

4.3   Implementation and Uses 

We have developed a prototype of simulator using java language, and XML data files, 
one for each graph of actions of the game. They are represented in XML, because it is 
an easy way to describe the graph structure. The game administrator uses an editor to 
create the graphs easily. The simulator administrator has then to reference the files, so 
that the simulator engine can find the graph corresponding to each decision situation. 
For example, he associates a graph to a board case of the game. 

There is also one data file that contains all player profiles. The simulator administrator 
uses it to initialize the virtual players before the start of the game session. 

Creating Graphs of Actions. Below is an example of an XML file that represents a 
graph of actions. The XML syntax is adapted to our process algorithm. 

<?xml version="1.0" encoding="ISO-8859-1"?> 
<graph> 
  <Dnode name="D1"> 
    <outEdge name="Action1"> 
      <strategy name="risk">2</strategy> 
      <!-- other strategic marks --> 
      <succ type="Tnode ">T1</succ> 
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    </outEdge> 
    <!—- other out edges --> 
  </Dnode> 
 
  <Rnode name="R1"> 
    <outEdge> 
      <proba num="2" den="3"/> 
      <succ type="Enode">E1</succ> 
    </outEdge> 
    <!—- other edges --> 
  </Rnode> 
 
  <Enode name="E1"> 
    <event name="money">-15</event> 
    <!-- other events --> 
    <outEdge> 
      <succ type="END">END</succ> 
    </outEdge> 
  </Enode> 
 
 
<Tnode name="T1"> 
    <outEdge> 
      <test type="="> 
        <object>time</object> 
        <value>100</value> 
      </test> 
      <!—- other tests --> 
      <succ type="Rnode">R1</succ> 
    </outEdge> 
    < !-- other out edges --> 
  </Tnode> 
 
<!-- other nodes --> 
 
</graph> 

List of Player’s Profiles. Example of the XML file that contains the list of player’s 
profiles. 

<?xml version="1.0" encoding="ISO-8859-1"?> 
<profiles> 
  <profile> 
    <name>Aggressive</name> 
    <strategies> 
      <strategy id="risk">3</strategy> 
      <!—- other strategies --> 
    </strategies> 
  </profile> 
  <!—- other profiles --> 
</profiles> 
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5   Conclusion 

The development of business games is delicate and limits very often their use. We 
have proposed in this article the base of a simulation model of learners’ behaviour 
aiming at favouring the testing of business games in compressed time. This model, 
named SIMCA, is based on the definition of players’ profile types and game metadata 
(graphs of actions), which ensures tests as comprehensive as possible. Technologies 
used allow an easy set-up of the simulator despite the existing differences in the 
development of business games. The SIMCA model leads to the implementation of a 
prototype that will be tested soon on two business games. 

There are many futures directions of this work. First, in an incremental 
development approach, the actual model could be improved so as to refine 
interactions between learners. In the same direction, we aim at simulating more 
realistic behaviours by adding for example the change of strategies during a game 
session. Furthermore, the simulator runs currently in compressed time, which allows 
fast virtual testing. A real time mode could be added in order to simulate virtual 
players that can be able to play with or against human players. 

Finally, this work is part of a global study on an integrated environment for the 
design of business games. Beyond the testing environment, future work will concern a 
complete software suite for the development and configuration of educational 
business games. 
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Abstract. In this paper we present a mechanism that supports the generation 
and management of adaptive mobile learning systems. Such systems are ac-
cessed by students and teachers for the accomplishment of diverse individual or 
collaborative learning activities. The main aim is for the systems to suggest the 
most suitable activities to be tackled by a given user in a specific context (loca-
tion, idle time, devices). The basis of this mechanism, as well as an example of 
the context-based adaptation carried out for three different users in a specific 
scenario, are presented. 

1   Motivation 

Mobile and wireless technologies constitute innovative infrastructures that support the 
access to the Web at any time from any place through diverse devices. The wide-
spread use of different devices daily, such as tablet PCs, PDAs, mobile phones or 
laptops, among others, suggest the convenience of supporting an adaptive access to 
Web-based applications through these types of devices. Apart from that, it is a fact 
that nowadays information is updated frequently because of research. Therefore, pro-
fessionals must learn continuously. The Web is a great mean to spread updated infor-
mation quickly and it is widely used to support e-learning. Besides, time has become 
a really valuable good. People use to spend a lot of time working and, in many cities, 
a great deal of time travelling from one place to another. Therefore, it is pretty com-
mon to find persons making use of personal devices at public transportation to take 
benefit from idle time. These facts motivate researchers and developers to provide 
web-based applications to support not only information access, but also mobile learn-
ing. Mobile-learning (m-learning) has been defined as e-learning through mobile and 
handheld devices using wireless transmission [1].   

The fact that different learners may have distinct needs, interests, preferences, per-
sonal features or learning styles [2] has been considered with adaptation purposes in 
e-learning systems [3]. With the aim of guiding each individual during the learning 
process, adaptation techniques have been used to customize the information space, the 
organization of information in this hyperspace, the navigational possibilities and the 
contents to be presented to each user in the corresponding web pages. 

Some applications have also been developed with the aim of supporting informa-
tion access from different types of devices. In this respect, adaptation techniques have 
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been normally used for the customization of the multimedia contents to be showed 
through different devices [4]. 

In the context of m-learning through the Web, not only the devices but also the 
situations can be completely different each time a learner connects to the correspond-
ing web-based system. New features must be taken into account, such as the student’s 
location, idle time and available devices, which we have called the user’s context and 
have been considered as the key issues to be modelled in mobile learning. The suit-
ability or availability of certain learning activities may vary depending on the users’ 
features and their particular context. Even the same activity can be appropriate for a 
user in a certain context while being inadequate for other user in the same context, 
because of his/her particular learning style, for example. This fact motivated us to use 
adaptation techniques to support the generation and management of mobile learning 
environments so that, given a specific user accessing to a Web-based system in a 
particular context, the system is able to suggest him/her the most suitable learning 
activities to be accomplished in that specific situation.  

The rest of the paper is organised as follows: section 2 presents the basis of the 
mechanism that supports the adaptation; section 3 contains an example of the context-
based adaptation carried out in an m-learning environment for three different users in 
a specific scenario; section 4 describes related work; and, finally, section 5 is devoted 
to conclusions and future work.  

2   The Adaptation Mechanism  

The main aim of the mechanism presented in this paper is to support adaptation in m-
learning systems in order to satisfy the needs of different users when connecting and 
interacting with these systems, either individually or collaboratively. This mechanism 
supports the creation of adaptive collaborative m-learning environments in which the 
activities to be proposed to a user at a certain time can depend on: i) the user’s par-
ticular features, learning styles, preferences or previous actions, ii) his/her partners’ 
personal features, learning styles, preferences or previous actions, iii) the specific 
context of the user at that time, including his/her location, idle time and devices to 
support the interactions, and iv) the specific context of his/her partners at that time, 
among others. 

This mechanism is fed on the specification of the information about the users to be 
taken into account during the adaptation process, as well as on the description of the 
activities that can be performed in the m-learning environment plus the rules describ-
ing the adaptation capabilities. Each of these sources of information is explained in 
detail next. The general schema of the system that implements this mechanism is 
shown in figure 1. 

2.1   Users and Groups 

As it has been stated before, it is necessary to store the information about each user 
that will be considered with adaptation purposes. It is possible to consider any user 
feature whose possible values can be represented by means of a set of either discrete 
values or continuous intervals. In that way, users can be classified with respect to 
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Fig. 1. General schema 

each feature according to the corresponding value. These characteristics are stored in 
the user model and are taken into account in order to select the most suitable activities 
to be presented to each specific user in a certain context. The user model can contain 
information such as: 

− Static user features: This information is stable throughout the time. Some examples 
of these features include personal data information (such as name, address, email, 
and telephone number), personal characteristics (language, background, abilities, 
etc.), preferences (learning style, type of information desired), role of the user 
(teacher, student), and so on. 

− Actions: In order to supply a proper adaptation, it is necessary to store information 
about the actions done by the user, such as the activities started but not finished 
(pending), the activities already finished, the results obtained during the accom-
plishment of these activities, etc. 

− Context: Users can interact within the m-learning environment in different con-
texts. The context of a user includes information related to his/her location, the 
available devices at that moment and the idle time.  

− Agenda: The users’ agendas are also stored in the system so that they can be used 
for checking the expected availability of each user at a certain time. 

The designer of the m-learning environment is the responsible of the description of 
these features, although models by default can be used. As the users can perform  
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activities both individually and collaboratively, it is also necessary to store information 
about groups, which is stored in the group model. This model contains information 
about the members that compose each group, such as the activities in which they 
collaborate (either in progress, finished or pending), the results of each activity (when 
corresponding), each user’s role and their opinions about previous activities.  

2.2   Activities and Adaptation  

Concerning the activities that can be performed by the users, the following types of 
activities are supported so far:  

− Individual learning activities, such as reading/interacting with an example, study-
ing a theoretical explanation or solving an exercise (test/free-text answer). 

− Collaborative learning activities, such as discussing, solving an exercise collabora-
tively or doing practical work.  

− Other activities that involve more than one user and that can be generated on the 
fly, such as sending a file, sending a message or asking for a tutoring request. 

With respect to the adaptation capabilities of the system, they are specified in three 
different ways, by means of:  

− Structural rules, establishing the convenience of presenting specific activities to the 
students, as well as the curricula sequencing and the dependences among them, 
which can be different for distinct types of students.  

− General filters that determine whether certain types of activities should be pro-
posed to all or some students depending on their specific situation and on their per-
sonal features. 

− Conditions associated to specific activities with special requirements. These re-
quirements can be established in different ways depending on the students which 
the activity is intended for (student’s model). 

All this information is stored in the domain model. The adaptation mechanism is 
implemented in three steps: structure-based adaptation, context-based general adapta-
tion and individual adaptation (see figure 1). Each of them is in charge of processing 
the corresponding filters/rules in order to select, from a set of activities, the most 
appropriate ones for a user at a specific each context. This selection is done according 
to the information about the user, stored in the user model. In the case of collaborative 
activities, the information stored in the group model is beard in mind too. The output 
of this process is a list with the available activities for the user. 

Structure-based Adaptation. The goal of this type of adaptation is to support the 
selection of the activities to be proposed to a student at a certain time, depending on 
the relationships between activities, their requirements and the navigational guidance 
offered for each set of activities, which can be different for each type of student. For 
example, it could be considered convenient for non-experimented students to be di-
rectly guided through a set of activities, while it could be though much more appro-
priate for experimented students to navigate freely and get firstly involved in the  
activities they prefer. Or, to give another example, it could be necessary to include 



306 E. Martín, R.M. Carro, and P. Rodríguez 

basic extra activities for novice students to learn in deep a certain subject (i.e., practis-
ing with simulations or doing individual exercises) before engaging in collaborative 
activities with other students. 

With this purpose, structural rules, which are stored in the domain model, are used. 
These rules, which have been previously used for the description of adaptive web-
based courses [5], show the way in which each activity is split in several sub-
activities, and contain information about the curricula adaptation. They are formed by: 

− Optional activation conditions related to information about the users. These condi-
tions determine the rule activation for the corresponding type of users. If no condi-
tion is given, the rule will always be triggered.  

− A composed activity. 
− Activities that form the composed activity. 
− Sequencing mode, which indicates the navigational guidance offered to the users 

with respect to the activities that form the composed activity (direct guidance, free 
navigation or alternative paths). 

Structure-based adaptation consists of processing structural rules in order to get a first 
set of available activities for a certain user at a specific context. It compares the acti-
vation conditions for the rules (if any) with the information available about the user. If 
either a rule has no conditions or the existing conditions are satisfied, the correspond-
ing activities are added to the list of available activities according to the indications of 
the sequencing mode. 

Content-based General Adaptation. This type of adaptation supports the inclu-
sion/exclusion of activities in/from the list of recommended activities, depending on 
the suitability of the type of activity for the particular context of the user. For exam-
ple, if a user is in the classroom with his/her PDA switched on, it makes no sense to 
suggest him/her to engage in a collaborative synchronous task, since he should be 
participating in the class and paying attention to the teacher and students comments. 
However, it could make sense for the teacher to ask the students to answer a question 
through their PDAs during a lecture, so that their answers were immediately sent to 
the system, and the system were able to check them and present the corresponding 
statistics at that time. This last possibility would also be useful for students that can 
not attend a lecture, who would not necessarily miss that lecture, since they can con-
nect to the system from outside the classroom and answer to the questions posed.  

Apart from that, it could be desirable to propose different types of activities to dis-
similar users in the same situation, depending on their personal needs and features, 
such as their learning style. For example, it can be considered desirable to propose 
review or individual short activities to students with an active learning style while 
travelling in public transportation for about twenty minutes, while it could be consid-
ered unsuitable to propose those activities to reflective students in the same situation. 

With the aim of supporting this type of adaptation, general context-based rules can 
be included. They are constituted by: 

− Conditions related to information about the user, such as location, idle time, avail-
able devices, learning style, etc. 

− Types of activities suitable/unsuitable for a certain type of user according to his/her 
situation, specified in the conditions of the rule.  
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Context-based adaptation consists of triggering the corresponding rules for each user 
and of updating the list of the most suitable activities for this user. Therefore, the 
output here is the list of available activities generated during structure-based adapta-
tion updated accordingly.  

Individual Adaptation. It could the case that specific conditions should be satisfied 
for some particular activities. These conditions may be related to any user feature or 
situation. For example, if it is required for an activity to be done in the laboratory, the 
corresponding condition must be associated to this activity.  

The means of supporting this adaptation is quite simple and consists of creating in-
dividual adaptation rules for the corresponding activities. These rules are formed by: 

− Activity identifier. 
− Conditions for the activity execution, related to any feature stored in the user or 

group models. In the case of collaborative activities, information about the mini-
mum number of users needed to form a group to work on the activity can also be 
specified. 

Therefore, the last step of the adaptation process consists of checking whether the 
activities in the list of available activities have individual activation conditions and, if 
so, whether they are satisfied. The list of available activities is updated accordingly 
and the final output is the definitive list of the most suitable activities to be proposed 
to a specific user in a particular context. This list is presented to the user, who decides 
the activity to perform. When a user either finishes an activity or disconnects from the 
system or his/her context changes, the information about the activities is stored / up-
dated in the user model to be used subsequently. 

As it can be noticed, this mechanism facilitates the adaptation of learning activities 
in a mobile environment according to the user features, preferences and context. Fur-
thermore, it supports different adaptation decisions for different users interacting with 
the same system and even in the same context, since the user personal features, learn-
ing styles and so on are also considered within the adaptation rules. Finally, with 
respect to this mechanism, it should be remarked that there is no need of including 
rules in every step.  

3   Example of the Context-Based Adaptation Process 

With the aim of illustrating the adaptation process explained in the previous section, 
an example related with the ‘Informatics’ subject of the Computer Engineering stud-
ies is presented. Firstly, the way of describing the m-learning environment (activities, 
adaptation capabilities, user and group features considered) is presented. Afterwards, 
the functioning of the mechanism in a specific scenario is explained. 

3.1   Description of the M-Learning Environment 

In this example, students can accomplish several types of activities related to Boole’s 
Algebra, such as: studying theoretical explanations, learning procedures, observing 
examples, interacting with simulations (applets), accomplishing collaborative activities, 
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answering open-ended questions individually, answering test questions individually 
either at any time or during a class, asking for a tutoring, downloading course materials 
or sending/reading messages to/from other users.  

Next, the information about the users is considered during the adaptation process, 
which the set of activities that compound the system is and how the adaptation desired 
are specified. 

User and Group Models. In this example, characteristics related to the user’s personal 
features, actions and context will be stored in the user and group models. In particular, 
concerning the information related to the user’s features, the starting point of the users 
(whether they are taking the course for the first time or they did before but failed), their 
previous knowledge about the subject (novice or advanced) and one dimension of their 
learning style (active/reflective) is stored. With respect to information about the context, 
the place in which the users are (home, classroom, lab or unknown) and their idle time 
(value between 0 and infinite) are considered. Regarding the student’s actions, all of 
them are stored automatically. This information (see table 1) is stored in the user and 
group models to be used with adaptation purposes. Note that it is not necessary to create 
the user and group models from scratch, since features used previously are made 
available each time a new model is created. 

Table 1. Some characteristics forming the user model 

Id Characteristic Possible Values 
1 starting_point zero/background 
2 knowledge novice/advanced 
3 learning_style active/reflective 
4 place home/classroom/lab/unknown 
5 available_time (0,∞) 

Activities and Adaptation. The next step concerns the specification of the activities 
to be accomplished. The activities supported in this example are:  

− Boole’s Algebra (BooleA). 
− Theory about Boole’s Algebra (BA_Theo). 
− Interactive simulations using applets to support the learning of logical operations, 

logical gates and logical circuits (BA_Sim). 
− Individual exercises to check the understanding of the theory (BA_Exer). These 

exercises are intended for students taking the course for the first time. 
− A collaborative activity to design a logical circuit synchronously (BA_Collab). 

− Review of already studied subjects (Review). 
− Test questions posed during a lecture (Test_Theory). 
− Test questions posed in the lab (Test_Practice). 
− Course materials sent by the teachers for the students to download them and use 

them during the lecture (Material). 
− Tutoring meetings (Tutoring). 
− Messages to/from other users (Message_S, Message_R). 
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Concerning the relationships between activities and the guidance supported, structural 
rules have been defined (see table 2). The students taking the course for the first time, 
when accessing to the activity BooleA, must accomplish the following activities: the-
ory, simulations, exercises and collaborative activity (table 2, rule 1). They will be 
directly guided through this set of activities, as indicated by the sequencing mode. 
Through the individual exercises, the students are forced to practise before engaging 
in a collaborative activity with other students. However, it is not necessary for the 
students to take the course again to do those exercises. Furthermore, they are allowed 
to accomplish the other three activities (theory, simulations and collaboration) in the 
order they prefer (table 2, rule 2). According to the knowledge of each student, the 
BA_Sim activity is structured in two different ways: novice students must experiment 
with logical operations and logical gates, doing the corresponding sub-activities in 
any order (table 2, rule 3). However, advanced students can access to simulations 
about logical gates and circuits, and it is not necessary for them to accomplish both 
activities (table 2, rule 4). Note that novice students are presented with basic simula-
tions about logical operations while advanced students will be able to interact with 
circuit simulations. Both novice students and advanced students can interact with 
simulations about logical gates. The BA_Sim activity consists of simulations about 
AND, OR, NAND, NOR and XOR gates (BA_AndGate, BA_OrGate, BA_NandGate, 
BA_NorGate, BA_XorGate activities) for all the students. That is why the correspond-
ing rule has no activation condition (table 2, rule 5).  

As it can be noticed, in this example structural rules have been used to support 
the variation of the activities presented to each type of student according to their 
starting point and knowledge, as well as to offer distinct guidance support to each 
of them.  

Concerning general filters, in this example it is considered that reviews, individ-
ual exercises or simulations are activities suitable of being accomplished by active 
users with more than 15 minutes available, connecting to the system from an un-
known place (different from the university or home) (table 3, rule 1). In the case of 
reflective users, only if they have more than 40 minutes available they will be pro-
posed with theory, reviews or simulations, but no individual exercises (table 3,  
rule 2). 

Table 2. Structural rules for an example about ‘Informatics’  

Id Activation condition Seq. Activity Activity Composition 
1 starting_point = zero direct BooleA BA_Theo, BA_Sim, 

BA_Exer, BA_Collab 
2 starting_point = back-

ground 
free BooleA BA_Theo, BA_Sim, 

BA_Collab 
3 knowledge = novice free BA_Sim BA_Operations, BA_Gates 
4 knowledge = advanced alternative BA_Sim BA_Gates, BA_Circuits 
5 - direct BA_Gates BA_AndGate, BA_OrGate, 

BA_NandGate, 
BA_NorGate, BA_XorGate 
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Table 3. Context-based general rules for the example 

Id User-related  
Conditions 

Conditions Type 

1 lstyle_ap =active place = unknown, time > 15  review OR ind_exercise 
OR simulation 

2 lstyle_ap =reflective place = unknown, time > 40 theory OR review OR  
simulation 

Table 4. Individual conditions for specific activities 

Id Context-related conditions Activity 
1 place = lab Test_Practice 

Finally, activities may have individual conditions associated. In this example, a test 
related to the practical work done by the students (Test_practice) is posed by the 
teacher at the beginning of the laboratory class to check whether students understood 
the concepts involved in the previous practical work. This activity must be performed 
in the laboratory. Therefore, this condition for that specific activity is specified in the 
way shown in table 4. 

3.2   Scenario of Use 

The evolution of the adaptation mechanism in a scenario of use with three students 
interacting with the m-learning environment described above, in different contexts, is 
presented next.  

Users’ features. In this scenario, three users are considered: Irene, Marius and Alice. 
All of them are engaged in the course ‘Informatics’. Alice and Irene are students in 
the first course, and this subject is completely new for them. Therefore, they have no 
background on the subject and are novice students. On the contrary, Mario studies the 
subject for the second time, although he is still novice with respect to the course con-
tents. Concerning learning styles and regarding the dimension used in this example 
(active/reflective), Alice is a pretty active student, while Mario and Irene were classi-
fied as reflective ones.  

Context and evolution of the mechanism. Irene has an ankle sprain today, so she 
will not be able to go to the university. Marius and Alice are travelling to the univer-
sity by train. The trip lasts 20 minutes. As soon as Alice enters the train and sits 
down, she switches on her laptop and connects to the system to see what she can do 
during the trip. She already connected to the system once before and, as it was the 
first time she studied Boole’s Algebra, the first structural rule’s activation condition 
was satisfied and rule 1 (table 2) was triggered. At that time, she studied BA_Theory 
and left the system. Therefore, the next activity to be performed, according to the rule 
(direct guidance), is BA_Sim. As Alice is a novice student, she will have access to 
simulations related to operations and gates (activities BA_Operations and BA_Gates 
from table 2, rule 1). Then, the context-based general filters indicate that, as Alice is 
an active person and has more than 15 minutes available, reviews, individual exer-
cises or simulations are recommended for her (table 3, rule 1). Therefore, the Review 
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activity is added to the list of activities for Alice. Notice that, as no atomic activity re-
lated to individual exercises is defined, nothing else is added to the list. Finally, as no 
specific activation conditions are established for the activities BA_Sim and Review, both 
of them are suggested to Alice so that she can choose which one to do during the trip. 

Concerning Marius, he switches on his PDA and connects to the system. Since he 
has not started accomplishing any activity yet, and it is the second time he takes the 
course, the structural rule 2 (table 2) is activated. This rule indicates that he can 
choose among all the sub-activities (free guidance): BA_Theory, BA_Sim and 
BA_Collab. Concerning the collaborative synchronous activity BA_Collab, since his 
partners are not connected at that time (what is checked automatically by the corre-
sponding external module), it can not be tackled. Since he is a reflective student but 
has no more than 40 minutes available, neither rule 1 nor rule 2 (table 3) are activated. 
Therefore, no general filter is applied. Consequently, the activities BA_Theory and 
BA_Sim are available for Marius. He starts reading the theory (BA_Theory). He does 
not understand most of the explanations, and he asks for a tutoring meeting with the 
teacher of ‘Informatics’. This action generates a new activity that is stored in the da-
tabase as an atomic activity (Tutoring). The corresponding module compares the 
teacher and student agendas and looks for possible common free time. Whenever it 
finds it, the activity is added to the list of available activities for both of them (with 
the date and time associated). Then Marius switches his PDA off and tries to get off 
with Alice, who is pretty concentrated with the simulations. 

When Marius and Alice arrive at the school, Marius connects to the system through 
his PDA again. The system informs him that the teacher is in his office at that time 
and confirms that the assessment meeting can take place at this moment. Thus, Marius 
runs to the teacher’s office. Meanwhile, Alice goes to the lab to check her emails. She 
connects to the system through a PC and receives a message from Irene saying that 
she will not be able to travel to the university (Message_R activity, which was pend-
ing for Alice, is finished when Alice reads the message).   

Now it is time for the lecture of “Informatics”. The teacher sends the electronic 
slides to be used during this lecture to the system and goes to the classroom. Marius 
and Alice go there too. That sending generates a new activity in the system, corre-
sponding to the reception of the slides (Material). It has a deadline associated (next 
class). As soon as Marius and Alice switch their laptops on, the system checks for the 
most suitable set of activities to be performed, and finds out that Material is pending. 
Therefore, the slides are made available to the students. Irene receives the slides too, 
since she is connected through her PC to follow the class from home. 

During the lecture, the teacher decides to do a quick test related to the concepts ex-
plained (Test_Theory). This activity can be performed by all of them, since no re-
quirements are specified. Therefore, Irene is also informed that she has an available 
activity to be performed, although she is at home. 

After the lecture, Marius and Alice go to lab to start a new programming practice. 
When they arrive at the lab, the teacher proposes them an activity to be done at that 
precise time in that lab (Test_Practice). He wants to check whether each student did 
really participate in the elaboration of the previous practice. Because of the condition 
established for this activity (table 4, rule 1), Marius and Alice can do it, but Irene can 
not. However, Irene starts accomplishing other activities according to the correspond-
ing rules. 
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4   Related Work  

M-learning has evolved quite quickly during the last years, mainly due to the increas-
ing use of mobile and wireless devices and also to the continuous need of training, as 
it has been discussed in the motivation. Conferences and workshops devoted to this 
specific subject have been organised [6] [7] [8]. 

In mobile systems, the context is treated as a key element to be considered. Differ-
ent definitions of context have been given. One of the most referenced definitions is 
presented in [9]: “context is any information could be used to characterize the situa-
tion of an entity”. An entity is a person, a place or an object that could be important to 
the interaction between a specific user and an application, including the user and the 
applications themselves. A classification of the characteristics to take into account for 
modelling the context is presented in [10]. In our case, the context of a user at a cer-
tain time has been defined as the conjunction of his/her physical location, his/her idle 
time and the devices available at that moment. 

Concerning adaptation techniques, adaptive hypermedia has been used to adapt the 
delivered information and the services offered to the users and groups according to 
their context. In their majority, they deal with the adaptation of multimedia and web-
based information content to the characteristics of mobile devices [4]. Some of the 
first examples of adaptation for content delivery are location-based services and mu-
seum information systems, in which the multimedia material is presented according to 
the user’s situation and the device used [11]. In some cases, not only the contents, but 
also the navigational paths to be followed are adapted to the user [12].  

In any adaptive system it is necessary to represent the user model so that it can be 
used during the adaptation. In learning systems, user models usually include factors 
such as the student’s preferences, interests, goals, knowledge or learning styles. Apart 
from those, in web-based learning environments there exists a lot of information 
about people’s behaviour that can be at least partly used in mobile environments [13]. 
Some of the most significant characteristics to be used with adaptation purposes in 
mobile learning environments are presented in [14]. A mechanism that takes into 
account some aspect about user’s context for adaptation is presented in [15]. This 
mechanism models student’s learning styles and adapts the course contents to indi-
vidual learning style, based on the Felder-Silverman learning style theory and the 
device used by the student. In our work, it is possible to consider any user feature 
whose possible values can be represented by means of a set of either discrete values 
or continuous intervals. In the examples we have created so far, the users’ personal 
features (learning style, knowledge, background and preferences), actions (activities 
started, finished, results) and context (idle time, location, available devices) is used. 

Some recent adaptive m-learning systems are presented in [12], [16], [17] and [18]. 
A context-based filtering process is proposed in [16]. It is based on the current user’s 
physical context (location, device and application), user’s organizational context 
(group, role, member, calendar, activity, shared object and process) and general pro-
files. General profiles are the descriptions of a potential context that might characterize 
the user’s real situation. Filtering rules should apply accordingly. The filtering process 
identifies the general profile to be applied and selects the awareness information. This 
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context-based filtering process is devoted specifically to collaborative activities and the 
characteristics to be taken into account in the user’s context (both physical and organ-
izational) are pre-established. 

JAPELAS is a context-aware language learning support system for Japanese polite 
expressions learning. This system provides learners with the appropriate polite expres-
sions according to their situation (i.e. meeting room, office) and their personal informa-
tion. It is focused on supporting only the learning of the Japanese language [17].  

Two different mobile adaptive learning systems are presented in [18]. In the first 
one, adaptation is based on the learner knowledge, the time available for studying and 
location-related features related to concentration level. The second one provides easy 
access to commonly used files, applications and tasks, according to use location. The 
features taken into account for adaptation process are limited to the student’s knowl-
edge, the time available for studying and the locations characteristics. Both of them 
are centred in the concept of location. 

Finally, IWT, an e-learning platform that supports simple and intelligent courses, is 
presented in [12]. For each student, an intelligent course generates the best learning path 
starting from the student model, mainly based on the acquired knowledge and his/her 
learning preferences. Furthermore, users can collaborate and communicate among them 
through messages, forums, chat, content sharing and videoconferencing, even if they are 
using different devices. This e-learning platform is only focused on courses, not in col-
laborative environment where people collaborate with other purposes.  

As it has been mentioned above, our main goal is to provide means to support the 
development of adaptive m-learning systems able to suggest the most suitable learn-
ing activities to be tackled by each specific user in a particular context. Our approach 
is general enough to support an adaptation based not only on the context, but also on 
any user feature that could be considered as relevant, such as learning styles. It pro-
vides three different levels of adaptation and it can be used in different application 
areas. A reflection about these features of the described mechanism is presented in the 
next section. Details of the architecture of an m-learning system based on this mecha-
nism can be found at [19]. 

5   Conclusions 

The main goal of this work concerns the development of a mechanism to support the 
generation and management of adaptive mobile learning systems. Students and teach-
ers can use these systems for the accomplishment of a variety of learning activities in 
different contexts (at different times, from diverse physical locations and through 
different devices). The main aim is for the system to be able to suggest the most suit-
able learning activities to be tackled by each specific user in every particular context.  

Three different modules compose the adaptation mechanism presented, which is 
being currently implemented. Each module supports a different adaptation capability. 
Therefore, it is possible to provide adaptation based on: i) the relationships among 
activities and the navigational guidance through them, ii) the suitability of certain 
types of activities in defined contexts, and iii) specific requirements for particular 
activities. This fact makes it feasible either to endow systems with the three types of 
adaptation altogether (by means of the corresponding rules) or to ignore any of them.  
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Furthermore, adaptation at different levels of granularity can be provided. It is pos-
sible to specify general rules affecting to all the activities of the system, rules in 
which only groups of activities are involved or rules to establish special requirements 
for individual activities. 

With respect to the diversity of users, it has been taken into account that the same 
activity can be appropriate for some users in a certain context while being inadequate 
for other users, even if they are in the same context. The users’ particular needs, pref-
erences or learning styles, among others, can influence this aspect. Therefore, the 
rule-based mechanism has been created to support the consideration of these differ-
ences too, so that the i) the relationships between activities and the navigational guid-
ance offered, ii) the suitability of learning activities depending on their type and on 
the context the user is in, and iii) the restrictions imposed in specific activities, may be 
established in different ways depending on the users’ contextual and non-contextual 
information. 

The mechanism presented is general enough to be used in different application ar-
eas, since: i) adaptation rules are expressed in terms of activities, sub-activities (when 
corresponding), types of activities and conditions related to features stored in the user 
model, and ii) groups can be devoted to learning together, working, or doing any other 
collaborative activity. One can establish the types of activities to be included in the 
system, define or reuse the user model, and then specify the relationships among ac-
tivities and the adaptation capabilities by means of the corresponding rules. 

The adaptation capabilities and the flexibility of the mechanism presented consti-
tute the main benefits of the presented mechanism in the area of m-learning. The use 
of this mechanism in further m-learning environments will give rise to more conclu-
sions about the effectiveness of the mechanism presented as well as about potential 
new needs.  
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Abstract. The generalization of game-based Learning Objects as serious learn-
ing material requires their integration into pre-existing e-learning infrastructure 
(systems and courses) and the inclusion of gameplay-aware assessment proce-
dures. In this paper, we propose an approach to the production and development 
of educational graphic adventure videogames that can be deployed as normal 
Learning Objects in a Learning Management System. The deployment is carried 
out using a game engine that includes a built-in assessment mechanism that can 
trace and report the activities of the learner while playing the game. 
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1   Introduction 

The e-learning arena is faced with a number of challenges such as the quality of the 
learning achievements or improving students’ motivation to prevent mid-course drop-
outs. These problems have been addressed in different ways. For instance, a distinc-
tive characteristic of multimedia-based approaches [21, 26] is to catch the attention of 
the learner by using a lot of eye-candy in the content, while collaborative learning [2, 
22] attempts to motivate the learner by generating peer-pressure, group-belonging and 
close feedback. An alternative approach is to take advantage of videogames as a 
highly motivating and entertaining activity that can be used to deliver the content. 

We will focus our attention on educational games and how they can be integrated 
in an e-learning system. A serious learning process cannot consist merely of playing, 
without any kind of supervision or assessment of the activities within the game and 
the learning outcomes. Another issue with game-based learning is whether it can (or 
should) be integrated in pre-existent learning processes without altering already estab-
lished learning procedures. 

The most typical e-learning scenario in which we may try to introduce educational 
videogames is in a Learning Management System (LMS), a web application that  
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delivers content and assesses the activity of the learner inside the system. Most LMSs 
try to comply with a number of specifications and standards regarding content formats 
or course structure to facilitate the interoperability of content between different 
LMSs. This interoperability/reusability process is founded on the Learning Object 
(LO) Model [18].  

This work describes <e-Game>, an environment in which educational videogames 
are integrated in a complex LMS and treated as LOs. This tries to resolve the two key 
issues presented: assessment within an educational videogame and LMS integration. 
In order to further integrate the videogames into the learning process, an engine is 
used to execute the videogames that can profile the activity of the learner during 
gameplay and generate reports that are notified to the LMS. In addition, the LMS can 
send data to the videogame so that the game experience can be adapted.  

The paper is structured as follows: Section 2 surveys the applicability of computer 
and videogames to educational processes. Section 3 presents the development model 
for educational graphic adventure games induced by <e-Game>, while section 4 pre-
sents the <e-Game> built-in assessment mechanism that enhances its educational 
value. Section 5 deals with the deployment of educational games into LMSs using 
<e-Game> and, finally, section 6 outlines some conclusions and future lines of work. 
All these sections have figures related to the experimental development of a short 
adventure game in the field of workplace safety regulations. 

2   Computer and Video Games in Education 

Applying games in general (not only videogames) to education is not a new idea. 
Playing is an inherent trait of human beings which is closely tied to the learning proc-
ess [23]. The basic claim for supporting the introduction of games into learning proc-
esses is that games, unlike more traditional educational situations, are fun to play. 
Playful activities in a classroom (like role-playing events of history in class) [17] can 
be a very appealing and effective way of learning, although it is not cost-effective and 
it is very unlikely that a system involving such a high ratio of instructors/learners may 
ever be implemented. However, technologies bring up new possibilities for gaming 
environments with computer and video games, hereafter referred as videogames or 
simply games. 

2.1   Can Videogames Educate? 

Videogames allow the immersion of the student in richly recreated environments with 
a relatively low cost per student. Also, videogames support many educational ap-
proaches such as collaborating and/or competing within the game or, alternatively, 
simulating artificial peers in order to achieve similar results to collective playing in a 
cost-effective way. In any case, the experiences from in-game activities can then be 
shared with real peers and monitored by instructors to compensate for the lack of 
direct human intervention. In addition, the entire process can be fun and appealing to 
the learner. This description derives from four traits observed in and around modern 
videogames [9] as follows: 
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• Videogames are fun. And not only for small kids or young male teenagers. As of 
2005, the average age of a videogame player is 30 and 43% of players are female 
[7].This suggests that entertaining educational videogames would be appealing 
for a broad audience and applicable not only for primary/secondary school learn-
ers, but also in corporate and long-life learning. 

• Videogames are immersive. A videogame immerses the player in an environment 
by using a number of approaches. The most direct one is to allow the player to 
navigate the environment from a first-person perspective. A second approach is 
to project the identity of the player onto an avatar. Another alternative is to give 
the player the power to affect the environment without any visible agent, by 
clicking on the environment or using a graphic interface (videogames presenting 
this kind of interaction are often called god-like games, although they may just be 
simulating the functioning of a corporation or a railroad system). Regardless of 
the interaction model, videogames transfer the identity of the player to the recre-
ated world and immerse him/her in whatever reality the designer of the game 
wanted. In [10] the psychological details of this immersion and transfer of iden-
tity are elaborated. Educational videogames can thus provide a constructivist and 
embodied learning process. 

• Videogames stimulate cooperation/competition. Games are fun and immersive 
due to their short and efficient feedback loop [22]. Although this feedback loop is 
manifested in a variety of forms, humans are naturally inclined to interaction with 
other humans. Thus, the environments in videogames are often populated by 
characters that provide interaction. Although typical games have the player play-
ing the central role in the story, multiplayer videogames involve several players 
at the same time and make them collaborate or compete in the achievement of 
goals. In either case, in most videogames the player interacts directly with other 
human or human-like entities. When applied to education, videogames can serve 
as a medium for collaborative learning even without requiring the involvement of 
actual peers. Alternatively, competitive factors can be employed to motivate 
learners to perform better. 

• Videogames promote the creation of communities of practice. Playing a video-
game, even a single-player game, is not an isolated activity. Videogames  
transcend their medium and generate communities around them, proving to be a 
brilliant example of Communities of Practice [30]. New players soon learn details 
about the games, strategies, play styles, etc. These communities are essential 
vaults for learning about a game, and it all happens on a peer-to-peer basis. There 
are no instructors and no learners, yet some vast vaults of knowledge and learn-
ing are formed without external influence. Expert users spend time answering 
newbie questions and enthusiasts write extensive guides (sometimes above the 
300 page count) while only seeking peer recognition. The bottom-line is: Gamers 
enjoy talking about games after playing them. In the educational field, this sug-
gests potential for discussion and argumentation of the concepts delivered by 
educational games, ideally directed by an expert instructor (an example of this 
approach can be found in [31]). 
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2.2   Integration of Videogames in an E-Learning Process 

Regardless of the potential advantages of educational games, it is neither possible nor 
reasonable to revamp all existing e-learning programs and dispose of the entire existing 
web-based infrastructure (i.e. LMSs) and content. Educational games should be able to 
co-exist in the present web-oriented situation. Acknowledging the current trends in web-
based education, educational games should be able to fit in an environment in which 
standards compliancy and the Learning Objects Model are dominant features. 

Videogames as Learning Objects 
Integrating a huge videogame that can be used to learn an entire domain will usually 
be difficult. However, if the domain is divided into small pieces of content, it is pos-
sible to create and integrate small videogames that focus on a single well-determined 
concept. This is precisely the concept used in the LO model, where the content is 
divided into small discrete pieces that can be assembled to form a course. 

Many modern LMSs support this model, and their courses are divided into LOs. 
These LOs are typically made of web documents, but powerful LMSs barely restrict 
the content format as long as they can be delivered within a web browser. Therefore, 
this is the perfect situation for the inclusion of small educational videogames in a pre-
existing course. The educational videogame can simply substitute one of the learning 
objects included in the course, as long as it covers the same materials and behaves 
externally the same way (the last part is not difficult, as most learning objects are 
passive content). 

Videogames as assessable content 
The instructors of any e-learning program will usually want to assess the activity of 
the learner in order to make sure that he/she achieves the results desired. This assess-
ment can be a direct examination of the knowledge of the learner (which typically 
verifies the results through tests) or an examination of the learning process itself 
(which verifies the activities of the learner, the effort, the learning path, etc.). 

Assessing the learning process itself in a web environment consisting of passive 
web documents is simple and rigid: It is possible to obtain data such as the order in 
which the themes were displayed and the time that the learner spent reading that con-
tent. This kind of measure by itself is not accurate because it does not reflect the real 
interaction. A sophisticated system may take note of the hour in which a learner ac-
cessed a document and when the learner triggered a new event, but this data may be 
inaccurate since it does not reflect whether the learner actually did anything while the 
content was being displayed. There is a lot of research related to obtaining assessment 
information by applying data-mining techniques to get the best out of these measures 
[13, 14], but with passive web documents, it is not technologically possible to go 
much further with regard to assessing the learning process.  

However, educational videogames offer new opportunities, without rejecting their 
nature as LOs, because games are more interactive than standard web content. Since 
the actual learning will occur through a series of player decisions and interactions, it 
would be very interesting to assess the detailed activities of the player/learner within 
the game. Questions like “what decisions did the learner make?”, “in which order?” or 
“what was the result of the action?” are a key point in the assessment of learner activ-
ity inside the videogame. 
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3   Creating Educational Games: The <e-Game> Project 

The <e-Game> Project [19,20] proposes a new model for the development of educa-
tional games. Game development demands skilled technicians like designers, pro-
grammers or artists. Educational videogames also require the participation of expert 
tutors that provide the instructional design and decide how to deliver the content 
within the game. In order to facilitate the collaboration between technicians and tu-
tors, the <e-Game> project applies a well-proven technique: The Documental Ap-
proach to Software Development [27, 28]. 

3.1   A New Development Approach 

The <e-Game> project applies the advantages of document-driven developments and 
XML technologies [4] to facilitate the development of educational games. The key idea 
behind <e-Game> is to allow instructors to develop educational videogames by follow-
ing a simplified procedure, without requiring the heavy involvement of experts in ICTs.  

However, it is not necessary to permit the creation of any kind of game. We are in-
terested in Adventure Games, which have been identified as a valuable genre for 
learning [3, 32]. Besides, studies like [16] indicate the main traits of adventure games 
and identify a clear bias for content instead of just plain action. In addition, most 
adventure games have a very similar structure and functionality, which is very valu-
able to our objective of simplifying the development process. 

Our aim is that an author should be able to specify an adventure (we call them 
eGames) with only basic knowledge on how to use a computer, a text editor and a few 
notions of XML and the <e-Game> syntax. The next subsections describe this devel-
opment process. 

3.2   Designing and Marking an <e-Game> Adventure 

The <e-Game> development process, described in greater detail in [19], starts with 
the elaboration of a document with the script/storyboard of the game. After writing 
the storyboard (or at the same time) the author adds descriptive markup to that docu-
ment that indicates the conceptual meaning of each part of the script [5, 12]. The <e-
Game> engine will receive this document along with a set of art assets (graphics, 
animations, sounds, etc.) and will directly produce the final executable game. 

The storyboard writing process starts by defining the different game scenes and in-
dicating their content (i.e. like in a theater play). Scenes have exits that lead to other 
scenes and the complete set of scenes defines the environment for the game. How-
ever, scenarios in an adventure videogame are static: background artwork and exits 
leading to other scenarios. Although it is possible to include learning content in the 
scenarios (embedded in the artwork, for instance), that is not their purpose. The story-
board should instead populate the scenarios with objects and characters.  

Once the basic structure of the game is laid out in the form of a network of scenes, 
the next step is to define the objects and characters that populate the game in detail. 
From a learning perspective, these objects and characters are the interface that deliv-
ers most of the learning content, not the content itself. The actual content is delivered 
by the potential interactions between the learner and those objects and characters. 
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<e-Game> 

document 
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<e-Game> 
engine 

Game Concept  
+ Storyboard 

 

Fig. 1. Outline of the <e-Game> development process model. The storyboard is marked up with 
the <e-Game> XML syntax and fed to the engine together with the art assets. 

<scene id="DressingRoom"> 
  <resources><!-- Art assets --></resources> 
  <exits> 
    <exit> 
      <target idTarget="Corridor"><position x="0" y="300" /> 
    </exit> 
  </exits> 
  <elements> 
      <item-ref idref="Boots"><position x="40" y="300" /></item-ref> 
      <char-ref idRef="Foreman"><position x="485" y="410" /></char-ref>  
  </elements> 
</scene> 

 

Fig. 2. Definition of a scene. There is a section for external assets, a section for exits (leading to 
other scenes), and a section with references to the elements that populate the scene (objects and 
characters). Objects and characters are detailed separately. 

<item id="Boots"> 
  <resources> <!-- Art assets --> </resources> 
  <description> 
    <brief>A pair of sturdy boots</brief> 
    <detailed>These are special safety boots for construction. The regulations 
     demand that they be worn at all times.</detailed> 
  </description> 
  <actions> 
    <use-with> 
      <target idRef="Locker" /> 
      <effect>  
        <speak-player>I think I shouldn’t leave them here until I go home</speak-player> 
      </effect> 
    </use-with> 
    (...) 
  </actions> 
</item>  

Fig. 3. Definition of an item. There are two descriptions, a section for external assets, and a set 
of actions that can be performed on this element. Every action contains a description of its 
outcome. 

The definition of an object must mention what happens when an object is exam-
ined roughly (a brief description), examined in detail (a more detailed description), 
combined with another object or given to another character. On the other hand, inter-
actions with characters also include offering objects and, most important of all, con-
versations. The different interactions and conversations that the user performs are the 
main element for delivering content.  
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3.3   Adding Narrative Flow and Customization 

The previous section has presented the means to describe a simple game, where every 
door is always open, every character always says the same thing and every exit leads 
to the same place. We can enhance this by introducing the notion of state. All the 
actions that we perform in the game should be able to affect future actions. Some 
objects may be hidden until something happens or some exits may be locked (e.g. you 
can’t use the elevator unless you have been instructed to do so and received the key). 
The <e-Game> syntax allows each interaction (with an object or character) to activate 
a condition. The state at any given point in the game is the set of actions that have 
already been performed. We can then add preconditions to anything we want as a list 
of conditions that indicate which actions must have been performed. 

 

(A) 

(B) 

<exit> 
  <target idTarget="Rooftop" /> 

   <condition> 
     <active flagRef="SAFETY_EQUIPMENT_READY" /> 
   </condition> 
</exit> 

<conversation id="CheckEquipment"> 
  <speak-char>Are you wearing all the safety equipment?</speak-char> 
  <speak-player>Yes, sir</speak-player> 
  <speak-char>In that case, go to the rooftop and help David</speak-char> 
  <end-conversation> 
    <activate flag="SAFETY_EQUIPMENT_READY" /> 
  </end-conversation> 
</conversation> 

 
Fig. 4. A conditioned exit (A) and a conversation that triggers it open (B). After the conversa-
tion ends, the flag “SAFETY_EQUIPMENT_READY” is activated. 

<conversation id="FirstGreeting"> 
  <speak-char>Ah, you must be the worker. What’s your name?</speak-char> 
  <speak-player>Yes, sir. My name is <param name="username"/> </speak-player> 
  <speak-char>Welcome on board, <param name="username"/> </speak-char> 
  (...) 
</conversation> 

 

Fig. 5. Text customization. The <param name="username"/> markup will be substituted 
by a value written in the configuration file when the game is executed. 

Finally, most of the content of these games is text, and it may be desirable to cus-
tomize some pieces of text in order to enhance the gaming experience. The <e-Game> 
syntax supports this kind of personalization with the inclusion of a special markup 
indicating that a piece of the text should be read from a configuration file. 

This customization mechanism can be used for trivial modification like including 
the name of the user in conversations. However, the system can be pushed further: if 
all the texts are derived to a configuration file, we are actually implementing an inter-
nationalized game. 
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4   Assessment in <e-Game> 

<e-Game>, as described thus far, is a tool for the documental development of adven-
ture videogames in general. However, <e-Game> is actually oriented to the develop-
ment of educational adventure videogames. For this purpose, <e-Game> has a built-in 
assessment mechanism. When an author defines an eGame, learning designers can 
include in the documents information about which tasks are relevant for the learning 
process. When the videogame is executed, the activation of the relevant tasks is 
logged and a report can be elaborated for the instructor. 

<assessment id="WEAR_HARDHAT" type="achievement" importance="high"> 
   <condition> 
     <active flagRef="WEARING_HARDHAT"/> 
   </condition> 
   <effect> 
    <assessment-concept>The user equipped the hardhat</assessment-concept> 
    <assessment-text> 
      The user grabbed the hardhat before entering the construction site 
    </assessment-text> 
   </effect> 

</assessment> 
 

Fig. 6. Assessment action conditioned to the activation of a flag that indicates that the user is 
equipped with the safety hardhat 

4.1   The Assessment Syntax 

As depicted in Fig. 4, the state of the game is characterized for the set of flags that are 
active. <e-Game> allows learning designers to determine which game states are rele-
vant to the assessment process. For this purpose, they include assessment actions 
using assessment elements. As depicted in Fig. 6, these assessment actions are 
associated to conditions in the game state.  

An assessment action includes information using different attributes and nested 
elements that will subsequently be used in the production of reports: 
• The type attribute: When a report is generated, the assessment elements can be 

grouped by their type. Initially, <e-Game> suggests the values achievement 
(important events are triggered), behaviour (things that the user does within 
the game and reflect his/her playstyle), stuck (points of the game that suggest 
the user got stuck at a certain moment) and impossible (points that should 
never be reached, mostly for testing purposes). However, the different possible 
values can be decided by the author for each specific game. 

• The importance attribute: Reports can be generated with different levels of 
detail. Thus, the author can decide on the relative importance of each action and 
assign it a value. Later, the instructor will be able to generate reports with differ-
ent levels of detail in which elements of lower importance are not included. 
Again, it is possible to customize the names and order of the possible values, al-
though <e-Game> suggests using verbose, low, average and high, with 
the first one only being used for testing purposes. 

• The assessment-concept element: It is a description of the action being 
assessed. Different assessment may have the same concept associated. 
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• The assessment-text element: A text describing how the learner triggered 
the assessment action. 

Of course it is not necessary to fill in all these fields and attributes. Indeed, all  
assessment actions are assumed to be of type achievement and of average im-
portance. Also notice that assessments can be included in a separate document. There-
fore, the same game can support different assessments tailored to different learning 
scenarios.  

4.2   Assessment Logs and Reports 

When the eGame is executed, the <e-Game> engine will keep track of all the assess-
ment actions and log their activation. During the play session or after its completion it 
is possible to access the assessment log that allows the instructor to understand the 
behaviour of the student within the videogame. This log is marked up using descrip-
tive markup in order to facilitate its subsequent processing and presentation. For each 
action triggered, there will be a timestamp and the reference to such an action. 

 <assessment-log> 
   <assessment idTarget="WEAR_HARDHAT" timestamp="00:09:30"/> 
   <assessment idTarget="FOREMAN_IS_DECEIVED" timestamp="00:21:30"/> 
    (...) 
</assessment-log> 

 

Fig. 7. An assessment log generated by <e-Game>. Assessments actions have an associated 
timestamp. The XML markup permits the generation of formatted reports on demand. 

The logs, together with the assessment actions, can be used to generate enriched 
HTML reports for the instructors (Fig. 8). To view a report, the instructor can select a 
level of detail and all actions with a lesser importance will not be displayed. This way, 
if the instructor selects “average” as the detail level, actions marked as having “aver-
age” or “high” importance will be displayed while “verbose” and “low” importance 
actions will be filtered out. 

 ASSESSMENT OF ACTIVITIES  
 

Achievements 
00:04:23 - Flag ID: DISCOVER_HARDHAT 
Event: The user found the hardhat inside the Locker 
Description: -- 
 
00:09:30 - Flag ID: WEARING_ HARDHAT 
Event: The user equipped the hardhat 
Description: The user grabbed the hardhat before entering the construction site 
 

Behaviour 
00:21:30 - Flag ID: DECEIVE_FOREMAN 
Event: The user tried to deceive the foreman 
Description: The user lied about the height of the scaffold 

 

Fig. 8. An assessment report where assessments are classified by their types 
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The open structure of these reports allows the author to use them for a variety of 
purposes. On one hand, when the author is concerned about the path followed by the 
learner, the reports can be used to trace the activities of the learner in detail with thor-
ough descriptions. On the other hand, if the objective is to give a single mark based 
on the last objective achieved (for eGames with multiple possible endings), it is pos-
sible to mark only those final actions and put a numeric mark in the text of the as-
sessment element. In the latter case, the report will only contain the name of the final 
state of the game, the score associated and the time it took the learner to complete the 
game.  

5   Integration of <e-Game> Educational Games in a LMS 

As described in the previous sections, the main goal of the <e-Game> Project is to 
allow authors to create small games that can replace some pieces of static learning 
content such as an HTML or a PDF file. eGames, like Learning Objects, tend to be 
small and cover a specific set of learning objectives. Once an eGame has been fed to 
the <e-Game> engine, it can be executed as a stand-alone program. However, it can 
also be deployed in a web-based LMS. 

5.1   Delivering Games in a Web-Based LMS 

As the <e-Game> engine uses Java as supporting technology, the eGames produced 
can actually be packaged as Java Applets that can be easily embedded into a HTML 
page. Thus, an eGame can be deployed into practically any LMS that supports web 
pages with embedded objects as content. In fact, any LMS compliant with the “de-
facto” standard IMS Content Packaging [15] can easily have the game deployed as an 
IMS Resource, with the (applet version of the) <e-Game> engine, the <e-Game> 
document and the art assets as support files, and a container HTML file as the main 
file. 

This integration, although very straightforward and compliant with almost all the 
existing LMSs, only offers the motivational advantages of game-based content but 
does not offer any assessment advantages over alternative simple formats such as a 
PDF file or a standard applet. The next subsection offers some insights on how an 
eGame can have a more sophisticated integration with a LMS. 

5.2   Communication of the Assessment Reports to the LMS 

Games developed with <e-Game> can let a LMS know about the activities of the 
learner within the game. Depending on the standards supported by the LMS and its 
implementation, the integration of an eGame within the LMS can be more or less 
sophisticated: 

Blackbox Integration: As described above, this is the most straightforward method-
ology and almost any LMS that supports web-pages can integrate an eGame. From 
the LMS point of view, games-based resources are treated as black boxes, with no 
knowledge of what happens within the game. In this scenario, the best that the LMS  
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Fig. 9. Use of the IEEE ECMAScript API for communicating assessments logs to the LMS 

can do is to obtain the same set of external measures that can be obtained from a sim-
ple content file (number of accesses, duration of the visit, etc.).  

Standardized communication, not <e-Game>-aware: When the LMS supports it, 
the IEEE ECMAScript API for Content to Runtime Service Communication [24] can 
be used for communicating assessment data to the LMS. This Runtime Service is 
designed as a bridge between the environment (typically a web browser) where the 
learning content runs and the LMS itself. This communication mechanism can be 
used with different kinds of LOs, such as, for example, SCORM SCO (Shareable 
Content Objects) [1]. In general terms, this standard provides a communication proto-
col between a Content Object and the LMS, but does not specify what kind of infor-
mation is actually interchanged between the content (in this case, an eGame) and the 
LMS. To tackle this issue, a recent IEEE Standard, the IEEE DMC (Data Model for 
Content) to LMS Communication [25], provides a general Data Model for communi-
cation exchange.  

 (a) (assessment-identifier, 
     Timestamp:type:importance:assessment-concept:assessment-text) 
 
(b) (WEAR_HARDHAT, 000930:achievement:high: 
                        The user equipped the hardhat: 
                        The user grabbed the hardhat before  
                        entering the construction site) 

 

Fig. 10. Attribute-value pairs transmitted to the LMS. (a) General syntax. (b) Sample entry 
according to the example in figure 6. 

A LMS with even basic support of the IEEE ECMAScript API will be able to re-
ceive basic information from the eGames deployed, as depicted in Fig. 9.  For this 
purpose, the applet version of the <e-Game> engine processes the assessment log and 
uses the ECMAScript API1 to push basic information to the LMS in the form of sim-
ple attribute-value pairs, as in Fig. 10. 

In this way, assessment information is passed to the LMS, which is responsible for 
storing it. Of course, if the LMS is not <e-Game>-aware, it is very unlikely that the 
system will be able to do much with all the information received other than simply 
displaying it without type or level filtering as described in Section 4.2. 
                                                           
1 Bidirectional communication between Java Applets and ECMAScript is feasible when using 

for instance the API supported by the JavaTM Plug-in. 



 Production and Deployment of Educational Videogames as Assessable LOs 327 

The LMS is expected to have a mechanism that puts together all the information 
gathered from a specific resource (in this case, all the attribute-value pairs for a spe-
cific game). A simple and comfortable use of this approach is to have the learning 
designer assign a final score to a specific action. 

Standardized communication, <e-Game>-aware: The simple data described above 
is highly compatible, but it does not exploit the full potential of <e-Game> assessment 
mechanisms. Even if the engine pushes all the relevant information towards the LMS, 
the LMS will not necessarily know what to do with that information. However, in-
stead of using a generic inspection tool, it is possible to create a specific application 
profile aware of the information provided by the engine and get the most out of the 
<e-Game> assessment system. A prototype of such a tool has been tested in the 
<e-Aula> LMS [29]. 

When this tool is present, it lets instructors generate reports for the activity of each 
learner during each play session. The tool queries the instructor about the types of 
assessment elements that should be included and the level of detail desired, always 
according to the default nomenclature and semantics presented in Section 4.1. The 
tool gathers the information from the LMS storage layer and generates enriched 
HTML reports that are displayed to the instructor. 

In the runtime initialization, the engine can discover if there exists a communica-
tion mechanism with the Runtime Service, and if there does, the engine verifies what 
features are supported. In particular, the engine will check whether the <e-Game> 
Data Model is supported. If there is no support for any kind of communication, the 
logs are never generated. Otherwise, if there is support for basic (standard-compliant) 
communication, or the LMS is <e-Game>-aware, the engine will push all the relevant 
information contained in the log document using the standard IEEE ECMAScript 
API. 

6   Conclusions and Future Work 

The <e-Game> Project, as presented in this work, offers a valid alternative for the 
gradual inclusion of small games into pre-existing online courses and LMSs. Its 
documental approach to the development and maintenance of educational adventure 
games allows authors without an extensive programming background to develop these 
adventure games. 

The games developed by those authors can be executed by using an engine 
equipped with a built-in mechanism that supports the assessment of the activities 
performed within the game. For this purpose, <e-Game> includes a flexible syntax 
that allows the assessment of different aspects of these activities. In addition, the 
games can be integrated into almost any modern LMS although the depth of the inte-
gration will depend on each specific LMS. Nonetheless, <e-Game> supports the three 
different levels of integration described in this work. 

This flexibility and the viability of the development approach have undergone 
some preliminary testing which suggests a great potential. A group of volunteer au-
thors participated in the development of short adventure games covering different 
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aspects of workplace safety regulations. The authors were provided with a number of 
art assets and basic storyboards and managed to mark up those documents and gener-
ate the corresponding eGames with hardly any assistance. It must be noted however 
that all the authors had previous experience with XML applications, which is actually 
the main concern regarding the applicability of the development model: developing an 
eGame is an XML-intensive task and many authors without any experience may find 
the process excessively complicated. On the other hand, the process still has a great 
advantage over a traditional game development and many authors in the e-learning 
arena are familiar with XML technologies as long as these support most standardiza-
tion processes in the field. 

Regarding the integration of eGames into different LMSs, the trivial Blackbox in-
tegration model described in Section 5.2 was tested in publicly available LMSs such 
as Moodle [6] and Sakai [8] as well in the commercial WebCT [11] deployed at the 
Complutense University of Madrid. As for more sophisticated integration mecha-
nisms, the <e-Game>-aware inspection tool developed for the <e-Aula> experimental 
LMS has demonstrated the viability of the approach.  

It is interesting to note that the aforementioned IEEE ECMAScript API and Data-
Model Communication standards also support communication in the other direction: 
The content can query the LMS for specific pieces of information with different pur-
poses. Next steps in <e-Game> are to support this type of communication with differ-
ent objectives:  
• The basic approach is to customize the game with data pulled from the LMS. As 

described in Section 3.3, the <e-Game> syntax allows the configuration of eGames 
from external data read by the engine from a configuration file. This data may be 
stored within the LMS instead and be pulled in real time with this mechanism. 

• An <e-Game>-aware LMS could store data corresponding to preconditions of a 
specific eGame. The potential of such a mechanism is almost unlimited: Since 
preconditions are the basic utility for game flow, it would be possible to config-
ure the entire eGame from the LMS itself. It would be possible to adapt the game 
to different learner profiles (since the preconditions can open and close game 
branches), to save the game in the LMS itself (since preconditions are the current 
state of the game) and even to allow the result of previous LOs and learning paths 
to affect the behaviour of the eGame. 
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Abstract. Recent strategies in the European Union encourage educational styles 
which promote the development of attitudes and skills as a basis for knowledge 
construction. The question is whether technology-enhanced settings have the 
potential to support such educational styles. The Person-Centered Approach, 
developed by the American psychologist Carl Rogers and adapted in several 
innovative educational settings holds great promise in promoting experiential, 
whole person learning. In this paper we illustrate technology-enhanced, person-
centered education by describing two course settings and scenarios in which we 
emphasize, respectively, constructive, interpersonal attitudes and soft skills in 
the context of project management. As a result of each of the two courses 
students stated that they had learned significantly on the level of attitudes and 
soft skills. They considered exchange and discussion with colleagues and active 
participation during the course as the top factors from which they benefited. 
Furthermore, the majority of students felt that it was easier for them to work in 
teams and to establish social relationships in the two courses presented in this 
article than in traditional courses. 

1   Introduction 

“We know […] that the initiation of such learning rests not upon the teaching skills of 
the leader, not upon scholarly knowledge of the field, not upon curricular planning, 
not upon use of audiovisual aids, not upon the programmed learning used, not upon 
lectures and presentations, not upon an abundance of books, though each of these 
might at one time or another be utilized as an important resource. [Emphasis added] 
No, the facilitation of significant learning rests upon certain attitudinal qualities that 
exist in the personal relationship between the facilitator and the learner.” 

(C. Rogers on significant learning [18]) 

Authors from constructivist, learner-centered [10], and person-centered traditions 
have argued that learning is most effective if it includes not only the intellect but also 
feelings, meanings, ideas, skills, attitudes, etc. More recently, this requirement of 
taking the whole person into consideration while educating has explicitly been voiced 
in the course of the Bologna process that aims at modernizing education in the 
European Union and making it more accessible to a broad range of learners. In 
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particular, in the context of determining core competencies in our society, The 
European Association for the Education of Adults [8] notes that: “There is a need for 
new curriculum. Traditionally the curriculum consisted of three elements: knowledge, 
skills, attitudes, which tends to value knowledge above skills, and skills above 
attitudes. Experience of life suggests different priorities: positive attitudes are key to a 
rewarding life and job, skills are also more important than knowledge. These 
priorities should be asserted in the development of new curriculum, which would 
raise the value of social capital, civil society and the role of non-formal learning.” 
But how can these principles and strategies be put into practice? A key question is 
whether academic, blended learning courses are proper settings to support these needs 
and if so, what are the most important factors that enable whole person learning. A 
closely related question is how development at the skills and attitudes level can be 
assessed. 

Recent research indicates that technology-enhanced learning settings, i.e. settings 
that mix face-to-face and online learning, offer the required flexibility [7, 15] in 
which resourceful persons can foster experiential, whole person learning that 
addresses the learner at the level of intellect, social skills, and attitudes/dispositions 
[13]. In this paper we aim to share the goals, scenarios, and settings, reactions, and 
results of two academic courses that follow the same didactical approach. Both are 
intended to complement the strongly intellect-focused education with addressing 
learners at all three levels of learning: attitudes, skills, and intellect, however with 
different emphasis according to particular learning targets. In other words, we ask the 
question what we can do to allow students to become better communicators, 
negotiators, and constructive teammates in cooperative tasks aside of acquiring 
knowledge in some subject area? 

We hope that the following snapshots of practice and research on technology-
enhanced, person-centered education in the context of two academic courses on 
communication and on soft skills in project management provide vivid examples how 
important the whole person’s concept is for education. Both courses have been 
conducted at the University of Vienna as part of the masters program in computer 
science and business informatics. They have undergone some evolution in their 
designs since they were first held three years ago. By sharing our experience with our 
readers we hope to facilitate further development that builds on these experiences and 
extends as well as transcends their and our current context. If this paper turns out to 
be an inspiration for professionals and students to find new ways of bringing 
meaningful learning, creativity, fun, personal resources, and wisdom into the 
classroom, the purpose of this paper will be fulfilled. 

The paper focuses on the didactical approach in the context of the particular 
processes, i.e. the nature and sequence of activities and the aspect of blending face-to-
face and online elements within the course design. Furthermore, the paper reflects on 
some methodological questions regarding research design. We suggest applying a mix 
of qualitative and quantitative methods in order to deal with research questions such as: 
What are the factors that students perceive as most influential in their learning? What is 
the role of online support? Can the course contribute to building positive social 
relationships and facilitating teamwork? While the overall participatory action research 
framework has been specified and illustrated in [6, 11], in this place we share some 
results of the qualitative and quantitative studies in the sense of a proof of concept. 
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The paper is structured as follows. The next section provides a concise introduction 
into the didactical and technological baselines underlying our approach towards 
applying technology in order to enhance learning. Section three presents the course on 
project management soft skills (PM-SS), while section four is devoted to illustrating a 
course on communication and New Media that focuses on the development of 
interpersonal attitudes such as congruence, acceptance, and empathic understanding. 
In Section five we discuss the results of the course evaluations and students’ reactions 
and include personal experiences that other educators may find useful. The final 
Section summarizes the paper and identifies questions for further research. 

2   Underlying Didactical Approach 

Our approach to technology-enhanced learning builds upon humanistic educational 
principles as realized in the Person-Centered Approach (PCA) by Carl Rogers [16, 
18]. Person-Centered learning is a personally significant kind of learning that 
integrates new elements, knowledge, or insights to the current repertoire of the 
learner’s own resources such that he or she moves to an advanced constellation of 
meaning and resourcefulness [2]. It can be characterized by active participation of 
students, a climate of trust provided by the facilitator, building upon authentic 
problems, and raising the awareness of meaningful ways of inquiry [18]. We view the 
open, self-responsible, and yet relationship-focused tendencies inherent in the PCA as 
smoothly complementing the open spaces and free contacts enabled by current web-
based environments. 

Research in the Student-Centered Approach proved [1, 4, 16] that students achieve 
superior results along with personal growth in terms of higher self-confidence, 
creativity, openness to experience, self-respect, and respect towards others and their 
environment, etc., if they learn in an atmosphere or climate in which the facilitator 
(instructor, teacher, etc.) holds three core attitudinal conditions and if they perceive 
them, at least to some degree [16]. The core conditions are realness or congruence of 
the facilitator, acceptance or respect towards the student, and empathic understanding 
of the students and their feelings. Consequently, personal resourcefulness of the 
facilitator and his or her relationship with students has significant influence on the 
students’ learning. This, along with the insight that facilitators equally learn in the 
facilitation experience, causes us to prefer the term “person-centered” rather than 
“student-centered”. Person Centered Learning is a shared responsibility where human 
beings (teacher and student) meet to inspire each other and to bring the best out of 
them imparting knowledge, skills, attitudes, and experiences in a creative, promoting 
environment.  

The way in which these core conditions can be expressed in blended learning 
situations in general is discussed in more detail in [12, 14]. The current paper shares 
two course designs that provide space for the core conditions to be expressed. To fill 
the space, however, instructors personally need to be sufficiently open to experience, 
real and transparent in their communication, yet respectful and acceptant, and 
endeavoring to understand students’ inner worlds: their meanings, feelings, potentials 
as well constraints. 
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3   Course on Project Management Soft Skills 

Industry and educational strategies call for the development of skills and attitudes 
aside of knowledge. Our challenge has been to approach the needs voiced above and 
to examine, as objectively as we could, the direction we decided to choose. 

The course on project management soft skills (PM-SS) is aimed at addressing 
students at all three levels of competence or learning: knowledge, skills, and attitudes 
with an emphasis on experientially developing soft skills. In more detail, goals 
pertaining to each of the three levels were specified as follows: 

• Goals on the level of knowledge and intellect: Theory of interpersonal 
communication, conflict management, group processes, negotiations, presentation, 
moderation, rhetoric 

• Goals on the skills and capabilities level: Perceive the potentials and limitations 
of exercises aimed at improving communication; Improve teamwork; Moderate 
meetings; Gain active listening skills; Experience the interactive presentation, 
moderation, and discussion of a theme; Increase one's problem solving capability 
and creative approach to tasks; Gather and reflect experience in the application of 
computer-mediated communication 

• Goals on the attitudes, awareness level: View learning as a personal project and 
take co-responsibility for it; Gain self-experience in expressing own intentions; 
Live the group process and develop as a team; Gain openness to experience; 
Experience the meaning of active listening and develop one's own attitude towards 
it; Perceive the creative influence and self-organization through the open design of 
a topical unit; Perceive a constructive working climate and offer it to the group. 

The course scenario (depicted in Figure 1) blends face-to-face and web-supported 
learning such that the strengths of both settings, mediate and immediate, can be 
exploited and the learning process can proceed closer to the intentions and needs of 
individuals. In order to provide room for active interaction in class, fundamental 
material, links, and a list with references to further literature are supplied by the 
instructor over the learning platform at the time of course initialization. Also, key data 
on the course such as time, location, goals, brief description, etc. are provided such 
that students have initial information before enrolling in the course. The initial 
meeting is used to discuss the innovative course style, requirements, and learning 
methods, as well as to introduce the learning platform and to finalize the list of 
participants. Then students are asked to fill out an online questionnaire aimed at 
capturing their initial motivation, attitudes towards learning, ways they tend to profit 
from academic courses, etc. Furthermore, students are asked to assign themselves to 
small teams of about three to four students for cooperative work. 

The face-to-face thread of the course consists of ten moderated workshops, 4 hours 
each, where individual topics within the gross framework of “soft skills in project 
management” are elaborated following a strongly interactive style. The first three 
workshops are moderated by the instructor who practically introduces students to 
elements of the moderation technique. This is done by conducting team discussions 
on selected aspects of the course, collecting expectations on a flip chart, using 
moderation cards to reflect on attitudes of good listeners, drawing mind-maps, having 
students prepare a flipchart on frequent barriers in communication, etc. 
Accompanying  descriptions of these techniques and more theoretical background on 
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Fig. 1. Course scenario for project management soft skills (PM-SS) specified using UML [19] 
and including web-based (W), blended (B) and face to face (P) elements [5] 

their application is provided via the learning platform and can be inspected on 
demand. The material was initially compiled by the instructor and has been 
complemented by numerous sources in the course of a master’s thesis. The remaining 
seven workshops are prepared by teams of students on topics we agree upon during 
the initial sessions. Preparation of a workshop includes the provision of e-content 
regarding the selected topic. Preparation also encompasses consultation with the 
instructor with regard to the moderation sequence and elements. After each workshop, 
students submit online reaction sheets that can be read by all participants and are 
aimed at providing multi-perspective feedback to the team that moderated the 
workshop. At any time, students have access to the basic material provided on the 
platform. Concurrently, they are expected to briefly document their learning activities 
in a personal diary that shall support them in writing their self-evaluation in the end of 
the course. Furthermore, a discussion forum is available for communication with the 
instructor, web master, and fellow students on all course relevant issues. 
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At the end of the course students evaluate themselves online. This is accomplished 
by responding to questions such as: What did I contribute? What could I take with me 
from the course? How intensive was my contribution with respect to my team mates? 
etc. Although students tend to report that they find it difficult to evaluate themselves, 
in the vast majority of cases they evaluate themselves accurately such that there is 
only a minimal difference between their own perception and that of the instructor. So 
far, all cases of discrepancies could be resolved in follow up conversation. In 
addition, an online peer-evaluation in conducted in which each team anonymously 
evaluates all other teams in terms of their moderated workshop and the e-content they 
provided. Furthermore, students fill out a final online questionnaire that is used to 
evaluate the course on a more objective level. The self- and peer-evaluations are used 
by the instructor in his or her grading, thus complementing the grading process by an 
individual- and a group perspective reflecting the participative, person-centered 
didactic strategy inherent in course conception and design. 

In order to give an idea in which ways students reflect their learning, below we 
share excerpts from student’s self-evaluations: One student writes: “I hope I have 
contributed with my own inputs regarding the topic of negotiation and through active 
participation in all course units. I have learned to apply new moderation techniques 
and have acquired a balanced overview of soft skills … In addition I could, for sure, 
gain maximum benefit through frequently posing my own questions and thereby 
framing the discussions. A key experience was the workshop we held on our own: 
Despite intensive preparation I have realized ways of improvement that were shown 
up by the feedback we received.” Another student reflects on what he gained from 
preparing and moderating a course unit. “The design of the unit undoubtedly was a 
challenging task. I took me much effort to decide which topics to select for 
presentation and which just to refer to. I needed some time for reading, getting an 
overview, and making my own picture. Once I had overlooked the theme I considered 
everything important and necessary in order to capture the whole context. It was a real 
challenge to moderate the theme over a period of time I never experienced before, but 
equally it was a highly interesting and valuable experience. Tackling a task of this 
dimension shows how one manages to integrate oneself into a team and goes about 
solving problems in that team. In my view, our team did grow together quite 
intensively in the preparation phase. … I think the constructive criticism of the group 
was more than justified in order to learn from it.” 

4   Course on Person-Centered Communication and New Media 

When considering the major causes of project failure, experts agree that people issues 
clearly dominate technology issues. For example, in the Bull survey [3], the item “bad 
communications between relevant parties” heads the list of reasons for project failure.  

Keeping these insights in mind and relating them to the EU strategic statement on 
key competences (mentioned in the introduction), we felt the need to design a 
technology-enhanced learning course that explicitly integrates all three levels of 
learning in the context of person-centered communication and new media (PCC). 
Unlike the course on soft skills, the course on PCC was designed to emphasize the 
level of interpersonal attitudes. This should allow students to gain some self 
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experience such as to base their communication on a better understanding on their 
own inner world and, as a consequence, on the inner worlds of their communication 
partners. Let us introduce the PCC course by stating its course goals that we tend to 
extend by students’ expectations as elaborated in initial course units.  
 
• Level of knowledge: Knowledge about: Interpersonal attitudes, active listening, 

developmental tendency in the Person-Centered Approach, encounter groups, 
process stages, community building in real and virtual communities. 

 
• Level of skills: Improvement of skills regarding: Ad hoc communication and 

online communication, speaking in a group, active listening, short ad-hoc 
presentations, teamwork, reflection and feedback. 

 
• Level of personality and attitudes or dispositions: Development towards: Inner 

flexibility, transparent communication as a result from increased congruence, 
improved online communication, higher acceptance and better understanding of 
self and others, dealing with problems in everyday life more constructively. 

 
As specified in course scenario given in Figure 2, the course information and 

lecture notes were published in an interactive course space, realized by means of 
CEWebS [9]. During a brief initial meeting students are selected to participate in the 
course following pre-specified criteria. The students are asked to fill out an online 
questionnaire and to read the initial part of the lecture notes along with an article on 
active listening. This is to ensure that the first workshop can be spent with getting to 
know one another and elaborating and discussing issues rather than lecturing. After 
the first workshop, students are asked to form teams of about three persons and to 
choose one out of about 10 small projects proposals listed on the platform to be 
elaborated by the team in self-organized fashion. Also, students should form pairs and 
select, co-read, summarize and discuss an article included in the course’s lecture 
notes. Summary and discussion were to be published in the course space. 

The four half-day workshops were spent with elaboration of topics in teams and 
subsequent presentations, small and large group discussions, brief presentations of the 
students’ concept of working on their team projects, an exercise in active listening 
and its reflection, role play, discussions of students’ reactions sheets, and watching a 
video on Carl Rogers, the founder of the Person-Centered Approach and Person-
Centered Encounter Groups [17]. In the fourth workshop students were acquainted 
with the free and open style of encounter groups and their inherent potential for 
personal development. The subsequent Person-Centered Encounter Groups are 
scheduled to last 1.5 days each and provide wide space for experiencing one’s own 
and the group’s communication behavior. Each encounter group and workshop is 
followed by writing personal reaction sheets that are uploaded on the platform and 
can be read by all participants to allow for continuous development of the course. 
After the deadline for uploading the team projects, students are asked to evaluate 
themselves and each student is supposed to read and comment upon the project work 
of two teams that can freely be chosen. The final workshop is devoted to reflecting 
the students’ personal experience in the course process as well as to collectively 
reflect on the Person-Centered Encounter Group process. In the end, students are 
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asked to fill out the final online questionnaire including questions on teamwork, 
interpersonal relationships, course elements, learning on each of the levels, etc. 

Since academic courses require grading, we looked for a grading procedure that 
would allow us to include as many facets of learning as possible into the final grade. 
Currently, the latter takes into account students’ self evaluation, the evaluations of the 
students’ project work by peers and the facilitator, and the facilitator’s assessment of 
each student’s participation in face-to-face and online activities. 

To get an impression on the course setting and atmosphere let us inspect some 
students’ reaction. A student noted: “I liked the first workshop and appreciate a 
course in which students get the chance to openly talk to one another, discuss, and 
share their views. Sitting in a circle was a well planned setting that has facilitated 
face-to-face communication. I consider it very appropriate to work in teams and 
subsequently present the ideas. This allows us to learn how to present our views 
effectively. The feedback after each presentation helps to see the strengths and 
weaknesses and to work on overcoming the weaknesses later.” 

Another student commented on a later workshop: “I consider talking about the 
reaction sheets in the beginning of the workshops as very meaningful. This way we 
can discuss and put into practice comments and suggestions, such as the idea to use 
name cards which, in my view, considerably contribute to creating a relaxed 
atmosphere. The moderation cards regarding the themes ‘What is important for me as 
a speaker/listener’ enabled one to identify issues of common concern as well as 
versatile issues that one has not considered on one’s own.” 

Summarizing, the workshops were targeted at building knowledge about 
communication by means of elaborating material and served to practice concrete 
communication situations and thereby to heighten the sensitivity of students regarding 
relationship issues and feelings. The consequences of online media on reducing many 
essential assets of communication, possible workarounds and their potentials and 
limitation were thoroughly addressed, such that students could continue observing the 
different modes while meeting online and/or face-to-face to work on their projects.  

The consequent Person-Centered encounter groups [2, 17] were foreseen to 
develop, in the first place, the level of feelings, attitudes, and dispositions. The lack of 
structure in such groups required participants to co-construct meaning by relying 
solely on their personal resources. In encounter groups, my primary task as a 
facilitator is to provide an open, respectful and understanding atmosphere in which 
participants and the whole group can move forward in a constructive process to build 
community and at the same time develop as individuals. The open sharing among, 
say, all participants, contributed to deep personal learning. Personally, I hypothesize 
that the openness expressed in the reaction sheets significantly contributed to building 
a safe and trustful climate in the group that allowed for deep learning at all levels.  

Participants who talked less during group session often wrote insightful reactions 
and thereby became “known” to the group. This, in my view, built trust in the group 
and accelerated the group process, such that the group moved quickly to the 
constructive phases, in which the expression of positive feelings, respect, and change 
towards more openness and transparency dominated. The following excerpts from 
students’ reactions after the first and second group meeting is intended to serve as an 
illustration of the encounter group process. Note also the more personal style in 
writing when compared with the reaction sheets after the initial workshops. 
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Fig. 2. Course scenario of Person-Centered Communication specified using UML [19] and 
including web-based (W), blended (B) and face to face (P) elements [5] 

After the initial 1.5 day encounter a female student wrote: “I really liked the first 
encounter group. I did not expect that there will be no schedule at all, but that worked 
really well. I was surprised by the way in which themes appeared. … Also, it was cool 
how the exchanges became more personal and meaningful and I could ‘see’ the 
increase trust among us. What I really appreciated was that persons, who tended to 
remain silent, finally contributed a lot more. Jean (name was changed here) really 
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impressed me in this respect and I even had the impression that she felt well and 
profited a lot. All in all I hope that it stays as interesting as it is.” 

A male student noted: “Today’s group was very thrilling, in particular, since we 
experienced a real conflict, or more precisely, misunderstanding. The discussion 
developed smoothly and I was enthusiast about the quiet and caring atmosphere in 
which a solution to the misunderstanding was sought for. … Also, I felt the 
communication and relationships among individual group members improved 
gradually. In my view, the reason for this is our open sharing of our personal 
experiences. I believe that openness and trust truly facilitate communication. …” 

In the final workshop, students were asked to characterize a person-centered 
encounter group in their own words by collectively producing a flipchart. Here is a 
transcript on what they came up with: An Encounter group is: 

− a non-structured group in which one can share everything 
− and learn to know people better 
− a free and open meeting, in which everybody can get involved but is not forced to 

do so 
− a completely free talking circle, in which persons are at the center  
− an occasion for self experience in a group  
− characterized by respect, acceptance and trust 
− location for growing together  
− a form of reflecting about oneself  
− a place to learn to know others and oneself  
− a place to share experience and expand oneself.  

The project works were completed in time by all teams. All of them used a blended 
way of cooperation in that they interleaved face-to-face meetings with online 
communication. Except for two cases, students rated themselves quite consistent with 
my evaluation with differences between suggested grades being no more than half a 
grade on a five grade scales. One male and one female student graded themselves 1.5 
grades beneath my proposal. In both cases, the peer evaluation of the project work lay 
precisely in the middle such that the final mark became the average of the differing 
views. In general, assembling the grade from multiple facets proved to be a work-
intensive but smooth process aiming at a maximum of fairness as can be achieved in a 
grading process in which the subjective cannot be denied. 

5   Evaluation 

In order to find out from which aspects of the respective course students benefited 
most and how this is related to traditional courses, we included 25 profitable aspects 
in the online questionnaire. In the beginning of the course we asked students to 
indicate to what degree they benefited from each of them in a “general” course in 
their studies, while in the end we wanted them to rate their benefit in the course on 
PM-SS and PCC, respectively. The complete results are depicted in Figure 3. On 
scales from 1 meaning “not at all” to 5 standing for “very much” the top three features 
in PM-SS and their average values were:  
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• Practical exercises during the lab hours (4.71) 
• Active participation during the course (4.67) 
• Exchange and discussion with colleagues (4.62) 

All these items (and some others) were statistically significant at the p < 0.05 level 
using the Mann-Whitney-U test. In PCC, students indicated to have benefited most 
from “considering situations from different points of view” (4.87). As in PM-SS, 
“active participation during the course” (4.73) came second and “exchange and 
discussion with colleagues (4.71) was ranked in third place, both being significantly 
different (p < 0.05; Mann-Whitney-U test for 2-sided testing) from a typical course. 

Figure 3 illustrates that there are only minimal differences regarding the item 
“materials and literature references” between a “traditional course” and PM-SS and 
PCC. Interestingly, however, students consistently rated items relying on active 
participation and interaction higher that learning from material resources. Figure 3 
further indicates that the courses on PM-SS and PCC substantially differ from the 
“traditional course” in those aspects of learning in which interpersonal relationships 
are essential, while they are rather similar to each other regarding items such as active 
participation and sharing. The ratings in these items clearly surpass those given for a 
traditional course.  

Interestingly, the feature “Support by a web based platform” came in place 9 and 13, 
respectively, with an average value of 4.14 and 4.13. This illustrates that although 
support by new media clearly is considered helpful, students do not view it as one of the 
primary features for their learning in the context of the courses on PM-SS and PCC. 

To get a further perspective on how important students perceive online course 
elements when compared with structured workshops and unstructured encounter 
groups, we asked them to rate these three course elements in terms of the perceived 
importance in PCC. Approximately the same amount of course time was scheduled to 
these three course segments. As expected from the students’ feedback in face-to-face 
meetings and online reaction sheets, the encounter groups were perceived as the most 
important in both course instances of PCC that we investigated. Interestingly, as 
depicted in Figure 4, they were perceived as slightly more important in the course 
instance PCC group 2 (scenario given in Figure 2) that allocated about 9 hours more 
to workshops than to encounter groups. This indicates that, despite the highest 
potential attributed to the encounter groups by students, structured workshops are 
essential for preparing students for the experience and allowing them to 
collaboratively reflect on it in a final face-to-face workshop. Although online 
contributions came in third place only, the difference between them and the other 
elements appears quite low. From this we conjecture that they can be seen as a highly 
suitable element to complement the more intensive face-to-face elements. 

Regarding learning/development on the levels of knowledge/intellect, skills, and 
personality, we were interested, whether students’ perceptions matched the course 
goals. Therefore, in the final online questionnaire, we included the question: “Please 
indicate, how much you benefited on the individual levels of learning.” On a scale 
where 1 indicated very little and 5 meant very much, the level of skills received  
the highest rating in both courses, followed by the personality level and the level of 
knowledge/intellect. The result can be seen as a confirmation of the course goals  
in PM-SS so far, as emphasis has been given to development at the level of soft skills. 
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Fig. 3. Aspects from which students benefit in a “traditional course” as compared with PM-SS 
and PCC. Scales from 1…“not at all” to 5…“very much”. 

Interestingly, in PCC learning at the level of personal attitudes having been in the 
focus, was perceived as lower than learning of skills. This was the case despite the 
fact that “considering situations from different points of view” – typically a feature 
reflecting the attitude of openness – headed the list of profitable items on the same 
questionnaire. Also, the majority of items in the self evaluation of participants in PCC 
could be classified as pertaining to the attitude level. This shows that multiple 
perspectives are required to interpret data as well as that the distinction between the 
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Fig. 4. Perceived importance of course elements in two groups (n1 = 15, n2 = 14) of the course 
on PCC. The Figure illustrates to which degree students agreed when asked: The contributions 
on the platform, the encounter groups, the structured workshops, respectively, were important. 
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Fig. 5. Learning at three levels in a conventional course and the course on PM-SS and PCC 

social skills and attitudes level may be fluent and fuzzy.  Last  but not least  Figure  5 
can be seen to confirm the superiority of whole person learning. Intuitively speaking, 
the collective contribution of the three levels for each of the courses PM-SS and PCC 
is higher than that for a traditional course. Note that students perceived the facilitator 
as congruent, respectful and understanding according to the rating of these person-
centered attitudes, namely 4.66, 4.75, and 4.60, respectively in PM-CC on scales 
where 1 meant “does not apply” and 5 stood for “applies fully.” There were no 
statistically significant differences between the ratings of the same instructor in 
different courses held during the same academic year. 
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Fig. 6. Students ratings on teamwork and interactions in PM-SS and PCC when compared with 
other courses in their studies.  Scales from 1…“more difficult” to 5…“easier”; n = 21. 

In order to find out, whether students found it easier or more difficult to work in 
teams and to establish positive interpersonal relationships in PM-SS and PCC, two 
further questions were included in the final questionnaire. As shown in Figure 6, most 
students felt that in the course on PM-SS and PCC it was somewhat easier to work in 
teams and easier to establish positive interactions. When asked for the reasons, one 
student responded: “Because of the intensive contacts between us. The work in small 
teams, the moderation of the course, but also the sitting arrangement in a circle 
significantly supported the interactions and building of positive relationships. 
Regarding teamwork a student comments: “I knew my colleagues already from other 
courses, hence I knew what to expect. At the same time, the course offered sufficient 
inputs and space to coordinate team work well.” 

From the second reaction we conclude that care must be taken in interpreting the 
results, since several factors aside of the course style and atmosphere may be co-
responsible for the students’ perceptions on teamwork and relationships. 
Nevertheless, the reaction sheets and self-evaluations indicate that the positive 
atmosphere in the course and the open discussions contributed to highly constructive 
cooperation and interaction. 

6   Conclusions and Further Work  

Whereas the lead in effective learning still stays with persons, their capabilities, and 
social- and interpersonal values, thoughtfully designed scenarios, customized web 
services, and easily accessible content have the potential to significantly support 
persons in their striving to support learning by new technology. Clearly, this requires 
not only highly usable tools but also personal skills and a high degree of transparency, 
openness, acceptance, flexibility, and understanding from the facilitators. During a 
flexible course process, usable learning technology supports the higher degree 
personalized and active learning. 

When balancing the power differential in class, one realizes that students and 
professors become something different. Rather than playing roles, they become whole 
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persons with thoughts, meanings, feelings, behaviors which come fully into effect.  In 
this style of person-centered methodology the professors become facilitators where 
learning can happen fully, as has been shown in the evaluation section of the courses 
on project management soft skills and person-centered communication. Perhaps more 
vividly than figures can show, a student from PCC notes: “In the end I would like to 
thank all of you for contributing to the success of this course. Each unit was a special 
experience for me and I appreciate having been able to be a member of this group und 
share these experiences with all of you.” Another student writes: “I am sure that 
everybody profited from this course, at least, I did. … What I experienced in this 
course is something that I will never forget.” Personally, the author is convinced that 
the educator’s or better facilitator’s attitudes, skills and experiences in project- or 
group situations can serve as an essential input for students’ experiential learning. To 
develop and smoothly complement these processes by flexible, highly usable web-
based tools appears to be a challenging task for institutions that propagate technology-
enhanced learning.  

Our exploration of two teaching/learning settings has confirmed that no single 
research paradigm suffices to provide answers to the questions that typically arise 
when investigating socio-technical systems such as technology-enhanced courses. In 
our experience, participatory Action Research, complemented by qualitative and 
quantitative methods, has proved helpful for investigating learning scenarios. 

Further work will proceed with method triangulation in teaching/learning processes 
and their modeling in reusable scenarios and patterns [5]. One issue of particular 
interest is to accompany person-centered encounter groups with online elements in 
order to confirm or modify initial findings on accelerating group and team building 
processes. Furthermore, we intend to transfer the concepts and tools to profit and non-
profit organizations and other institutions for higher- and adult education. Readers 
interested to join our efforts are invited to contact us at http://www.cs.univie.ac.at .  
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Abstract. Community Health Post workers are mainly registered nurses. They 
provide first-level primary health care to the numerous underserved rural com-
munities in Korea. The primary goal of our project is to provide technological 
foundation for the community health practitioners to form a virtual community 
that collaboratively solves problems and learns to improve their patient caring 
and treatment skills. The main enabling technology is a collaboratively main-
tained knowledge management system, which assists the community health 
practitioners to make appropriate diagnoses and also to determine the corre-
sponding expected outcomes and interventions to perform given the patient's 
symptoms. The knowledge management system includes a knowledge base, 
which is converted from the standardized nursing process guidelines. In addi-
tion, the knowledge management system is also used as a case retrieval system 
so that the community health practitioners can compare the current case in pro-
gress with the similar prior cases. We have developed a prototype system and 
finished a preliminary evaluation of the system. 

1   Motivation and Background 

Korean government established Community Health Posts to provide various health 
care services to rural population in 1980. Currently, there are 1,866 community health 
practitioners working at 1,889 community health posts. Each community health post 
is working with about 1,000 residents and thus there are about 2 million responsible 
people, which is about 5% of the total Korean population [1]. 

Various missions of the community health practitioners are: 1) delivering first-level 
primary health care including health assessment, hypertensive disease management, 
                                                           
* Corresponding author. 
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glycosuria management, ophthalmology related health management, infectious dis-
ease management, and tuberculosis management; 2) consulting with and educating 
rural community residents about the general health related issues; 3) dealing with 
maternal and child health related issues and family planning; and 4) various other 
chores including medication receipts and disbursements, insurance related form filing, 
activity reporting to the overseeing regional government, and monetary transaction 
managing. 

With respect to how the community health practitioners spent their time while on the 
duty, 64% of the community health practitioners' time was spent on client care activities 
and 36% on management. Half of the time spent on client care was taken up by preven-
tive activities, 16% by health assessment activities, and 33% by treatment [2]. 

Most of the community health practitioners either have 3-year associate’s degree or 
4-eyar bachelors’ degree in nursing science. Ones, who want to become a community 
health practitioner, have to get 24 weeks of supplementary training about the commu-
nity health post operation before they can actually apply for a position at a particular 
public health post. There is government mandated yearly maintenance training, which 
can lasts six days or less, for the community health practitioners to attend [3]. How-
ever, the initial supplementary training is one time education for the life of a commu-
nity health practitioner. Furthermore, the topics covered in the yearly maintenance 
trainings are limited due to the time and space constraints. The large lecture type 
trainings are usually conducted for a few hundred practitioners at one time. Thus, it is 
impossible for the community health practitioners to get individualized attentions to 
their particular problems or the cases. More importantly, there is no formalized way 
for the community health practitioners to inquire about the immediate health care 
related problems they face while they work except for sending the patients to a hospi-
tal located sometimes one hundred kilometers or more away from the particular  
community health post. Informally, the community health practitioners have been 
discussing their cases and receiving advices from other nearby community health 
practitioners mainly via phone or email communications with certain degree of satis-
faction. But, this sort of communication does not usually leave any records for the 
later use. To enhance this informal and small scale collaboration practice, we are 
working on an ongoing project to develop a knowledge management system, which 
can be used to store the experiential knowledge and also to share accumulated knowl-
edge amongst a larger group of community health practitioners. 

Currently, Korean Ministry of Health and Welfare is working on the Phase 2 of the 
Community Health Post Information Technology Modernization Project. By introduc-
ing the government mandated standardized information management system, the 
government is trying to accomplish the following: 1) increase the efficiency of the 
community health posts’ work flow; 2) reduce the operating cost of the community 
health posts; and 3) automatically generate and collect the statistical information 
about the services provided and population served by the community health posts to 
guide the future policy introduction. While this government project is mainly focusing 
on the administrative aspect of the public health care management, our project is 
focusing on the performance of the community health practitioners. Our goal is to 
improve the patient care and treatment skills of the community health practitioners by 
helping them to work together and also to form a co-evolving virtual community even 
they are geographically dispersed. 
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Although most of the community health practitioners are originally trained as 
nurses, they are working at the locations where the medical doctors are not usually 
nearby. Thus, they are given limited authority to perform simple and routine medical 
treatments, which do not require complicated reasoning or extensive training. The 
community health practitioners can also prescribe or dispense medications to cure 
common symptoms such as flu. However, the practitioners are fully qualified to fol-
low the standard nursing process to provide nursing care. The nursing process consists 
of assessment, diagnosis, planning, implementation, and evaluation of the patients’ 
health problems. For example, nursing diagnoses address human responses to actual 
and potential health problems or life processes such as activity intolerance, ineffective 
health maintenance, and ineffective airway clearance. The nursing diagnoses change 
as the client’s situation or perspective alters or resolves. In comparison, medical diag-
noses are illness or conditions such as diabetes, heart failure, hepatitis, cancer, and 
pneumonia that reflect alteration of the structure or function of organs or systems. The 
medical diagnosis usually does not change [4]. 

We allow the medical treatment related knowledge to be stored and shared by the 
practitioners by using the collaborative learning knowledge base. However, we de-
termined that the nursing process related knowledge to be the main target subject for 
the community health practitioners to learn through the use of our system. 

2   Collaborative Learning for Knowledge Building 

The process of knowledge building in collaborative learning is characterized by six 
cognitive activities [5]. They are: 1) mutual exploration of issues; 2) mutual examina-
tion of arguments; 3) agreements and disagreements; 4) mutual questioning of posi-
tions; 5) dynamic interaction; and 6) weaving of ideas. 

2.1   Collaborative Learning Example 

Our system facilitates all six activities and also allows them to occur in a Peer to Peer 
(P2P) information sharing environment. Our system supports the ‘mutual exploration 
of issues’ by enabling the community health practitioners to collaboratively review 
and clarify the patient information. Our system also allows the practitioners to ‘exam-
ine the arguments mutually’, ‘agree and disagree’, and ‘question positions mutually’ 
by providing the functionalities to question or comment in response to the evaluations 
or the analyses of the patient information posted by other practitioners. These explora-
tion, examination, agreement, disagreement, and questioning form the ‘dynamic  
interactions’ amongst the practitioners thanks to the built-in synchronous and asyn-
chronous communication functionalities of the system. Finally, our system provides 
the capability to ‘weave ideas’ during the collaborative generation of nursing diagno-
ses, outcomes, and interventions. 

The following Korean example was a narrative about a 47-year old divorced male 
patient written by a community health science internship student, who participated 
our preliminary evaluation of the system. The student concluded the narrative with a 
defense mechanism assessment, which is a type of a psychiatric nursing diagnosis. 
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This narrative was posted on the threaded discussion board by the student to get the 
reactions about her assessment from other system users. 

<Question>   </Question> <An-
swer> 

 </Answer> <Observed> . 
</Observed> <Definition> 

 </Definition> <Assessment> 
. </Assessment> 

The English translation of the first clause marked as ‘Question’ is ‘when asked 
about why the patient had been drinking excessively’. The translation of the second 
clause marked as ‘Answer by Patient’ is ‘the patient described that he started to drink 
and had been drinking a lot because of his divorced wife’. The translation of the third 
clause marked as ‘Observed’ is ‘his face looked somber’. The fourth ‘Definition’ 
clause is translated as ‘the preceding description indicates that the patient blames 
other person for his unpleasant feeling, thoughts, and attitudes’. The final clause 
marked as ‘Assessment’ can be translated as ‘the symptoms indicate the projection as 
the defense mechanism of the patient’. In response to this post, two students agreed 
with the original assessment by posting approval replies. This is an example of 
‘agreements and disagreements ‘, which is the third cognitive activity described by 
Harasim [5]. 

2.2   Knowledge Management System 

The main enabling technology to sustain a virtual learning community is a collabora-
tively maintained knowledge management system, which assists the community 
health practitioners to make appropriate diagnoses and also to determine the corre-
sponding expected outcomes and interventions to perform given the patient's symp-
toms. The knowledge management system includes a knowledge base, which is con-
verted from the standardized nursing process guidelines. In addition, the knowledge 
management system is also used as a case retrieval system so that the community 
health practitioners can compare the current case in progress with the similar prior 
cases. The community health practitioners can review and learn from the records of 
the interventions applied, patient reactions occurred, and the outcomes achieved. 

Probably, the most difficult stage of the patient care is the selection of the most 
appropriate nursing diagnosis given the physical and mental state and symptoms of a 
patient. The main component of the knowledge base is a set of 142 nursing diagnoses, 
which are organized as ontology of a three-layer hierarchy. Each diagnosis is associ-
ated with the definition and one or more defining characteristics. The practitioners 
learn to navigate the hierarchy and differentiate diagnoses by reviewing the existing 
cases and also by observing what other do. 

The nursing outcomes are also organized as ontology of a multi-level hierarchy. In 
addition, each diagnosis is linked to one or more potentially suitable nursing out-
comes. Therefore, the practitioners select the most appropriate nursing outcomes 
based on the nursing diagnosis, the state, and the symptoms of the patients. 

Similarly, the nursing interventions are organized as ontology of a multi-level hi-
erarchy in the knowledge base. Each diagnosis and outcome is linked to one or more 
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potentially suitable nursing interventions. This leads to the selection of the most ap-
propriate nursing interventions based on the nursing diagnosis, nursing outcome, the 
state, and the symptoms of the patients. Yet again, the practitioners learn to select the 
correct outcomes and interventions by reviewing the existing cases and also by ob-
serving what others do namely exploring the outcomes and interventions ontology. 

Typical case reports include the background information about the patients such as 
the general biographical information, the medical history, various health related infor-
mation, physical and mental state assessment results, nursing diagnoses, suggested in-
terventions, and expected outcomes. Often certain information such as the medication 
records is entered in a tabular form. However, much of the information is conveyed as 
narratives of the practitioners and the direct quotes from the patients. Patient data are 
regarded as either subjective or objective data.  Subjective data are what the client re-
ported, believed, or felt. Objective data are what can be observed such as vital signs, 
behaviors, or diagnostic studies [4]. The practitioners record patient’s condition in the 
form of facts that they observed, monologue by the patient, patient’s answers to the 
practitioners’ questions, and the patient’s condition conveyed by others such as family 
members. Then, the practitioners often summarize the factual information. The practi-
tioners form their evaluation of the patient’s condition based on the summarized factual 
information. 

2.3   Peer to Peer (P2P) Information Sharing 

Another important supporting technology for the collaborating and learning commu-
nity is the P2P information sharing technology that connects the case knowledge 
bases and the geographically dispersed community health practitioners. Since each 
case knowledge base is developed and maintained independently by each community 
health practitioner, the use of the P2P information sharing technology allows one 
practitioners to refer to all knowledge bases, which are developed by other fellow 
practitioners. To solve problems that require immediate attention or to discuss matters 
online, the P2P information sharing technology enables computer-mediated multime-
dia communication such as real-time audio and video chats amongst the practitioners. 
The community health practitioners can take care of their difficult ongoing treatment 
cases collaboratively by jointly reviewing the patient assessment data in the forms of 
photo images, sound recordings, and written records. In summary, our system is de-
signed to promote the evidence and standard based treatment of the patients as well as 
the team-based approach in the patient caring by the community health practitioners 
by forming a virtual learning and collaborating community with the knowledge man-
agement and emerging P2P information sharing technology. 

3   Implementation and Preliminary Evaluation 

We are working on a 2-year project to develop a virtual learning community for the 
community health practitioners. We are continuously collecting information about 1) 
the difficulties that the practitioners face in terms of providing quality health care, 2) 
how the practitioners currently learn new patient care and treatment skills, and 3) how 
they collaborate with each other to develop a virtual community model describing  
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Fig. 1. Treatment Case Report Initial Entry Screen 

how the public health care professionals can remotely collaborate with each other to 
learn new knowledge and share their experiences. 

Although the software requirement generation phase has not been completed, we 
developed a prototype knowledge management system based on the P2P information 
sharing technology by following an incremental software development methodology. 
We wanted to allow the community health practitioners, who are early adopters, to 
tryout our system to provide us with early feedback. While not all the functionalities 
are fully implemented, the prototype system allows the practitioners to 1) enter treat-
ment case reports based on the standardized nursing process guidelines; 2) retrieve 
ranked list of previously entered case reports, which are similar to the current case in 
progress; 3) collaboratively or individually select the most appropriate nursing diag-
noses as well as the corresponding nursing outcomes and nursing interventions given 
the symptoms discovered from the patient assessment stage of the nursing process; 4) 
collaborate with other remotely located practitioners to come up with the best possible 
nursing diagnoses, outcomes, and interventions by sharing pictures images and writ-
ten/verbal recordings about the patients though real-time voice and video chats; and 
5) post questions and publish ideas about the patient care for other public health care 
professionals to review. 

Figure 1 shows the screen where the community health practitioners enter the pa-
tient information as a part of the case report. This is the main window, which is 
shown in the beginning of each data entry session. It includes the very basic patient 
information such as name and sex as well as the number of nursing diagnoses se-
lected. It also shows various section headings for the case report. The headings are: 
‘basic and general information’, ‘suicide information’, ‘violence related information’, 
‘health related information’, ‘past health history’, ‘present health status’, ‘mental 
health assessments’, ‘diagnostic test results’, and psychiatric health information in-
cluding defense mechanisms’. These headings are hyperlinked buttons leading to the 
respective data entry windows. For example, a pop-up window shown as Figure 2 
appears if the button labeled as ‘ ’, which can be translated as ‘present health 
status’, is selected. The Figure 2 shows the entry for ‘main symptom’, which is the 
first part of the ‘present health status’ section. 
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Fig. 2. Present Health Status Information Entry Screen 

The Figure 3 shows the window listing one of three nursing diagnoses selected 
for this patient. The diagnosis is ‘constipation’. The community health practitioner 
chose ‘bowel elimination’ as the expected outcome. She selected a number of  
interventions to be administered. The embedded knowledge base includes all pos-
sible diagnoses, outcomes, and interventions. The practitioner makes tentative 
selections from the possible options by navigating the knowledge base. At this 
point, the practitioner has two choices. One option is to post her diagnosis and the 
link to her case report on the active threaded discussion board. This usually hap-
pens when the responsible practitioners is not confident with her choice and thus 
soliciting others to review and comment. Another option is not to take any particu-
lar action with respect to her choice. In this case, the responsible practitioners are 
usually confident about her reasoning. 
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Fig. 3. Nursing Diagnosis/Outcome/Intervention Review Screen 

The online communication screen consists of the video, voice, and text communi-
cation windows as well as the active threaded discussion boards organized by the 
themes such as diagnosis, intervention, medication, and home visits. These themes are 
dynamically created by the practitioners as needed.  

The preliminary evaluation was conducted with six senior nursing students from 
the Department of Nursing Science, Konkuk University in Chungju, Korea in March 
2006. All students acted as the community health practitioners. The goal of the 
evaluation was mainly to find the problems of the prototype system functionalities. 
The students, who were involved in the evaluation, completed a community health 
science internship course in the previous year. By using the prototype system, each 
student re-created a case report about the patients that he/she previously worked with 
in the internship course. During the re-creation, the students were not allowed to meet 
in person but encouraged to virtually collaborate with each other. 

We used a formative evaluation methodology. It is usually conducted with a small 
number of people to test run various aspects of a program or product. According to 
Scriven [6], formative evaluation is conducted often more than once with the intent to 
improve. It is referred as having someone look over your shoulder during the devel-
opment phase to help you catch things that you miss, but a fresh set of eye might not.  

Based on this preliminary evaluation, we have mainly identified a number of us-
ability problems, which can confuse and also mislead the users to enter wrong infor-
mation to search for potentially relevant cases to their problems at hand. Based on this 
preliminary evaluation result, we are revising the system for the later full scale usabil-
ity and the effectiveness evaluation with the actual community health practitioners in 
the field to assess the usefulness of the system in building continuously evolving 
learning community for the community health practitioners. 
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Fig. 4. Peer scheme of the Collaborative Learning Knowledge Management System 

The P2P information sharing technology based collaborative learning knowledge 
management system is developed in Java using JXTA, which is a set of open proto-
cols initially developed by Sun Microsystems that allow any connected device on the 
network to communicate and collaborate in a P2P manner [7]. Specifically, JAL, 
which abstracts the functionality necessary for the P2P systems, was used for the 
system development [8]. Figure 4 shows the structure of our system, which is a hybrid 
architecture between client-server model and peer-to-peer model. The server provides 
user registration and authentication services to ensure only the valid community 
health practitioners can use the system. This security measure exists to provide pri-
vacy protection against the misuses of the patient information. Each peer, which  
corresponds to a community health post, is a desktop PC with a PC camera, a micro-
phone, and a headset. The nursing process related knowledge base and information 
about the patients, who gets health care service from the respective community health 
post, are stored in a database implemented with MySQL database management sys-
tem. The overall architecture of the system is similar to the one used to share radio-
logical images and diagnoses [9]. 

4   Summary and Future Work 

Although we are clearly in the early stage of developing a prototype Collaborative 
Learning Knowledge Management System for the community health practitioners, we 
find prototype implementation and preliminary evaluation of the system to be quite 
promising. Thus, we are eager to share our experiences in developing a system to build 
a virtual learning community with other researchers. We are in the process of upgrading 
the prototype system based on the preliminary evaluation. However, we plan to conduct 
a formal evaluation of the system with the actual community health practitioners. 
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Once fully developed and utilized by many community health practitioners, we ex-
pect our system to contribute in generating the following outcomes: 1) faster health 
care information transfer and experiential knowledge exchange amongst the commu-
nity health practitioners, 2) improved capability to deliver quality health care to the 
people in the rural area, 3) overall improved health of the people in the rural area, 4) 
increased job satisfaction amongst the community health practitioners and thus de-
creased job displacement rate, 5) knowledge preservation even after the community 
health practitioners either quit or retire, and 6) faster time for a new community health 
practitioner to start work at her full potential by learning from the stored knowledge 
and virtually working with other practitioners. 

However, we understand that our work is limited as our main research focus was 
on the system usability and the effective use of the information technology. We ne-
glected to study an important social aspect of community building, which will eventu-
ally help us to make right decisions that can truly improve the work performance of 
the community health practitioners. We intuitively know that the community health 
practitioners form a community of practice [10]. However, we need to study them by 
observing how they carry out their tasks individually and jointly to understand the 
type of community they formed. Most importantly, we need to study how the learning 
actually takes place amongst the community health practitioners to facilitate them 
with the proposed technological advances. 
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Abstract. The aim of this paper is to provide insight in the important role simu-
lation technologies can play in the context of effective business process-
oriented learning. The gap between business processes and HR carrying out 
concrete tasks could be bridged by integrating knowledge management and 
learning needs with respect to business processes. First, the importance between 
business processes, learning and simulations is illustrated. Second, simulations 
and their impact for company efficiency is outlined. Third, the benefits of the 
PROLIX e-simulation are described according to specific requirements out of a 
business process perspective. A company case study is also presented. The con-
clusion is that decision support for management under specific performance 
conditions and the learning environment itself are key elements that contempo-
rary e-simulations bring together for the benefit of work performance and effec-
tiveness as well as efficiency of companies. 

1   Business Process-Oriented Learning with e-Simulations 

Nothing is constant but change, especially in a turbulent, complex and globalized 
world. To survive, an organisation should develop the capacity to learn continuously 
(Watkins & Marsick, 1993). Change and complexity also mean that people in organi-
sations must constantly learn and adapt. 

Enterprises are faced with a number of vital business issues to improve operational 
efficiency in terms of product time-to-market, cost retention, quality improvement, 
regulatory compliance etc. New approaches are needed for companies to effectively 
plan, structure and manage their activities so as to gain or maintain their competitive 
advantage.  Creating strategic advantage and improving organisational competitive-
ness requires changes in business organisation (a shift towards performance driven 
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processes) and continuous investment in human capital growth, as the success of 
modern corporations increasingly depends on its intellectual assets.  

Out of this perspective, learning emerges as a key enabler for organisations to sup-
port and enhance performance. This process entails linking individual training needs 
to the key business priorities by building links between business and learning proc-
esses. Since business processes define organisational roles and associate functions, 
each with its own specific requirements in terms of competencies, learning processes 
can be defined based on the lacking competencies of individual employees assigned 
to specific organisational roles: whenever there is a gap between the competencies 
profile of an individual assigned to a specific role and the competencies profile of the 
role (i.e. the competencies required for this particular role), the most suitable training 
plan must be designed and the most suitable learning resources must be mobilised, in 
order to fill it. 

In response to the need of organisations and enterprises to improve their response 
to business change and reduce the time needed to fill competency gaps 
(Time2Competency) that result from business needs (e.g. business process changes, 
reorganisations), the European project PROLIX (“Process-oriented Learning and 
Information exchange”[12]) aims to couple business processes with learning proc-
esses in corporate environments, so as to facilitate business process oriented learning. 
This will support: 

1. Continuous tactical improvement (small scale): This concerns tactical  
operations (short term decisions and small scale changes) aimed at the con-
tinuous improvement of organisational operations (day to day business, in-
cremental performance improvements based on existing resources). 

2. Goal oriented change (large scale): This relates to large scale changes in 
corporate strategy and/or goals (e.g. wide range business process re-
engineering activities, implementation of a new strategic plan). 

For example, aligning organisational change and learning will enable organisations to:  

• adapt to changes in business processes (business process reengineering) 
• effectively introduce new employees to a project and /or role 
• overcome performance problems caused by heterogeneous company culture 

among different company’s departments, branches or within project teams (e.g. 
due to mergers and acquisitions)  

• adapt to changes in organisational and/or management structure 
• optimize the alignment between business process and competency management 

The optimisation of business processes by means of learning entails the combina-
tion of business process intelligence tools with knowledge management and learning 
services provision applications. In this context e-Simulations are expected to play an 
important role, for both business process optimisation and learning delivery. The aim 
of this paper is to investigate the double role of simulation technologies in the frame-
work of business process-oriented learning. In this light the application of  e-
simulations in the framework of the PROLIX project in the publishing sector (Klett 
AG) will be discussed.  
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2   The Power of an e-Simulation 

2.1   Management Perspective 

Business process simulation (BPS) is a tool used to assist in the management of 
change in a variety of manufacturing and service settings. BPS can “assist decision 
making by providing a tool that allows the current behaviour of a system to be ana-
lysed and understood. It is also able to help predict the performance of that system 
under a number of scenarios determined by the decision maker”(Greasley, 2003). 

From this perspective, simulation technologies can have a double role. They can either 
be a vehicle for learning along processes or a decision support instrument to help 
decide how to improve processes and the overall effectiveness of staff. Also, simulation 
techniques can be used to validate decisions associated with the learning solution.  

 

Simulation has been available as an operations management technique in industry 
for approximately 50 years (compare Kelten & Sadowski 1998). BPS can facilitate 
the successful implementation of redesigned processes, within the context of busi-
ness-process-reengineering activities. When faced with the need to adapt to business 
change, simulation can provide the answer to a critical from an operational point of 
view question, namely:  

“Under which conditions can we have the correct resources to meet the perform-
ance requirements of a specific business process, in terms of execution time, cost, 
quality etc?”  

Viewed as a learning instrument, simulations have the potential to add enormous 
value to corporate training environments. Simulation exercises are fun and engaging 
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and allow learners to internalize knowledge by applying new skills in a risk-free envi-
ronment. This can dramatically increase motivation and retention rates—and provide 
a high return on training investments.  

The main benefit of a simulation is that it allows users to be as close as possible to 
reality; therefore if learning happens through simulation, new acquired competences 
can immediately be applied to ongoing business, raising the return on investments. 
Also, if the simulation system is based on machine learning technologies, it has the 
capability to learn together with the user, resulting in an auto-adaptable tool. This 
means that the real and the virtual environment of the user change at the same time, 
making simulation even more efficient and learner-oriented.  

2.2   User’s Perspective 

Simulations, which are virtual representations of their real counterparts, have a long 
list of strengths and advantages, especially if they are presented as non-entertaining 
games (or “serious games”, as the “Serious Game Initiative” www.seriousgames.org 
funded by the Woodrow Wilson Center for International Scholars in Washington, 
D.C. in 2002 calls them). They: 

• trigger profound insights for long-term thinking  
• enable to think deeply about complex systems, because they allow to under-

stand the dynamics of the elements that constitute the whole environment [1] 
• make users feel responsible for success according to their actions  
• show how actions affect context 
• match high-quality content and high engagement [4] 
• turn mistakes into learning elements avoiding to give the message that an error 

is something that cannot be recovered [3] 
• shorten the time factor: adding foresight to a simulation allows to connect ac-

tions in the present with implications in the future 
• allow situated learning and are therefore close to the working context 
• make users feel more comfortable with the exercise [2] and raise the time he or 

she is willing to spend with it [1]  

These benefits are due to the peculiar nature of game-based simulations, which 
profit from the match of simulation aspects, game aspects and pedagogical elements 
at the same time. [1] 

Some studies carried out in the educational sector [2] as well as their follow-up 
carried out in the business environment substantially show a high degree of enjoy-
ment in this new means of learning:  

Simulation tools are generally perceived as pleasant, about usability surveys in 
general show that they are considered easy to use and in particular that they are con-
sidered effective tools for:   

• change 
• reflection 
• assumption of new behaviours 
• transferability of the information treated in daily situations 
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The simulators are considered as non-invasive tools. In fact, the subjects declare to 
feel free during the deployment of the assignment and in the choice of the answers.  
As far as the degree of involvement is concerned, users seem 

• to be prepared to repeat the experience   
• to have succeeded in identifying themselves in the situation 
• that they would prefer this particular training means if they were free to choose  
• to have succeeded in maintaining a high degree of interest and attention to-

wards the treated topic 

The simulations are not considered as being boring and they are perceived as less 
tiresome than frontal lessons in a classroom. 

2.3   Application of Simulations in Business 

Despite their potential online simulations are still under-used by corporate training 
departments. While many HR-managers in companies support the idea in principle, 
most have not integrated simulations into their corporate training offerings, Further-
more, the use of simulation as a decision-support tool for the optimisation of corpo-
rate training is still in its early steps.  

One of the limitations of simulations until now, which possibly explains why they 
are not yet largely used in business, is that either these tools simulate processes but 
they do not have anything to do with training, or they represent very nice and effec-
tive training tools, that unfortunately are not linked to business processes. 

The authors try to close this gap with a new type of simulation that can be a deci-
sion support system, simulating complex business processes and a training tool at the 
same time. 

3   Competency-Based Simulation – The PROLIX Example 

e-Simulations are part of the toolset of  the PROLIX system [12] that will couple 
business processes with learning processes in corporate environments, in order to 
achieve optimal performance and reduce the time needed to fill competency gaps. 
Their role in the context of the PROLIX system is illustrated in figure 1. 

The quest for organisational excellence calls for innovations and a continuous im-
provement of organisational operations. Business processes are generally identified in 
terms of beginning and end points, interfaces, and organisation units involved, particu-
larly the customer unit. Davenport & Short (1990) define business process as "a set of 
logically related tasks performed to achieve a defined business outcome." A process is "a 
structured, measured set of activities designed to produce a specified output for a particu-
lar customer or market. It implies a strong emphasis on how work is done within an or-
ganisation" (Davenport 1993). In their view processes have two important characteristics: 
(i) They have customers (internal or external), (ii) They cross organisational boundaries, 
i.e., they occur across or between organisational subunits. 

Nowadays, amidst constantly changing organisational operations, training is one of 
the most frequently applied solutions for dealing with business change. In this context 
learning and business process management need to be more strongly connected and 
coordinated in order to exploit learning as a key enabler for change.  
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Fig. 1. PROLIX Process-oriented Learning Architecture 

Based on this understanding, the aims for simulation-enabled learning developed in 
the PROLIX project are: 

the reflection of workplace conditions, the involvement of realistic and authentic 
activities, the support of holistic judgement and undergoing quality assurance to guar-
antee the effectiveness of the simulation. 

The effectiveness of the simulation is meant on one hand in terms of “interactiv-
ity” and of “performed actions” [11], because it is always much easier to remember 
and to understand the consequences of what one did than of what one heard or read; 
on the other hand it is to be understood in terms of “closeness” to the business situa-
tion. (The effectiveness of the simulation in terms of “simulation results” will be 
cross-checked by another module of the PROLIX architecture). 

In fact, in the PROLIX project, the competency oriented process simulator will be 
a highly interactive web-based tool based on the concept of experiential learning that 
will be customizable for each customer’s processes and sets of competencies, thus 
resulting always extremely close to business reality. 

So, based on these pre-assumptions the competency-based simulator consists of a 
resource-based approach (person power and competencies necessary to cope with the 
requirements of a process step) interlinked with business process performance rele-
vant criteria, namely time, cost and quality. This means, based on an evaluation ma-
trix for each process step, the status of specific performance conditions can be seen 
and re-adjusted in a way, that it fits most optimal for overall business objectives (e.g. 
like very high quality criteria for the products/ services etc.). 

The outcome can be described as a real-time learning simulation based on different 
blueprints of the defined business process and requirements raised by organisational 
issues brought up out of “real” work-situations to run these processes. So the 
PROLIX simulation tool that tries to bring together learning and process management 
aspects has three main characteristics: 
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• User support tool based on a single business process as a good practice. 
The result of the simulation is used as learning content in an instructional way. 
The employee on the shop floor can use the information as factum. 

 
• Business process configuration tool / simulation of possible scenarios by 

the business process engineer. This simulation considers the “surroundings” 
of the process, in order to be able to identify its impact of different variables 
on the related processes. The aim is to try to reduce the risk of redundancies 
and of delays in the information transfer across different processes, trying to 
optimize the “whole” business environment.    

 
• User learning tool / “Edugaming” for staff training (shop floor level). The 

idea is to simulate the different logical links of the tasks which build up the 
process in order to let the user understand how the process works and what the 
consequences of wrong logical links could be. The employee should under-
stand what the relevance of his work is and what kind of impact a failure in his 
work task could have for the complete business process. 

4   Application Example for the Competency-Based Simulator: The 
Educational Publishing Sector at Klett AG, Germany 

The German publishing house Klett AG is one of the pilot users of the PROLIX sys-
tem for business-process oriented learning, 

 
The editorial environment  
The core competence of an educational publishing house is to publish – develop, 
produce and market –  teaching and learning materials for institutional education. 
Therefore, in the PROLIX project and especially in the competency-based simulator, 
a main process of education publishing should be modelled for the benefit of closing 
the gap between business process needs and an optimal condition to cope with all 
process steps. The traditional business process in the field of educational publishing 
consists of six main phases:  

1. Product sketch 
2. Product planning 
3. Realisation 
4. Production 
5. Archiving 
6. Sales / Distribution. 

According to the outlined major process steps and its underlying sub-processes, dif-
ferent issues emerged that are critical for success to cope with a modified process: 
 
Issues in developing business processes more adequately 
Nonetheless, the need for structural changes in the business processes may emerge, 
even in this environment, which appears to be stable from an organisational point of 
view. A couple of such cases have been identified: 
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• Achieving greater efficiency in the planning and realisation phase, e.g. 
decreasing the time to market 

• Introduction of a new editing environment, e.g. introducing a content 
management system 

• Changing the business process at the conceptual level, e.g. addressing a 
new customer group 

• Tailoring business processes according to specific customer’s needs e.g. 
high-level quality for specific target groups 

In shorter product/service life-cycles, a well-prepared and defined process with low 
barriers between human-machine-interaction and employees with adequate competen-
cies are the key factors to resist in turbulent markets. 

So, gaps between competency profiles needed to carry out a business process and 
work process related lacks due to changes in business processes should be discovered 
in order to decide whether to spend resources for re-organising or re-training employ-
ees or to run a process on a sub-optimal level. 

What happened in the competency-based simulator scenario “educational pub-
lishing” 
In this framework, the educational publishing scenario simulation based on different 
blueprints of the defined business process and requirements raised by organisational 
issues brought up starting from “real” work-situations can play a significant role in 
making business process changes smoother. In concrete, Klett’s issues are to find 
options to e.g. reduce costs, raise quality, save resources, use competencies ade-
quately in the described business processes. Especially the competency levels needed 
to fulfil a process step and the person power with adequate competences for each 
process step are critical for success from the Klett perspective. So, the need for an 
“ex-ante” simulation of real business processes could help especially decision-makers 
and responsible managers deciding about a business process according to their spe-
cific needs. Based on a pre-defined setting of the educational publishing process steps 
the process chain manager can start simulating this setting by adjusting performance 
indicators for the whole educational publishing business chain and/or for some of its 
sub-process steps. As a (round-based) result, the process chain manager receives in-
formation about the condition of the business process that varies for each process 
step. So, non-ideal conditions can easily be re-adjusted until they fit to the pre-
assumptions or desired conditions. As a result, e.g. the product realisation phase could 
be qualitatively enlarged by a competence increase of the involved employees. This 
means, competency gaps that are specific for a process step can be identified. Fur-
thermore, the simulation can support the decision e.g. to spend money for a process-
step-focussed training. 

The main benefits for Klett are:  

• To increase the awareness for business processes and their costs 
• to identify business process gaps in advance,  
• to estimate costs and quality levels in a better way for specific business 

process conditions,  
• to use an appropriate condition for a quick-start learning scenario for em-

ployees and  
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• to reveal capacity and competency bottlenecks in the planning phase for a 
business process 

5   Conclusions 

Simulation is a tool that is used to predict performance and to understand the impact 
of change. This ability of simulation, not only to provide answers to different “what 
if” questions, but also to transport users into a virtual environment where they can 
experience alternative pictures/views? of the future, makes it ideal for supporting both 
decision making and experiential learning. It represents a particularly animated and 
participatory form of learning, where users learn by virtually “living” in a reconstruc-
tion of the real-life environment, where they will soon have to apply their new knowl-
edge. In the latter case, simulation techniques are used to validate decisions associated 
with the learning solution.  

Currently there are numerous process simulation tools available on the market. But 
there is a shortage in simulation tools integrated in a process- and competency driven 
framework for interlinking business process intelligence tools with knowledge man-
agement and learning environments. The simulation of real working situations, easy 
adaptable to different companies’ scenarios, is still an issue for many simulations 
dealing with work processes. Especially, solutions for modelling simulation settings 
in the area of HR, e.g. competencies of staff and their behaviour in real work-
contexts, are weak. The conduction/bringing together of learning goals and business 
processes, including didactical strategies, competencies and the modelling of specific 
learning processes configurations is still unsolved for simulations. 
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Abstract. The creation of didactic materials is a complex task that needs an 
effective support for all practitioners involved in such process. This is the goal 
of the MD2 method presented in this paper. We propose the MD2 model to 
describe didactic materials requirements like its contents, pedagogical, technical 
and quality features. The rationale is to use some of those descriptors to provide 
mapping from high level technical descriptions of learning technology 
standards to simpler and closer descriptions to practitioners about material 
requirements. Those model mappings are used as foundation of MD2 creation 
method, and we show how they can guide the selection and composition phases 
of creation. By other side, another set of MD2 descriptors are used in the 
evaluation phase to control the usability and quality of the obtained material. A 
log of the whole process including the values of all model elements and the 
material’s design rationales will be stored as extended semantic annotation. 
Thus, important properties of the created material like its interoperability, 
accessibility and reusability will be ensured. 

Keywords: Authoring Tools, Metadata, Learning Objects, Modeling, 
Development Methods. 

1   Introduction 

E-Learning provides, among other advantages, the means to integrate teaching and 
learning into every facet of each person’s life, promoting the life-long education and 
increasing the globalisation of education [8]. Thanks to e-Learning there are 
accessible a wide range of new opportunities for instructional reusability and 
personalised learning needed for long-life education. But those opportunities can not 
be efficiently deployed if there are not available authoring tools to create didactic 
materials able to support those features. 

The didactic materials creation is not a simple task; it can be seen as four-phase 
process. The first phase is related to the analysis of material requirements. The second 
one is the selection of resources, which is concerned with finding the most 
appropriated resources according to knowledge, pedagogical and technical 
requirements to compose the material. The third phase is the composition that is 
related to the integration of those resources in the final material. And the fourth phase 
is the evaluation, where the fulfilments of creation requirements in the obtained 
material features are checked. Each phase has own singularities and there different 
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issues arising on their execution, like what is the best procedure to select the most 
appropriated resources, which guidelines must be followed to integrate resources in 
the material or when obtained material successfully satisfies particular pedagogical, 
technical and knowledge requirements. The use of creation methods can give us 
answers to those questions, since they provide development frameworks to 
systematically and rationally aid the creation of didactic materials. 

In addition, from early stages of creation it is also required to take into 
consideration a set of general views to ensure material features such as: its quality and 
pedagogical value, its reusability, its usability and conformance with current learning 
technology standards and specifications [21]. But usually some of the practitioners 
involved in the creation process, teachers and educators, are not very familiar with 
each one of those perspectives. That is another reason why is needed the support of 
creation method with mechanisms that model material general features like its 
content, pedagogical, technical and quality requirements. Quality authoring 
environments based on such development methods will help reducing the workload of 
creation considering all those aspects and will properly guide practitioners during the 
whole process of didactic material creation. 

The need of authoring tools has not been ignored in recently years and there is 
available an important number of those tools. Among them are worthy to mention: 
RELOAD [24], CopperAuthor [4], Aloha [2] and OLAT QTI Editor [19]. They have 
in common the successful technical implementation of learning technology standards 
and specifications such as IMS LD [10], IMS LOM [12], IMS QTI [13] and ADL 
SCORM [26]. That is a first step in order to ensure important features of the obtained 
materials like interoperability, accessibility, reusability and personalization. But 
unfortunately those aims can not be completed reached if the use of those tools does 
not provide means to ensure that created materials have appropriated semantic 
annotations. Although some of those tools implement the integration of Instructional 
Design in the standards [29], they lack of development methods support to guide 
practitioners during the creation process. Usually, the use of those tools represent an 
increment in the workload for some of their intended users due to the technical 
knowledge level about e-Learning specifications required to understand and 
effectively use those tools is very high for many of those intended users. 

In this paper we explore an approach to solve some of those issues. We propose a 
model to generally describe didactic materials requirements like its contents, 
pedagogical, technical and quality features. The rationale is to use some of those 
descriptors to provide mapping from high level technical descriptions of learning 
technology standards to simpler and closer descriptions to practitioners about material 
requirements. Those model mappings are used as foundation of a creation method, 
since they allow guiding selection and composition phases of creation. By other side, 
during the evaluation phase, another set of requirement descriptors or model elements 
are used to check if obtained material features satisfy stated requirements and to 
control material usability, pedagogical value and quality. A log of the entire process 
including the values of all model elements and the material design rationales will be 
stored as extended semantic annotations. By this way, important properties of the 
created material like its interoperability, accessibility, reusability and personalization 
will be ensured. In section 2 we present a characterization of the didactic material 
creation process as four-phase process: the analysis of material requirements, the 
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selection of material resources and the composition of material using those resources, 
and the evaluation of obtained material. We also analyze why this process must be 
supported by a creation method. Section 3 is devoted to explain the MD2 model, the 
basis of MD2 method for development of didactic materials. Later in section 4 we 
present MD2 method and a working example. And finally in section 5 some 
conclusions and future works are outlined. 

2   Characterization of the Didactic Materials Creation 

Didactic materials are any kind of digital (or not digital) element that assists actors of 
the teaching/learning process to achieve their objectives during the entire process 
[21]. Didactic materials are herein considered as the conjunction of contents and a 
pedagogical strategy, defined by an instructional design and, used to guide learning 
and teaching processes. 

There is a set of perspectives or requirements needed to take into consideration 
during the creation of didactic materials. Those perspectives ensure the attainment of 
desirable didactic material features for the deployment of any educational process. 
Some of those features can be summarized in the following: reusability, quality and 
pedagogical value, usability and conformance with current learning technology 
specifications and standards. Next we briefly explain each of them. 

Reusability: The reusability character of didactic materials is based on their 
capability to be used in different learning situations or in diverse knowledge domains 
[23]. There is a group of determining factors enabling the didactic material 
reusability. Those factors are: granularization (relation between its size and its 
pedagogical value)[29], conformance with current learning technology specifications 
and standards, appropriate dealing with intellectual property rights [18], a material 
design based on separation of contents from presentation and, contents from 
instructional design [23]. And also the presence of some embedded or associated 
semantic information in the material [21]. 

Thus, during the didactic material creation those factors must be controlled in order 
to achieve the desired reusability. 

Quality: The quality of a didactic material can be defined, according to Tagushi 
[28], as “the degree in which the characteristics of the material can cover the felt o 
pre-felt needs of users during a period of time”. Those users are practitioners involved 
in the creation process like teachers, pedagogical advisors, instructional designers, 
software developers and designers, and also final users such as learners or trainees. 

The quality of didactic materials must be analysed from two points of view: the 
material as a product itself, and its development process. From the point of view of 
the product, to facilitate the measurement of user satisfaction, formal specifications of 
the user needs, the required attributes of the didactic material and some analytical 
tools must be provided. Hence, the creation process must contain an evaluation phase 
in order to check the quality of obtained material. 

From the point of view of the process, it is needed an analysis of the protocols, that 
guide how didactic materials are built, and how these can improve efficiency and 
reduce costs of the creation process. 
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Usability: The usability of a didactic material is a feature that synthesizes its 
quality from the Human Computer Interaction perspective. The usability of didactic 
material can be defined according to ISO 9241-11[14] as the material ability to 
effectively, efficiently and satisfactorily support its target audience (learners and 
academic staff) in development of their tasks and achievement of learning objectives 
and outcomes in a specified context of use. 

To obtain usable didactic materials is necessary to consider two aspects: its 
technical usability and its pedagogical value [7]. The technical usability aims to 
ensure an efficient and error-free interaction with the material. Meanwhile the 
pedagogical value is related to material’s capability to effectively support the learning 
process. A usable didactic material aims to minimize the cognitive load resulting from 
interaction with the material in order to free more resources for the effective support 
of the learning process. Consequently, usability evaluations will be essential during 
the development of didactic materials, since they provide to creators with certain 
confidence about material quality and capability to effectively support the educational 
process and the attainment of learning objectives. 

Pedagogical value: In the case of didactic materials, the pedagogical value is a 
kind of instrumental value [25] concerned with the effective achievement of a set of 
learning objectives and competences. So, the pedagogical value of material must be 
ensured during its creation process providing to developers with means to assess the 
material utility based on the perceptions of what is required and what results can be 
obtained. 

Standards and specification conformance: The perspectives hereinbefore described 
should also take into account current learning technology standards and 
specifications. They provide common means to make materials interoperable among 
heterogeneous systems (e.g. IMS CPIM [9]; SCORM [26]); accessible with suitable 
dealing with intellectual property rights (e.g. IMS LRMDI [12]); capable for 
management and personalization (e.g. IMS LIP [11]) and, flexible enough to perform 
composition and integration into new materials (e.g. IMSLD [10], IMS QTI [13]).  

The didactic materials creation or development process, we intend to support, can 
be seen as four-phase process. The first phase is the analysis of material requirements, 
which must take into account perspectives previously described according to the 
specific creation situation. The second phase is the selection of resources, which is 
concerned with finding the most appropriated resources according to the knowledge, 
pedagogical and technical requirements for material creation. The third phase is the 
composition, related to the aggregation and integration of those resources in the final 
structure of the material. And the fourth phase is the evaluation of the created 
material. 

There are different ways to proceed for the selection phase. The election of the 
most appropriated or lower cost procedure depends on the accessibility rules and 
availability of those resources that meet particular knowledge domain and 
pedagogical requirements of the material. For instance, a selection approach could be 
the creation from scratch of needed resources when there are not available proper 
resources or when the cost for paying the access and use of those resources is higher 
than the cost of creating them from scratch. Other option can be the retrieval of 
“ready to use” resources from repositories, if those resources are available and 
accessible, and they exactly match with creators requirements. But if they do not 
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exactly match to those needs, other option can be the versioning of those resources. 
Sometimes the best procedure for the selection phase is not one of those options but a 
combination of them. At this point is important to count with aids to guide developers 
(novice or not) to choose which is the best procedure to follow during the selection 
phase. Such aids must contain expertise knowledge from other similar creation 
situations and their solutions.  

By other side, during the composition phase all resources are aggregated and 
integrated into a material structure defined according to pedagogical requirements of 
the type of material needed to create and, the most adequate e-Learning standard or 
specification used to meet technical material requirements of delivery and 
presentation. Thus, guidelines and mechanisms for material’s composition are needed 
to effectively help the integration and aggregation of resources into such material 
structure. 

Once material is composed and after its preview, its features must be controlled in 
order to check if they properly satisfy all creation requirements during the phase of 
evaluation. Then material quality, usability and pedagogical value must be inspected. 
In those cases whether they do not achieve acceptable levels, material must be 
redesigned, some times making modifications in its contents, its structure or in 
presentation parameters. That is why metrics and rules to effectively control material 
features and mechanisms for material's redesign are needed. 

The creation of didactic materials is a complex process, is the first conclusion we 
can extract from this analysis. There are many requirements needed to be considered, 
which in many cases are unknown for some of the professionals involved in the 
creation process. Also, each of creation phases has own particularities which require 
of special aids, rules and mechanisms to assist and guide practitioners involved in the 
creation. Hence the creation process demands of method support, which provides 
development frameworks to ensure effective, systematic and rational solutions for the 
creation. And also high-quality authoring environments based on such development 
methods are needed in order to effectively help and guide developers facing the 
complexity of the creation process. 

3   The MD2 Model 

Our approach to support didactic material creators in the material development 
process is based on the MD2 model. We had named it MD2 after the Spanish 
acronym for Development Method of Didactic Materials (and their automation) [21]. 

We believe that creation of didactic materials can be effectively supported if we 
count with means to describe material main features: contents and pedagogical 
strategy and, a method as guide for the different creation phases: selection, 
composition and evaluation. The MD2 model generally describes didactic material’s 
features like its contents, pedagogical, technical and quality requirements. The 
rationale behind the model is to use those descriptors to provide mappings form high 
level technical descriptions of learning technology standards and specifications to 
simpler and closer descriptions to practitioners about material requirements. MD2 
model is the foundation of a MD2 creation method, presented in Section 4. The 
mapping from some MD2 model elements allows guiding the selection and 
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composition phases of the didactic material’s creation process. Meanwhile another set 
of MD2 model elements are used in the evaluation phase to control the usability, 
pedagogical value and quality of created material. They are used to guide checking 
related with the fulfilment of requirements. Also, all values of MD2 model elements 
will be automatically stored as extended semantic annotations of the created material, 
allowing it future localization and it retrieval for reutilization purposes.  

The model tries to attain such aims through the use of a four-view description of 
didactic material. These views are composed by a set of distinguishable and 
measurable elements belonging to the areas which gather the perspectives needed to 
take into consideration during the development process. Those generic areas are the 
main disciplines involved in the educational process: a knowledge domain, the 
pedagogical one and the technological area as support of the process [15]. Next, we 
explain the relation between MD2 views and those generic areas using the 
information of their elements generally represented in the Figure 1. 

 

Fig. 1. MD2 model descriptors 

Knowledge domain (KD) view: Its elements represent main features from the 
knowledge domain of the subject or discipline enclosed in the material contents. We 
use as reference knowledge structure similar to those used in Dublin Core [6], the 
Library of Congress Cataloging System (LCC) [17] and the Body of Knowledge of 
ACM Computing Curricula [1]. The subject contents structure for didactic material 
we use for MD2 model can be seen in Figure 2. Such structure is mainly based in the 
Body of Knowledge of ACM Computing Curricula, which uses a three-level 
hierarchical organization: knowledge area, knowledge units and set of topics. The 
highest level of the hierarchy is the knowledge area (KA), which represents a 
particular disciplinary sub-field. Each knowledge area is broken down into smaller 
divisions called knowledge units (KU), which represent individual thematic modules 
within an area. And the lowest is a set of topics (s(T)), which further subdivides each 
knowledge unit. Each topic has also associated a group of learning outcomes 
addressing skills to be promoted and a time estimation to achieve those outcomes. 

 

Fig. 2. Knowledge domain KD view elements 
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This type of structure allows more exact descriptions about knowledge and 
pedagogical requirements needed for the selection phase of creation. It is also used in 
the composition phase to establish appropriated content structure mapping and 
content integration with the presentation and execution patterns provided by e-
learning publishing and delivering standards like IMS LD, IMS QTI or SCORM. For 
instance, a didactic material about Programming Fundamentals course [1] can cover 
topics like Fundamental data structures and Programming constructs, subjects belonging 
to s(T) of the Fundamental Programming Constructs- KU from Programming 
Fundamentals- KA. Some of this course learning goals or cognitive skills are relate to 
“Use and apply current technical concepts and practices in the core information 
technologies”. 

If the standard of the delivery and presentation used is IMS LD, during the phase of 
the composition, the course will be structured using an IMS LD based pattern like a 
unit of learning of two acts, one for each topic. According to the pedagogical strategy 
each act will include learning activities related to one topic. It also will include 
assessment activities about the achievement of learning goals or cognitive skills. The 
list of those cognitive skill associated to each topic will be used to select the most 
adequate questions to check if students achieved those learning outcomes. If those 
assessment activities presentations are based on the QTI standard, then each 
assessment activity will be composed and presented as QTI assessment composed by a 
set of QTI items (questions) in proper formats (type of questions) to check such 
learning outcomes. 

Pedagogic (P) view: Its elements describe the material pedagogical requirements 
such as features and guidelines to follow during the educational process (pedagogical 
strategy). They are presented in Figure 3. The material type element describes the 
possible types of material which have adequate granularity to ensure reusability: 
assessments, activities or learning objects. Each one of them has associated certain 
pedagogical strategy. The Cognitive skills needed element contains a list of those 
learning objectives needed to achieve in a certain learning situation. Such list is 
controlled by the element Cognitive skills to promoted from the KD view.  

The Estimated effort to effectively execute material is an element that describes the 
time needed to successfully achieve learning outcomes. It is limited by the KD Time 
required for coverage. And, the Difficulty element describe how hard is to work with 
the material for the target audience. This descriptor has a direct mapping to Difficulty 
from Educational category of  LOM [12] and its values represent levels of difficulty, 
which are also used to control the values of some features of material' presentation 
and delivery, described by S view elements. 

 

Fig. 3. Pedagogic (P) view elements 
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Support (S) view: It contains technical support requirements for the educational 
process. S view elements are presented in Figure 4 and they are used during the 
composition phase to ensure that created material is reusable, interoperable among 
heterogeneous systems, accessible, capable for management and personalization. The 
Learner interaction type element must be selected from a list of restricted and fuzzy 
values [High, Medium, Low], and it is checked to accomplish rules restricting the 
type of interaction according to the Delivery or publishing medium element. The rest 
of S view elements are defined according to relations provided by elements from KD 
and P views. And they provide information about what kind of material structure for 
the implementation of certain pedagogical strategy is needed and how contents can be 
connected or plugged to such structure. Their values are obtained as the result of the 
mapping from the creator requirements descriptions to the learning technology 
specifications descriptors.  

 

Fig. 4. Support (S) view elements 

Usability and quality (UQ) view: This view is close related to other three views 
(KD, S, P) and its elements are presented in Figure 5. The elements of UQ view 
define a set of properties used during evaluation phase to provide developers with 
certain confidence about the quality and pedagogical value of created material. We 
use as reference the findings of research done by Chao-Min et al in [5]. They 
empirically showed that measurement of usability, quality and value of e-Learning 
system must be done independently but their results have a summative and positive 
effect on the user satisfaction and confidence about the system. Thus, a set of UQ 
view elements (Q) are used to check if created material can effectively support 
educational tasks and the achievement of defined learning objectives. Their values 
belong to fuzzy sets corresponding to linguistic terms [Low, Medium, High] or 
[Good, Average, Poor]. They are used in fuzzy computations of Pedagogical value. 
And the obtained value is compared to a predefined Quality threshold to check if the 
material has an adequate Pedagogical value. In similar way, the other set of UQ view 
elements (U) are used to calculate Observed Usability element. Its value is compared 
to Usability threshold to control if the material has acceptable usability. Such 
comparisons will provide to developers with confidence information about the 
material quality and effectiveness. If the material does not reach acceptable levels of 
quality and usability, all information gathered during the evaluation is used for the 
material redesign to modify the involved features until the material will reach 
appropriated quality and usability levels. 
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Fig. 5. Usability and quality (UQ) view elements 

4   The Creation Process Supported by MD2 Method  

The MD2 method is based on the MD2 model hereinbefore presented. This method 
will guide developers during the didactic material creation process. It is composed by 
a set of 13 steps based on simple questions to developers about material requirements. 
It will be verified that their answers have an appropriate correspondence with the 
valid values of some of the model MD2 elements. 

The method steps follow a logical order, first are going questions (1) related to the 
KD view since they are foundation of the educational process. In second place are 
questions (2-5) about P view elements; they will determine the material’s pedagogical 
requirements. Next, the questions (6-12) are related to S view will define the technical 
support needs. Developer or creator answers to those questions are input data for 
inference mechanisms based on MD2 model, which helps finding or creating the most 
appropriated resources during the selection phase. The inference mechanisms also 
uses another set of those answers to obtain mappings from the stated requirements to 
the proper information model elements of the selected delivery and publishing 
standard, thus the material’s presentation structure can be defined and can be fulfilled 
through the composition phase of creation. Final method step (13) is concerned with 
the evaluation of created material. Developer is asked about material features 
described by some of QU view elements. His answers are used to calculate QU 
elements: Relevance of created material and Observed usability. Then, their values 
are compared to Quality and Usability thresholds to check if the material has adequate 
levels of Quality, Pedagogical value and Usability. Such comparison will provide 
developers with confidence information about the quality and effectiveness of the 
created material. MD2 method also defines that all those data exchanged with creators 
during the whole creation process will be stored as an extended set of material 
semantic annotations in a Repository. Such kind of annotations contains material 
descriptions and its design rationales. The availability of such information will allow 
easier and proper retrieving resources from Repositories for material composition in 
such creation situations when other practitioners need to create didactic materials with 
similar requirements. 

Let us introduce a simple example to explain how MD2 method will guide step by 
step the creation process. This example is related to the example we presented in 
Section 3 to describe the KD view elements. In this case, a professor needs an 
assessment activity based on tests to check if learners have achieved certain learning 
outcomes related to Fundamental Data Structures, especially about the AVL Trees 
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Data Structure. He will use an authoring tool which implements the MD2 method and 
there is also available a repository of questions. 

In Figure 6 is represented the creation process supported by MD2 method. There 
are represented the authoring tool modules which implements main MD2 method 
functionalities: Filters definition, items recovering or creation’s modules for the 
selection phase, material’s composition module and evaluation module. And also each 
functionality results are represented.  

 

Fig. 6. Creation process based on MD2 method 

Method steps from 1 up to 7 will provide information to MD2 inference 
mechanism to define the values of some MD2 model elements. They are used to 
create filters (i.e. queries to the Repository) to select and retrieve the most suitable 
questions (items) for the professor needs, as is shown in the Figure 6. The nature of 
those queries is progressive and iterative, i.e. information from Step 1 will define the 
first filter about the subject of material to query the Repository. If there are not 
available items after the first query to local Repository, another search will start using 
web services like Item bank services from SPAID web services [27]. The rest of 
filters defined from steps 2 until 7 will refine the results of the set of questions 
retrieved from the first filter. Thus, at the end of 12th step will be a set of the most 
probable or suitable questions for the composition of the assessment. If no adequate 
items are found, then Inference mechanisms based on the MD2 model, will check 
which query (belonging to n step, n>1) did not produce results. It will transfer the 
results obtained from its previous filter (n-1 step) to the MD2 authoring facilities in 
order to create adequate items. All data gathered from the n-1 until 12 will be used by 
authoring module to create such items. The authoring module will select patterns for 
items presentation based on the chosen delivery and presentation standard according 
to the data collected from steps 2, 6 and 11. It will prompt the professor to complete 
 



376 C.L. Padrón, P. Díaz, and I. Aedo 

 

Fig. 7. A material composition based on MD2 method and using delivery and presentation 
structure provided by the XML binding of IMS QTI standard 

such structure with the contents retrieved from step n-1. This authoring module also 
will control all features of created items to avoid contradictions with requirements 
stated from Steps 8 until 12.  

Once selection phase is completed the MD2 composition module, using an 
integration and delivery engine based on the chosen standard (i.e. for this example, an 
engine based on IMS QTI), is in charge of the integration of items into the final 
material’s composition. The Figure 7 represents how MD2 method steps are used to 
define elements value of material’s structure during the composition phase. The MD2 
composition module will use information gathered from steps 8 to 12, to define values 
for the S view elements. It uses such data to define material’s presentation structure 
and to integrate the set of retrieved (or created) items into that structure therefore is 
made up a candidate of assessment. Then the professor can visualize and run a 
candidate of the assessment. Once he finished its preview, he is asked to assess if the 
obtained material satisfies his initial requirements during the evaluation phase. For 
this purpose Quality and Usability thresholds are defined. They are used to delimit the 
acceptable minimum values for material’s pedagogical value and usability. 

Next we explain how the professor will be guided step by step during a creation 
process based the MD2 method: 

1. Selection of material content’s discipline or subject. The professor will be 
asked about the name of the subject or discipline to be enclosed in the material’s 
contents. It will be checked if such subject or discipline belongs to a valid Knowledge 
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domain. In the example, professor answer is AVL Trees Data Structure. This answer 
is used to gather information from a Knowledge Ontology about learning AVL Trees 
and the main features of the Structure of Body of Knowledge enclosing that topic, 
which belong to the same s(T) presented in Section 3. Once this information is 
recovered, the professor will be required to confirm if these are corresponding 
features of the required subject. If that is confirmed, the elements of the KD view will 
stored those data. 

2. Type of material definition. The professor must answer what kind of material 
he needs from a list of possible types (i.e. activities, LO-learning object, and 
assessment). He selects assessment. This answer will be stored and used to define 
some S view elements like Delivery or publishing standard and the Standard support 
descriptors element which contains references to the information model elements of 
that standard. 

3. Selection of required learning objectives. The professor is requested to select 
which competences are needed to attain from a list of cognitive skills (or 
competences) to be promoted by the AVL Trees Data Structure retrieved in Step 1. 
This list contains for each competence, data about Competency Types [3], [22], 
Competence Names and related concepts. Such structure represents a semantic 
reference that allows better descriptions and easier comparison to find and retrieve 
adequate resources. In the case of our example, some of the data from this list are: (1) 
Knowledge- Know- AVL tree data structures representation, operations and use; (2) 
Comprehension- Describe-AVL tree data structures memory allocation and its use of 
memory. The professor selects both of them and those values will be stored as the P 
view element List of cognitive skills or competences to achieve using the material. 

4. Definition of the estimated effort to execute material and to effectively 
achieve the learning objectives. The professor is asked to select time estimation from 
a list of legal values. The maximum value of such list of Time is restricted by the KD 
element Time required for coverage (2hrs) that has been retrieved in the Step 1. He 
selects 45 minutes. 

5. Definition of concepts coverage. The professor is queried to select from two 
possible options: All concepts or some concepts. The professor selects concepts (2) 
from the list of concept names retrieved in the Step 3. Those selected concepts will be 
used to define filters that refine the list of retrieved questions from the Repository. 

6. Definition of the kind of items needed for the material. The professor is asked 
to select what kind of items he needs for the material from a list with all possible item 
types. Those types are restricted by his answer to Step 2. He had selected Assessment 
in Step 2, so he is just allowed to select from a list of types of Questions (i.e. True 
False, Fill in, multiple valid answers, etc). He selects all those types and this selection 
is also used to define new filters to refine results from previous queries to the 
Repository. 

7. Definition of amount of items needed for the material. The professor is 
required to provide a number of items he considers necessary to compose the 
material. His answer is 15 and is used to select the number of most relevant resources 
for composing the material. In the example, this information is used to retrieve the 
15th most suitable items from a Repository. If there are not found appropriated items 
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in the repository for his needs, then the professor will be provided with authoring 
facilities to create such number of items as we explained before in this Section. 

8. Selection of desired level of difficulty for the material. The professor must 
select an option from the list of possible fuzzy values [High, Medium, and Low]. His 
answer is Medium. This answer is used to obtain suitable values for the S view 
elements related to the Delivery or publishing Information Model for the composition 
of material. In this case it will define assessment presentation parameters like number 
of possible correct answers, random order of questions and answers presentation, 
types of feedback to learner after he complete each answer.  

9. Definition of score threshold. The professor must define if some score 
threshold is needed to consider that learning goals are achieved. He must select an 
option from a list of two valid values (Yes, No). If he selects Yes, then he is prompted 
to provide a range of values for the score threshold and he gives a range between 2 
and 5 points. Those values are also be used in the material composition to obtain 
suitable value for S view elements related to the Delivery or publishing Information 
Model. For this example, his answer is used to setup a minimum value for processing 
learning outcomes per questions of the assessment, that means learners who obtain 
less than 2 points per answer have no achieve the desired level for learning objectives 
checked in such question. 

10. Definition of Time restrictions for the material. The professor must define if 
the material needs time restrictions, he will be asked to select an option from a list of 
two valid values (Yes, No). If his answer is Yes, then he is prompted to provide a 
range of values to restrict the assessment execution time. That answer is also 
controlled by a maximum value corresponding to his answer to the Step 4. In the 
example, he answered Yes, and he set 2 minutes per questions. Thus, 2 min * 15 
questions = 30 minutes is lower than the estimated effort of 45 minutes provided in 
Step 4. That value (2 minutes) is also used in the material composition to obtain 
suitable values for S view elements related to the Delivery or publishing Information 
Model. In this case, it will define the maximum time available to allow learners to 
complete each question before the next question is presented. 

11. Selection of supporting medium. The professor must select the desired 
supporting medium for the material from a list of possible media (Printed, hypertext, 
hypermedia-web, pervasive computing element). He selects hypermedia-web, that 
answer is used by the Inference mechanism to define the S view element Delivery or 
publishing standard for the material’s composition phase. Since he needs an assessment 
(answer to Step2) and the hypermedia-web is adequate supporting medium for kind of 
items selected in Step 6, the MD2 based inference mechanisms propose that appropriated 
Delivery and presentation standard for this case can be IMS QTI.- 

12. Definition of the learner interactivity level. The professor is asked to define 
what kind of learner interactivity with the material is needed to effectively achieve the 
stated learning outcomes. He is prompted to select of one type from the list of fuzzy 
values [High, Medium and Low]. The inference mechanisms control the adequacy of 
his selection with respect to his answer to Step 11. For instance, if he would select 
Printed material in Step 11, it would not have sense a selection of High learner 
interactivity with material, since there is a MD2 model axiom which defines that 
interaction between learners and printed material is considered as passive or low. 
Thus, professor is allowed to select between Medium and High interactivity according 
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to another MD2 model axiom that states that hypermedia-web supporting medium 
facilitates achievement of learning outcomes by means of Medium or High levels of 
learner interactions. In the example, he selects Medium and that answer is used by the 
inference mechanisms to confirm the proposal from Step 11 about the IMS QTI as 
presentation and delivery standard. Because items and tests conformant to that 
standard allow rendering and executing the type of questions (answer to Step 6) which 
support such levels of learner interactivity. 

13. Evaluation of the created material. Once the composition module presents a 
candidate of assessment to the professor and he has visualized and interacted with it. 
The professor will be asked to evaluate some properties of the obtained material like 
Material completeness, Material coherence (related to contents), and Accuracy of the 
material contents. He must assign values belonging to a set of fuzzy values 
corresponding to linguistic terms [Good, Average, Poor] Coherency (Completeness or 
Accuracy). These values are used by the MD2 evaluation module to check material 
Quality and Pedagogical value by means of fuzzy aggregation operations. In the 
example, he assigned values like Good Coherency, Good Completeness and Average 
Accuracy. Thus, the material has a suitable Pedagogical value. 

The material usability is also checked by MD2 evaluation module considering the 
professor evaluations for Error frequency and severity, Efficiency of use and 
Memorability elements of the QU view. Their valid values belong to fuzzy sets 
corresponding to linguistic terms [Low, Medium, High] Frequency of errors; [Good, 
Average, Poor] Efficiency and [High, medium, very low] Memorability. He selected 
Low frequency, Average efficiency and High Memorability. These values are used by 
the MD2 evaluation module to compute fuzzy aggregation for the Observed usability.  

In the example, the obtained values for Pedagogical value and Usability are higher 
than defined Quality and Usability thresholds, so, the professor can be confident 
about the usability, quality and pedagogical value of the created material. In cases 
whether the Pedagogical (or Usability) value would be lower than Quality (or 
Usability) threshold, the material must be re-designed. In such cases, the professor 
will be provided with information about what parameter didn’t reach an acceptable 
value and the authoring facilities will help him adjusting the features of obtained 
material to his requirements. Some possible adjusting actions can be asking to the 
MD2 filter definition module to select and retrieve new items to compose the material 
or to create from scratch items for the material. 

All information exchanged between the MD2 modules and professor during the 
whole creation process is also stored as an extended set of material semantic 
annotations in the Repository. Those annotations contain material descriptions and its 
design rationales. Thus, material’s reutilization can be ensured since it has associated 
such semantic information and its design is based on separation of contents from 
presentation, and from the instructional design. Also the availability of such semantic 
information can help reducing creation efforts in cases that this professor (or other 
user of the MD2 based authoring tool) will need didactic materials with similar 
requirements to the obtained didactic material. 

Once the professor obtain the assessment in form of QTI test, he can use the MD2 
method based authoring tool to include it as a resource of an activity belonging to an 
IMS LD compliant course about AVL Trees Data Structure. In that case, he will be 
asked if he needs to include the obtained test into another kind of material. He gives an 
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affirmative answer and selects as Type of material, activity, from the list of available 
material types. In this case, the selection phase is considered as completed and MD2 
inference mechanisms pass to composition phase. Those inference mechanisms will 
retrieve semantic information from the previous creation process of the QTI test in order 
to select a presentation pattern for the activity. Then another integration and delivery 
engine for the activity composition is selected. In that case, an IMS LD based engine 
will be responsible for the definition of learner and staff roles and the integration of QTI 
test as resource of that activity environment. At that point professor will be able to 
visualize the obtained activity and to asses its quality and usability properties following 
the procedure previously explained for evaluation phase. 

5   Conclusions and Future Works 

In this paper we had presented the MD2 model, which describes general requirements 
for the didactic material creation. The MD2 model descriptors of contents, 
pedagogical, technical requirements are used to provide mappings to high level 
technical descriptions of learning technology. Such mappings are the foundation of 
MD2 method and we explain how they are used to guide practitioners during selection 
and composition phases of creation. The interoperability of created material is 
ensured thanks to those mappings as well. Meanwhile the quality descriptors of MD2 
model are used to check if the features of obtained material satisfy usability and 
quality requirements. Thus, creators or developers will have some confidence about 
the achievement of those properties at the end of evaluation phase. MD2 method also 
defines that all those data exchanged with creators during the whole creation process 
will be stored as an extended set of material semantic annotations in a Repository. 
Such kind of annotations contains material descriptions and its design rationales. We 
are working on the definition of IMS LOM extension to include information about 
design rationales. The availability of such semantic information will ensure material’s 
accessibility, reusability and its personalization capability.  

The MD2 model and method are the foundation of MD2tool, a generative 
authoring tool for didactic material creation. The main idea is that users will specify 
material's features at a high level of abstraction and the MD2tool will be capable to 
infer and fill the information for lower level of design, allowing to assemble 
material’s components in delivery time or runtime and to generate accurate semantic 
annotations. The tool will also control the quality and usability of material based on 
the coherence and completeness of contents and their capability to effectively support 
the achievement of stated learning objectives.  

At the time of this writing we are involved in the refinement of the fuzzy 
aggregation mechanisms for the evaluation phase based on MD2 method. We are also 
working in the definition of presentation and delivery patterns based on XML 
bindings of the IMS Learning Design to represent different pedagogical strategies for 
other material types. We are also considering the content modeling experiences from 
ML3 [20] for the creation of learning objects and their integration into such 
presentation and delivery patterns for the composition phase. And we start the design 
and development of the MD2tool, especially care is paid to key facts like information 
and graphical tool design centered in practitioners involved in the creation. By that 
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way the MD2tool usability will be ensured. Other future lines of work are related to 
evaluation of the effectiveness of the creation process guided by MD2 method.  
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Abstract. Computer supported learning systems such as Intelligent Tutoring Sys-
tems, web-based learning systems, etc. gather data from students’ interaction. 
Teachers and students may find useful a medium to inspect information of stu-
dents and student groups in an intuitive way. This paper presents DynMap+, an 
approach to generate and visualize Group Student Models generated from data 
gathered by a computer supported learning system. DynMap+ represents student 
models graphically by means of Concept Maps. Some graphical resources are 
used to highlight important data. The use of those resources allows DynMap+ to 
provide users (e.g. teachers) with a viewpoint that helps him/her to make deci-
sions in order to improve the students learning process.  The generated group stu-
dent models record not only the last state of knowledge of the students but also 
their evolution during the learning sessions. As the knowledge of the students 
change over time, the updating of those models is also considered. 

1   Introduction 

Inside the computer based teaching-learning area the inspection and visualization of 
students´ knowledge has been widely explored. The necessity of having a Student 
Model for representing such information is commonly agreed [1]. Moreover, it has 
become apparent the benefit of having Open Student Models to facilitate the 
inspection and, in some cases, the modification of these models [2]. There are diverse 
reasons that different authors argue for making the Student Model available [3]. For 
example, the teacher could detect what parts of the domain are difficult to achieve and 
so, consider the inclusion of some additional material (e.g. more examples, tutorials, 
etc.) in order to improve the understanding of such contents. 

A Concept Map is a useful resource for opening Student Models to final users (e.g. 
teachers or students). Since Novak [4] placed Concept Maps in the educational 
agenda, they have been broadly used as a medium to represent and interchange 
knowledge [5]. A Concept Map is a graphical way of representing and organizing 
knowledge. It is comprised of nodes and links, arranged in some order to reflect the 
domain being represented. Nodes symbolize concepts, and links represent relationship 
between concepts; both concepts and links are labeled and may be categorized. The 
use of Concept Maps can help to improve the understanding of the information 
contained in Student Models. 
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The knowledge of a student during the learning sessions changes continuously. 
Although most of the Student Models are able to manage the last state of knowledge 
of students, only few of them take into account the evolution of the model [6]. A 
medium where the evolution of knowledge can be analyzed is of great interest as the 
user can have an image of the way student’s performance has evolved. 

It is also important to remark that, in some situations, students get better results 
while learning with peers rather than working individually [7]. To adjust activities to 
group characteristics it is necessary to face new research questions such as Group 
Models [8]. Inside the research community some works defend the need of having 
Group Models to support the learning processes of students that work as a group [7]. 
Furthermore, Jameson et al. [9] propose an explicit Group Model or a dynamic 
combination of Individual Models as needed. From their point of view, an explicit 
Group Model can serve as a focal point for discussion. 

Along this paper, the authors present an approach for Group Student Models. 
Using Concept Maps, the Group Student Models are opened. In this way, a better way 
of visualizing the raw data contained in such models is provided. Raw data can come 
from different sources such as learning data generated in a web-based learning 
system. Moreover, the models provide the students’ knowledge evolution during the 
learning sessions. Thus, the changes in the knowledge of students can be displayed 
dynamically. Therefore, learning systems designers, teachers and students can benefit 
from a medium that shows useful learning information, helping them to make 
decisions to improve learning. 

The rest of the paper is organized as follows. First, DynMap is introduced, a tool to 
graphically visualise Individual Student Models by means of Concept Maps. Then, 
the approach to Group Student Models using the DynMap+ tool, which is based on 
DynMap, is presented. Finally, some conclusions and future research are pointed out. 

2   DynMap 

Although a lot of effort has been made in the construction of Student Models to 
support the learning processes in computer based systems, not so much has been done 
to externalise such models to the final users (e.g. teachers and students) [10]. Inside 
the human-computer interaction community the development of software that is easy 
to use and understand is an important aim. Focusing on this objective DynMap has 
been developed [11], a system that facilitates the inspection of Student Models. More 
precisely, it is designed to externalise Student Knowledge Models (SKMs) to the final 
user. A SKM is a model of domain-related information and represents the student's 
state and level of knowledge of course material [12]. 

DynMap provides a visual representation of Student Models using Concept Maps 
and it is based on CM-ED, a general purpose Concept Mapping tool [13]. DynMap 
uses the data gathered by a computer supported learning system and represent it as a 
dynamic concept map. The knowledge of students is represented following an overlay 
approach [14]. Thus, the knowledge the student has is viewed as a subset of the whole 
learning domain. 

As the knowledge of students’ changes over the learning sessions, the Student 
Models should support this dynamic behaviour. DynMap is able not only to maintain 
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the last state of knowledge of students, but also the knowledge evolution during the 
learning sessions. Using the facilities provided by the Concept Map Editor (CM-ED) 
to record the operations performed over a Concept Map (operations logs), DynMap 
stores the evolution of Student Models (evolution logs) and allows the user to view, 
using video-like buttons, how the knowledge of students changes during the learning 
sessions. Thus, the system is able to show the performance evolution over the learning 
sessions. In this way, DynMap users, for example teachers, can inspect the 
performance of students and, depending on it, plan appropriate didactic actions to 
improve learning. Such Dynamic Student Models are stored in two parts. One part 
corresponds to the last knowledge state of the student. The other part is related to the 
evolution of the knowledge since the first learning session. Both parts are stored in 
xml documents, so the corresponding schemas to define the structure and data 
contents of the xml documents have been established. 

DynMap shows student data gathered by a computer supported learning systems, 
such as Intelligent Tutoring Systems, web-based learning systems. Each system has 
its own representation for the student data. Therefore a general purpose intermediate 
schema for the incoming student data has been defined. Thus, before DynMap can 
generate the models, the data has to be translated from the internal representation of 
the Computer Supported Learning System (CSLS) to the intermediate representation. 
The translator is a piece of code that has to be implemented for the CSLS, which 
converts students’ learning data to xml format following a schema. The schema 
defines the structure and contents of the xml data and it is composed of two parts: 
domain data definition and students learning data definition. The domain data part 
defines the following elements: topics contained in the domain, didactic resources 
(learning objects) to learn the topics and skills that can be achieved performing 
learning activities with the didactic resources. The domain specific data part also 
includes some other particular information such as: evaluation parameters for the 
learning activities (e.g. required mark to successfully pass the learning activity), 
whether a didactic resource is shared or not by a group of students1, etc. The students 
learning data part defines the format that the incoming data about students learning 
must follow. In this data part, the realization of learning activities with specific 
didactic resources is collected. The incoming data is formatted as follows: student 
identification, domain topic, didactic activity used to learn the topic, date when the 
didactic activity was carried out, skills that achieved if successfully performed and 
mark obtained in the learning activity when assessable. As not all this information 
could be available in the computer supported learning systems, the schema defines 
some data as optional and DynMap uses just the available data. 

Once the students learning data is stored in xml format, a Base Concept Map 
(BCM) is generated using CM-ED. The BCM represents the domain and includes the 
topics represented in the domain specific part of the xml document. This BCM is the 
domain model from which the overlay Student Models are generated. The structure of 
the Concept Map is hierarchical and includes, in the higher part of the tree, the topics 
of the domain. The learning activities worked by students are represented with the 

                                                           
1 This information will support the generation process of Group Students Models in DynMap+, 

which is detailed later. 
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nodes at the bottom of the tree linked to the corresponding topics represented in the 
Concept Map. 

A medium where a Student Model is open for inspection should meet some 
criteria: understandability, effective inspection and reducing the cognitive load [15]. 
Focusing on these criteria and having validated the graphical approach selected for 
showing different circumstances in the student’s knowledge about the domain 
contents [11], a set of graphical resources are used in the nodes of the DynMap 
Student Models: 

• Thickness: the thickness of the border represents the student’s level of knowledge 
about the concept. In order to determine the thickness the number of learning 
activities and their marks are taken into account.  The thicker the border is, the 
more knowledge the student has about the concept. 

• Continuous/Dashed Line: a dashed border represents that the concept is not 
completely achieved, e.g. the performance of the student when working with the 
learning activities related to the concept has gone beyond a threshold, otherwise 
the line will be continuous. 

• Flag: this graphic resource is used to show when the concept has attached learning 

activities (for example, lectures , labs , assignments ). Thus, the Concept 
Map shows the type of learning activities used in each part of the domain. 

• Form: type of concept represented by a node (e.g. modules of the domain, units in 
each module, learning activities, etc.). The types of concepts are defined in a 
template using CM-ED before making the BCM of the domain. 

• Shadowed line: shows whether the node is contracted (shadowed) or not. A 
contracted node contains a subset of the Concept Map related to the node. 

• Green Rectangle: used to highlight new nodes in the Student Model (student’s 
knowledge changes). 

In order to meet Dimitrova’s criteria [15] presented above DynMap includes the 
following resources: contraction mechanism, views and filters. DynMap uses a 
contraction mechanism to reduce the cognitive load of the SKMs. It involves 
collapsing parts of the Concept Map in a node and marking it with a shadowed line. 
CM-ED has the possibility to define views and filters over the Concept Maps and 
DynMap takes advantage of them to provide the user with different points of view of 
the data contained in the models. On the one hand, the filters DynMap defines allow 
the filtering of data depending on the learning activities performed by students. On 
the other hand, the view changes the way data is displayed in the Concept Maps, 
facilitating in this way an effective inspection of the student’s knowledge. A direct 
benefit of these mechanisms, supported by DynMap, is the scalability of this 
approach. The major disadvantage of using Concept Maps in qualitative work seems 
to be their complexity. The maps can be difficult for participants unfamiliar with the 
format to read and the linkages may be harder to see as the maps get more and more 
complex [16]. With the visualization facilities provided by DynMap, the models 
represented as Concept Maps can be visualized in a simplified way avoiding the 
scalability problems of big Concept Maps. 

Fig. 1 displays, making use of the graphical resources mentioned, the usage of 
DynMap in a real situation. It shows a Student Model in the context of a Computer 
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Security course at the University of the Basque Country [11]. The Concept Map of the 
model is organized hierarchically from top to bottom and includes the most general 
concepts at the top and the most specific data at the bottom. In the figure the top node 
represents the complete domain, the second level in the hierarchy represents the 
modules in which the domain is organized and the third level represents the basic 
topics in each module. These three top levels correspond to the BCM, and the last 
level in the hierarchy represents the student learning data in the domain. For example, 
the topic System access control shows three learning activities (two lectures and one 
lab) performed by the student. 

 

Fig. 1. Student Model in DynMap for a Computer Security course domain 

3   DynMap+ 

Nowadays, it is common practice to learn inside a group (e.g. lectures in a school, 
group assignments, etc.). Research has been performed to improve the learning 
performance of a group [9] [17] [18]. The necessity of having a Group Student Model 
(GSM) that stores the learning characteristics of a group has been analysed [7]. If 
these models are open they can be used to inspect the learning performance of the 
group and so, make the appropriate changes in the teaching processes in order to 
enhance the knowledge of each individual member. 
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With this aim, DynMap has been enhanced to support GSMs. Such enhancement is 
implemented in DynMap+ tool where GSMs share structure with the Individual 
Students Models (ISMs) generated in DynMap. However, some extra information 
inherent to a GSM is added to the model as will be discussed below. The similarity 
between GSMs and ISMs makes it possible to reuse the functionality provided by 
DynMap. In the following subsections several aspects with regard to DynMap+ are 
analyzed: generation of GSMs, representation of GSMs, updating considerations of 
GSMs and GSMs visualization issues. 

3.1   Generation of a Group Student Model 

As proposed in [19] and [20], the GSM in DynMap+ is obtained from the ISMs of the 
students that belong to the group. The generation of a GSM is an incremental process 
where a new ISM is joined at a time. In the first generation step, an ISM is selected 
and it is slightly adapted to meet the GSM format. Next, in an iterative process, the 
GSM is updated taking one ISM each time. 

Learning in a group, students perform both group and individual activities. 
Therefore some student data is shared by all the students while other is not [21] [8]. 
For example, in the Computer Security course above mentioned there are individual 
(assignments) and shared (lectures and labs) student data. Therefore, the GSM 
generation procedure has to take into account that the data contained in the ISMs can 
be shared (group activities) or not shared (individual activities) with the rest of the 
ISMs. This will affect the integration process of the ISMs into the GSM. 

If the data is shared, the update procedure of the GSM depends on whether or not 
the GSM already reflects the shared data. If the data is not yet represented in the 
GSM, it is added to the model, but if it already exists in the GSM, the information of 
the shared data is updated making some statistical operations using the GSM and the 
ISM data. 

If the data is not shared the update procedure is more complex. The main problem 
to deal with is to decide the way of representing this data in the GSM. As the GSM 
represents data related to the whole group activity, the non-shared data must be added 
to the GSM taking this characteristic into account. This issue has been solved as 
follows. First, the non-shared data is classified depending on the type of didactic 
resources (learning objects) used. Next, this data is added to the GSM taking into 
account the type of didactic resource in two steps. The first step involves the 
generation of statistic information from the non-shared data of all students related to 
each didactic resource type. This information includes: number of didactic resources 
used, average mark obtained with the didactic resources, etc. The GSM represents 
group information of non-shared data through this statistical data. The second step 
involves the linkage of such global data with the specific non-shared data of each 
ISM. In order to improve usability when inspecting the GSM, the specific non-shared 
data of each ISMs is added to the GSM. How the shared and non-shared data is 
integrated in the GSM is detailed in section 3.2 (representation of a GSM). 

Using the dynamic support facilities for Student Models provided by DynMap, 
DynMap+ is able to maintain not only the last state of the GSM, but also the progress 
over the learning sessions. As stated in [8] a Group Model should keep information 
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with regard to the student performance in each learning activity. Following this 
statement, DynMap+ maintains in the GSM a reference to the ISMs that is based on. 
The dynamic version of a GSM is obtained from the ISMs’ evolution logs and implies 
the generation of an evolution log for the GSM. This log, represented in xml format, 
collects each individual operation included in the evolution logs of the ISMs ordered 
by time. In order to meet the format of the GSM, the evolution log generated for the 
GSM includes some operations not contained in the evolution logs of the ISMs. 
However, the evolution logs of an ISM and a GSM share structure and thus, the 
functionality of DynMap for displaying dynamically a Student Model can be used in 
DynMap+ for showing the evolution of a Group Student Model. 

3.2   Representation of a Group Student Model 

Using the graphical visualization facilities provided by DynMap the GSMs are also 
represented as Concept Maps. In addition to the graphical resources used in DynMap 
for the representation of different aspects of the Student Models, DynMap+ uses one 
more: the attenuation of the colour of the nodes. This new graphical resource is used 
to represent the number of students that contribute in the corresponding node of the 
GSM. If the colour is full (not attenuated) it means that all the students have 
contributed in the corresponding node. In the case of an attenuated colour (a gradient 
of it), the more attenuated it is the smaller the amount of students that have 
contributed in the corresponding node. The main advantage of the attenuation 
graphical resource is that a clear view of the distribution of students work can be 
obtained at a glance. It is easy to identify what parts of the domain are the most 
worked by the group and what other parts are not. This information could be used, for 
example, for planning future teaching covering less worked domain topics. 

Fig. 2 shows a screenshot of a GSM using the mentioned graphical resources. The 
GSM is based on the Individual Student Models generated in the Computer Security 
course at the University of the Basque Country [11] (see Fig. 1). In figure 2 it is 
perceptible that few students of the group have performed “Legato” and “Backup 
devices” learning activities, which are lab sessions. However, looking at the 
attenuation graphical resource, it can be noticed that “Backup devices” has been 
performed by more students of the group than “Legato”. In contrast, the learning 
activiy Lecture titled “Failure tolerance” has been performed by most of the students 
of the group. This could suggest for example, that students could have acquired some 
knowledge in “Failure tolerance” as the mayority of them have attended the lecture. 
But as few of the students have taken part in the practical lab sessions of the topic 
“Back-ups” it can be supossed that the group have not achieved the required skills for 
the topic. Also, looking at the topics of the module “Security mechanisms”, the topic 
“Back-ups” is less attenuated than the corresponding topics of the same level. This 
suggests the work distribution (using learning activities) that the students of the group 
have performed  over the topics of the module. Another circumstance visible in the 
figure is the distribution of “assignment type” learning activity in the modules 
“Security mechanisms” and “Security fields”. The distribution of work is balanced 
between both modules: 58 assignments for the former and 56 for the latter. 
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Fig. 2. Group Student Model 

As mentioned in previous section (Sect. 3.1), the data that each ISM contains can 
be shared or not by the rest of the ISMs. For the case of shared data, DynMap+ has no 
changes, with respect to DynMap, on the graphical visualization of the GSM (with the 
exception of the attenuation graphical resource). The reason of having no changes is 
that the GSM represents group information when the data is shared by all the ISMs. 
However, for non-shared data some changes must be included in DynMap+ because 
that data is individual to each student and do not represent group information. As pre-
sented in section 3.1, DynMap+ supports the inclusion of statistical data in the GSM. 
Also, such statistical information is linked with specific non-shared data of each ISM. 
The statistical data is represented as a node in the GSM and the related ISM-specific 
information is linked to that node. 

Fig. 3 shows a fragment of a Group Student Model that contains both shared and 
non-shared data. The selected node of the Concept Map (bottom part of the figure) 
corresponds to statistical information of non-shared data related to some students of 
the group. The information displayed inside this node is similar to the one displayed 
in the intermediate nodes (nodes of the Base Concept Map of the domain) of the 
GSM. However in an intermediate node (i.e. topics of the domain) the statistical data 
is shown in the right side of the node. For example, the topic of the figure 
“Information encryption“ has four flags attached which represents, from top to down, 
the average mark obtained by the group in that topic (7.8 over 10), the percentage of 
assessable learning activities performed satisfactorily compared with the threshold 
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that is required for the topic (9 out of 9) and the number of learning activities 
performed (2 labs and 11 assignments). On the other hand, the statistical data of non-
shared data is displayed inside a node. For example, the node selected in the figure 
displays inside it the following statistical information: 7.4 (out of 10) average mark 
obtained, 66% (6/9) of domain achieved and 11 assignments performed. The specific 
non-shared data of each student related to the topic can be reached through this node. 
The mechanism to access the specific data is the same as used in other parts of the 
model, and implies expanding the collapsed node. 

 

Fig. 3. Group Student Model containing shared and non-shared data 

For the dynamic visualisation of GSMs, DynMap+ extends the functionality avail-
able in DynMap that supports the display of the evolution of a Student Model over 
time. In Fig. 4 an example of a dynamic Group Student Model is presented. The dy-
namic GSM is similar to the dynamic ISMs of DynMap, with the exception of non-
shared data. For example, the selected node in the Concept Map corresponds to the 
last non-shared learning activities performed by the group in the topic Malware. Con-
cretely, it collects three learning activities: Express assignments. The “green rectan-
gle” graphical resource provided by the dynamic part of DynMap highlights the last 
learning activities performed in the current state of the dynamic GSM: one lab (Back-
doors) and three assignments (Express assignments). The evolution of the GSM can 
be viewed at different time units and implies moving in the time sequence of learning 
events. This means that the user can choose the time unit of the jumps in the evolu-
tion. In addition, the GSM can be viewed dynamically taking into account a specific 
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student of the group. Thus, the steps when playing the evolution correspond only to 
the activities performed by that student. Therefore, the performance of the student in 
the group is displayed according to the events of one student, i.e. the state of the 
group knowledge is shown when the knowledge of the student changes.  

 

Fig. 4. Dynamic Group Student Model 

3.3   Update of a Group Student Model 

During the learning sessions of students their ISMs are updated over time. As the 
GSMs generated in DynMap+ are based on those ISMs, the updating procedure of the 
GSM is an important issue. [12] analyses methods of updating Student Models. 
However, in DynMap+, as the GSM is linked with the ISMs (see Section 3.1) such 
methods are not necessary because the GSM can be updated dynamically each time 
the GSM is accessed for inspection. This is similar to the GSM update procedure 
selected in [17], which takes place at every start-up of the program. 

Another update issue of GSMs that should be taken into account is the change in 
the composition of the group. There can be different reasons why a group loses or 
gains members: student timetable incompatibilities, teachers´ decisions to improve the 
performance of a group, etc. Therefore, the GSM must be also updated when students 
come into a group or leaves it. In DynMap+ these changes are supported updating the 
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references from the GSM to the ISMs that is based on (see Section 3.1). If a student 
leaves the group, the corresponding reference to its ISM is removed from the GSM. In 
the same way, if a student enters the group, the corresponding reference to the ISM is 
added to the GSM. The modification of the group composition is stored in order to 
maintain the evolution of group members and also, to obtain the proper GSM at a 
specific date. GSM is also updated adding or removing from it the data related to the 
ISMs of the students that join or leave the group. Moreover, for the dynamic version 
of the GSM, its evolution log is updated to reflect the group member formation. 

3.4   Visualization of a Group Student Model 

As DynMap does DynMap+ uses three mechanisms to reduce the cognitive load [15] 
of the SKMs: contraction mechanism, filters and views. Parts of the Concept Map can 
be contracted and represented in a node and marking it with a shadowed line. These 
mechanisms guarantee the scalability of this approach. The ability to effectively filter 
information is necessary when presenting large amounts of data [22]. Following this 
idea, DynMap+ uses views and filters functionality implemented in DynMap to 
simplify the visualization of information contained in the GSMs. The inclusion of 
such resources allows the user to view the data from different points of view and to 
focus on a particular aspect of the model. Having a simplified vision of the data, a 
greater perception of special circumstances in the GSM is achieved. For example, a 
filter that shows data related to one type of didactic resource facilitates the 
visualization of the distribution of the use of that kind of didactic resource over the 
domain. This could be used for analysing the learning performance achieved with a 
particular set of didactic resources and so, the teacher would have valuable 
information to consider the inclusion and degree of usage of such type of didactic 
resources in future teaching sessions. In Fig. 5 an example of a filtered version of a 
Group Student Model is shown. The applied filter is based on a particular type of 
didactic resource (lab sessions) used by students in the Computer Security course. 
The filter only displays the nodes of the Concept Map related to that didactic resource 
and hides the information related to other types of didactic resources. Also, the 
information displayed in the view of the Group Student Model is adapted to the 
applied filter. This means that the knowledge achieved by the group of students in 
each of the topics of the domain is based taking into account only the type of didactic 
resource corresponding to the filter being used. A direct benefit of this filtering 
approach is the visualization of students knowledge at different levels of detail. In the 
example, a teacher could check how the performance of the group is in the whole 
domain considering the lab sessions learning activity. Furthermore, as the instructor 
(e.g. the teacher of the subject) can filter the GSM for each type of didactic resource, 
s/he could detect what types of didactic resources are obtaining the worst performance 
in students’ learning. This can be easily seen at a glance looking at the different 
graphical resources used in DynMap+ for remarking special circumstances. For 
example, nodes in the model with dashed lines would denote parts of the subject that 
have not been achieved with the correspondent type of didactic resource.  
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Fig. 5. Filtered version of a Group Student Model 

In addition, GSMs offer more possibilities of filtering data than the ones defined in 
DynMap for an ISM. A GSM could show data depending on several perspectives 
related to the criteria used to show data in the GSM; e.g. show data in the GSM only 
if all students of the group have contributed in that data. These criteria take into 
account the following set of variables: the level of achievement or degree of 
knowledge about the domain contents, the number of didactic resources used and the 
subset of the domain that is being worked. As the GSMs that result from this type of 
filtering are not equal nor a subset of the original GSMs, the filtering process is not a 
simple process and it is advisable to perform it at generation time. In the generation of 
a GSM, DynMap+ offers to the user a list of optional filters. At the end, DynMap+ 
maintains a global GSM as described previously and a set of GSMs for each type of 
filter selected. Finally, at runtime, the user can apply one of the filtering approaches 
already generated or, if needed, generate the ones that have not been generated. 
However, it is desirable to perform all the GSM generations at generation time due to 
performance issues, as the generation processes are more time consuming than just 
applying a view or filter over a GSM. 

Furthermore, a GSM can also be filtered with respect to the members of the group. 
As a result of those filters, Subgroup Student Models are obtained. The procedure to 
obtain those filters is similar to the update procedure when there are changes in the 
composition of the group (see Section 3.3). Another advantage of this filtering is the 
visualization of influence of a single student (or subgroup of students) in the group. 
For example, if a student is removed from a GSM, the influence of this student in the 
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knowledge achieved in the group is shown graphically. Also, with regard to the 
dynamic version of a GSM, the influence of a student (or subgroup of students) can 
be viewed over the learning sessions of the group. The way to inspect the changes 
between a GSM and a filtered version of a GSM is to open both versions using the 
Multiple Document Interface provided by DynMap. In this way, any important 
influence of a student or subgroup of students in the group can be noticed. 

4   Conclusions 

In this paper, DynMap+, a tool for supporting Group Student Models has been 
presented. The tool represents not only the last state of a model but also its evolution 
during the learning sessions. The models that follow the overlay approach are 
graphically visualized by means of Concept Maps. Moreover, some graphical 
resources are used to highlight important data. In order to keep information with 
regard to students’ performance in each learning activity, the Group Student Models 
maintain a reference to the Individual Student Models that are based on. Along the 
paper, several aspects have been discussed about generation, representation, updating 
and visualization of Group Student Models. 

Students learning data can be gathered from different sources such as Intelligent 
Tutoring Systems, web-based learning systems, etc. DynMap+ is designed to show 
graphically the student data generated by those computer based learning systems. 
First the systems’ internal student data must be transformed to an intermediate repre-
sentation supported by DynMap+. The raw students data can be graphically visualized 
using the tool in a Concept Map. DynMap+ provides a medium to analyze the knowl-
edge achieved during the learning sessions of a group of students (or just an individ-
ual or a subgroup). With this tool, useful information is opened for inspection, allow-
ing teachers to make teaching decisions (e.g. new teaching planning) in order to 
improve the students learning. Therefore, the tool can be classified inside the Deci-
sion Support Systems as it externalizes the state of knowledge of individuals and 
groups of students for decision making purposes.  

A direct application of the tool is the formation of group of students. By suggesting 
appropriate group arrangements, many problems might be solved even before they 
arise [18]. Furthermore, it is interesting to know how a member of a group influences 
the learning outcomes of a group [21]. DynMap+ can be used for this purpose provid-
ing a vision of how the learning performance of a group and of a student changes 
when moving students to different groups. This would also help in group formation 
decisions when seeking a specific performance of learning in a group. 

As future research, an evaluation of the different aspects of DynMap+ presented in 
this paper will be performed. DynMap has been already evaluated in a real use 
context [11] and DynMap+ has been tested based on the Individual Student Models 
generated in this study. Therefore, the evaluation of DynMap+ will be performed in 
the same context: a Computer Security course at the University of the Basque Country 
[11]. As DynMap+ provides many facilities to visualize the knowledge of students of 
a group, the evaluation will have to be performed incrementally at different levels of 
complexity: group, group with differential loads/paritipation, etc. Also, DynMap+ 
will be extended to detect student’s knowledge performance similarities and 
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complementarities. Thus, using for example the Complementarity criterion [19], 
which states that a student can be helpful to another student if the first one knows a 
topic and the second has difficulties in that topic, the formation of appropriate 
subgroups or reorganization of existing groups would be easier to decide. 
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Abstract. This contribution examines how teaching and learning in schools can 
be enhanced by employing computer technology. For that purpose, a web based 
system was developed in an evolutionary and participatory design process to 
serve as a platform for knowledge management in schools and then developed 
further into a system that can be characterized as social software for schools. 
The development was carried out in three stages. A powerful content manage-
ment proved too complex and thus too difficult to learn for most users and re-
sulted in poor usage. After reducing the functionality and re-implementing the 
user interface, the system was successfully introduced in schools. An evaluation 
of this “electronic schoolbag” showed that while the system was very well re-
ceived, additional features were demanded. The third stage of the development 
thus added support in particular for use of the system in class, so that coopera-
tion, communication, and coordination are now supported by an integration of 
several components of social software. 

1   Introduction 

Within the initiative Bildungswege in der InformationsGesellschaft (BIG) – ways of 
education in the information society, documented in [1] – a solution was required for 
making the material developed for school use available to teachers. For this purpose, 
the content management system Hyperwave Information Server [7] was employed. 
This system had already been used successfully by us in other projects. One reason 
for using such a system instead of a simple web server was that teachers were not 
only to access published material but work with this material actively – be it individu-
ally or together with other teachers of their own school or from other schools with 
whom they cooperated in teacher training courses or in work groups on specific top-
ics. To that end, teachers needed to select and arrange material as needed and also add 
own documents; another requirement was the possibility to modify the documents in 
order to use them in a specific context. Since not all of the material was supposed to 
be accessible to the public and, when used in class, documents were to be released to 
particular groups of learners, access rights granting read or write access needed to be 
assigned to specific users or user groups. The solution provided for this purpose is 
described very briefly in the second section of this contribution. 
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Very soon it turned out that use of the platform, while providing all functions 
needed, was difficult to learn for most of the users. Also, most of the functions the 
platform offered were not needed. Thus, it was necessary to replace the web interface 
which was the main means for applying the server’s functions by a new one that was 
tailored to the needs of every-day teaching and working in schools. For that purpose, 
the functionality offered to the users was reduced to the minimum needed, thus reduc-
ing the effort needed for learning how to use the platform and also the inhibitions in 
using the server. Instead of creating a system that implements a large number of use-
ful functions the goal was rather to make possible a knowledge management on an 
elementary level and making the system very easy to use. This system which in its 
core functionality may be characterised as an “electronic schoolbag” is described in 
the third section. 

As of March 2006, three servers with more than 5000 users from some 500 schools 
were in operation. The usage in the respective schools is highly varying. While at 
some schools virtually all teachers have a user account (yet using the server to a very 
different degree), at others only single teachers are registered. Also several registered 
users do not use the server at all. Thus, these numbers have to be interpreted with 
care. The reasons for using the server to different degrees are manifold, the technol-
ogy itself being only one factor, others lying in the necessities of every-day work life. 
In the fourth section, an independent evaluation is described that has been conducted 
in a separate project “School Wide Web” by the Bertelsmann Foundation. Within that 
project, teachers from three schools were trained in using the server and concepts for 
a methodic deployment of knowledge management in schools were developed. 

For reasons irrelevant to this contribution, the Hyperwave server forming the basis 
of the system during the project phases described so far, was replaced in a third stage 
by the open source system open-sTeam which is based on the concept of virtual 
knowledge spaces [5]. At the same time, several new functions were implemented; 
these new features had been requested by teachers either within the evaluation men-
tioned or through other feedback channels. Most of these functions which may be 
assigned to the domain of “social software” [8] resulted from the use of the platform 
in class. All of these functions are available to every user and every group in their 
own work area and can be used whenever needed without having to contact an admin-
istrator. The fifth section describes this system. 

The evolutionary development process was coordinated by a technical advisory 
board that determined the requirements by questioning the users, gathering feedback 
provided in training seminars and also from the evaluation described in section four. 
Concerning the latest development stage, first experiences and feedback are available 
but have not yet been determined systematically. 

2   The First Step: Hyperwave’s Original Interface 

The Hyperwave Information Server is in its origins a server based hypermedia system 
that has been developed into a content management system. In the process of extend-
ing the system, a multitude of functions were added. The user interface shipped with 
the server allows the access to virtually all of these functions. While this interface 
may be customised on several levels, this possibility was not utilised within the BIG  
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Fig. 1. All menus (without submenus) of the Hyperwave Information Server’s standard user 
interface. When using the system, only one of the menus is visible at any time, of course. 

project. Thus, users were required to work with the user interface as shipped. This 
interface was also used in other school projects, where no budget for customising the 
user interface was assigned. 

In this contribution, the functions provided will not be described in detail. What is 
important in this context is a result from the “Network Media Schools”, a best-
practice network of experts in use of computers in schools ([9], p. 12). Although this 
network consisted solely of teachers experienced in using computers in school, it 
turned out that even after trainings that were restricted to the basic functionality a 
considerable amount of uncertainty in using the software was felt. In the schools this 
uncertainty was of even more importance because teachers were not using the server 
on a daily basis. Also, the teachers that had participated in the trainings often felt not 
to have the ability to introduce the system to learners or other teachers who had not 
yet worked much with web based tools. While the user interface resembled the Win-
dows Explorer to a certain degree, using it was not intuitive. The main reasons identi-
fied in [2] (p. 316) are the many different functions which can not be reduced to the 
necessary basic functions like, e.g., uploading documents and linking them. As a 
result, many teachers and learners were reluctant to use the system. Within the Net-
work Media Schools it was thus decided to use Quickplace, a reduced variant of the 
Lotus Notes system. In the final report, it is emphasised that this platform is a sensible 
reduction of a complex system ([2], p. 317). 
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3   The Electronic Schoolbag 

The server employed can be customised in a number of ways. Simple modifications 
are possible by removing individual menu items, thus not offering this particular func-
tion to the users. Hyperwave’s concept of document classes [6] allows to define new 
object types that possess object specific and thus possibly reduced functionality. 
However, the user interface is not simplified but rather extended by the introduction 
of document classes. A reduction of Hyperwave’s dialogs is very time-consuming 
because of the complexity of the web based front-end. Thus, it was decided to de-
velop a completely new front-end which can be achieved using server-side JavaScript 
and the Hyperwave-specific macro language PLACE. While it would also have been 
possible to implement the new front-end in PHP on a separate web server, this possi-
bility was not considered. 

The development was coordinated by a technical advisory board consisting of up to 
seven members: teachers from different school types, a representative of the Weid-
müller Foundation which conducts cooperation projects of schools with companies, 
the representative of the regional government (Bezirksregierung Detmold) who is 
responsible for media education, a representative of Gütersloh’s regional media centre 
and the author of this contribution – being responsible for the technical realization. 
Through their own experience and that of their colleagues on the one hand and feed-
back in trainings on the other hand, this board was useful in determining the concrete 
requirements and shortcomings in using the system formerly employed. This was 
done by talking frequently to users rather than in a formalised process. Prototypical 
implementations were then firstly tested by the technical board and then by a small 
group of test users before they were released. 

According to the main goal to lower the inhibition threshold for working with the 
system, the resulting application was a kind of minimalist solution. Among the basic 
functions offered were the creation of folders, up- and download of documents of 
arbitrary type, the creation of texts directly on the server and the filing of references 
to web addresses as social bookmarks. It was also deemed essential that users were 
able to delete, move, and copy documents, assign access rights to define which per-
sons were allowed to read or modify the objects created. The ability to search for 
keywords or within the full text of documents was also considered vital. 

The dialogs for accomplishing these tasks were drastically simplified in compari-
son to the dialogs of the Hyperwave server. In the dialog for creating objects, e.g., 
only those fields were displayed that were definitely indispensable. Further attributes 
were only available via a “properties” dialog. While users were introduced to these 
attributes in the trainings, they were only very briefly explained in more detail. Users 
who had been working with the Hyperwave server and its original user interface be-
fore as well as users who had been working with other web based systems sometimes 
asked for additional functionality in addition to these basic functions. This was made 
possible by providing access to the standard interface via a separate port. 

Every user has their own work area where initially only they have read and write 
access. However, they may allow other individual users and groups of users to access 
or modify this personal work area as well as any other object (folder, document, etc.) 
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created by them. Every group of users also own a work area where all members of the 
group have read and write access. Here also objects with different access rights may 
be stored, in particular objects may also be publicly accessible. 

The considerations in the development process are best illustrated by looking at the 
dialog for setting access rights. Hyperwave’s default dialog requires the user to enter 
the name (or a partial name) of a user or user group into a search field. The user 
sought-after can then be selected and read or write access rights may be assigned. In 
the case of the use in schools as targeted here, users usually cooperate in steady con-
texts, i.e. individual users or groups usually cooperate over a long term like, e.g., 
during teacher trainings, in school classes or in study groups. As a consequence, we 
decided to implement a procedure in two steps: The dialog for setting the access 
rights displays only those groups the user is member of. In order to assign an access 
right to another user or a group one is not member of, this user or group must first be 
added to this dialog via a separate “Favourites” dialog. These favourites are also dis-
played in the access rights dialog so that the user can assign read or write access to 
any of them. While this procedure is cumbersome for a “one-time cooperation”, it is 
much simpler in the “steady cooperation” case of this use context. 

  

Fig. 2. A comparison of the dialogs for setting access rights. The original Hyperwave dialog is 
shown on the left, the newly developed one on the right. 

A similar procedure was followed for other functions: First the requirements within 
the particular context of use were determined before designing the user interface ele-
ments specifically for this purpose. In virtually all parts this led to a reduction of 
available possibilities and, thus, complexity for the user. 

The functionality realised at this stage can be characterised as an “electronic 
schoolbag”. It allows users to file and transport documents that hereby are available 
wherever they are needed – provided that an internet access is accessible. However, 
the system also offers elementary support for cooperative work already. These mecha-
nisms, e.g. the filing of references to web addresses in a group’s work area (social 
bookmarks), may be attributed to the domain of “social software”. Another example 
for a “social” function is the shared text editing made possible by a special type of 
folder. In these folders, individual learners (or groups of learners) may be assigned a 
part of the text that only they may modify while everybody can see what others have 
written so far. In that way, a class may work on a single document with defined re-
sponsibilities, thus allowing a teacher to grade the work afterwards. 
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Fig. 3. All menus of the server “Bildung im Dialog” (Education in Dialog) as implemented in 
the last Hyperwave-based version. Calendars and Portals were missing in earlier versions. 
When using the system, only one of the menus is visible at any time, of course. Also, this user 
interface was only available in German language. 

4   User Feedback 

In the project “School Wide Web – Intranets in Schools” conducted by Heinz Nixdorf 
Foundation and Bertelsmann Foundation [3] the system as described in the previous 
section was systematically introduced in three schools. The decision for using this 
system was made by the project’s steering group consisting of four to six teachers 
from each of the participating schools, some of whom were familiar with the system 
described in the second section. 

In a number of meetings, the steering group developed a catalogue of requirements 
([3], p. 57ff.). Most of these requirements were already met by the system described 
in the previous section, in particular the functions for managing documents, assigning 
access rights and searching. Other essential criteria were a simple handling and that 
every teacher and learner should be able to learn how to upload, edit, and remove 
documents within one or two short training sessions ([3], p. 59). Most of the require-
ments for user administration were realised rapidly by developing scripts for an im-
port of authentication and directory data from an LDAP server where those data were 
already administrated. 

The system had shortcomings with regard to the functions characterised in the pro-
ject as groupware. However, these functions were regarded as less important during 
the project’s initial phases. The steering group’s catalogue listed discussion forums, a 
chat function, email lists, and appointment calendars for individual users and user 
groups. In the course of the project, the server was thus amplified to provide the  
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requiredd calendar functions. Because of a lack in funding, discussion forums could 
not be implemented; however, users were able to access these via the Hyperwave 
server’s standard user interface. A chat and email lists were also not implemented, the 
latter being utilisable via the LDAP server. 

In the final evaluation more than half of the 220 teachers of the three schools used 
the server. 40% of the teachers who worked with the server stated they were using it 
at least once per week (all results from [3], p. 42ff). 67% used the server for preparing 
lessons, 48% for developing course material, and 40% in class. No data on the abso-
lute numbers how often and to what extent the server was used in these activities have 
been published. When the project started, 42% of all teachers said, they were using 
the Internet at regular intervals or frequently for preparing lessons. While 19% stated, 
they were using the Internet at regular intervals in class, none used it frequently. At 
the end of the project those values rose to 58% and 38% respectively; 10% now used 
the Internet frequently in class. To a certain degree this increase may be attributed to 
the introduction of the system described here. The usage in class was probably also 
fostered by a better equipment in school classes; so, there is no single cause for the 
effect. On a scale ranging from 1 to 6, 58% of the teachers rated the time for learning 
the basic functionality with values 1 or 2. 

The most frequently used functions were those for retrieving and making docu-
ments available. Only 35% were using the possibility to search for documents fre-
quently or regularly (all results from [3], p. 61). This low value is probably due to the 
fact that users worked most of the time with documents within an environment cre-
ated by themselves (like, e.g. within their school class). For this reason, users were 
familiar enough with the structures in these areas that they were able to directly navi-
gate through the folder structures instead of using the search functions. The web ref-
erences were used by some 20% of the users frequently or regularly; in most cases 
they were used by teachers to make external web resources available to their pupils in 
the class folder. 

The appointment calendars that had been integrated in the meantime were only 
used by 10% of the teachers frequently or regularly, the reason being probably techni-
cal problems that had not been foreseen in the development. Also rarely used were the 
discussion forums (15% used them frequently or regularly); this is probably due to the 
fact that they could only be used via the standard user interface of Hyperwave and 
thus were not really integrated into the system. Talks with teachers of the three 
schools showed that the forums had only been used at one of them. 

In addition to this evaluation, feedback from the users was gathered continuously 
during the complete development process. The demand for an integration of forums 
was uttered there as well. Another deficit that had been observed early was a missing 
feature that allowed users to present results from their work in an easy-to-use way. 
For that purpose, we developed a simple editorial system that allowed for such a pres-
entation without requiring the users to have any knowledge of HTML. School classes 
were thus able to publish project results cooperatively and keep that presentation up-
to-date. In the evaluation of the project “School Wide Web” already 30% of the 
teachers using the server stated that they used this editorial system – dubbed “portals” 
– frequently or regularly. 
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5   Social Software for Schools 

By now, the third stage of the development has been realized. The underlying Hyper-
wave server was replaced by the open source system open-sTeam which is based on 
the concept of virtual knowledge spaces [5]. The user interface described in the third 
section has been retained unchanged to the largest possible extent for two reasons: It 
was well proven and any larger modification would have resulted in a considerable 
need of training for teachers and learners. However, several problems were elimi-
nated. In particular, functions that had turned out to be complicated to use were  
simplified. Assigning access rights was also simplified further because the new under-
lying platform brought with it a rights concept that was more suitable in the given 
usage context. 

A major challenge, however, was the increasing functionality of the system. On the 
one hand more experienced users – who had also been participating in the project 
“School Wide Web” or been working with other attractive platforms like the lo-net 
server (http://www.lo-net.de/) – demanded additional functions. On the other hand, 
the main goal was maintained that as many teachers and learners as possible should 
be able to work with the system without the need of time-consuming trainings. 

The already existing social software components (social bookmarks, shared editing 
of texts, appointment calendars and portals) were revised thoroughly. In intensive 
talks with users feedback was acquired on the existing functions and requests for 
modifications and extensions were collected. Among the new functions demanded 
were much more flexible portals that now can also be used in a blog-like fashion, 
integrated forums, a wiki-style extension of the text editing features, and additional 
communication features some of which are integrated into the system while others 
provide quick access to external applications. 

5.1   Cooperative Editing of Text 

While text could easily be created in the old version of the system, formatting of text 
required users to employ HTML tags. To edit text thus users needed to modify the 
HTML source code or use a tool that allowed WYSIWYG editing of HTML docu-
ments. This meant in the first case that at least a basic knowledge of HTML was  
necessary or in the latter that an appropriate tool was at hand. In the latter case, the 
document to be edited also had to be downloaded, then edited, and uploaded back to 
the server. 

In the new version, the HTML syntax for formatting text is still supported. How-
ever, BBCodes, a syntax used frequently in web based bulletin boards, can addition-
ally be employed. As another alternative, wiki syntax can used, though for the time 
being in a version reduced in scope and flexibility. Both alternatives are currently 
being tested by the users; depending on their feedback, either or both will be offered 
in the long term. The goal here is to find a reasonable compromise between flexibility 
in layout on the one hand and ease-of-use in editing on the other. 

The shared creation of text as described in section 2 is another feature still sup-
ported. However, in some aspects the handling – e.g., sorting the individual text 
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fragments – were not optimally supported. This has been optimised in the new ver-
sion. By supporting wiki syntax, texts now can easily be linked together. In fact, 
every text document can now be used as a wiki document so that every folder effec-
tively is a wiki. In that way, a school class can maintain their own wiki without much 
effort. They may assign access rights so that, e.g., only the teacher and the pupils of 
that class have read and write access. If they wish, however, they can also make their 
wiki accessible to the public. Links across different wikis are also possible. 

  

Fig. 4. The dialogs for sorting the parts of a text with included images that is being written 
cooperatively (left) and for assigning access rights (right), shown here for a wiki 

5.2   Portals and Blogs 

The original concept of the portals was very easy to use but also very static. In gen-
eral, they consisted of four components: a headline; a column where links to other 
websites, optionally annotated, could be published in a structured way; a column with 
messages, each of which was made up by a title, a subtitle a message text, and option-
ally a link to another web page and an image; and finally, a column where important 
dates could be announced. After an evaluation showed that this last component was 
rarely used, a facility was implemented to hide this component when it contained no 
entries. 

In the new version, the portals were made more flexible in two ways. Firstly, arbi-
trary grid layouts can now be created so that learners can produce a kind of online 
news paper, e.g. Currently, the user can only choose from a few fixed layouts as no 
satisfactory way has been found so far to offer the full flexible functionality in a way 
that is readily understood by unexperienced users. 

Secondly, the individual segments of the layout can in principal hold arbitrary 
components. While only few are available for the time being, new ones are under 
development or being planned. In addition to the components mentioned above (anno-
tated link lists, messages, and date announcements), RSS feeds can be embedded by 
simply specifying the respective address (and optionally which additional data from 
the feed are to be displayed). Further components can easily be developed by anyone 
who has basic knowledge of PHP and the API of the open-sTeam server. It will be 
tested if pupils of a school’s computer science course are capable of accomplishing  
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such a development. Components now can also be linked into different portals so that, 
e.g., a date component can be displayed in the portal of every class in a school while 
it is updated and maintained centrally. 

Portals can also be used in a blog-like fashion with reduced functionality by using 
the message component for that purpose. Annotations for blog entries are technically 
feasible; however they are not planned currently. Since the portals are fully integrated 
with the access management of the server, a blog can be created cooperatively and its 
visibility can be restricted to any group of users. 

 

Fig. 5. A portal page with two RSS feeds on the left and right and a message component in the 
middle column 

5.3   Forums 

Forums were already available in the old version of the system; yet, they were not 
integrated into the user interface but could only be used with the Hyperwave server’s 
original user interface. Because of the high demand for easy usable forums, these 
were now to be integrated. Based on the experiences made and after discussing differ-
ent alternatives with selected users, we decided not to implement complex forums 
with hierarchical structures and threaded discussions although these would have been 
supported by the open-sTeam server. Instead, they were implemented as bulletin 
boards in a similar way that is often employed in forums on the world wide web. Such 
bulletin boards are simple sequences of topics with every topic consisting of a se-
quence of articles. Thus, users can start a discussion on a new topic or contribute an 
article to an existing topic. Articles can only be added to a topic and are always  
appended at the end of the sequence; they can not be appended to another article. 
Experiences made when applying forums in learning platforms in university teaching 
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have shown that the structure in threaded forums often does not reflect the logical 
structure as many users post their contributions in a wrong part of the thread ([4], p. 
13). Since users of our application are often even less familiar with complex discus-
sion forums, we decided to implement forums in the more easily usable form as bulle-
tin boards. 

 

Fig. 6. Forums are implemented as simple bulletin boards 

Users may edit their own articles and even delete all text within them after they 
have been posted. However, the contribution itself, i.e. its subject along with a note 
that the content of the article has been modified or deleted, is always preserved. The 
administrator of a forum is the only person to completely delete a topic or an article. 
Forums are also completely integrated with the access management of the server; 
thus, the creator of a forum can specify who may read the contributions and who may 
participate actively, i.e. post their own contributions. Thereby, a school class can 
realise an internal forum only visible to the pupils of that class. 

5.4   Appointment Calendars 

Appointment calendars had also been available in the old version of the system. How-
ever, they offered rather limited functionality allowing users to specify a date and 
place, a short description and a link to further information for every appointment. 
Additionally, any appointment could be assigned a colour in which it was to be dis-
played, thus basically assigning an appointment to a category. When a user or a group 
of users were invited to an appointment, every invited user received an invitation in 
their personal calendar. The users were then individually able to accept or reject that 
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invitation while all invited users could check the current status of the appointment, i.e. 
they could check who had accepted or rejected that particular appointment. 

The basic conception of the appointment calendars was retained; yet, its integration 
was improved in two respects. Firstly – and very basically for the time being – , desk-
top integration was introduced. Any appointment can now be exported in a standard-
ised format (iCalendar) and thereby imported into desktop calendar applications. 
Depending on user feedback, further functionality like, e.g., the export of a number of 
appointments with a single action or an import of appointments will be included. 

 

Fig. 7. Appointment calendars for individual users and groups of users support coordination 

Secondly, the integration with the server’s document management facilities has 
been improved. Thereby, it is now possible to attach arbitrary documents to an ap-
pointment like, e.g., an agenda or – after a meeting has been held – the minutes of that 
meeting. Also any other files that are of importance to an appointment can thus be 
coupled with the appointment, being easily accessible to all participants and, by de-
fault, only to them. We will have to explore in which way these new features will be 
used or if users prefer to file documents connected to an appointment in the way they 
did until now, i.e. within a folder structure and link to these documents from the ap-
pointment. 

6   Conclusion 

Starting from a system rather restricted in its features, a new platform was developed 
that now offers considerable functionalities and that will keep growing with new 
requirements as they are put forward from our users in schools. In this contribution, 
we have described how that process has been organized, how feedback was acquired, 
and which results this process has produced. The system has thus been developed in 
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an on-going evolutionary process, where existing functionality is altered and new 
features are introduced in small steps and evaluated in order to determine how to 
improve the platform. We have concentrated here on the web front-end and on the 
aspects of social software in particular rather than the document management func-
tionalities or the communication features provided by additional clients like a chat or 
a whiteboard which are also available to the users. 

With increasing functionality, the gap grows between experienced and demanding 
users on one side and easily irritated novices on the other. Still, these users with very 
different knowledge and abilities will have to use the same system since they have the 
need to cooperate with each others. For that reason, the new version of the system has 
been designed in a modular fashion, making available to new users only the basic 
functions. Thus, these users will at first not be able to create their own forums, e.g. 
Yet, they can contribute to forums that have been established by other users. Every 
user may individually specify in an easy-to-use preferences dialog, which of the addi-
tional modules they wish to have at their disposal, i.e. which kinds of objects they 
themselves can create on the server. 

The system in the old version was introduced successfully in a number of schools. 
Currently, the new version is being introduced with first feedback already available. 
An evaluation giving detailed information on whether the newly introduced features 
meet the demands of the users will be conducted in the near future. At the same time, 
new features are already being discussed and first prototypes being tested within the 
technical advisory board and with selected users. 
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Abstract. There are specific sectors of the economy that can benefit from satel-
lite-based tele-education. Areas, such as maritime and agriculture, share com-
mon needs for both broadband connectivity at remote geographical areas that 
cannot otherwise be covered, and for innovative content for tele-education pur-
poses. Furthermore, each area has special requirements with regard to the type 
of content to be delivered. In this paper we propose a set of architectural de-
signs and case scenarios that will realise such interactive end-to-end education 
systems based on satellite communications. Services requirements in this set-
ting are also identified and discussed.  

1   Introduction 

This paper explores how innovative and efficient tele-education solutions can be of-
fered over satellite to communities that would otherwise be excluded from the ongo-
ing revolution in the area of tele-education and eLearning. That is not just because 
with satellite technology broadband accessibility will be offered to previously isolated 
communities, but because using innovative content and efficient tele-education plat-
forms, such communities will be able to actively participate in an exchange of knowl-
edge that is crucial for building a knowledge economy. 

It is increasingly recognised that professional communities, which are distributed 
in remote places, will benefit significantly by using tele-education applications over 
satellite. In this study, we will consider the agricultural communities (farmers etc.) 
and the maritime communities (crew etc.) as two important exemplar groups for em-
ploying satellite based education systems. Farmers at remote areas, who often produce 
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specialised products of designated origin, require continuous targeted training to in-
crease or very often guarantee the quantity and quality of their production. Maritime 
workers also have continuous needs for tele-education and have been handicapped for 
many years by the lack of reliable and efficient network infrastructure that would help 
them reach this target. The structure of this paper is as follows: Section 2 presents an 
overview of distance learning systems; Section 3 identifies the user requirements of 
the two target communities; Section 4 describes three satellite network architectures 
that can be used for electronic learning purposes; Section 5 considers the main possi-
ble scenarios and their objectives. Section 6 details the services required for the  
implementation of satellite-based education systems. Finally, Section 7 draws the 
conclusions from this study. 

2   Networked Learning Environments for Distance Education 

Urdan and Weggen [1] define e-Learning as “the delivery of content via all electronic 
media, including the Internet, intranets, extranets, satellite broadcast, audio/video 
tape, interactive TV, and CD-ROM”  In that way, e-Learning encompasses all cur-
rently available instruments, including digital or electronic tools, to facilitate learning 
and impart the contents of a course. Urdan and Weggen [1] also define e-Learning as 
a subset of distance learning, as depicted in the Fig. 1. 

 

Fig. 1. Subsets of distance learning [1] 

e-Learning is a term that nowadays covers almost any type of learning process 
based on information and communication technologies. E-learning is not just a course 
converted to be stored in a personal computer, but it rather represents a new mix of 
resources, interactivity and achievements; new structures for learning, a combination 
of teaching services using technological tools that adds value, anytime and anywhere 
[2]; [3]; [4]. 

As depicted in Fig. 2, e-learning is a composition of three main areas: Contents, 
Technologies and Services [5].  

The Contents are the didactic units or reusable modules of the e-Learning process. 
The Technologies are the technological tools (platforms) that support the educational 
systems, including communication networks, protocols, and Learning Management 
Systems among others. The Services refer to the tracking and support offered to the 
students; e.g. Tutorials, periodic reports, assessments, course management, student 
motivation, course quality, etc. 
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TECHNOLOGIES SERVICE

CONTENT 

Fig. 2. E-Learning components [5] 

e-Learning systems are defined as the platforms or systems offering features that 
support educative services through electronic media. These systems can be Learning 
Management Systems (LMS), Learning Content Management System (LCMS), 
Knowledge Pools, or Brokerage Systems. 

A Learning Management System is an application running in a web server that is 
used to perform learning activities. It is also called a Platform or Virtual Campus. It is 
a place where students, tutors, teachers and coordinators connect through the Internet 
to download contents, examine the topics of each course, send e-mail to the teachers, 
chat with students, discuss in a forum, assist to a tutorial, etc. 

A Learning Content Management System is a system that is independent or inte-
grated into a LMS. It manages the learning contents. Once the contents are into the 
system, they can be assigned to each course, combined, downloaded, etc. 

The Knowledge Pools are distributed repositories of metadata compatible with the 
Learning Object Metadata (LOM) standard which assure an efficient publication, 
search and restore of educative contents. An interesting characteristic of these servers 
is that they can be federated. 

The Brokerage Systems store the description of the educative resources available 
locally or at remote locations. 

3   e-Learning System Requirements of User Groups 

This study focuses on the educational needs of agrarian and maritime communities 
that are in general remote communities with considerable networking and bandwidth 
constraints. It is often the case that access to e-learning services is not possible to 
remote villages or on a ship, since either no network is available or any existing band-
width which might be available to these communities does not allow for fully-
featured and rich multimedia-enabled services offering. Nevertheless, education and 
information updating is of vital importance to such communities to preserve their 
competitiveness and extend their activities or ease up their workload. Thus, a number 
of e-learning service requirements stem from the needs of such communities. Both 
require easy access to services, utilising common means and routines in the best pos-
sible way (natural interaction with new technology). However, with respect to educa-
tional content, the requirements differ according to the targeted community and the 
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nature of their profession. Below we briefly summarize such requirements for each 
type of targeted communities. 

The needs regarding educational content and thus services supporting such content 
are summarized as follows; 

 Application of good agricultural practice codes. 
 Cross compliance policies 
 Quality products and products of geographical origin. 
 New products  
 Product processing, promotion and marketing 
 Management issues 
 Young farmers settling/installation assistance 
 Special policies on rural women activities 
 EU Policy changes in agriculture and the agrofood industry  

Some of the above subjects constitute horizontal issues that concern all users. Oth-
ers constitute vertical matters that concern a specific audience. In all cases, content 
preparation will have to be adjusted to the local needs and the products or sectors each 
area specializes in. 

The content of a satellite-based tele-education service is designated primarily by 
the needs of the maritime vessel crew who aim to maintain their excellence and re-
ceive credit in their job. In order to provide an outline of such appropriate educational 
content, the major categories of educational needs and detailed specialised topics of 
education for the maritime community have been identified as follows: 

Security-related education requirements: 
 Methodology of ship security assessment. On scene survey. The threats that 

the vessel facing during the trip and methods to reduce the risk of this 
threats. 

 Methods of ship security surveys and inspections. How to search the vessel 
or specific place for explosive devices after threat phone call.  

 Instruction techniques for security training and education including security 
measures and procedures.    

 Knowledge of current security threats and patterns.  
 Recognition on a non–discriminatory basis of characteristics and behavioural 

patterns of persons who are likely to threaten security  
 Methods of physical searches and non-intrusive inspections.  
 Negotiations with terrorists.   
 First Aid. General information. Care of casualty, physical examination–

symptoms and signs  

Safety-related education requirements: 
 Firemen Training. Familiarization with fire fighting equipments, fire suits, 

breathing apparatus.  
 Fire Fighting. Human Risk during fire fighting.  Command and control the 

Incident. 
 Different types of fire.  
 Passenger mustering and crowd management.  Method of safe evacuation 

and mustering during emergency situation. (ex. fire).  
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 Fighting Sea Pollution.  Guideline Procedures to reduce the sea pollution after 
collision or grounding or bunkering, materials and chemicals that you can use. 

General Training-related education requirements: 

 Computers & software. Training and familiarization with word, excel, out-
look and power point   programs  

 Shipboard Management. 
 Marine risk assessment. To identify the source of risk that face but also to 

know how to deal with them effectively. Implementing risk management 
strategies in the increasingly sophisticated ad competitive environment.  

 Marine accident prevention and analysis. Accident prevention and Human 
Factor.  

 Training methods   

4   Satellite-Network Architecture for Distance Learning  

We consider three distinct satellite network architectures for education applications. 
The rationale in supporting multiple satellite communication environments stems 
from: (1) the variability of expected user requirements (some users have inflexible 
legacy communication systems, while others can be open for very innovative de-
ployments), and (2) the existence of a number of satellite platforms with a wide range 
of capabilities and cost. 

The main architectures for satellite education can be identified as follows: 

4.1   VSAT Architecture 

Land-to-Land VSAT Architecture 
This architecture includes a number of VSAT enabled sites and further interconnec-
tion using WiFi and/or WiMax wireless infrastructure for delivering the service to 
more users (Fig. 3). Different usage scenarios can involve point-to-point, point-to-
multipoint interactive communication, live lectures and video on demand capabilities, 
as well as interconnection between the network sites in order to ensure the necessary 
collaboration between the learning groups, which is an essential eLearning element. 

In the VSAT architecture, each VSAT station has its own distinct purpose. A cen-
tral VSAT is needed for the broadcast of the live lectures using a fully equipped stu-
dio and the provision of the educational offline material from the eLearning platform. 
This VSAT station acts as a central node in the process of educational content con-
sumption. Another VSAT antenna provides the eLearning service to users attending 
the course live at the tele-education hall or through a WiFi connection from other 
premises. The third VSAT antenna is used to facilitate the testing of VSAT and Wi-
Max in combination with the WiFi networking. The VSAT network will have mesh 
topology and thus will provide the possibility of collaboration among sites. 

Land-to-Vessel VSAT Architecture 
It includes one or more ship(s) connected with a VSAT station at the central node 
with a fully equipped studio (Fig. 4). Live lectures and video on demand capabilities 
using IPv4 are to be integrated in the scenario. 
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Fig. 3. VSAT networks 

 

Fig. 4. Maritime network structure 

4.2   DVB-S/S2 Architecture 

This architecture involves DVB-S or DVB-S2 enabled sites for tele-training. It can sup-
port tele-training scenarios, such as point-to-point and point-to-multipoint interactive 
communication and collaboration, as well as live lectures and video on demand capabili-
ties using IPv4 and IPv6 protocols (Fig. 5). 
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Fig. 5. DVB-S/S2 network structure 

4.3   DVB-RCS Architecture 

This architecture involves DVB-RCS enabled sites connected with the central DVB-
RCS platform (Fig. 6). Similarly to the previous architecture, this architecture can 
support live lectures and video on demand capabilities using IPv4. 

 

Fig. 6. DVB-RCS network structure 
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5   Distance Learning Scenarios over Satellite Networks 

Ten scenarios have been chosen to fulfill the needs of our geographically dispersed 
target communities. The following section lists the identified scenarios and briefly 
details their objectives. 

5.1   Common Room Oriented Scenarios 

Broadcast/multicast e-learning service to a common room. The primary objective of 
this scenario is to offer easily accessed pre-recorded educational courses targeted to 
audiences at remote locations, with no previous access to such services due to net-
work connectivity restrictions. Its secondary objective is to design and present courses 
content based on remote audience characteristics and preferences so as to ensure im-
mediate adoption of such services and full learners participation. 
 
Offline feedback and Q&A session following broadcast/multicast e-learning service to 
a common room. The objective of this scenario is to allow smooth communication 
and interaction with the tutor after an e-learning session in order to resolve questions. 
 
Virtual Classrooms with Remote Tutor; fully interactive; pre-scheduled for all par-
ticipating sites or on-demand for specific sites (tutor is based on a central site). The 
main objective of this scenario to allow the creation, support and maintenance of a 
virtual classroom that provides similar tools and capabilities as in a real classroom 
without the physical presence of the interacting learners and teachers/tutors in the 
same space domain but only in the same time domain. 
 
Webcast that is accessed from common room. The primary objective of this scenario 
is to promote and enable teacher-to-learner and learner-to-learner knowledge sharing. 
 
Videoconferencing between geographically dispersed classroom sites. The core ob-
jective of this scenario is to enable learners from remote classrooms to participate live 
in joint lectures, seminars or workshops, interacting in more or less the same way as 
when physically sharing the same site.  
 
LMS-based e-learning service that is accessed from a common tele-education room. 
The main objective of this scenario is to offer easily accessed educational courses 
targeted to audiences at remote locations, with no access to such services due to net-
work connectivity restrictions. Its secondary objective is to design, configure, manage 
and present courses content and descriptions based on remote audience characteristics 
so as to ensure immediate adoption of such services and full audience participation 

5.2   Home Oriented Scenarios 

LMS-based e-learning service that is accessed from home. The primary objective of 
this scenario is to offer easily accessed educational courses targeted to audiences  
at remote locations, with no access to such services due to network connectivity re-
strictions. The secondary objective for this scenario is to design and present courses 
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content based on remote audience characteristics so as to ensure immediate adoption 
of such services and full audience participation. 
 
Access to Virtual classroom from home. The first objective of this scenario is to allow 
the creation, support and maintenance of a virtual classroom that provides similar 
tools and capabilities as in a real classroom without the physical presence of the inter-
acting learners and teachers/tutors in the same space domain but only in the same time 
domain. The second objective is to provide the flexibility to the users to join the vir-
tual classroom from home, and the final objective is build a Virtual Classroom envi-
ronment that can facilitate standalone users to communicate whenever they want with 
others co-workers or users from their homes in order to be informed for their work 
sector or to be trained / educated. 
 
Webcast that is accessed from home. The main objective of this scenario is to enable 
and promote teacher-to-learner and learner-to-learner knowledge sharing from home. 
 
Videoconferencing from home. The objective of this scenario is to enable learners 
from their homes to participate live in joint lectures, seminars or workshops. 

6   Satellite-Enabled Education Services 

Starting from the user requirements and the scenarios presented in the previous sec-
tions, a number of services can be identified. The process of identification of these 
services is informed by the previously derived scenario specifications. 

6.1   Virtual Classroom Service 

A virtual classroom is defined as a computer accessible, on-line learning environment 
intended to fulfil many of the learning facilitation roles of a physical classroom. It 
provides a distributed learning environment at any time, any place and at any pace. 

By using Virtual Classrooms, one can hold face-to-face conversations and collabo-
rate with co-workers around the world. The features supported by these tools are 
concentrated on the following topics: 

 
 Video and Audio Conferencing 
 Chat 
 File Transfer 
 Program Sharing 
 Whiteboard 
 Remote Desktop Sharing 

 
These features can be used in a point-to-point connection through the predefined 

networks topologies to create multi-user connections from different sites to collabo-
rate in a conference or presentation. 

The types of content that can be delivered in a virtual classroom environment can 
be categorized into the following functionalities: 
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 Lecture Material (Course notes provided by the tutor) 
 Embedded Tools (Simulations, spread sheets, calculators, etc.) 
 Real time Video and Audio  
 Note Taking and Annotation 
 Major Exams 
 Quizzes (Embedded in the coursework) 
 Homework (Written material, worked problems) 
 Reading Assignments (Instructor guide to readings and actual readings) 
 Collaborative Projects (Teams and team projects) 
 Chat and Discussion  
 Messages and Email  
 Feedback, Questions, and Course Evaluation 

6.2   Learning Content Management System (LCMS) Service 

Among the services that have been identified as relevant to the scope and objectives 
of the satellite-enabled education is the deployment of a Learning Content Manage-
ment Service. An LCMS supports the authoring, publication and management of 
learning content, including multimedia content adaptation aspects, from the viewpoint 
of the system administrator and author but at the same time it will provide for person-
alised access to combined Learning Objects (LOs) in a Learning Path that suits best 
the learners of the participating communities. 
 

An LCMS typically accommodates LOs with the following types of content: 
 

 Video (both high quality and low quality video) 
 Audio (high quality) 
 Presentations (combining different formats) 
 Images 
 Documents 
 Assignments (for both individual learners or groups of learners) 
 Tests (deployed for access via Web browsers) 

 
The above formats seem to be able to cover requirements for content to be deliv-

ered to the computers of individual learners or for content to be delivered to a class-
room with many learners present over a variety of access networks and available 
bandwidth.  

It is envisaged that the LCMS will be combined with content adaptation systems to 
support further personalised and quality assured access to learning solutions by the 
learners. Content adaptation will consist of both pre-configuring high quality content 
to a variety of formats, generating associated metadata descriptions to describe each 
content variation (pre-adaptation stage), as well as research on scalable content for-
mats and MPEG-21 profiles generation, as well as the design of resource and meta-
data adaptation engines, to account for dynamic content adaptation throughout the 
transmission and reception path. 
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6.3   Tele-conferencing Service 

This is a core service enables live sessions connecting many geographically dispersed 
sites, either ad-hoc or prearranged manner. The functionality offered by a tele-
conferencing service is similar to that of the Virtual Classroom, however it is more 
focused on live interaction and more flexible with regard to time scheduling and site 
participation, but with limitations in terms of delivering materials.  Tele-conferencing 
can be defined as bi-directional communication between two or more groups, or be-
tween three or more individuals, who are in dispersed sites.  

Depending on the interaction capabilities offered, there are a number of teleconfer-
encing modalities ranging from plain audio to fully multimedia-enabled. For example, 
small, quick and short tele-meetings can be held “over the phone” via an audio con-
ference. The following description considers a full service, which is both audio- and 
video-enabled. It does not include teleconferencing intended for delivering con-
tent/LOs in an integrated environment of multiple sites or in a Virtual Classroom, as 
this is covered in the definition of other Services. 

The remote groups (learning communities) or the individual learners from their 
homes get together to participate in the educational activities (e.g. attend semi-
nars/workshops or meetings/conversations, and collaborate with colleagues/ fellow 
learners at other sites). Transmission of live video to and from the set-top box or PC is 
performed bi-directionally over a satellite network, and possibly also via wireless 
LAN/MAN connection. The teleconference is launched at each site by logging in to a 
multipoint web service at the desired time. The sessions can be either arranged “ad-
hoc” or prescheduled. 

Such a service attains the following features: 

 Real time Video and Audio (multimedia networking) 
 Session Scheduling tool  
 Collaboration tools (Teams and team projects) 
 Chat and Discussion   
 File Transfer 
 Program/Application Sharing 
 Whiteboard 
 Shared Notepad 
 Remote Desktop Sharing 
 Document camera 

Commercial Off-the-shelf teleconferencing solutions for implementation 

A number of platforms and tools can be used depending on the specific user needs: 

 The Isabel conferencing tool [6] can support any possible case of delivery, 
providing high speed connections with many users from different geographi-
cally disparate sites.  

 In the case of just one point-to-point connection with very basic functional-
ity, a simpler tool such as Microsoft’s NetMeeting [7] can also be used. 

 For audio conferencing, less demanding applications based on Voice-over-IP 
platforms would be sufficient. 
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6.4   Webinar/Webcast Service 

This service consists of a unidirectional, live or pre recorded, transmission of content 
from one site to the rest of remote sites.  The date and details of each session should 
be announced previously in order for the receiving site to tune in properly. 

The main actors that interact in the educational process could be teachers and 
learners, or just learners among them. There are no restrictions on the communities 
that could be able to use this service; In principle any community (including agrarian 
and maritime) can benefit from it. 

While the content can be pre recorded at the transmitting site, this service does not 
involve on-demand download. In that way the receiving site can not distinguish if the 
content being played is live or pre recorded. The only difference in this case is at the 
transmitting site. 

The content could be received at a common room or at the learner’s home. Both 
scenarios are pretty similar. The main difference is the need for a more sophisticated 
common room setup. It is expected to use common-of-the-shelves player software at 
the receiving site. 

6.5   Other Services 

Another potential service that accommodates the needs of already defined e-learning 
scenarios is the “Broadcast/multicast e-learning service”. In such a service, pre-
recorded educational content is either broadcasted over satellite core and access  
networks (DVB-S2, VSAT) or multicasted over broadband satellite and wireless IP-
based access networks (DVB-RCS, Wi-Fi, Wi-Max) respectively to remote groups of 
learners gathered in a tele-education hall, equipped with receiving satellite antennas 
and hubs or wireless access points, set-top boxes or PCs, video projectors, VCRs, TV 
sets, microphones and speakers. The session is initiated either at pre-scheduled times 
or by the course coordinator and involves initially passive viewing of the educational 
course and later on communication and interaction possibilities for Q&A sessions. 
Such a service involves use of an LMS/LCMS to store educational pre-recorded con-
tent, configured in a variety of formats to accommodate differentiated networking 
bandwidths. Associated annotations/descriptions along with course information and 
scheduling are stored along with the content into the LMS/LCMS. Access to this 
service is feasible either through a purely satellite network and client terminals 
(VSAT, DVB-RCS), or through a core satellite network interlinked with broadband 
wireless access networks (DVB-S2/VSAT + WiFi/WiMax). Broadcasting or multi-
casting is implemented based on IP protocols for streaming over Internet such as IPv4 
and IPv6. Return channel communication for the Q&A session takes advantage of the 
bidirectional capabilities of DVB-RCS and VSAT satellite networks, while in the case 
of unidirectional DVB-S2 satellite networks, the possibility to use SCPC for back-
channel communication is considered. User means of communication and interaction 
with the tutors/coordinator are through emails, chats, forums, audio conferences, etc. 

Several other types of services may be applicable in case that targeted community 
requirements are not met by the currently defined ones, or system and infrastructural 
requirements are faced with technology limitations and feasibility risks. 
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7   Conclusions 

This paper has discussed the need for satellite-based tele-education in the context of 
providing tele-training services to professional communities, which are distributed in 
remote areas. The satellite-based service requirements have been identified for two 
important communities (agricultural and maritime). Three network architectures have 
been described that fulfill the system requirements. A number of usage scenarios have 
been identified and critically examined in terms of their applicability and potential 
benefits to the two communities. Finally, a raft of services has been proposed to im-
plement the envisaged scenarios based on designed satellite architectures. It is the 
authors’ strong belief that the development and wider adoption of such satellite-based 
services will extend the benefits of ICT-enabled education to an even larger propor-
tion of the workforce worldwide. It is also expected that that emergence of such 
learner-oriented systems for distance education via satellite communication will lead 
to sustainable solutions to the problem of delivering education to geographically dis-
persed learner communities in the developing countries, most of which suffer from a 
lack of any network infrastructure. 
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Abstract. This paper reports on scientific experimentation activities conducted 
in the EU project COLDEX. Learning scenarios have been developed that allow 
students to carry out scientific experiments in various fields of science such as 
astronomy, probability etc. The activities were supported by a collaborative 
experimentation environment called “CoolModes”. The environment will be 
described in detail regarding its support for experiments from different areas of 
science. The focus of this study was evaluating the learning scenarios. Students’ 
motivation was assessed right after participating in the scenarios. Attitudes 
regarding computers and science in general were investigated to gain additional 
background variables. 

1   Introduction 

Pedagogical perspectives on how to get students interested in science learning have 
been studied to a large extent [1], [2]. According to Chinn and Malhotra [3] authentic 
learning settings in science are one way to motivate students effectively to engage in 
scientific thinking. Authentic approaches in science include exploring problems with 
unknown outcome and providing students with tools that scientists use. Especially 
when it comes to complex problems, students need a structure that on the one hand 
allows them to investigate a scientific problem on their own but on the other hand 
guides them within their inquiry process to avoid frustration. In authentic inquiry, this 
structure includes formulating hypotheses, manipulating variables to run appropriate 
experiments etc. These activities are unique in the field of science but applicable 
across subjects. Supported appropriately they can allow students to face challenging 
scientific tasks. 

When Jonassen [4] referred to mindtools he described techniques using software 
tools such as system-dynamics or mind-mapping programs, which are useful for 
supporting cognitive activities in various areas. For example the “Mindtool” Stella [5] 
can be used for visualizing concrete systems such as traffic in a city, but also for 
representing theoretical constructs in the field of psychology. Respectively, Hoppe et 
al. [6] focus on the development of “Collaborative Mindtools” to provide scientific 
tools such as modelling, within one environment called “CoolModes”. CoolModes 
contains different kinds of visual languages to support knowledge representation 
collaboratively by sharing workspaces. These workspaces allow combining different 
visual languages which support activities in various fields of science such as 
astronomy, stochastics etc.  
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This study was conducted in the context of a European funded project called 
COLDEX (IST-2001-32327). COLDEX stands for “Collaborative Learning and 
Distributed Experimentation” [7].  

2   Pedagogical Aims 

A pedagogical framework [8] including learner requirements guided the development 
of scenarios in the COLDEX project. The requirements focus on aspects to engage 
students in science learning by stimulating interest in complex phenomena in rich 
scientific environments. These requirements include: 

• Authentic activities.  Presenting authentic tasks that conceptualise rather then 
abstract information and provide real-world, case-based contexts, rather than 
pre-determined instructional sequences. Learning activities should be 
anchored in real uses, to avoid that knowledge remains inert. 

• Knowledge Construction. Learners should be constructing artefacts and 
sharing them with their classmates. 

• Collaboration. The environment should support collaborative construction of 
knowledge through social negotiation.  

• Reflection.  Reflective practice through modelling activities 
• Situating the context. To enable context and content dependent knowledge 

construction. 
• Multi-modal representation. To provide multiple representations of reality, 

representing the natural complexity of the real world. 

The Cool Modes Environment supports scientific experimentation activities by 
triggering motivation and interest through engaging students in an innovative 
environment and exciting non-standard science topics. For example Cool Modes 
supports collaboration by allowing students to share workspaces and to construct and 
share artefacts using a Learning Object Repository [9]. The individual features of the 
learning scenarios supported by Cool Modes will be described below in detail.  

3   The Learning Environment 

All 3 scenarios have been carried out using the CoolModes environment [10].  
CoolModes is a CBLE that supports scientific activities by engaging students in 
modelling tasks and scientific inquiry.  Every scenario is represented through a 
specific palette in the software.  

The maze scenario 

The maze scenario is an approach to rule based programming using a very limited 
visual programming language. The scenario can be used by students from the age of 
13 without any knowledge pre-requisites. The main challenge is to provide a robot 
with a strategy of how to escape out of an arbitrary maze. Virtual and physical mazes 
can be built and used for strategy testing. While working with the maze scenario the 
students can learn about 
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- algorithmic thinking,  
- the basics of rule based programming, 
- how to formulate and analyse rule based algorithms, 
- how to develop classifications for complex objects (mazes and rule sets) 
- redundancy within algorithmic specifications 
- sophisticated strategies solving the specific challenge (Pledge algorithm) 

 

Fig. 1. Finding a way out of the maze: Maze scenario 

The idea to develop formalized strategies to escape out of a maze is not new [11].  
A robot with a sense of its direct environment and absolute heading can be instructed 
which way to take in a specific situation by formulating a set of rules like “when there 
is no wall to the right, turn to the right and move forward”.  Within the CoolModes 
environment, the students can construct different mazes and provide robots with rule 
sets describing how to behave within a maze. To lower the students’ difficulties at the 
beginning a specific programming-by-example-mode can be used that helps the 
students to develop first rule sets. When being familiar with the learning environment, 
the students have to rethink their strategies and formulate them in a systematic way to 
achieve best results. The learning scenario normally is used to perform a competition 
between different groups of maze creators and rule set developers who try to 
overcome the results of the other groups. Simple strategies like wall following can be 
developed and programmed by the students quite easily, more sophisticated strategies 
normally need additional information input by the teacher.  Another interesting group 
contest is to formulate the smallest possible rule set e.g. for wall following. 
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The moon scenario 

The moon scenario enables students to calculate lunar heights based on digital 
measurements out of moon images. A detailed description can be found in Hoeksema et 
al. [12]. Only a few knowledge pre-requisites (mainly sentence of three and the similarity 
of triangles) are needed to enable the students aged about 14 years to work self-
determined in groups. While working with the moon scenario the students can learn: 

- how cartographic measurements can be estimated by measuring visible 
shadow lengths, 

- how to model the geometrical relation between sun, earth and moon within our 
solar system,  

- the consequences for light and shadow on the moon,  
- how to abstract an algebraic formula out of a geometric model and 
- how to express an algebraic formula within a visual calculation language. 

 

Fig. 2. Calculating lunar heights with the Cool Modes Moon palette 

First, the students have to produce or retrieve applicable images of the moon. 
Within the CoolModes environment digital measurements can be taken out of these 
images. The measurements taken can be transferred to calculation trees to calculate a 
specific height. To solve this task the students first have to develop an understanding 
about the solar system, namely the rotation of the earth around the sun, the rotation of 
the moon around the earth, and the consequences for light and shadow that can be 
observed while watching the moon. Therefore, a dynamic geometric 2D model is 
provided to the students. The gained geometrical understanding has to be transferred 
to an algebraic formula. This formula has to be modelled using an operational visual 
language to express calculations. When successful, the built model can be reused 
easily to calculate arbitrary heights like lunar walls or craters. Later, a “moon lexicon” 
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can be created collaboratively. Several group contests are possible (best estimation of 
a specific crater, location of the highest crater etc.). The comparison of the different 
operational models and their calculation precision is the basis for collaborative and 
competitive discussions and group exchange. 

The stochastic experimenting scenario 

The stochastic experimenting scenario [13] enables students to get practical 
experiences with probabilities setting up own, virtual experiments for simulation, 
analysing and validating their results. The scenario can be used by students from the 
age of 12. It was employed in introductory sequences with the “law of large numbers” 
as a central theme, for the exploration of betting e.g. lottery games or the birthday 
paradox and motivating inferential statistics through the study of Bernoulli processes. 
The main challenge is to facilitate discovery learning in the field of stochastics 
following an inquiry cycle comprising stating hypotheses, modelling and 
experimenting, analysing data and validating the assumptions. While working with 
the stochastic experimenting scenario the students can learn about 

- different kinds of random devices 
- Bernoulli’s ‘law of large numbers’  
- fair and unfair games 
- urn experiments  
- Bernoulli processes 
- how to compute probabilities 
- how to model authentic problems  
- how to model experiments using methods to filter and analyse data 

 
Fig. 3. Model of a stochastic experiment with hypothesis note 
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Stochastics is a prominent and challenging domain in math learning. Fischbein [14] 
exposed its importance for science learning: "Practical experience with probabilities 
provides an ideal way of familiarizing children with the fundamental concepts of science, 
such as prediction, experiment and verification”. Pupils often start motivated to find out 
more about “chance”, being confronted with complex challenges. Hands-on experiments 
e.g. throwing dice or coins are often used to help the students understand basic concepts. 
Normally the experimental work is limited to introductory lessons because it requires a 
lot of repetitive work and great patience and preciseness by the students. 

Within the Cool Modes Stochastic environment students are supported in 
modelling and simulating multiple experiments with random generators like dice, 
coins and various urns. It contains other elements to build up a micro-world for 
exploring probabilistic problems through experimenting like control elements to 
repeat an experiment, data collectors to store the results, filters for automatic sorting 
or analysis e.g. in lotto experiments. Tables, bar charts for absolute or relative 
frequency visualize the outcomes and facilitate the examination and interpretation of 
data. Further elements support collaborative activities. 

4   Focus 

The focus of this study is the effect of the learning scenarios on motivation. 
Additionally general attitudes were assessed as background variables. The learning 
sequence for every scenario tested is not longer than several hours. Therefore we did 
not employ a pre-post assessment since changes in attitudes can only be measured 
over a longer time span [15]. Still we were interested in how general attitudes such as 
attitudes towards science and attitudes towards computers differ from perceived 
enjoyment and other motivational factors towards the activities that students carried 
out when participating in the scenarios. 

One goal of the COLDEX project is to support scientific topics and activities with 
a non-standard science character. Even though the scenarios were developed for being 
integrated in school curricula, they promote non-standard science topics and 
approaches. Thus we aim at introducing authentic as well as exciting scientific 
activities to combine with traditional topics in the field of math and computer science. 
One question that seemed to be especially interesting was: “How did participating in 
the learning scenarios affect the students motivation”? In addition we were interested 
in the students general attitudes towards science and computers. Therefore attitudes 
were assessed as contextual variables. For this study we chose three different 
scenarios from the scenarios used in the COLDEX project. Therefore a second 
question was to look at differences in motivation between the three scenarios. An 
overall purpose of the study was to refine instruments for further assessment of 
attitudes and motivation in German schools. 

5   Method 

Participants and Learning Setting 

101 participants were students in the age of 15 and 16 from school classes in North-
Rhine Westphalia in Germany. Four classes participated in COLDEX scenarios with 
the topics Maze, Moon and Stochastics respectively.  
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Since this study was employed in classroom settings we must assume various 
influences affecting the results due to high heterogeneity. First the scenarios 
themselves vary in different aspects. One aspect is that the scenarios are to different 
degrees related to the curriculum (see Table 1, No.1). Thus the scenarios were more 
or less embedded in the lesson plan. Another aspect was whether prior knowledge 
was needed to be able to participate successfully (see Table 1, No.2). 

Table 1. Scenario Charachteristics 

No. Scenario Characteristics Stochastics Maze Moon 
1 Curriculum related + - - 
2 Prior knowledge - - + 

 

All three scenarios took place in lab rooms, two at school and one at university. 
Students worked together in dyads in an open reciprocal environment. That means 
dyads working together were free to exchange with other groups or with the teacher. 
All groups had a teacher-centred introduction, a discovery session, Practice Sessions 
and a LOR session. In all scenarios the goal was to encourage students to solve 
problems using the modelling environment CoolModes.   

Instruments:  

For assessing motivation we used one modified scale to collect information about 
perceived motivation towards the learning activity. Motivation was assessed as post-
assessment directly after the learning activity.  

Two modified scales were used to test Computer and Science Attitudes in general. 
Both attitude questionnaires were administered beforehand to collect background 
information. 

Translation Procedure:  

The questionnaires were translated from the original (English) language into German 
in accordance to the translation guidelines for translating tests suggested by Van de 
Vijver & Hambleton [16]. Two independent translators with pedagogical background 
translated the questionnaire from English to Swedish. These three translations were 
discussed together with the translators and one external reviewer. After resolving 
inconsistencies one translation was developed. Two bilingual pedagogues translated 
back the Swedish version into the original language. The back-translations were then 
compared to the original questionnaire; the German version was again revised. Face-
validity of the German questionnaire was afterwards tested in a pilot test with six 
students. Reliability was tested for each subscale separately during the study. 

Motivation Scale 

We adopted the “Intrinsic Motivation Inventory” developed by Deci and Ryan [17] to 
target the learning activity directly to find out how students perceived the learning 
activity.  The inventory uses a seven point Likert scale where “1” represents “not at all 
true”, “4” represents “somewhat true” and “7” represents “very true”. The questionnaire 



 Motivational Effects Within Scientific Experimentation Scenarios 431 

consists of several subscales, wherefrom we chose three subscales: “Interest/Enjoyment” 
(7 items), “Perceived Competence” (6 items) and “Effort” (5 items). 

Table 2. Reliability Analysis of IMI (Intrinsic Motivation Inventory) 

Subscales Number of Items Cronbach's Alpha 

Enjoyment 
Competence 
Effort 

7 
6 
5 

0.93 
0.90 
0.84 

Attitude Scales 

Science-related attitudes were measured with TOSRA. The TOSRA is based on the 
classification of students’ attitudinal aims according to Klopfer’s [18] six categories: 
Attitude to science and scientists, attitude to inquiry, adoption of scientific attitudes, 
enjoyment of science learning experiences, interest in science, interest in a career in 
science. The Questionnaire was developed by Fraser and uses a seven-point Likert 
scale. It was tested in several areas, especially for evaluation learning software [19], 
[20]. For this study we adopted the original design by Fraser, only choosing two of 
the seven subcategories [21]: Attitudes toward scientific inquiry, Enjoyment of 
science lessons. Reliability was acceptable for the Inquiry scale. We removed one 
item from the further analysis to gain higher reliability. Reliability of the Enjoyment 
scale was excellent.  

Table 3. Reliability Analysis of TOSRA (Test of Science Related Attitudes) 

Subscales Number of Items Cronbach's Alpha 

Scientific Inquiry 
Enjoyment of science lessons 

10 
10 

 

0.80 
0.93 

 

For Computer Attitudes we adapted the CAQ questionnaire from the work by 
Knezek [22]. The original questionnaire contains 95, five-point Likert-type items 
including 9 subscales. We modified the scale from five-point to seven- point to have 
equal scale for all questions (TOSRA, IMI and CAQ). Due to the short learning 
activity we needed to stick to a reasonable amount of subscales, so we chose three 
subscales that seemed to be especially interesting for the evaluation: “Computer 
Enjoyment”, “Computer anxiety” and “Computer Importance”. Reliability was tested 
for all 3 subscales. To further investigate reliability, a factor analysis was conducted 
for the Computer Attitude Questionnaire. The factor analysis suggested two factors, 
merging enjoyment and anxiety, differentiating between “Computer 
Anxiety/Enjoyment” and “Computer Importance”. 
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Table 4. Reliability Analysis of CAQ (Computer Attitude Questionnaire) 

Subscales Number of Items Cronbach's Alpha 

Anxiety/Enjoyment 
Importance 

9 
7 

0.83 
0.75 

6   Results 

Motivation Toward COLDEX Learning Scenarios Using "Cool Modes". The three 
motivation subscales were analysed using ANOVA. A difference for enjoyment 
between the scenarios has been found (F (2, 92)= 19.873, p= .000). An analysis 
(Post hoc with Bonferroni correction) of the enjoyment subscale showed 
significant differences between Maze and Moon scenario (p= .000) and between 
Moon and Stochastics scenario. No significant differences towards enjoyment were 
revealed between Maze and Stochastics scenario. The perceived enjoyment 
towards the activity was significant lower for the Moon scenario than for both 
other scenarios.  The Post hoc comparison with Bonferroni correction showed the 
same for the motivation subscale "competence". While students participating in the 
Stochastics and Maze scenario perceived themselves as competent during the 
activity, students participating in the Moon scenario (p= .000) felt significant less 
competent. There were no significant differences between the scenarios regarding 
effort invested.  A Pearson correlation for all scenarios revealed high correlation 
between all motivation factors. Hence, we could find a linear relationship between 
all subscales of motivation.  

 

Fig. 4. Results Motivation for all scenarios 
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Table 5. Means for motivation 

Descriptive Statistics

4.74 1.576 46

4.89 1.256 46

4.47 1.513 46

4.38 1.133 29

4.34 1.257 29

4.02 1.196 29

2.80 .913 28

3.26 .958 28

4.11 .921 28

Enjoyment

Competence

Effort

Enjoyment

Competence

Effort

Enjoyment

Competence

Effort

Scenario
Stochastic

Maze

Moon

Mean Std. Deviation N

 

General Attitudes. The results of the ANOVA showed no significant differences 
between the scenarios regarding general attitudes. Hence comparing attitudes between 
scenarios showed similar results for all scenarios. A correlation between the attitude 
scales for all scenarios using Pearson’s correlation coefficient showed that both 
computer scales were related (Stochastics: r= .806; Maze: r= .853; Moon: r= .879). 
This was different for the both science subscales. There was no correlation between 
the subscales scientific inquiry and science lesson enjoyment. While scientific inquiry 
showed high results for all scenarios, science lesson enjoyment was significant lower 
in comparison to the other attitude scales.  

Table 6. Attitudes for all scenarios 

Descriptive Statistics

6.04 .779 43

5.92 .790 46

4.78 1.326 46

5.60 .932 46

6.06 .925 27

6.00 .970 29

4.73 1.588 29

5.89 1.060 29

6.03 .978 28

5.84 .994 29

4.63 .909 29

5.76 .566 29

Computer Enjoyment/Anxiety

Computer Importance

Science Enjoyment

Scientific Inquiry

Computer Enjoyment/Anxiety

Computer Importance

Science Enjoyment

Scientific Inquiry

Computer Enjoyment/Anxiety

Computer Importance

Science Enjoyment

Scientific Inquiry

Scenario
Stochastic

Maze

Moon

Mean
Std.

Deviation N
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7   Discussion 

The means for motivation indicate that students of the Stochastics and the Maze 
scenario found the activities to be enjoyable and somewhat enjoyable. Accordingly 
students in both scenarios felt competent and somewhat competent.  Since the Moon 
scenario showed significant lower results than the other two scenarios we will focus 
on it in more detail:  

The results have shown that the motivation subscales in the scenarios did not differ 
significantly from each other except within the Moon scenario: Students perceived 
that they put significant more effort (M= 4.11; SD=0.91) in the Moon activity as they 
found it enjoyable. One possible explanation could be that the Moon scenario requires 
prior knowledge on the one hand but this knowledge was not available because of the 
scenario's extra curricular character. Students might have put extra effort into solving 
tasks in the Moon scenario but this effort was not sufficient so the students became 
discouraged. This led to low results on the enjoyment subscale (M=2.80, SD=0.91). If 
we see developing motivation within students as a dimension between amotivation, 
challenge and discouragement, then overchallenging would cause low motivation.  

We found it interesting that attitudes towards computer and scientific inquiry all 
correlated highly. However that for all scenarios we found significant lower attitude 
results for enjoyment towards science lessons. This could indicate that attitudes related to 
school activities in general would be lower than to non-school related attitudes. 

8   Outlook 

In this study, we compared the motivation results between the scenarios and assessed 
general attitudes towards science and computers as background variables.  In addition 
we assessed the learning outcome in each school class. Future efforts will include 
analysing the knowledge results in comparison to the motivation results. Also we plan 
to compare outcomes of this study with results from observational data published 
elsewhere [23] to co-validate both results and to enrich our findings. 

Our approach gave us hints about the differences on motivation between scenarios, 
however a standard experimental design would have given us more clues about how 
the motivation differed between students who participated in COLDEX scenarios vs. 
students who participated in traditional classroom activities.  
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Appendix 

1. Post Hoc with Bonferroni Correction for all scenarios 

Multiple Comparisons

Bonferroni
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The mean difference is significant at the .05 level.*.  
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Abstract. Good teachers know their students, and exploit this know-
ledge to adapt or optimise their instruction. Teachers know their students
because they interact with them face-to-face in classroom or one-to-one
tutoring sessions. They can build student models, for instance, by ex-
ploiting the multi-faceted nature of human-human communication. In
distance-learning environments, teacher and student have to cope with
the lack of such direct interaction, and this must have detrimental ef-
fects for both teacher and student. In this paper, we investigate the need
of teachers for tracking student actions in computer-mediated settings.
We report on a teacher’s questionnaire that we devised to identify the
needs of teachers to make distance learning a less detached experience.
Our analysis of the teachers’ responses shows that there is a preference
for information that relates to student performance (e.g., success rate in
exercises, mastery level for a concept, skill, or method) and analysis of
frequent errors or misconceptions. Our teachers judged information with
regard to social nets, navigational pattern, and historical usage data less
interesting. It shows that current e-learning environments have to im-
prove to satisfy teachers’ needs for tracking students in distance learning
contexts.

1 Motivation

There is an increasing number of e-learning systems that aim at adding computer-
mediated instruction to traditional classroom teaching, one-to-one tutoring, and
individual learning. The use of such systems can be beneficial for teacher and
learner, but it can also lead to frustration for both of them. Learners may not
profit from e-learning tools because of incorrect or sub-optimal use, lack of guid-
ance or discipline, the complexity of the software etc. Teachers may have problems
to judge whether learners make proper use of the software, or achieve learning
gains because of, or despite of, e-learning software.

In traditional settings, good teachers know their students, in terms of their
mastery levels, motivation, learning progress, learning styles, and misconcep-
tions. Good teachers can then exploit this information to adapt or optimize
their instruction and to timely intervene in the learning process when problems
occur. The importance of student monitoring is essential. Cotton, for instance,

W. Nejdl and K. Tochtermann (Eds.): EC-TEL 2006, LNCS 4227, pp. 437–451, 2006.
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surveyed the literature in educational research and found that this discipline
“identified the practice of monitoring student learning as an essential compo-
nent of high-quality education” [1].

In face-to-face teaching instructors can build their student model by direct
questioning, observations (e.g., overall behaviour, visual cues as facial expression
and gesture), and communications (e.g., linguistic clues, intonational pattern).
This is hard, if not impossible, in computer-mediated learning systems, which
are far less perceptive to affective and motivational aspects of student behaviour
and the subtleties of human-human communication. It seems that the often
proclaimed advantage of e-learning, “learning any time, any place”, turns to a
major handicap when it comes to student tracking.

One-to-one human-human tutoring is costly, however, and one-to-many class-
room instruction leaves little time to teachers to care for individual student
needs. There is thus a justification for e-learning systems to complement human-
human instruction with (one-to-one) computer-mediated learning. In fact, where
human resources are scarce, intelligent e-learning systems can open new possi-
bilities. They could monitor student activity by keeping track of all system-user
interactions. A sophisticated analysis and use of such data can then provide valu-
able information to teachers, say, to better understand their (distant) students,
and to point them to their students at risk.1 The analysis process as well as the
presentation of the results can be mechanised by software tools.

Our goal is to develop a student tracking tool for teachers in the context of
ActiveMath, a web-based, user-adaptive learning environment for mathematics
[http://www.activemath.org], and iClass, an intelligent cognitive-based open
learning system [http://www.iclass.info]. The requirements analysis unfolds
into two aspects. First, from the vast amounts of raw system-learner interaction
data, we need to identify and extract information that is valuable for teachers.
Second, from the various possible presentations for extracted information, we
need to identify intelligible visualisation methods that allow teachers to interpret
student actions effectively and efficiently. To investigate the first aspect, we have
devised a teacher’s questionnaire.2 In this paper, we present the questionnaire,
an analysis of the results, and derived requirements for a student tracking tool.

2 Related Work

2.1 Computer-Based Learning

There is a plethora of e-learning systems, ranging from general content manage-
ment systems to domain-dependent intelligent tutoring system, using different

1 Results from data analysis can also be presented to course designers to improve the
content of instruction, to learners for self-reflection, and to system developers, say,
to increase the usability of an e-learning system’s graphical user interface.

2 The questionnaire is still available on-line and accessible via the URL
http://www.activemath.org/questionnaire/questionnaire.html as we continue
to welcome teacher’s contributions to student tracking tool requirements.
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architectures, having various purposes, and offering different services and tools.
There are standalone systems that run on your local machine; others follow a
network-based client/server architecture; some use web-browsers, others have
proprietary graphical user interfaces. Learning systems may support self-study,
collaborative (peer-to-peer) learning, organized learning in supervised groups,
web-based homework, or combinations thereof. Some systems emphasise services
for students, others target teachers and course designers.

The features and limitations of student tracking software depend on the char-
acteristics of the underlying e-learning systems. The overall architectural setting
(local/network, browser/proprietary GUI etc.) has a major impact on logging
mechanisms and the exploitation of log data. A local installation, for instance,
excludes a centralized log data collection; and a standard web-browser requires
sophisticated (client-side) scripting to get hold of tracking data.

In this paper, we ignore technical constraints of existing e-learning systems,
and take a user-centered approach to requirements analysis. Given a set of com-
mon learning activities in e-learning contexts such as reading content material
(provided as text, (graphical) illustrations, movies, animations, sound etc.), com-
municating with others (using email, discussion forums, chat etc.), practicing and
assessing (say, answering fill-in-the-blanks questions, multiple-choice questions,
puzzles, teacher-evaluated assignments etc), we need to identify those which
analyses yield potentially valuable learner information for teachers.

2.2 Student Tracking Approaches

There is a wide range of student tracking approaches and implementations. Com-
mercial course management systems like WebCT, for instance, track: the date of
the first and most recent sign-on for each student in the course; the usage of the
conference tool (number of articles read, number of postings and follow-ups to
measure of involvement and contribution to the course); the use of various other
tools (e.g., notes, calendar, e-mail); and visits to the content material (page vis-
its, view times) to monitor course usage, usefulness, and quality. Gathered data
is then visualised in tabular form or with bar charts [2,14].

In [7], Mazza et al. critisise visualisations in tabular format as “often incom-
prehensible, with a poor logical organisation”, and as “difficult to follow”. As a
result, they say, “tracking data is very rarely used by distance learning instruc-
tors”. The information visualization approach followed by CourseVis [7] and its
successor, the graphical interactive student monitoring system GISMO [8], uses
graphical encodings of data (generated by course management systems) that
are adapted to human cognition and that allow teachers to capture important
relations and facts easily. The graphical representations provided are usually
interactive and can be modified by the user (e.g., rotatable 3D graphs).

In [4], Hardy et al. present a toolbox to “track, analyse and display learners
interactions within a virtual learning environment”. Student tracking data in-
clude, for instance, amount of time a user spends in different parts of system,
number of accesses to the course material by date, or the navigational route
taken through the contents. Whereas Mazza et al. have the main motivation to
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help instructors to build a mental model of their students, Hardy et al. emphasise
that the provided information can be used as a “valuable input when evaluating
the effectiveness of the e-learning materials and framework”.

Merceron and Yacef pursue a data mining approach to student activity track-
ing [10]. Their tool for advanced data analysis in education (TADA-Ed) offers,
for instance, an association rule algorithm that can be used to identify sets of
mistakes that often occur together, or a decision tree algorithm to predict final
exam marks given students’ prior usage behaviour. Usage of the tool requires
basic knowledge in data mining (and machine learning as its technological ba-
sis), and therefore, TADA-Ed is a tool that is primarily directed at educational
researchers rather than professional teachers.

Some tutoring systems have a proprietary student tracking tool that depends
on the domain of instruction. The LISTEN Reading Tutor, for instance, helps
children learning to read [11]. The system displays stories, sentence by sentence,
which children then have to read aloud. LISTEN’s logging mechanism stores
the children’s utterances as well as other student-system interaction events into
a relational database. The LISTEN student tracking tool processes interaction
events by means of SQL queries and presents the results to the educational
researcher [12]. The results are hierarchically structured: if the time interval of
one interaction is contained in the time interval of another interaction of the
same student, then there is a parent-child relation between the two interactions.
A browser then shows the resulting tree; browsing is facilitated by expanding
and collapsing tree nodes, or by defining interaction types filters. The tool is
intended for qualitative case analysis.

A related strand of research deals with the visualization of learner models.
Student modelling is a discipline in artificial intelligence which analyses the
computer-tracked student behaviour and information provided by the student
himself to build an internal representation (the system’s beliefs about the stu-
dent). This representation can then be used to adapt courses to the needs, goals,
and preferences of individual students and to generate personalized feedback and
help. The resulting model can also be visualised. The VisNet system visualises
learner models that are based on Bayesian Belief Networks (BBN) [3]. VisNet is
intended for “engineering and tuning BBNs and for engineering and maintain-
ing BBN representations of learner models”. In [15], Zapata-Rivera and Greer
describe the VisMod system, another system for visualizing Bayesian learner
models. The “inspectible learner models” provided by this system should also
benefit instructors and learners: “Using ViSMod it is possible to inspect the
model of a single learner, and compare several learners by comparing their mod-
els, navigate throughout the model changing focus according to learners and
teachers interests, and use several sources of evidence to animate the evolution
of a new model”.

Given the large variety of student tracking systems and their rich sets of
features, it is time to keep stock and ask teachers (in part, experienced with the
use of such systems) to state their interests and requirements for the tracking
and analysis of student activity in e-learning systems.
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3 Teacher’s Questionnaire

The questionnaire resulted from a multi-step process. First, candidate informa-
tion units for student tracking was gathered. Then, to evaluate the candidates’
usefulness as well as their description in terms of understandability and com-
pleteness, feedback was requested from a few teachers via email. Their answers
were exploited to make questionnaire formulations less technical, and to add
or elaborate explanations were necessary. The revised questionnaire was then
encoded into hypertext and published on-line (in both English and German),
together with a PHP script that stored submitted forms into a MySQL data-
base.

Distant instructors were pointed to the questionnaire by personal contacts,
hyperlinks from various web-sites3, and postings with a call for participation in
two highly frequented discussion forums for e-learning: the Distance Education
Online Symposium (DEOS-L)4 and the Edtech Discussion list5.

3.1 Questionnaire Description

The questionnaire consisted of three parts. The introductory part motivated and
explained its purpose. The second part, organised thematically, proposed actual
candidates for student tracking information. Teachers were asked to evaluate
those candidates with regard to interestingness on a scale with the values “not
at all interesting”, “not very interesting”, “fairly interesting”, and “very interest-
ing”. The value “I am not sure” was available to cover cases where participants
could not assess the interestingness of a given proposal. Teachers were also asked
to give qualitative feedback with regard to their preferences or to the appropri-
ateness of our proposals. In other text input fields, they could contribute their
ideas to improve or complement our candidate proposals for student tracking.
The third part aimed at profiling those who participated in filling-out the ques-
tionnaire; this last part was adopted, with some slight modifications from [5].
The profile included, for instance, participants’ role, instructional setting, and
e-learning experience.

Fig. 1 display a shortened version of the questionnaire’s second part.

3.2 Questionnaire Results

At the time of writing, 49 teachers participated in the study. Their votes on
our proposals for tracking student activity were computed with the following
weights:6 “very interesting” (weight 5), “interesting” (4), “not very interesting”
(2), and “not at all interesting” (1). The score value for a given proposal resulted

3 http://www.activemath.org, ccel.dfki.de, and www.saarlernnetz.de.
4 http://www.ed.psu.edu/acsde/deos/deos.asp.
5 http://www.h-net.org/ edweb/list.html.
6 Question category 11 (presentational issues) and 12 (free text input field for prefer-

ences, comments etc.) were not scored. They were also omitted in Fig. 1.
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(1) Usage & Activity times
(1.1) Amount of time the learner spends with the system (per session)
(1.2) Number of learner actions with the system (per session)
(1.3) Number of sessions
(1.4) History of past usage

(2) Course coverage
(2.1) Percentage of available material read
(2.2) Percentage of available exercises tackled
(2.3) History of past percentages

(3) Learning Content
(3.1) Amount of time spent per concept/skill/method/competency
(3.2) Number of learner activities per concept/skill/method/competency
(3.3) History of past learning contents

(4) Activity types
(4.1) Amount of time per activity type
(4.2) Activity type distributions
(4.3) History of past activity patterns

(5) Student assessment/aptitude
(5.1) Overall success rate
(5.2) Overall cancellation rate
(5.3) Number of steps done (for multi-step exercises)
(5.4) Ratio of correct to incorrect steps (for multi-step exercises)
(5.5) Number of learner help requests
(5.6) Replay of exercises (in discrete steps)
(5.7) List of n most frequent diagnosed mistakes and misconceptions

(6) Learning gains
(6.1) Mastery level for each concept/skill/method/competency
(6.2) History of past mastery levels (for each concept/skill/method/competency)

(7) Learning interests
(7.1) List of accessed (and potentially) read course material
(7.2) List of teaching material’s underlying concepts/skills/methods/competencies
(7.3) List of most frequently looked-up terms (when a dictionary is available)
(7.4) List of most frequently trained concepts/skills/methods/competencies

(8) Learner’s navigational style
(8.1) Learner classification
(8.2) History of past learner classification

(9) Groups
(9.1) Allow manual definition of groups and computation of group results
(9.2) Allow automatic group clustering

(10) Communication tools
(10.1) Number of communication actions (per tool)
(10.2) Ratio of social activities to all activities
(10.3) Number of thread initiations
(10.4) Number of follow-up postings
(10.5) Social Nets

Fig. 1. Questionnaire (simplified form without explanations). The full version is avail-
able at http://www.activemath.org/questionnaire/questionnaire.html.



Getting to Know Your Student in Distance Learning Contexts 443

Table 1. Highest scored proposals: 0 – “I am not sure” (or no vote), 1 – “not at all
interesting”, 2 – “not very interesting”, 3 – “fairly interesting”, 4 – “very interesting”

Votes
Nr Proposal 0 1 2 3 4 Score

5.1 Overall success rate (for exercises) 3 0 0 12 34 93

6.1 Mastery level for each concept, skill, method,
competency

8 0 0 13 28 92

2.2 Percentage of available exercises tackled 2 0 0 15 32 92

5.7 List of n most frequent diagnosed mistakes and
misconceptions

5 1 1 11 31 90

2.1 Percentage of available material read 2 0 3 16 28 87

7.1 List of accessed (and potentially) read course ma-
terial

5 1 3 12 28 86

3.1 Amount of time spent per concept, skill, method,
competency

4 1 1 20 23 85

5.2 Overall cancellation rate 7 0 4 14 24 85

3.2 Number of learner activities per concept, skill,
method, competency

4 1 5 11 28 83

4.2 Activity type distributions 6 2 4 11 26 82

from the addition of all votes with their corresponding weights, and a subsequent
linear transformation that yielded a scale from 0 to 100. Note that “votes” of
the form “I am not sure” did not enter the score.

We have summarised our results in two tables and figures: Tab. 1 shows the
top-ten proposals with the highest scores, and Tab. 2 shows the ten proposals
with the lowest scores. Fig. 2 and Fig. 3 show the distributions for the ten best
and ten worst proposals, respectively. We will discuss the results in Sect. 4.

3.3 Questionnaire Participants’ Profiles

In total, 49 teachers, representing 10 countries, participated in the study (USA:
63%, United Kingdom: 12%, Germany: 8%, and others).7 The most frequently
taken roles were instructor (91%), instructional designer (67%), and course co-
ordinator (37%). Most of the participants were involved in 2-5 online courses
(63%), with maximum course sizes of 20-50 students (50%). Most participants
supervised learners in higher education: 76% worked with undergraduates, and
43 % worked with postgraduate students. Two thirds (65%) of the participants
are engaged in pure distance courses, the remaining third (35%) work in blended
learning scenarios. The main proportion of participants were rather experienced
with an involvement of 5 years or longer in online courses (62%). A wide range of
learning systems was used: 22 different systems were explicitely stated, headed
by the commercial ones from WebCT (47%) and Blackboard (42%).

Participants used the following e-learning services or tools: content material
(98%), email (93%), discussion forums (87%), chat tools (59%), and glossary

7 The nationality was derived from IP addresses and email addresses (where supplied).
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Fig. 2. Distributions of high-score proposals

(28%). Other tools (given in free text input) included video-conferencing, port-
folios, field investigations, wikis and blogs.

Participants used the following assessment techniques: teacher-evaluated as-
signments (96%), quizzes, e.g., multiple-choice and fill-in-the-blanks questions
(76%), analysis of discussion forum contributions (61%), group work (59%),
simple usage statistics (33%), and analysis of log files (28%). Other assessment
techniques (given in free text) included portfolio, student self-evaluation, auto-
matic essay scoring, peer assessment and self assessment, end of course paper,
and student homepages graded by required criteria.

4 Discussion

Approval rates for individual proposals (measured as the proportion of parti-
cipants stating “fairly interesting” or “very interesting”) ranged from 63% to
100%, with an average value of 85%. Thus, all proposals were met with consid-
erable approval. This also corresponds to some qualitative feedback: “I believe
you have covered a great range of features.”, “I think all those data should be
available to the teacher”, “In principle all proposals are well thought-out and
justifiable ...“ (translated from German) and “From the point of view of someone
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Table 2. Lowest scored proposals: 0 – “I am not sure” (or no vote), 1 – “not at all
interesting”, 2 – “not very interesting”, 3 – “fairly interesting”, 4 – “very interesting”

Votes
Nr Proposal 0 1 2 3 4 Score

1.2 Number of learner actions with the system (per
session)

4 1 7 18 19 76

8.1 Learner classification (navigational style) 5 1 7 18 18 76

5.6 Replay of exercises (in discrete steps) 10 0 9 12 18 75

4.3 History of past activity patterns 6 2 5 20 16 75

9.2 Allow automatic group clustering 8 2 7 15 17 73

2.3 History of past percentages (course coverage) 7 0 10 18 14 71

3.3 History of past learning contents 7 2 8 18 14 70

10.5 Social Nets 5 4 7 16 17 70

10.2 Ratio of social activities to all activities 6 3 11 10 19 68

8.2 History of past learner classification (navigational
style)

8 1 14 16 10 62

who likes investigating data to find patterns my answer to the majority of the
questions is ‘very interesting’ ”.

Although all proposals were assessed as at least “fairly interesting” by a large
majority of participants, the computed scores reveal clear trends and favorites.

4.1 Proposal Ratings

Our teachers considered performance-related student tracking information par-
ticularly interesting. All of the top four entries in Tab. 1 address this issue. This
high interest is not surprising as student assessment is a major teacher task.
When teachers correct homework assignments or student exams, then notions
like “overall success rate” and “percentage of available exercises tackled” are
crucial to obtain a mark; the way students solve an exercise, or fail to solve it,
gives teachers valuable information about students’ level of mastery for exercise-
related concepts, skills, and methods.

It is worth to note that teachers voted “list of n most frequent diagnosed mis-
takes and misconceptions” as particularly interesting (rank 4). The identification
of typical student errors helps assess mastery levels, and also informs teachers’
remedial feedback. Some anectodal email-based feedback said:

“For me, it would be more interesting to get feedback on the type of
error; or in abort situations, feedback describing where pupils failed.”8

On fifth and sixth position of the interestingness scale, we have student track-
ing information with regard to reading. Proposal 2.1 focuses on the percentage

8 Translated from German: “Es waere fuer mich interessanter, Rueckmeldung ueber
die Art der Fehler zu erhalten bzw. bei Abbruechen, an welchen Stellen die Schueler
(innen) scheitern.”
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Fig. 3. Distributions of low-score proposals

of available material read, whereas proposal 7.1 offers an insight into a stu-
dent’s learning interest by listing all of the course material that the student has
(potentially) read. It could be that teachers with frequent reading assignments
gave high rating for these proposals; those teachers may welcome tools to check
whether students carried-out their reading assignments in time, or even explored
material of their own choosing.

On positions 7-10, we find information that only e-learning systems could pro-
vide. The amount of time (rank 7) and the number of activities (rank 9) can be
used to estimate how much effort a student invests. The overall cancellation rate
(rank 8) may indicate a student’s perseverance in tackling problems. Together
with other top-ranked proposals, this information can be used to derive a stu-
dent’s pace through the course material.9 The activity type distribution (rank
10) shows how students divide their time; it may indicate whether students sys-
tematically evade certain activities, or whether they spend too much time on
other, potentially distracting, tools.

Some teachers assign less importance to these lower-ranked pieces of informa-
tion. One teacher considers teaching as “an amalgam of different activities”. For

9 Using this data in isolation is problematic; for instance, students may not read texts
that were given to them, or they may start a large number of activities without
being properly involved or motivated.
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this teacher, “the way the student divides his/her time over these activities is of
less concern...”. Another teacher wrote the following comment:

“As teacher, I am interested in what ‘stuck’ [with the students]. The
way [towards understanding] is only of interest if there are problems in
achieving a learning goal, and to analyse the causes for this”10.

Another teacher agrees: “[...] often problems, misconceptions, negative emo-
tions, and the like are more important to a facilitator than controlling the actual
pathways (which are hidden inside the learners and partially take place outside
the learning environment)”.

This view is reflected by our ranking; navigational pathways and replay of
learner actions received low scores. Also, historical information of student-system
interaction in terms of past activity pattern, past percentages of course coverage,
and past learner classification obtained a lower rating.

From the questionnaire’s profiling section, we know that the assessment tech-
niques “usage statistics” and “log data analysis” were only marginally used. The
rather low rate for this kind of data indicates that current student tracking tools
do not address instructors’ needs.

4.2 Preferences, Appropriateness, and Completeness

In question 12, we asked teacher to rank given student tracking proposals as well
as to comment on their appropriateness and completeness.

Preferences. Only 9 teachers from a total of 49 teachers stated their preferences.
Two participants gave very general statements (“I believe you have covered a
great range of features”, “I think all of those data should be available...]”). The
ranking of the remaining seven teachers is quite diverse, ranging from proposals
that appear in the top-ten list to medium-scored proposals (e.g., analysis of on-
line time, amount of social activity) and low-scored ones. The small sample of 9
teachers, thus, only partially represents the 49 votes on our candidate proposals,
which may be explained by the diverse teacher backgrounds:

“The level of the learner has much to do with the answers given. We
teach only graduate students pursuing masters or doctoral degrees. Our
interests would be far different from those dealing with K-12 or under-
graduates.”

Appropriateness. We received controversial feedback with respect to the appro-
priateness of our candidate proposals for student tracking. Whereas one teacher
sees online time as a valuable piece of information (“This gives me information
on the time spent on different subjects, so this is a valuable addition”), another

10 Translated from German: “Als Lehrer interessiert mich, was ‘haengengeblieben’ ist.
Der Weg dahin ist nur dann von Interesse, wenn es Probleme bei der Lernzielerre-
ichung gibt, um Ursachen zu analysieren”.
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one questions its usefulness (“On-line time barely tells me whether a student
really worked through the content of the e-learning system”)11. We obtained
similar controversial remarks with regard to activity times. One teacher believes
that the use of activity times “indicates which activities are time-consuming or
not.”; another teacher considers “teaching as an amalgam of different activities.”
For this teacher, “[T]he way the student divides his/her time over these activities
is of less concern [...].”

There is no perfect profiler, since learning, as one teacher put it, “takes place
within and outside virtual learning environments”. There is thus a danger that
student tracking tools may mislead teachers “to interpret the share of all activ-
ities performed in the learning environment for the whole picture.” According
to this teacher, some of our questions and proposals sound like implying the ex-
istence of perfect learner classification, when student models can only be based
on imperfect beliefs.

Completeness. Less than a quarter of the participants stated an opinion on the
completeness of our proposals for student tracking. One teachers found that “the
number of metrics is sufficient”. Another teacher is more sceptical:

“I’m not sure any question can capture the essence of learning cognition
and application- I think you might get some sense of it through a small
group of questions.”

In the completeness text field, teacher proposed to track: the number of times
and duration of students viewing help materials, student inactivity, and meta-
cognitive indicators (e.g., confidence and prudence values derived from learner
answers). One teacher would like to detect potential cheaters, and proposes to
check whether students go online and take their tests at the same time.

4.3 Related Studies

The designers of the CourseVis system also devised a teacher’s questionnaire to
inform the formulation of system requirements for the tracking of distant students
[6]. Their empirical study covered three aspects: social aspects (student-student,
student-tutor, student-system, and vicarious interactions), cognitive aspects (e.g.,
student performance), and behavioural aspects (e.g., course attendance, student’s
pace).

In total, 98 distance learning instructors participated in the CourseVis study,
most of them involved in university courses. The findings are as follows (in paren-
theses: the share of participants who voted for a feature as “extremely interest-
ing” or “very interesting”): participation in discussions (66%), participation in
group work (67%), overall performance (82%), and performance for certain do-
main concepts (63%). From the behavioural aspects, course attendance, access

11 Translated from German: ‘Die Onlinezeit sagt kaum etwas darueber aus, ob tat-
saechlich im bzw. mit dem System inhaltlich gearbeitet wurde.”
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of and time spent for course material, performance for evaluation proofs, and
participation in discussions earned the highest assessment.

There is high agreement between both studies as all teachers favoured per-
formance-related student tracking data. In the CourseVis study, 82% of all teach-
ers rated the feature “overall performance” as “extremely interesting” or “very
interesting”. In our study, “overall success rate” came out first. There is also
agreement on the importance of mastery levels. The CourseVis category “per-
formance for certain domain concepts” got a high approval rate of 63%, where our
feature “mastery-level for concepts/skills...” took second place in our top-ten ta-
ble. The relation between mastery levels and diagosed mistakes/misconceptions
(our rank 4) was also drawn in the CourseVis study:

“The importance of this information was also stressed by participants in
the discussions we had. Almost all instructors wanted to use this infor-
mation in order to identify and remedy learners’ common misconceptions
in their courses”

The CourseVis proposal to track students’ progressing within the course’
schedule yielded high ratings as well. This is in line with the rating of our
teachers regarding percentages of exercises tackled (rank 3), and percentages
of available material read (rank 5).

5 Conclusion

Good teachers know their students. In the words of Cotton [1]:

“Research comparing effective and ineffective teachers cites the existence
and use of a systematic procedure for keeping and interpreting data on
student performance as a notable difference between these groups.”

Student monitoring is thus a crucial ingredient to optimize instruction and to
make learning a success. Teachers (and students) will only profit from the in-
creasing market for e-learning products and services, when profiling tools help
them getting to know their students in distance-learning contexts.

The participants of our study know this, of course. When we asked them how
they would you use student tracking information (Question 13.9), their top-three
choices were: “to respond to specific individuals in an appropriate way” (83%);
“to adapt teaching to individuals or groups of learners” (73%); and “to identify
and remedy common misconceptions” (73%).

It is therefore not surprising that teachers have a preference for pedagogically-
oriented measures (overall success rate, mastery levels, typical misconceptions,
percentage of exercises tackled and material read), which are, naturally, easy
to interpret. On the other hand, teachers find fine-grained statistics of log data
(replay of exercises, histories of past course coverages and activities, navigational
style) too cumbersome to inspect or too time-intensive to interpret, and social
data (social nets, ratio of social activities to all activities) of less interest.
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Our ranking of student tracking proposals, however, shows no clear winner
as the distance between any adjacent entry in Tab. 1 and Tab. 2 is at most
three points. The separation of ranked proposals into two tables (top-scores, low-
scores) is therefore artificial; a student tracking tool that will only contain our
top-ten proposals will disappoint teachers with other preferences. Teachers, with
their many different backgrounds, roles, instructional settings, and visualisation
preferences should therefore be given an easy-to-use configuration mechanism
to personalise their student tracking workbench. Also, given the rich e-learning
experience of many of our participants, it would be an enormous advantage if a
student tracking tool could interface to many e-learning systems, thus providing
a uniform student profiling application across multiple e-learning platforms. A
common, standardised format for log data would facilitate the construction of a
multi-platform student tracking tool.

The adequate logging, filtering, and analysis of student log data is obviously
constrained by the underlying e-learning system, which may or may not have the
capabilities to properly log semantically rich student actions. Unfortunately, cur-
rent state-of-the-art e-learning system only provide quite shallow data. They track
accesses to teaching material (say, to compute course coverage), time-related in-
formation (say, to compute the number and duration of tutorial sessions), and
they have simple student assessment methods where students are asked to answer
closed questions (e.g., multiple-choice questions and fill-in-the-blank questions).
This information makes it hard, if not impossible, to identify a student’s concep-
tual understanding of the course, say, in terms of mastery levels or student miscon-
ceptions. As one teacher said: “Presumably, the pure number of successful steps
will not tell me much, apart for closely-guided exercise solutions, which, however,
tell me very little about [learners’] conceptual understanding.”12

Teachers found tracking information on the student’s mastery level for each
concept, skill, method, or competency as well as the amount of time spent and the
number of learner activities invested to acquire such level particularly interesting.
The provision of this information, however, is only possible if content material,
exercises, tool use etc is semantically annotated with adequate meta-data. The
requirements of our teachers are partially met by intelligent tutoring systems
[13]. The ActiveMath system [9], for instance, has a semantic annotation of
learning content, interactive exercises that allow students to solve non-trivial,
multi-step problems, and domain reasoners that support the system to perform
deep analyses of student answers in terms of correctness and misconceptions.
Such systems are expensive to build, but will help students to better learn, and
— with appropriate student activity tracking tools — teachers to better getting
to know their distant students.

Acknowledgements. We are grateful to Erica Melis for initial work on the ques-
tionnaire, and for publicizing its availability.The work presented in this paper is

12 Translated from German: “Da sagt mir die Anzahl der erledigten Schritte vermutlich
wenig aus, wenn es nicht streng gefuehrte Aufgabenloesungen sind, die dann aber
wieder weniger ueber das entwickelte Begriffsverstaendnis aussagen.”
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Abstract. L2C - Learning to Collaborate - is an ongoing research project address-
ing the design of effective immersive simulation-based learning experiences sup-
porting the development of collaboration competencies both at the individual and 
organisational level. The key characteristic of such advanced learning tools con-
sists in the integration of psychological, motivational, cognitive, organizational, 
cultural and technological factors affecting the success of collaboration into the 
modeling of a set of virtual characters with whom learners can interact dynami-
cally within a challenging and realistic collaboration scenario (SmallWorld Simu-
lations). This paper provides an overview of the project, the conceptual basis, 
key design principles and expected pedagogical impact of this new type of im-
mersive simulation-based learning experiences. 

1   Introduction 

Effective collaboration dynamics are fundamental to learning, knowledge exchange 
and development/innovation processes in a wide variety of educational, economical or 
societal contexts. In spite of the attention that the subject of collaboration has at-
tracted over the last years in fields like organisational dynamics [1, 2] management 
[3], and education [4], no traditional or computer-enhanced approaches and learning 
solutions have emerged to-date to address efficiently and effectively the development 
of collaboration competencies from an inter-disciplinary perspective, including: 

1. Individual psychological and motivational factors determining knowledge seek-
ing and sharing behavior of people involved in collaborating 

2. Group, organizational and inter-organisational factors conducive or detrimental to 
collaborative behavior 

3. Cognitive and behavioral mechanisms to support effective knowledge exchange 
processes to seek for and integrate knowledge from diverse sources taking into 
consideration their contextual embeddedness 

4. Opportunities and pitfalls of technologies aimed at supporting distributed col-
laboration 

5. pragmatic aspects resulting from best/worst cases of collaboration patterns in 
different contexts (mergers, alliances, as well as other initiatives by global teams 
of business, educational  or social entrepreneurs and distributed communities of 
professionals). 
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In fact, in today’s global environment, a very large number of collaboration initia-
tives fail to deliver the value expected [5, 6], as collaboration complexity is signifi-
cantly increased by the diversity and the distributed nature of the people, groups, and 
knowledge sources, by the ICT technologies and e-Collaboration platforms involved 
to support such distributed processes, as well as by the complexity of the knowledge 
integration processes involved.  

2   Addressing the Collaboration Challenge 

If, under the best conditions, collaboration can be successful in “traditional” settings 
in which people and organizations are either co-located (such as in centralized R&D 
centers) or distributed but involved in “simple/highly structured” collaboration proc-
esses (such as software developers operating within open source communities [7]), we 
are reaching today a “Collaboration Frontier” (see Figure 1). 
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Fig. 1. Collaboration and Knowledge Integration Frontier 

Our ultimate objective, however, is to acquire the competencies to move beyond 
the current “Collaboration Frontier” into contexts in which highly distributed and 
diverse groups are able to successfully collaborate on complex types of knowledge 
exchange and knowledge creation processes. This emerging need is calling for inno-
vative approaches to design and deploy effective learning experiences aimed at stimu-
lating and facilitating the acquisition and continuous development of collaboration 
and collaboration management competencies. 

It is with this objective in mind that the project “L2C: Learning to Collaborate” 
was launched as an EC co-sponsored collaboration among European academic institu-
tions and industry partners. 

3   The “L2C: Learning to Collaborate” Perspective 

The ongoing work on the L2C Project is progressively aiming at the design of immer-
sive simulation-based learning experiences supporting the development of collabora-
tion competencies at the individual and organizational level. The key characteristic of 
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the project consists in the adoption of validated design principles (SmallWorld Simu-
lations or SWS [8]) underlying the development of simulations which are currently 
extensively used in top business schools (such as MIT, Stanford, etc.) in managing 
change and innovation in different types of organizational contexts [see e.g. 9 and 10].  

A concrete example of a learning experience which can be classified as a Small-
World Simulation is the so-called ‘EIS Simulation” [11, 12, 13, 14] which has been 
widely adopted over the last few years to substitute or complement traditional ways of 
teaching change management competencies. In this type of simulations, learners (op-
erating in small teams) are projected into a realistic scenario in which they have to 
play the role of “change agents” sent into a company with the mission of introducing 
a major innovation (a new Information and Reporting System). Over a period of six 
simulated months their task is to get to know and convince more than 20 simulated 
characters (representing the top management of the simulated organization) to adopt 
the innovation by using different communication and intervention tactics and address 
different forms of resistance to change, by understanding and leveraging the formal 
and informal/social networks among the simulated characters, taking into considera-
tion the specific culture of the target organization.  

 

Fig. 2. Screens from different versions of the EIS Simulation 

The EIS Simulation (see Figure 2) provides a concrete example of how the know-
how of a specific complex domain (in this case: change and innovation management 
in organizations) can be embedded in a dynamic, computer-based simulation to pro-
vide a rich, intensive, and realistic game-like learning experience considered superior 
to more traditional ways of teaching such a complex subject [12]. 

4   Designing SmallWorld Simulations for Collaboration 
Competencies Development 

The design challenge of SmallWorld Simulations addressing collaboration 
competencies development follows the structured process illustrated in Figure 3. The 
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first step consists in identifying and selecting a set of models, dynamics and  insights 
reflecting state-of-the-art academic literature (the “Knowing” dimension), current 
pedagogical approaches and learning objectives (the “Learning” dimension), and 
insights from collaboration practice (the “Doing” dimension) to be gradually 
embedded in simulation-based Learning Experiences.  

As mentioned in the first part of this paper, the specificity of the targeted simula-
tions is to integrate models of: (i) individual behavior (to allow learners to come into 
touch with different types of individuals displaying different types of attitudes), (ii) 
group interactions and relationship network dynamics (e.g. influence networks 
affecting the diffusion of attitudes in a group), (iii) organizational contexts and dy-
namics (e.g. specific cultures reflecting a given industry, a family business or an 
SME context), and (iv) intervention dynamics (e.g. what happens when the learners 
try to intervene in the simulated context using different approaches and tactics). 

Key design guidelines also include a realistic scenario, a challenging management 
mission, a set of believable characters, a range of managerial actions and a realistic 
role for the players (operating typically in teams to strengthen the collaborative learn-
ing dimension of the simulation-based learning experience, [12]) 
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Fig. 3. L2C Simulations Design Process (adapted from [8]) 

In addition to design guidelines, the L2C Project is producing  pedagogical guide-
lines describing the ideal educational settings and processes in which L2C Simula-
tions can be deployed in universities or organizations. This is particularly important, 
as (1) L2C Simulations have the primary objective to stimulate and facilitate learning, 
and (2) the “learning-by-playing” approach employed [10] is not the currently domi-
nant model for adult learning. The key role of games in triggering learning, knowl-
edge structuring and cognitive change in children has been extensively analyzed in 
the work of Piaget and Vygotsky [15, 16]. In adult education, and particularly man-
agement development, computer games have been employed successfully over  
several decades. However, the successful deployment of “games” in organizational 
learning contexts remains a challenge in most cultures and organizations. 

The key hypothesis we aim to test through the resulting L2C simulations is the ex-
tent to which ICT-based systems can be used to: (1) model cognitive and behavioral 



456 A.A. Angehrn and T. Nabeth 

 

processes related to collaboration dynamics, (2) embed such processes in interactive 
game-like learning experiences, and (3) help individuals and organizations to diag-
nose and learn how to address cognitive and behavioral barriers (at both the individual 
and organizational level) to effective collaboration and knowledge sharing. 

5   Conclusions 

In the modern hyper-competitive business and social environment, effective collabo-
ration competencies are emerging as a key condition for productive and sustainable 
value creation at the individual, team, organizational and inter-organizational level. 

L2C Simulations, the design of which has been discussed in this paper, address the 
area of collaboration from a multi-disciplinary perspective, integrating insights and 
models from social sciences, knowledge management, collaboration-oriented ICT, 
and experiential, computer-enhanced learning.  

Research-wise, our objective is to demonstrate how individual cognitive and be-
havioral processes and relevant organizational dynamics can be modeled using simu-
lation technology in a way that is realistic enough to trigger experiential learning 
about the factors determining the success or failure of collaboration in organizational 
and inter-organizational contexts. This line of research will hence contribute to extend 
our understanding of how to best design and deploy learning-oriented simulations of 
social interaction contexts [9, 10, 17, 18, 19, 20]. 

The ultimate objective is to provide: (i) the community of educators with a new 
technology-enhanced approach to the effective development of relevant collaboration 
competencies, and (ii) the community of instructional designers, learning technologies 
experts and researchers with tools, components and a conceptual and design frame-
work enabling them to design and deploy their own collaboration scenarios, simula-
tions, and learning experiences. 

Acknowledgements. A personal thank-you for their input goes to all the colleagues 
involved in the L2C Project, the CALT team members, Alicia Cheak, Rachel Royer, 
and the EC, which co-sponsored this research. 
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Abstract. Current trends from the Knowledge Management community,
and particularly, toward learning organizations have been privileging col-
laborative work. When the considered organization is an academic institu-
tion, one might look at teachers as knowledge workers. In such a context,
we see Technology Enhanced Workplace Learning as a process accounting
for continuous development of teams’ skills. In this paper, we propose a
learning environment for Teachers, relying on progressive improvement of
Instructional Material, as feedback from classes are collaboratively taken
into account. We focus on the environments’ design, founded on basis such
as Experience Factory and Learning Objects Metadata.

1 Introduction

Graduating and under-graduating institutions (GIs) often work in accordance
with a number of directives formulated by educational regulating organisms.
Such organisms usually implement a number of policies for the educational area
they govern, organizing information for the existing educational levels, under the
light of statistic data and assessment they accomplish.

Constrained thus by a major regulating level, GIs draw their own goals and
internal regulating directives. These are established, by their turn, as competent
people consider a macro view of teaching-learning processes within the variety of
programs the GI provides, inspecting whether those processes are responding to
the institution’s goals and social commitments, and yet to the external regulating
directives.

While academic work may be discussed through the above upside-down whole
perspective, we choose to address at first the teaching-learning process up to
the point teachers have governability. From teachers’ perspective, pedagogical
practices and related daily activities within a GI may be thought-of as including
planning a course, lecturing classes, managing temporary/definitive substitutions
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Table 1. A synthesis of related work

with colleagues, and so on. Within this context, the following questions might
arise: (i) how to welcome a novice teacher, by creating a double-sense channel for
exchanging experiences? (ii) How to consider teaching experience and to facili-
tate daily activities, such as to progressively improve teaching-learning process?
(iii) How to reduce the impact of temporary or definitive absence of a teacher
from the GI, being thus concerned with quality of teaching-learning process?

The state-of-the-art and of the practice in Education reveals that answers to
the above questions would suggest the establishment of teachers networks, which
can take place both formal and informally within a GI. As stated by Santaella
in [15], collaboration between teachers reduces the lack of confidence, fear on
making mistakes, motivates engagement and the progressive development of the
group. While interacting, teachers reflect on problems and successful situations
they daily go through, learning from experience [8]. Often, they create new situ-
ations for their own professional development, aiming to share ideas about lived
circumstances, and finding new ways to solve common problems, thus establish-
ing informal and spontaneous networks for exchanging teaching experiences.

The community concerned with Computer Science and Education has been
investing in teachers formal nets supported by computational systems, let us
highlight [6,2,4,11,13]. In Table 1, we present a synthesis of these environments,
according to some features that we find relevant to our own work.

Considering open issues from there, in §2, we briefly describe a system - called
doceNet - for supporting continuous improvement of skills (of teachers and of
students as an expected consequence), within a process triggered by the experi-
ence teachers bring back from classes. In §3, we present our concluding remarks.

2 DoceNet: A Learning Environment for Teachers

We propose to look at doceNet as a learning environment for teachers on the basis
that its main goal is to provide collaborative both analysis and synthesis of expe-
riences teachers daily go through, as a means to continuously improve their skills.
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2.1 On the Environment’s Design

Fig. 1 depicts doceNet. we mainly instantiate the classical infrastructure of the
Experience Factory from [5] and include the Models from AC-Hybrid [12]. The
term Model here is referring to Learning Objects (LOs), including course Plans,
which are considered here as LOs for teachers. In what follows we present firstly
our application profile, containing the resulting metadata set. Then, the result-
ing instantiation of the Experience Factory steps are introduced within two main
sub-phases: (i) Course Organization, including steps 1 to 4, and the (ii) Expe-
rience Factory itself, including steps 5 and 6. Sub-phase (i) is accounting for
planning and administrating a course, while (ii) is supporting (i).

DoceNet application profile. From current standards (e.g. LOM [17] and
Dublin Core [10]) and application profile specifications over them, for building
LO repositories (e.g. Cancore [7], SCORM [1], ARIADNE [3]), we choose ARI-
ADNE due to its closer proximity to our needs. In order to explore ARIADNE’s
profile within DoceNet, we inspect each of its metadata, such as to decide on
suitability to our context.

An important feature within doceNet is registering recommendation (from
experience) on how, when and why to use a certain LO in classes, i.e., informa-
tion that might help teachers to learn, either from his/her or others’ experiences,
such as to allow one to repeat or to improve positive experiences and to avoid
negative ones. In addition to that information, other aspects could be relevant
for understanding stored information. We add, then, a new metadata category,
called Experience, as described in Table 2.

In order to achieve our profile, we need to accomplish additional changes on
ARIADNE metadata, such as: (i) wider account for information about relations
between the objects in the environment, adding thus the generic category from

Fig. 1. DoceNet: a teachers’ learning environment
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Table 2. Experience metadata for doceNet application profile

LOM standard, called “Relations”, in which two elements about relations from
ARIADNE are included to foresee possible kinds of relations between LOs; (ii)
identifying the contents of an object in a more detailed manner, adding thus the
“Keyword” metadata to the “General” category; (iii) information on the situa-
tion of the object in the environment: under discussion or voting, etc., adding the
“Status” metadata to the “General” category; (iv) identifying the thematic area
(e.g., Artificial Intelligence and Theory of Computation, in a Computer Science
program) to which the object is attached, adding thus the “Sub-area” meta-
data to the “Semantic” category; (v) registering the author of the last change
carried out on the LO, adding thus the “Last update author” metadata to the
“Indexation” category.

Course organization. Within doceNet, Course Organization supports a num-
ber of activities that usually take place in GIs, even without the existence of
any computer system. These activities include planning a course and then lec-
turing classes. The result of organizing a course within the system is a document
called Course Plan, according to the Plan structure established in the organi-
zational level. Course organization includes then the Characterize, Set goals,
Choose process, and Execute steps from the Experience Factory, as described
below.

Characterize. Competent instances from the GI define a number of features
identifying a course. Those features compose the header-part of a course Plan.
Also, those features appear as metadata allowing the Teacher to search for LOs
while preparing a Plan.

Set goals. Overall contents are also defined by competent people from the GI,
along with course goals. For instance, “to be capable of building a Finite Automa-
ton to accept a given Regular Language”, within a course on Formal Languages.
The Teacher, by his/her turn defines assessment criteria such as to measure
whether those goals are reached by students.

Choose process. The Teacher defines the units needed to cover the contents.
Also, he/she draws up a teaching methodology, and considers the bibliography
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previously established by competent people from the organizational level. In or-
der to close the course Plan, the Teacher builds up a detailed activities schedule.

Execute. While lecturing classes, the Teacher executes the course Plan. He/she
may carry out subtle changes on future activities (and corresponding LOs), ac-
cording to how students are responding to the course. Yet, due to unexpected
situations in classes, he/she may intend to modify LOs for further courses. The
teacher may accomplish that within his/her Individual Model. When changes
are done, he/she may transfer the LOs to the Collaborative Model, in order to
trigger an asynchronous discussion with colleagues.

(Teachers’) Experience Factory. The steps Analyze and Package correspond
to the Experience Factory itself, allowing teachers to discuss and to search for a
consensus on daily issues.

Analyze. The goal here is to analyze and to refine the suggestions/questions
placed in the Collaborative Environment. In order to organize the discussions,
we borrow the IBIS model [9,14]. Considering duration, we suggest discussions
to have a fixed time, for instance, a semester-long. Results from discussions
within the Collaborative Environment correspond to the dust knowledge from
the Experience Factory.

Package. This step accounts for synthesis on discussions, for what we borrow
vIbis model [16]). After all decisions are made, the group Coordinator transfers
those validated LOs (and corresponding metadata) from the Collaborative Model
to the Global Model.

3 Conclusion

In this paper we report part of the work developed within the context of a
research project, which is concerned with computer-supported formal networks
involving teachers. Considering the experience from the research group members
themselves as teachers, as well as the lacks identified from inspecting the liter-
ature, we propose an environment for supporting the continuous improvement
of instructional material. The environment relies on the collaboration between
teachers within a thematic area in a (under)Graduating Institution, motivated
by individual experiences from lecturing classes with that material.

Our current research agenda includes achieving the Web environment both
modeling and implementation. Then, we intend to exhaustively submit the en-
vironment to real use situations, aiming to obtain empirical evidence that could
support our initial assumptions, in terms of possible answers to the questions
raised in §1. Further work include establishing metrics allowing to assess learning
under the perspective of the organization itself as an entity.
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Abstract. Individuals interacting in a computer supported collaborative 
learning (CSCL) environment produce a variety of information elements during 
their participation; these information elements usually have a complex structure 
and semantics, which make it rather difficult to find out the behavioral attitudes 
and profiles of the users involved. This work provides a model that can be used 
to discover awareness information lying underneath multi-user interaction. This 
information is initially captured in log files and then is represented in a specific 
form in events-databases. By using data mining techniques, it is possible to 
infer both the users’ behavioral profiles and the relationships that occur in a 
CSCL environment. In this work we combine different data mining strategies 
and a neural-based approach in order to construct a multi-layer model that 
provides a mechanism for inferring different types of awareness information 
from group activity and presenting it to the interested parties. 

1   Introduction 

Online collaborative learning constitutes a complex task both as regards its utility and 
its capability to reach an effective and useful learning. Various research aspects such 
as group and individual evaluation, interaction modeling and analysis, and supporting 
several types of awareness (workspace, social, task, and concept) are in the way to get 
a satisfactory response [2]. However, as regards awareness support, many debatable 
matters are still waiting for a complete and formal response and solution [9]. These 
aspects justify the grown interest and development of technology for knowledge 
management, mobility and conceptual awareness in the area of distributed 
collaborative work and learning [6, 7, 8]. 

The automation of awareness support to both collaborative teams and their 
coordinator/evaluator in online learning environments is by no means solved by the 
current state of the art in awareness technology [1, 7]. Groups of dispersed people are 
enabled to work and learn together through enriched web-based environments which 
are capable of capturing important information from group interaction, but so far they 
fail to provide useful and easily handled representation of this information which may 
have a complex structure. However, the more complex the representation is, the richer 
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is the knowledge that can be extracted and be used for evaluating and supporting 
individuals and groups [11]. Enriched knowledge representations imply new 
requirements and functionalities of Computer-Supported Cooperative Work (CSCW) 
and CSCL systems [5, 10].  

In CSCL environments, in particular, the assessment plays a significant role and it 
is oriented to distinguish the different behaviors and attitudes adopted by the 
participants, which shows and represents specific user profiles [4]. These profiles are 
the key elements that provide assessment information. Taking into account that every 
user may produce a significant volume of actions, our approach considers it as a basic 
source to build the user profile. Though this is just one dimension of the user profile 
construction, the large amount of data generated by the users’ actions in real online 
collaborative learning situations causes a complex problem, that of information and 
knowledge discovering, which we are going to deal in this work.  

For this reason, we applied an approach that combines different data mining 
strategies and a neural-based method in order to construct a multi-layer model that 
provides a mechanism for inferring awareness information from group activity and 
presenting it to the interested parties at different levels of detail. This constitutes an 
important means for both evaluating and supporting the individual and group learning 
process in a principled manner. Here the paper focuses only on the evaluating issue. 

The paper is structured as follows. First, we present a detailed analysis of the 
problem and then we proceed to describe the design of our model (Section 3). Finally, 
Section 4 discusses how our model was developed and used to infer awareness in a 
real collaborative learning practice.  

2   Problem Analysis 

Our generic approach aims at discovering the awareness regarding the behavior of 
students and groups, so that to assess four facets of group activity: performance, 
group functioning, interaction and support.  To that end, in collaboration with the 
tutors of a real collaborative learning practice we set to test and validate our model, 
we identified twenty-nine potential variables that can provide the evaluation criteria 
for assessing group and individual behavior and performance. Our first decision was 
to filter them according to their influence and importance to group activity so that to 
avoid the complexity that derives from a possible combination explosion. This 
process ended up with a more structured, reduced list of indicators which were 
organized in two layers taking into account two criteria: first, their capacity to explain 
the overall group and individual behavior at different levels if description; second, the 
dependences that hold among them. 

The middle level indicators detected are: individual presence, group presence, 
individual audience, group audience, individual persistence, group persistence, 
individual precision, group precision, individual seizing, group seizing, volume of 
active individual, interaction, volume of active group interaction, volume of passive 
(perceptive) individual interaction, volume of passive (perceptive) group interaction. 
The higher level indicators are: performance, group functioning, interaction, 
collaboration support. 
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3   Model Design 

Based on the above set of indicators and variables, a list of direct dependences was 
developed. Every dependence was represented by an ordered pair. Then, some rules 
were constructed to build the critical paths from the input events to the higher level 
indicators. The resulting critical paths helped to build a network, which was the very 
first construction for the model to infer awareness from the stored events. Yet, this 
initial model resulted to be too heavy because of its size and redundancy. 

As a consequence we simplified the model structure and dimensions by 
constructing a couple of models based on the performed analysis; one for student and 
another for group awareness. Finally, we proceeded to combine the two models in one 
integrated model. At that point the variable and indicator names were adjusted to 
represent a closer perspective to reality. Figure 1 sketches this model, including the 
connections and possible sources for the necessary input data. 

The model processes the input data through a structure that uses weights during the 
propagation, employing the propagation algorithm (1), adapted from [3]. Every input 
data is multiplied by the connection's weight and is summed up to produce f(X), then 
f(X) is used to obtain the unit's threshold t(f(X)) which is sigmoid shaped. The 
thresholds are the inputs for the units of the following layer, and the process is 
repeated until the final output is generated [3]. 

 

Fig. 1. A Model to discover awareness about student or group performance and functioning in a 
CSCL environment 
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Besides the main model, a complementary model was considered to measure and 
gather the awareness regarding the reactions (i.e., the perceptive behavior) of the 
members in a group with respect to the members’ creative actions. To be able to 
collect the actions and reactions occurred inside a group, the complementary model 
was based on the information related to creative and perceptive collaborations along 
the different distinguishable moments in the whole model. This allowed the 
complementary model to collect a set of changes in the thresholds for member and 
connection values. Figure 2 sketches this social network. 
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These interactions have an associated connection value (VCxn), which is initially 
assigned an extreme negative value; every time an interaction occurs between two 
members this value increases. An interaction could be creative (e.g., expressed by a 
create action) or perceptive (e.g., expressed by a read action).  Similarly, each 
member has an associated participation value (VPtn) which is also initially assigned 
an extreme negative value; then, every time a creative or perceptive interaction takes 
place, it receives a quantity of points, being this quantity higher in case of creative 
actions. Finally, the Kronos element enables to reconstruct and evaluate specific 
periods of collaborative interactions. Doing so, we are able to verify the reaction and 
impact that a specific member action produces to the rest of group members. 

In short, this rather simple model lets the teacher assess a member’s performance, 
collaboration at pair and group level, and action-reaction for specific events and 
periods of time by employing principles based on unsupervised machine learning.  

VCxn

VCxn

VCxn

VCxn

VCxn
VCxn

VPtn VPtn

VPtn

VPtn

Kronos

The group members constitute a sub-net  

Fig. 2. A complementary model that gathers the awareness regarding the inner actions and 
reactions in a group 
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4   Model Implementation 

Five event-families, create, change, move, rate and read, have been considered 
during the first stages as the main activity indicators. As shown in Fig. 1, the very 
possible events would produce a specific value in each of these five entry points to the 
model. Hence, when an event is processed a value is assigned to each of the five entry 
points in the model. In addition, it is possible to verify that every processing unit is 
reached only through some of the connections coming from the units in the previous 
layer. The connections in-between the layers are not complete, due to the 
dependences we want to model. Moreover it differs from the regular structure of a 
traditional multi-layer neural network, since the traditional training algorithms are not 
useful to train this model. Following the neural networks technology, the approach we 
are using is that of assigning weights to the connections and propagating the inputs to 
gather the results. Since there are different useful values within the model, a different 
training mechanism was required. Traditional training algorithms focus on the 
production of specific outputs, and internal thresholds are just part of the calculus to 
generate certain outputs. We discovered that no useful results were produced for 
internal thresholds when useful outputs were calculated. This inconvenience of the 
traditional neural approach led us to design a new training mechanism. 

The new training model splits the main model in many small networks, one for 
every variable and indicators. Every small network is fed with the information coming 
from the processing units preceding it in the dependence hierarchy. Hence, every 
small neural network is trained using the classic back-propagation algorithm. After 
training all the small neural networks separately, the weights resulted from the 
distributed training were stored and used to build a network of networks. The new 
complex structure can produce specific outputs, whereby it also retains useful 
information for the internal slots representing variables and middle level indicators. 

Nevertheless, the complex model did not show significant differences when 
processing different real data cases stored in the database. This unexpected behavior 
justified an additional research work over the nature and frequency of the events. In 
order to achieve this special goal, some new mechanisms were developed. This 
helped us to discover an interesting phenomenon as regards students’ behavior and 
tendencies in their event generation. The event read_event(all) is always around 80% 
of the events generated, meanwhile create_event(document) is always around 7% and 
the event create_event(note) is always around 5%. The rest of the event categories 
have low significance values though, among them, the clipboard operations are the 
most popular with levels around 1.5%.  

These tendencies can be discovered in the analysis of individuals, groups and the 
whole package of events. The interesting part in the analysis is that individuals and 
groups follow different plans, or their plans are not supposed to produce the observed 
tendencies. This phenomenon justifies that an additional study, e.g., an ethnographic 
one, should be integrated with the current approach for modeling the learners’ 
behavioral tendencies more effectively. Finally, we combined both the main and the 
complementary model, embedding the weights, which were assigned and used in the 
main model, into the complementary model structure. The effect of this combination 
was a significant production of different types of awareness regarding behavioral 
attitudes in a group, as well as some interesting points about group functioning.  
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5   Conclusions and Future Work 

This work focused on the design, construction and test of a data mining model to 
discover the hidden awareness by means of neural networks techniques and explain 
the individual and group's behavior. A couple of initial neural models gave rise to a 
complex model capable of analyzing interactions through a system that pondered 
different event-categories, whereas a neural model filled a set of variables and 
indicators. Members, group-leaders, tutors and course coordinators can gather aware-
ness regarding group activity and correct those aspects that pertain to everyone's 
responsibility. The ultimate goal is to construct an abstract model containing general 
approaches for the analysis of collaborative interactions, which can be instantiated or 
inherited for developing analysis tools or specific groupware facilities. Moreover new 
frameworks can be built up based on a better understanding of the collaborative 
activity. Our future work aims to address and provide different types of awareness to 
different types of users, at different levels of detail, taking into account that the 
different users may specify their particular variables or indicators they want to study 
and monitor. The goal is to provide an information system to allow CSCL participants 
to gather the type of awareness that best conforms to their needs and interests.  
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Abstract. To provide personalization and adaptivity in technology enhanced 
learning systems, the needs of learners have to be known by the system first. 
Detecting these needs is a challenging task and therefore, mechanisms that 
support this task are beneficial. This paper discusses the relationship between 
learning styles, in particular the Felder-Silverman learning style model, and 
working memory capacity, a cognitive trait. Due to this relationship, additional 
information about the learner is available and can be used to improve the 
student model. An exploratory study is presented to verify the identified 
relationship based on the literature. The results of the study show that the 
identified relationship between working memory capacity and two of the four 
dimensions of the learning style model is significantly supported. For the two 
remaining dimensions further research is required.  

1   Introduction 

Modelling the characteristics of learners is important for all systems that incorporate 
personalization issues and especially for systems that aim to provide adaptivity. 
Student models (for example, see [2]) are crucial components of technology enhanced 
educational systems dealing with personalized learning. They store information about 
learners such as personal data, domain competence, learning styles, and cognitive 
traits. To adapt to the learners’ needs automatically, this information needs to be 
known by the system first. One challenge of student modelling is to identify the needs 
of the learners. The simplest approach to inform a student model is to ask the student 
for the required data. However, this approach is not suitable for getting accurate 
information for several components of a student model, such as cognitive traits, 
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domain competence, and learning styles. For example, the estimation of domain 
competence is subjective and for identifying the cognitive traits and learning styles, 
comprehensive tests or questionnaire-based surveys have to be performed. An 
alternative approach is to track the students’ behaviour and infer the required 
information from this behaviour. The challenge of this approach is to identify enough 
information from the learners’ behaviour. 

To support the information detection process, it is beneficial to find mechanisms 
that use whatever information about the learner is already available to get as much 
reliable information to build a more robust student model. In this paper we investigate 
the relationship between learning styles, in particular the Felder-Silverman learning 
style model (FSLSM) [5], and working memory capacity, which is one of the 
cognitive traits included in the Cognitive Trait Model (CTM) [8]. This relationship 
provides additional information which can be used to improve the identification 
process of both, the learning style and the cognitive traits, in an adaptive virtual 
learning environment. 

In the next section background information about FSLSM and CTM is provided. 
Based on the identified relationship from the literature, we present in Section 3 an 
exploratory study to verify this relationship. Section 4 concludes the paper. 

2   Background 

In this section Felder-Silverman learning style model and Cognitive Trait Model are 
explained to provide the theoretical underpinning of the current investigation.  

2.1   Felder-Silverman Learning Style Model 

While there are several learning style theories, Felder-Silverman Learning Style 
Model (FSLSM) [5] was chosen for this study for the following reason: most other 
learning style models classify learners into a few broad groups, whereas Felder and 
Silverman describe the learning style of learners in more detail. It distinguishes 
between preferences on four bi-polar dimensions: active learners learn by trying 
things out and working with others whereas reflective learners learn by thinking 
things through and working alone. Sensing learners like to learn concrete material and 
tend to be practical whereas intuitive learners prefer to learn abstract material such as 
theories and their meanings and tend to be more innovative than sensing learners. 
Visual learners remember best what they have seen whereas verbal learners get more 
out of words, regardless whether they are spoken or written. Sequential learners learn 
in linear steps and prefer to follow linear stepwise paths whereas global learners learn 
in large leaps and are characterized as holistic. 

Each learner has a preference for each of these four dimensions. The preferences 
are considered to be tendencies indicating that it is possible that learners with a high 
preference for certain behaviour may sometimes act differently.  

2.2   Cognitive Trait Model 

The Cognitive Trait Model (CTM) [8] is a student model that profiles learners 
according to their cognitive traits. The CTM changes the traditional idea of the 
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student model as just a database sitting on the server which is full of numbers for only 
a particular task. The CTM provides the role of ‘learning companion’, which can be 
consulted by different learning environments about a particular learner. The CTM can 
still be valid after a long period of time due to the more or less persistent nature of 
cognitive traits of human beings [3]. When a student encounters a new learning 
environment, the learning environment can directly use the CTM of the particular 
student, and does not need to “re-learn the student”.  

Three cognitive traits, working memory capacity, inductive reasoning ability and 
associative learning skills, have been included in CTM so far. In the current 
investigation between CTM and learning style model, only working memory capacity 
is covered, and it is discussed briefly.  

In earlier times, working memory was also referred as short-term memory. 
Richards-Ward [10] named it the Short-Term Store (STS) to emphasise its role of 
temporal storage of recently perceived information. STS allows us to keep active a 
limited amount of information (roughly 7+-2 items) for a brief period of time [9]. 
While Baddeley [1] defined working memory structurally, others defined it as a 
process [11]. Even though these two different points of views differ on the structure 
of the working memory, they both agree that the working memory consists of both 
storage and operational sub-systems [10].  

3   Exploratory Study 

In [7] investigations about the relationship between FSLSM and working memory 
capacity (WMC) are presented. Based on the literature, a relationship between high 
WMC and a reflective, intuitive, and sequential learning style can be identified. In 
contrast, learners with low WMC tend to prefer an active, sensing, and global learning 
style. Regarding the visual-verbal dimension, only a relationship in one direction 
could be identified. Hence, learners with low WMC tend to prefer a visual learning 
style but learners with a visual learning style do not necessarily have low WMC. On 
the other hand, learners with verbal learning style tend to have a high WMC but not 
all learners with high WMC tend to prefer a verbal learning style. 

To verify the relationship identified from the literature, an exploratory study with 
39 students was conducted. 19 of them are students at Massey University (New 
Zealand) and 20 are from Vienna University of Technology (Austria). To measure 
their learning styles, students completed a questionnaire developed by Felder and 
Soloman [6]. Their WMC was measured by a web-based version of an operation word 
span task [4, 12] developed for the study. Both instruments are described in the 
following section and results are presented after that. 

3.1   Instruments 

For identifying the learning styles according to FSLSM, the Index of Learning Styles 
(ILS) [6], a 44-item questionnaire developed by Felder and Soloman, was used. As 
mentioned earlier, each learner has a personal preference for each dimension. These 
preferences are expressed with values between +11 (e.g. strong active preference) to -
11 (e.g. strong reflective preference) per dimension.  
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Regarding WMC, we developed a web-based version of the operation word span 
task (OSPAN) [12], Web-OSPAN. Procedures of GOSPAN [4], a computerized and 
group-administratable operation word span task, were adopted into Web-OSPAN. In 
the task, subjects are required to perform simple arithmetical operations such as (2 * 
3) + 4 = 10. After each operation, a word is presented. The subjects are asked to 
answer true or false to a group of arithmetic operations and at the end asked to recall 
the words presented after each operation.  

As proposed by Turner & Engels [12], the total number of correct calculations, the 
total number of correct recalled words, and the maximum set size the subject had the 
words recalled correctly are recorded and the total number of correctly recalled words 
is used as a measure of WMC. Both GOSPAN and Web-OSPAN follows OSPAN 
[12] in recording these measures. 

3.2   Results  

The data collected from the Web-OSPAN task and the ILS questionnaire were 
analysed and the results of this analysis are presented in the following.  

Visual/Verbal Dimension. From the described relationship between the visual/verbal 
dimension and WMC, two conclusions can be drawn: (1) learners with a low WMC 
tend to prefer a visual learning style (but learners with a high WMC prefer either a 
visual or a verbal learning style) and (2) highly verbal learners tend to have a high 
WMC (but visual learners can have either high or low WMC).  

Because our dataset includes only 2 students with highly verbal learning style, at 
this stage of analysis it is not possible to draw any reliable conclusions from these two 
students.  

To answer the first statement, only the visual part of the dimension was analysed. 
The hypothesis to be tested was whether the learners with a low WMC have a highly 
visual learning style. The significance level is set to 5 %. 

The variance for the LWMC group is 10.07 and that of the HWMC group is 12.54. 
A 1-tailed t-test with unequal variance was used. The T-Stat value 1.77 is greater than 
that of the critical value 1.69, with significance level at 0.04, indicating that the 
difference in visual preference is statistically significant. With the positive T-Stat 
value, the mean of the LWMC group is larger than that of the HMWC group, and it 
further confirms that learners with low WMC have a highly visual learning style.  

Sensing/Intuitive Dimension. Before testing the relationship, an internal consistency 
reliability test for the questions of ILS was performed. In the sensing/intuitive 
dimension, three questions were stated as unreliable and therefore were removed them 
from further analysis. Hence, the instrument became more reliable and accurate.  

As discussed earlier, the literature refers to a correlation between a sensing/ intuitive 
learning style and WMC, indicating that sensing learners tend to have a low WMC and 
intuitive learners are more likely to have a high WMC. According to the regression 
analysis, this trend can be seen but according to the conducted Pearson correlation at the 
0.05 level, there is only a significant correlation between a sensing/intuitive preference 
and the time students needed to perform the task (r=-0.35).  
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Looking at the data and the subjects’ characteristics in more detail, it can be seen 
that there are differences in language skills. Especially for the Web-OSPAN task, 
where students have to remember words, good language skills are crucial. The task 
was conducted in German for Austrian students and in English for New Zealand 
students. While all Austrian students have very good German skills, the English skills 
of New Zealand students varied quite markedly. Only a few students were native 
speaker and at least half of them had only moderate English skills.  

Therefore, the results of the 20 students from Austria were analysed separately. 
The conducted Pearson correlation results in a significant negative correlation at the 
0.05 level to the WMC groups (r=-0.51), the total number of correct recalled words 
(r=-0.5), and the maximum set size the subject had the words recalled correctly      
(r=-0.56). Therefore, we can conclude that for the students with good language skills, 
the expected relationship suggested in the literature is supported. 

Active/Reflective and Sequential/Global Dimension. Regarding these two 
dimensions, no significant evidence supporting the identified relationship to WMC 
was found. The results of the Pearson correlation test showed no significant 
correlation. Therefore, further analysis aiming at identifying hidden variables is 
necessary and a study with a larger sample size is planned. 

4   Conclusion and Future Work 

In this paper we investigated the relationship between the Felder-Silverman 
learning style model and working memory capacity, one of the traits in the 
Cognitive Trait Model. This relationship can be used, on the one hand, to get 
additional information about learners in systems which are able to detect either 
learning styles or cognitive traits. For systems that already consider both, learning 
styles and cognitive traits, the relationship can be used to build a more robust 
student model by including the information about learning styles in the detection 
process of cognitive traits and vice versa.  

According to current investigations, learners with a high WMC tend to favour 
reflective, intuitive, and sequential learning styles, and vice versa. On the other hand, 
learners with a low WMC tend to prefer active, sensing, visual, and global learning 
styles. To verify this relationship an exploratory study was performed. The 
relationship between the sensing/intuitive dimension as well as the visual/verbal 
dimension is supported by the results of the study. For the two other dimensions, no 
significant correlations were found. This might be because of the small sample size of 
the study (39 students) or because of the existence of hidden variables.  

Future work deals with enlarging the study to get more significant results and also 
to be able to analyse the results in more detail. Furthermore, we plan to use the 
benefits of the verified relationships in a web-based educational system which is able 
to detect learning styles and cognitive traits. The additional information from the 
relationship will be used to improve the detection process of cognitive traits and 
learning styles.  
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Abstract. This paper describes how we propose to assist trainers in their tasks 
of monitoring a distant group, in the context of learning situations exploiting 
interactive learning objects (simulations, micro-worlds…). We describe the 
conceptual model on which we base the monitoring of such learning situations. 
A scenario, created by the trainer, describes the goal proposed and the various 
controls to be made during the learner’s progression toward this goal. Our tools 
automatically use the scenario to control the learning object, to monitor the 
learners’ activities and to provide tutors with semantic and synthetic 
representations of these activities. We also provide automatic assistance to 
learners. The context of this work is the FORMID project, which has resulted in 
a computer platform implementing our proposals. 

1   Introduction 

The use of Learning Management Systems for the development and exploitation of 
distance training via Internet is nowadays very common. However, we agree with 
[11] that "although these systems support many tasks related to teaching at distance, 
the instructors still face a number of problems with managing distance courses 
effectively; most of which are brought by the difficulty to gain sufficient 
understanding of […] distant students." Active learning situations in which the learner 
interacts strongly with an educational tool (micro-worlds, simulations or interactive 
learning environments) require a specific monitoring approach. 

Current Learning Management Systems usually offer the possibility to monitor the 
succession of activities, but do not provide enough information on the internal 
progression of each activity (Eifel1, EduTools2, LAMS3). Consider for instance an 
activity in which the learner must use a simulation tool. It is usually feasible to 
include such an activity [1]; if the simulation supports the SCORM standard, the LMS 
may obtain further information, for instance whether the learner has started or 
completed the activity. However, since the LMS does not provide detailed 
                                                           
1 Eifel, http://www.eife-l.org 
2 EduTools 2006, Course Management Systems, retrieved from http://www.edutools.info 
3 Learning Management System LAMS, http://www.lamsinternational.com 
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information, the tutor is not able to monitor and to assist the learners. In this paper, we 
propose a generic solution to this problem. 

One of the ARCADE team objectives is to assist the trainer when he acts as an 
author during the creation phase and when he acts as a tutor in the exploitation phase 
with a virtual class. The pedagogical scenario concept is for us a key element: 
scenarios are created by trainers (instructors…) to propose a set of activities and goals 
on Interactive Learning Objects, such as simulations, micro-worlds…; scenarios are 
further used to assist trainers in their task of monitoring the class activity. 

The complete exploitation phase concerns both learners and trainers; however, in 
this presentation we privilege the point of view of the trainer. The task of monitoring 
learners involved in active learning situations requires more functionalities than 
commonly offered by current open and distant training platforms. 

2   Functions for Monitoring Distant Learning  

We focus on what happens during an activity, rather than on the sequencing of 
activities in a learning unit or on the pedagogical structuring of the global curriculum. 
We consider situations in which the learner must accomplish a task or solve a 
problem, while interacting with a learning object. Furthermore, the results presented 
here concern mainly individual learning situations, and not collaborative activities.  

The MDLA (Monitoring Distance Learning Activities) model [5] describes 
functionalities to assist the distant synchronous monitoring of learners involved in 
active learning situations. In our opinion, these functionalities provide a global answer 
to the monitoring requirements and this model, while designed for synchronous 
monitoring, is also applicable for asynchronous monitoring of the same kind of 
activities. 

Our contribution is to propose monitoring tools that will automatically inform the 
tutor on the learners' activity (by offering a semantic perception of the activities and a 
synthetic view of the class activity) and provide assistance to learners. 

What is the proper level of detail to monitor effectively the activity of a learner 
working on an exercise? A trace of elementary actions on the interface (e.g. mouse 
clicks at such and such locations…) would be useless because such events are too far 
removed from the task semantic and do not really inform on the learner’s difficulties. 
The system must deliver indicators of a higher level of abstraction that help to 
appreciate especially the qualitative aspect of the work. There are a large number of 
possible levels of detail: operations on the learning objects (e.g., a switch has been 
closed), internal states (e.g., the object has been placed in state S), etc. We have to 
select the optimal level that will give the tutor the most efficient perception of the 
learner’s activity. We propose the notion of “semantic perception of the activity”, 
based on indicators produced by pedagogical scenarios all along the session. 

In the MDLA model, the global perception of the class activity is supposed to 
result from the successive perception of the activities of the individual learners. In 
order to reduce the cognitive overload that this approach induces on the tutor, the 
FORMID project offers a synthetic perception of the class (or sub-group) activity, in 
supplement of the perception of the individual activity of each learner. 
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Another originality of the FORMID project is to provide an automatic assistance 
to the learner. The tutor is able to define by herself the specific assistance to provide 
to the learners in function of their progression.  

3   FORMID Concepts, Mechanisms and Associated Tools 

We describe now several FORMID concepts and their roles in the distance 
monitoring process [9].  

The FORMID platform is a software implementation of our concepts. It is 
designed to host various active learning situations, composed of both an interactive 
learning object and a scenario. We have used various kinds of Interactive Learning 
Objects (ILOs): simulations (in various scientific domains [4]) and micro-worlds. 

The learner must use these ILOs to execute specific tasks and reach specific goals 
described in pedagogical scenarios (scenarios in short) which have three roles: define 
precise activities/goals (exercise) proposed to the learners on an ILO.; specify 
controls to be made on the learner's progression during this activity; define the 
pedagogical support that will be provided automatically to the learner according to 
his/her progression [8], [9]. 

FORMID can integrate ILOs that satisfy at least the following general properties: 
inspectability (one must be able to consult from the outside some variables of the 
ILO); scriptability (one must be able to change from the outside the values of some 
variables). Our supervisor architecture includes an extensible set of "adapters" for 
ILOs of different origins. As an example, we have integrated Java simulations 
generated by Easy Java Simulations software [http://fem.um.es/Ejs] without any 
modifications of these simulations. We also have adapters for Java applets and Flash 
applications, satisfying varying constraints of inspectability and scriptability. 

An execution supervisor (or monitor) is active on each learner workstation. This 
component takes advantage of the ILO inspectability and scriptability properties: it 
verifies the learner's progression with respect to the scenario steps; it transmits 
monitoring information towards the tutor workstation. 

The learner communicates with this monitor through a simple interface (not shown 
in this paper) in order to select and start the exercise, read assignments and feedback, 
and request end-of-step validations. 

A large part of the learner support  is described in the scenario and delegated to the 
execution supervisor that will automatically assist the learner during the exercise 
resolution process. This automatic mechanism relieves the tutor of "routine" 
monitoring tasks, thus allowing him to spend a maximum of time on more difficult 
aspects requiring his full expertise.  

4   Global and Detailed Perception of the Class Activity 

The tutor must be able to compare the respective progression of learners among the 
complete sequence of exercises, as well as in the context of each exercise. 
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Fig. 1. Global view of the group progression 

In the main FORMID interface (shown in Figure 1), the photo panel on the left 
represents the "virtual class" and identifies the learners. Grayed boxes correspond 
to non connected learners. In the upper part of the central "progression monitoring" 
zone, we have a set of exercises, and the various steps composing each exercise. 
This structure gives meaning to the content of the lines in the lower main part. 

We have one line per learner. Different colors show the progression for each step: 
red (or dark) indicates a validation request issued by the learner, but refused by the 
monitor; green (or medium gray) indicates an accepted validation request. 

This synthetic information is sufficient to make a diagnostic on the activity of the 
class, identify learners that progress either very slowly or very fast, locate quickly the 
main difficulties of the whole class. The tutor is thus able to react more efficiently to 
the class difficulties. 

The automatic support mechanism delivers information to the learners without 
any intervention from the tutor, but two more detailed views are available to the 
tutor.  

On the left (in Figure 2), we monitor the class activity for a chosen step (step 1 
of exercise 1): detected controls and requested validation. Colors are again used to 
distinguish "bad" such as errors, "good", or "neutral" (no judgment value) 
situations. 

We can also monitor the chronological activity of a single learner in a given 
step (on the right, in Figure 2). The central part gives a detailed chronology of the 
activity of this learner. Each line corresponds to the time flow (from top to 
bottom). The tutor may evaluate more precisely the approach used by the learner 
when facing problems. 
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Fig. 2. Detailed views: group (left), or learner (right), advancement on a single step 

5   Conclusion and Perspectives 

The FORMID project resulted from the wish of the ARCADE team to pursue, in 
Open and Distance Training contexts, experimentation started in the ARIADNE 
European project. Scenarios are real assets to facilitate the operational exploitation of 
active learning situations. In particular, they provide innovative distance monitoring 
functionalities, as demonstrated by the FORMID platform. We are now validating 
their usefulness and their usability by experimentation in real instructional contexts, 
in the context of the European Network of Excellence Kaleidoscope4. 

The integration (in progress) of our tools in open and distance learning platforms 
will extend the usability of our tools and provide more experimentation opportunities. 
We will thus bring our contribution to the various researches on the definition of a 
tutor workstation for distant monitoring. In addition to the various functionalities 
discussed above, an ideal workstation should also let the tutor perceive various factors 
that influence learning. These factors can be related to emotional states [2], [3]; social 
behavior of learners [6]; group cohesion, group interactions [12]; information from 
collaborative dialog analysis [7], [14]. In parallel with research on each of these 
aspects, specific works consider how to better use the trails (or tracks) databases to 
give the tutor pertinent visual representations [11] or new information extracted by 
data mining techniques [13]. 

We facilitate the tutor's tasks by providing directly to the learners an appropriate 
assistance. Researchers should also be able to use our tools for the supervision of 
experimentation with virtual classes. 
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Abstract. Using electronic portfolios (e-portfolios) to assist learning is an 
important component of future educational models. We show how to use the 
information contained in e-portfolios to initialize learner models for adaptive 
tutorials. E-portfolios become sources of evidence for claims about prior 
conceptual knowledge or skills. An experiment is designed for testing how 
accurate a model can be built and how beneficial this approach can be for 
reflective and personalized learning. Monitoring this process can also help 
tutorial developers and experts identify how initial learner models may 
automatically arise from e-portfolios.  

Keywords: electronic portfolio, learner model initialization, adaptive tutorial, 
adaptive learning environment. 

1   Introduction 

Electronic portfolios are defined as an organized collection of digital and/or analog 
artifacts and reflective statements that demonstrate a learner’s intellectual 
development over time [1]. The rapidly growing use of e-portfolios in higher 
education, especially in online learning, provides students a user-centered file 
management option. Many schools and universities have developed e-portfolio 
systems where students are encouraged to store and organize artifacts during their 
formal schooling and to further carry on with augmenting that e-portfolio during 
lifelong learning. E-portfolios can offer advantages in demonstration of skills, learner 
reflection, collaboration, and assessment. The portfolio offers the possibility to show 
how the learner “conquers” the subject domain during the work or learning process. 
In this lies also the possibility to discover connections across subject areas and to 
develop a meta-perspective on the student’s own learning and knowledge [7].  
 Research about adaptive tutorials [9] has identified why an adaptive tutorial is 
helpful for the learner and how maximum benefits can be gained. A suitable learner 
model for adaptive tutorial courseware includes four main categories: aptitude, prior 
learning experience, cognitive learning style, and personal characteristics. Adaptive 
tutorial systems hold much in common with the more mature research area of 
Intelligent Tutoring Systems (ITS), but ITS research focuses more on detailed 
problem-solving processes than on tutorial interactions. The common goal of both 
ITS and adaptive tutorials is to provide adaptive and individualized instruction. 
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Learner models are specialized mechanisms for representing information and 
knowledge of learners inside adaptive/ personalized learning environments. In 
general, learner models are in the form of detailed cognitive models of the learner, 
and are maintained along with learning interactions in order to recommend suitable 
learning resources or to provide individualized help during problem solving. Learner 
models frequently contain information about the knowledge levels of learners on 
various domain concepts of interest.  

In this paper, we investigate how a learner model can be bootstrapped using  
e-portfolios when a learner begins to interact with an adaptive tutorial. A standardized 
information model of e-portfolios is first discussed. A method of student model 
initialization with a system design is presented. An experiment, now underway, is also 
discussed where domain experts are invited to evaluate the method of bootstrapping 
and evidencing initial learner models from student e-portfolios. 

2   E-Portfolio Information Model and Specifications 

A standardized e-portfolio information model explains what information is generally 
contained in e-portfolios, while a set of specifications are defined to describe the 
organization of the e-portfolio. The IMS ePortfolio information model specifications 
have been proposed and deemed a plausible set. With these specifications, 
standardized meta-data can be bound to artifacts in an e-portfolio making them easier 
to interpret and maintain across different institutions and platforms/systems [5]. The 
content in an e-portfolio may be widely varied, but the associated meta-data should 
conform to more standard and predictable formats. An e-portfolio is defined as a 
collection of multiple portfolio parts that are collated in an IMS Content Package. All 
of the contextual information for a portfolio, e.g., presentation aids, relationships, etc., 
are also defined within the IMS Content Package. In essence the manifest file for the 
IMS Content Package is the XML representation of the Portfolio with each of the 
portfolio parts being supplied as resources in the content package. The set of 
resources contains any source materials that are described as part of the portfolio, e.g., 
examples of work, copies of certificates, etc. For the case of nested portfolios, each 
portfolio is defined in its own content package, i.e. with a single manifest file. Sets  
of portfolios are clustered by creating a top-level content package in which each 
portfolio package is a resource. This standard structure makes it easy for learners to 
query and track portfolio parts at different granularity levels and reference them in 
other applications by making reference simply to a universal resource identifier. 

These features of e-portfolios proposed by IMS were defined and extended from 
the IMS Learner Information Package specification [6]. Types of portfolio parts are 
described in up to 18 catalogues that describe not only essential learner and learning 
information, e.g. identification, goal, competency etc. but also some contextual 
information for an e-portfolio, e.g. relationship, access and security control, etc. Some 
of these elements can be attached to learner models as a form of evidence for certain 
cognitive skills or learning acquisitions. The decision as to which elements should be 
used for which aspects of a particular learner model is made along with the process of 
bootstrapping the learner model.  
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3   Initializing a Learner Model 

Many issues could arise in initializing learner models in different adaptive learning 
systems. However, these can be categorized into four general phases based on: who is 
being modelled, what is being modelled, how the model is acquired and maintained, 
and how the model might be used [4]. Traditionally, these questions are addressed by 
developers and answered through natural language interaction with students. The 
accuracy is strongly affected by domain/subject matter, and tends to be hard to verify. 
Extracting information as learning evidence from e-portfolios to initialize student 
models will enrich the content of learner models and make the model more likely to 
be browsed and edited by the students themselves. 

Three main methods of bootstrapping a learner models are: 1. users outlining their 
own learning goals; 2. users providing a self-description (general personal 
information); 3. users being given a pre-test on the subject area [3]. Both 1 and 2 are 
easy to adapt to e-portfolio information extraction with partial automation and 
assistance, but achieving 3 requires fairly detailed e-portfolio instances that need to be 
mapped and interpreted from a standardized information model. For this reason, we 
are focusing on an approach where a customized interface is provided for permitting 
students (or teachers) to link evidence from an e-portfolio with answers to questions 
about their knowledge-state. Previous research has shown reflective comments (from 
human tutor and peers) about problem-solving activities to be effective in helping 
students reason about their own learning behaviours [8]. Since some students may 
have a hard time remembering details about their prior learning activities, this 
evidencing process is believed to be helpful as it “forces” students to browse their 
own learning records. The process of “evidencing” their claims is an important 
reflection activity, which we expect can be shown to support learning.  

Table 1 presents some identified relationships between learner models and  
e-portfolio components at an abstract class level. It shows the potential that 
components of a standardized e-portfolio could be mapped to values in a learner 
model or linked as evidence. As shown in the table, artifacts in a standardized e-
portfolio and their annotations may contribute to nearly all aspects of learner model 
information. For example, identification and participation can be mapped to general 
and personal learner information, while activity, assertion and reflection can be used 
to evidence and support (meta) knowledge and skill level. It seems also that attaching 
machine-generated meta-data to students’ e-portfolios would be beneficial for further 
use by some other adaptive learning system. Thus, learner model information 
generated by an adaptive learning environment could itself be an important artifact in 
an e-portfolio and could potentially be transferable to other learning systems via the 
learner’s e-portfolio. 

3.1   System Design 

An overview of our system with its high-level data flow is presented in Figure 1. The 
content and associated meta-data in an e-portfolio serve as the input. Although  
e-portfolios do not represent explicit models of cognitive capabilities, they contain 
evidence that may justify claims about the learner’s knowledge or skills. The 
extension to the learner model is essentially a set of rules and an interface to  
e-portfolios. The process for populating the learner model must fit with the specific 
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requirements of the adaptive tutorial system (ATS), and hence needs to be engineered 
by the learning environment developer. Students could/should be involved in the 
process of initializing learner models by using dialogue and message confirmation in 
three steps: 1. establish a set of essential questions about cognitive state based on the 
requirements of the ATS; 2. present these questions to the student with a suitable  
e-portfolio meta-data browsing tool; 3. monitor the student to locate evidence in the 
portfolio to confirm claims made in answer to these questions. The quality of the 
interpretation from e-portfolios to learner models is determined by a set of 
initialization rules and specialized interfaces, which in our system are to be pre-
defined according to the expected format of the associated learner model. Interfaces to 
extract information and import it into the learner model will be affected by specific 
goals and design aspects of the adaptive tutorial system as well as domain ontologies. 
Currently, the learner needs to manually select a set of artifacts and annotations from 
all the e-portfolio data as evidence to build their learner models through pre-defined 
questions, in which the learner gains an opportunity for reflective learning. Domain 
ontologies will be used for searching required semantic terms that are related to key 
words in a pretest question in the e-portfolio repository. 

The evidencing process has been applied in a web-based application where the 
learner uses a slider to justify the claim on their skill levels, and attaches evidence 
using browse and search functions in a pop-up portfolio browser. The portfolio 
browser has two highlight features to assist browsing: “search relationship” that finds 
a pair of artifacts according to <relationship> meta-data, and “ontological assistance” 
that help the learner identify all available related artifacts to a concept or a topic. For 
 

Table 1. How an e-portfolio part could be linked to learner model as evidence 

Main 
category 

Details and Comments IMS ePortfolio Spec 

Degree of specialization 
Individuals/classes of learners 

<identification> <participation> Who is being 
modelled

Temporal extent, Learner 
history 

<activity>, <affiliation>, <qcl>, 
<transcript> 

knowledge and meta knowledge <activity>, <assertion>, <product>, 
<reflexion>

Learner goal/intentions <goal>
Capabilities <competency>, <qcl> 
Preferences <accessForAll>, <interest> 

What is being 
modelled

Motivations <interest>,<goal>,<reflexion> 
users outlining own goals Packaging + Binding 
users providing a self-
description

Packaging + Binding
How is the model 
to be acquired 

users given a pre-test on subject <competency> 
How is the model 
to be maintained 

Compare learning path and 
tutorial system planned strategy 

<activity>, <assertion>

Elicit info from learner <assertion>, <competency> 
Provide advice/help <assertion> 
Provide feedback <assertion> 

Why is the model 
there

Interpret learner’s activity <assertion>, <activity>  
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Fig. 1. An overview of the system 

instance, when a product is found matched with a certain topic, associated meta-data such 
as assertion, goal and reflection are identified and made ready to link to a learner model.  

An experiment using the system is being conducted to identify the feasibility of 
initializing an accurate learner model from an e-portfolio. We are utilizing domain 
experts to take actual student e-portfolios and proceed through the “evidencing” 
process for an adaptive tutorial on the topic of “Abstract Data Types (ADT) in Java”. 
(The tutorial has not been fully implemented; however the ontology of the tutorial and 
expected learner models are.) The experts also will be invited to an interview where 
together they can share and discuss their judgments and comments on the proposed 
approach. The e-portfolio were built from real student learning materials and 
experiences collected from an entry-level Java programming, including assignments, 
quizzes, exams, Q&A, instructor’s feedback and self-reflective comments. The topics 
covered in this course have overlaps with both the prerequisite and regular content of 
the ADT tutorial. The questions for evidencing student’s knowledge mainly focus on 
concepts that fall in the overlap.  

4   Conclusion 

The artifacts in an e-portfolio should be browseable in human-readable form and this 
leads to the requirement that learner models, in order to be useful e-portfolio artifacts, 
be inspectable by users. Research in open learner modelling has shown that 
inspectable learner models can bring benefits to students and teachers. After 
completing a session with a learning environment, the learner model could be 
transferred as a new artifact to the learner’s e-portfolio. Attaching inspectable learner 
models to e-portfolios may provide another means for learner reflection. 

This research activity is also connected with the larger issue of e-portfolio 
assessment as well as prior learning assessment. E-portfolio assessment involves 
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evaluating learner achievement relative to pre-defined rubrics and utilizing the  
e-portfolio elements as evidence sources for achievement of prescribed learning 
outcomes. This has some striking similarity to the method described in this paper for 
initializing learner models. It also bears some similarity to inspectable learner 
modelling. The use of e-portfolio allows qualifications to be changed to focus more on 
the actual core of what needs to be assessed, rather than peripheral efforts to record and 
administer students work [2]. The same could be said of learner models! Student self-
assessment and portfolio assessment included in the e-portfolios can be beneficial for 
learner information management in personalized and adaptive learning environment. 

This short paper provides a preliminary discussion about how standardized  
e-portfolios and learner models can be connected. It also presents a system with both 
a learner model editor and an e-portfolio visualization tool that may assist learners in 
initializing student models with portfolio evidence. It describes an experiment aimed 
at testing whether learners can gain any benefit in reflective and personalized learning 
from this approach. Monitoring this process can also help developers and designers of 
adaptive learning environment identify how an initial learner model can further 
automatically arise from an e-portfolio. It shows how learner reflection can be 
supported through the inspection of e-portfolios and demonstrates yet another way in 
which inspectable learner models can be used to enhance learning. 
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Abstract. Considering that security education needs to train students
to deal with security problems in real environments, we developed new
media for teaching applied cryptography and network security. They per-
mit students to gain real-life security experience from virtual laboratories
on CD, DVD, or online. The application of those media is helpful to re-
duce investment and administration costs as well as effectively support
security experiments which previously had to be done in conventional
security laboratories.

1 Introduction

Teaching only theoretical facts has proved to be insufficient for today’s IT se-
curity education because security teaching is focusing more on preparing the
skillful workforce in response to increasing security challenges [1]. In this con-
text, we must meet the need of training students to apply security technologies
for real environments. So far, computer helps practical security instruction in
four ways:

Multimedia courseware is digitized lectures [12]. It provides no user interac-
tion or real experiences; Demonstration software, e.g. [3], [13] allows learners to
play with cryptographic algorithms, but in very few cases, real tools or everyday
environments are involved; Simulation systems let students accomplish security
tasks in a very abstract and limited environment. This means that students
have no chances to apply production tools [8], [11]; Dedicated computer labora-
tories [9] and [14] are practical for security training because security exercises
are performed with production software on real systems. However, they require
expensive hardware/software investment and intensive efforts to create, config-
ure, and maintain laboratory environments. Moreover most security exercises
require privileged access to the OS, which introduces the risk of misuse and in-
convenience of administration [14]. For security reason, dedicated networks are
isolated from production networks and not able to benefit the learners outside
the campus.

The Tele-Lab IT-Security project of the Hasso-Plattner-Institute has devel-
oped new media to support learning/teaching applied cryptography and network
security. In order to integrate hands-on experiences, Tele-Lab created virtual and
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lightweight laboratories on the CD, DVD, or online instead of constructing ex-
pensive traditional security laboratories. Students thus can gain real-life security
experiences with CD/DVD or Internet connections without the limitation of time
and place.

The following parts of the paper are organized as follows: Section 2 briefly in-
troduces the Tele-Lab concept and architecture. Section 3 and Section 4 presents
Tele-Lab CD/DVD and Tele-Lab server respectively. Then Section 5 describes
application of Tele-Lab and shows how they can support daily teaching and
learning. Finally, Section 6 concludes the paper.

2 The Tele-Lab Concept

Tele-Lab is intended to produce computer-aided tutoring systems that allow
students to learn about IT security and also gain practical skills. Its contents
cover many aspects of applied cryptography and network security such as en-
cryption, authentication, email security, firewalls, intrusion detection, wireless
security, etc. The originality of Tele-Lab is that it integrates real-life exercises
and laboratory environments in e-learning/tutoring systems to help students
understand how technologies are applied in reality. E.g. Tele-Lab not only ex-
plains and demonstrates encryption algorithms, but also offers students chances
to apply cryptographic tools like PGP or OpenSSL to encrypt or digitally sign
messages.

The concept of Tele-Lab is illustrated in Figure 1. Basically it consists of a
Linux system and a tutoring system. The Linux system is equipped with various
open-source security tools such as scanners and password crackers, and can be
used as a virtual laboratory. The tutor is a local web server that presents teaching
contents stored in a knowledge repository and manages exercises scripts. A user
reads theoretical part by a web browser and finishes exercises by applying tools in
Linux. User’s results can be either text or data sent to the tutor or some changes
on the operating system such as modifying configurations or opening/closing
services. The tutor then evaluates the results by scripts. Hence, interactive and
real-life exercises are realized.

Tele-Lab replaces most administration work by managing configurations and
exercises with scripts. But security exercises introduce risk of misuses because

Browser 

Shell 
Terminal 

Tutor 

Exercise 
Scripts 

User 

Knowledge  
Repository 

Tutoring 

Linux Box

Fig. 1. The concept of Tele-Lab IT-Security
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students are allowed to be a super user in many exercises, e.g. starting or closing
services. Thus students might corrupt Tele-Lab by misusing their privileges,
which results in administrative inconvenience and interruption of the learning
process.

3 Tele-Lab CD: A Reliable and Portable Virtual
Laboratory

In order to improve the reliability of the Tele-Lab and ease its administration, we
developed Tele-Lab CD/DVD [5]. It integrates the entire Tele-Lab on a Knoppix
live-CD. This kind of CD has a special feature to detect a rich set of hardware
and run a complete Linux on itself instead of installing it on a hard disk.

By implementing Tele-Lab on live CDs, we have a portable and reliable virtual
laboratory. It can be distributed to students for the training at home or in the
workplaces on general PCs. Tele-Lab CD will not affect hardware and software
installations and runtime failures can be simply handled by re-booting.

4 Tele-Lab Server: Virtual Laboratories on the Internet

Tele-Lab CD/DVD has its limitation of usability: it only runs on those machines
which the Live CD supports and can not provide network security exercises be-
cause of its performance and space limits. From the point of view of e-learning,
it is desirable that students can work with Tele-Lab over the Internet. Therefore,
we came up with the idea to develop an online learning and exercising platform,
Tele-Lab IT-Security Server [5]. Tele-Lab server differs from Tele-Lab CD by
building virtual laboratories with virtual machines instead of Live CDs. Virtual
machines (VMs) [4] are software copies of physical machines and can be con-
nected to networks. This provides the possibilities to simulate real laboratory
environments cheaply and for students to access them online easily.

The architecture of Tele-Lab server is shown in Figure 2. The user work envi-
ronments are built with the User-Mode Linux virtual machines [2]. They behave
normal applications running on a host computer and accessible from outside the
host as any regular computer. Each VM is carefully installed and configured
with security tools and user settings. Careful performance optimizations such
as system resource allocations and separation among VMs are done for making
VMs smaller and faster. A host can run multiple VM copies and their destruc-
tion would not result in any negative effects on the host. Therefore, it is possible
to grant students super-user rights on a VM.

The user interface to VMs is realized by a remote desktop access service,
VNC [10]. VNC implements a remote frame buffer (RFB) protocol which can
collect inputs from a remote client, encodes the desktop updates of the VM, and
sends them back to the client. VNC also supports java-applet clients, and then
the VNC clients can run inside a browser. Such a thin user interface permits
students to access VMs via a standard browser without installing special client
software.



New Media for Teaching Applied Cryptography and Network Security 491

VMVM
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Fig. 2. Tele-Lab Server: a virtual machine based training system

Big concerns for running Tele-Lab online are its reliability and security. Firstly,
VMs can be corrupted by users who have super-user rights. Second, it is also
possible that VMs are converted to an attack station by their users for com-
promising production networks. Therefore, we developed VM management and
security solutions to make Tele-Lab reliable and safe.

The status of VMs and user operations are monitored in real-time and defec-
tive VMs will be restored to default settings automatically. Security of Tele-Lab
focuses on system and network level isolations which jail users inside the VM
and prevent them from accessing production networks. The host OS is protected
against intrusions from VM processes by separation between VMs and the host.
We have a firewall between a VM and the production networks against network
attacks from the VM. Further details about VM management and security can
be found in [7].

5 Application

Tele-Lab mainly supports learning/teaching cryptography and network security.
It can also be adapted for other subjects and user groups. E.g. Tele-Lab can
provide exercises for lectures, can be a complete e-learning program, or can be
customized for industrial training. The feedback from the students who tried
using Tele-Lab shows it was easy to follow theoretical parts and complete most
exercises without help of a human instructor. If students are unfamiliar with
Linux, some exercises about Linux security (e.g. the iptables firewall) would
be a little bit difficult for them. However, other more general exercises can be
handled without special Linux skills. E.g secure email exercises only require the
skills to use browsers and email clients in a graphical environment. This indicates
that the use of Linux as a laboratory platform might bring some difficulties but
it is still an effective solution for IT students.

5.1 Example Chapter: Password-Based Authentication

This chapter is about how users are authenticated by passwords and how pass-
words are protected in Linux. In its exercise, privileged operations are involved.
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Fig. 3. Tele-Lab user interface

A user needs to crack a Linux passwd file with an open-source cracker, John-
the-Ripper. The typical learning process includes following steps:

1. Concepts like password hashing (DES and MD5), “passwd/shadow” file, and
advice on strong passwords are introduced.

2. Relevant password tools are presented. They include the “passwd” command,
PAM (the Linux “Pluggable Authentication Modules”), and the John-the-
Ripper password cracker.

3. In the exercise of password cracking, the work environment is prepared first.
The system’s password hashing mode is initialized to use DES algorithm.

4. A group of random passwords is generated and saved as a “passwd” file.
5. The user needs to download the “passwd” file and apply a root account for

running the system level program, John-the-Ripper.
6. The user switches to the root user mode and runs John-the-Ripper to decode

passwords. The user interfaces are shown in Figure 3.
7. After the plain passwords are found, the tutor examines the submission and

saves completion records.

6 Conclusions

Tele-Lab IT-Security provides new media for teaching practical IT security. They
allow students not only to learn security concepts and principles, but also to
experiment security and gain hands-on experiences in a lightweight and safe
laboratory environment. Tele-Lab is not to completely substitute the role of
conventional security laboratories, e.g. it is hard to include those exercises which
need complicated network environments; Security on Windows platforms has also
not yet been addressed. Instead Tele-Lab is to provide more practical features
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and alternatives to traditional ways. In summary, Tele-Lab is a research attempt
to fill the gap between e-learning and practical security training. This work has
demonstrated the possibility to implement hands-on security laboratories on the
Internet reliably, securely, and economically.
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Abstract. This paper describes the experience of the author in setting up a 
project for lecture delivery using electronic academic content with the aim of 
initiating technology-enhanced learning activities in a public-sector institution 
of higher learning in Pakistan. The project was aimed at undergraduate 
engineering students, and the author was the instructor of an engineering 
course. The paper will explain the background which influenced the scope of 
the project, and list out the objectives set for the project. The setup used for 
lecture delivery will be described, and the advantages and limitations of the 
approach will be highlighted. The paper will also present and categorize 
different problems faced during the project and highlight their impact on the 
project. Finally, the plans and work-in-progress to continue and enhance the 
scope of the project in the future will be presented.  

1   Introduction 

This paper will describe a project to initiate technology-enhanced learning undertaken 
at the electrical engineering department of a public-sector institute in Pakistan. The 
institute is relatively new, established in 2002, and offers a four-years (8-semsters) 
bachelor’s degree in electrical engineering (the institute also offers degrees in other 
disciplines). The project was carried out by the author as an instructor to an 
introductory Electronics course taught to students in the third semester. 

Since the institution is new, it lacks a general infrastructure which could facilitate 
initiation of technology-enhanced learning. Resources (e.g. financial resources) which 
could be utilized for technology-enhanced learning are also lacking. Therefore, any 
effort at technology-enhanced learning, while aiming at improving the efficiency of 
learning, should have the ability to improvise innovative methods and approaches 
which are cost-effective, as well as remain non-intrusive to the existing learning 
methodology. 

In this context, the rest of the paper will be used to briefly describe details of 
the project. The background in which the project was initiated will be explained, 
and the main objectives of the project will be listed. The setup used for 
technology-enhanced learning will be described, and our observations with respect 
to the effort for technology-enhanced learning will be explained. Finally, some 
problems faced by us in the process will be mentioned, and some future plans will 
be highlighted. 
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2   Background 

Almost all of the teaching at the electrical engineering department is done using the 
classical approach [11]. Some instructors occasionally use computer-based, or 
electronic slides, which are projected in the classroom using a data projector. 
However, any writing during the lecture is done on the whiteboard, and electronic 
slides are mostly used for demonstrative purposes. At present no course is conducted 
by lectures which are delivered entirely using computer-based slides. One other 
aspect of teaching engineering courses, though not limited to them, is that these are 
very writing intensive. This means that preparing electronic slides for lecture delivery, 
containing equations and diagrams, requires much effort. This also means that during 
lecture delivery, the instructor may need to write equations, or draw diagrams [9].  

Though there is in general awareness of technology-enhanced learning, mainly 
among those instructors who have in the recent past studied in Europe or the USA, 
there is no effort at any technology-enhanced learning initiative at the institute. The 
campus is networked through a LAN, and broadband internet access is available to all 
teachers, and also to students through computer pools, however none of the courses 
being offered at the electrical engineering department has its webpage. 

2.1   Objectives of the Project 

Given the background as presented previously, the objectives of the project could be 
listed as the following individual points: 

1. promote an efficient learning environment based on innovative use of inexpensive 
technology 

2. enhance the teaching and classroom experience, providing flexibility in lecture 
delivery, as well as an effective interaction protocol between the instructor and 
students 

3. allow active student involvement and interaction 
4. supplement the classroom learning experience with the possibility of distance 

learning 
5. allow adoption and gradual enhancement of e-learning activities on a sustainable 

basis 

2.2   Lecture Delivery Setup Description 

We used a setup that allowed us to use inexpensive technology innovatively, 
conformant to objective 1 as listed in section 2.1. The lectures were delivered using 
electronic slides projected in the classroom using a data projector. To prepare the 
slides, digital ink was used to draw figures, circuit diagrams, and also to write text. 
For using digital ink, a cheap USB based tablet pen device was used. The author used 
his own laptop for lecture preparation and delivery. The data projector was placed on 
a moveable trolley during the lecture. Figure 1 shows the lecture delivery setup. The 
instructor’s position behind the trolley is depicted, which enables him to write on the 
tablet pen device while facing the students. 
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Fig. 1. Diagram showing the lecture delivery setup 

The tablet pen device was also used during lecture delivery to write on the slides. 
For this purpose the tablet pen device was placed on the trolley along with the data 
projector. The height of the trolley was such that placing the tablet pen device allowed 
the author to write comfortably on the device at a natural angle. The laptop computer 
containing the slides was placed at a chair placed adjacent to the trolley, so that its 
screen was visible to the author.   

The lectures were also recorded using a cordless microphone. Important here is that 
not only the voice of the instructor was recorded, but the screen of the laptop was 
captured simultaneously as well. Therefore it was possible to record the slides, the 
writing on the slides with digital ink during the lecture, as well as the voice of the 
instructor synchronised with the slides, and a freely downloadable software was used 
for this purpose. The recorded lectures were made available to the students after the 
lecture. For this purpose the lecture files were placed on a shared network folder.  

3   Observations 

In this section we will describe some of our observations about important aspects of 
our project for technology-enhanced learning. We will focus on the classroom impact 
of the project, as well as its advantages and limitations. We will also refer back to the 
objectives of the project as appropriate. 

3.1   Classroom Impact 

In the context of classroom impact we are interested in evaluating whether the 
methodology used for lecture delivery contributed to teaching, as well as to student 
learning. 

− It was possible to eschew the use of the whiteboard (see section 3.2 for some 
exceptions to this). This made the use of electronic slides feasible, since the 
problems due to switching between slides and whiteboard could be avoided. 
Prepared electronic slides helped the instructor save time not having to write the 
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lecture contents on the whiteboard during the lecture. In this context, 86 percent of 
the students found that the lecture delivery setup helped save time, whereas 74 
percent of the students found using electronic slides and writing on them using 
digital ink during lecture more easy to view as compared to the whiteboard.  

− The use of digital ink helped the instructor to spontaneously adapt to the students. 
Concepts could be explained, and students’ questions answered by writing on the 
slides spontaneously, without causing any distraction to the students. 88 percent of 
the students felt that the lecture delivery setup enabled more interaction between 
the students and the instructor. Also, 83 percent of the students felt the lectures 
delivered using this setup to be better than those delivered using traditional 
techniques.  

− By following the best practices in the use of digital ink [3], it was possible for the 
instructor to adopt a simple interaction protocol with the students, as well as to 
increase student engagement.  

− Related to the previous point, the lecture delivery setup allowed the instructor to 
face the students at all times (91 percent of the students found this to be true). 
There was no disruption caused by the instructor having to turn towards the 
whiteboard to write. According to students’ feedback, this allowed them to better 
engage with the instructor. 88 percent of the students found that the setup allowed 
the instructor to deliver better lectures.  

− The methodology of lecture delivery also helped enhance the classroom 
experience. 89 percent of the students found that lectures delivered using this setup 
allowed them to take more interest in the lecture, whereas 83 percent of the 
students found the methodology to make the classroom experience more 
interesting.  

All of the points mentioned in this section can be related to objectives 1, 2 and 3 as 
listed in section 2.1. 

3.2   Advantages and Limitations 

A big advantage of the project setup described in section 2.2 was its ease of use, and 
the fact that it allowed us to incorporate an effective method of lecture delivery using 
available and cheap resources. The whole setup did not take more than 10 minutes at 
the beginning of the lecture.  

The setup was meant to supplement the classroom experience, not replace it, hence 
avoiding the problems that can accrue due to lack of personal contact between the 
instructor and the student [4]. The recorded lectures were, however, available to the 
students for use outside the classroom, thus allowing a very basic form of distance 
learning [6]. Based on students’ feedback, it was ascertained that roughly 50 percent 
of the students were using the recorded lectures outside of the campus. We can relate 
this aspect to objective 4 of the list of the project’s objectives listed in section 2.1. 

The lecture setup also had some limitations which are worth mentioning. Among 
these is that the use of the whiteboard could not be completely eschewed. The setup 
using the USB-based tablet pen device, and the laptop connected to the data projector 
through a cable meant a tethered setup. Therefore, the setup, though offering a simple 
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interaction protocol between the instructor and students, allowed for only one-way 
slide annotation.  

Another limitation of the setup was related to only the instructor’s voice being 
recorded. Since the cordless microphone was attached to the instructor’s collar, any 
answers by the students to the questions posed by the instructor were not recorded. In 
this case the author adopted the practice of repeating the student’s question before 
answering, so that the instructor’s speech in the lecture recording could be put in 
context. 

3.3 Issues with Lecture Preparation and Delivery 

For lecture preparation and delivery with digital ink we used the guidelines as 
provided in [3]. However, at times we did face the problem of slide clutter (see Fig. 2) 
and sometimes the electronic slide proved to be small to write. For the latter, one easy 
remedy was to keep a blank slide in the slide deck after a slide where much writing 
was anticipated, thus avoiding clutter and the need to erase digital ink. The author 
also felt a tendency to use too much attentional ink [10], which also required 
occasional erasure of digital ink from the slide. However, on analysis of the recorded 
lectures, the effect of erasing digital ink was not found to be significant, since the 
context of the inking, as well as erasure, was available in the recording.  

 

Fig. 2. A cluttered slide 

4   Future Work 

We have now run the project during a whole semester, and are using it again during the 
following semester. Presently work is underway to evaluate and deploy an open-source 
learning management system. As part of this step, a web-based learning management 
system has been installed at the electrical engineering department, and is being used 
initially by the author for the Electronics course. The recorded lectures of the new 
semester are being made available on this web-based platform, in contrast to the 
network drive-based approach used previously. We have also used the learning 
management system for student assignments, and have had very good response. We also 
plan to administer classroom quizzes online, which for the time being are paper-based. 
These efforts and plans are in accordance with objective number 5 listed in section 2.1. 
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The lectures recorded during the project have been shown to other instructors at the 
author’s institute, and also at another engineering university in the same city. One 
other extension of the project we are planning goes in the direction of recording 
lectures at one institution, and making it available for students at the other, possibly 
using the institution’s local learning management system. Though more elaborate 
programs (in scope and in use of technology) of distance learning are being used [5], 
we consider this to be a cost-effective method of knowledge dispersion, while also 
giving students more freedom by learning from courses without enrolling in them or 
being present at another institution.  

Another application of the setup used in the project is to help improve the 
presentation and teaching skills of less experienced teachers, and plans are being 
made to effectively utilize the setup for this purpose. 
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Abstract. Production of Learning Resources is very expensive. Hence
re-use is a common way to lower these costs. In contrary to a re-use ”as
is” re-purposing means to transform a Learning Resource to suit a new
learning or teaching context. We consider re-purposing to be a promising
approach to improve the re-use of Learning Resources. As a basis for
re-purposing tools, a re-purposing framework shall provide fundamental
functionality in order to facilitate the development of re-purposing tools.
This paper analyzes the requirements for such a framework, proposes an
actual architecture and presents the current state of the implementation.

1 Introduction

E-Learning has gained a major role in eduction. Web Based Trainings (WBT)
and other kinds of multimedia content are important especially for adult edu-
cation. For these formats, powerful tools exist for creating Learning Resources.
But once a Learning Resource is created and published, the work of these tools
is considered to be finished. The challenge in re-using digital Learning Resources
is the combination of content, multimedia and didactics.

From a didactical point of view, it would be best to design and produce
learning materials completely from scratch, because this approach would lead
to a maximum of quality. But the production of e-learning materials is very
expensive. Therefore, new ways have to be found to reduce the costs of the
authoring process. The common approach to lower production costs is to re-
use existing content. The term Learning Object has been introduced to define
reusable units of learning materials; re-use here means to use a learning object
again without changing it.

A broader definition of re-use is based on the insight that re-use may in-
clude modifying the Learning Resource in order to use it (re-purposing) [1].
Re-purposing may consist of different steps, such as modularization and adap-
tation. A re-purposing tool is a tool that supports an author to transform a
Learning Resource to suit a new learning or teaching context. It guides the au-
thor to reach that goal and should enable her to pursue the big picture instead
of small editing steps.
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Developing such a re-purposing tool is a complex task. Therefore, this paper
focuses on the development of a re-purposing framework, which facilitates the
implementation of re-purposing tools.

This paper is organized as follows: In the second chapter, we analyze the
requirements for a re-purposing framework. Related work is discussed in chapter
three. Chapter four presents a brief solution approach which is then transformed
into an actual architecture and implementation in chapters five and six. Finally,
conclusions and an outlook are presented in the seventh chapter.

2 Requirements for a Re-purposing Framework

As shown in the introduction, there is need for a generic re-purposing framework.
The requirements for such a framework are analyzed in this section. The re-
purposing framework should not be one application with a fixed functionality
and front-end, but a basis on which different applications can be built. The core
requirements are:

Format Independence: The intended framework must be format-independent
in a way that an application using the framework will be enabled to deal with re-
sources in different formats. Ideally, applications should be format-independent.

Support for Structured Multi-Document Resources: Learning Resources may
consist of multiple documents. Usually, there are links between these documents,
which turn a set of single documents into a meaningful ensemble. Those links
may be hyperlink-like references between content documents or references in a
manifest document. Therefore it is necessary to regard several documents as one
logical resource as well as to give the possibility to regard each single document.

Enhanced Support for Content Analysis: An intelligent re-purposing tool,
which supports the user to reach her goals, has to know about the details of
the Learning Resource contents. It would, for example, be helpful for restruc-
turing tasks if the structure of a course could be shown to the user; possibly
enriched with information about the relations between different text blocks (e.g.
coherence of text blocks or which didactical roles they play).

Modification of Content Without Unintended Information Loss: Analysis of
the content is only the first step of re-purposing. The data has also to be changed
by the application. These changes should take place without losing relevant
information (e.g. formatting). This is a challenge because the analysis works on
an abstract data model.

Extensibility: The re-purposing framework should be designed as an open
framework for various re-purposing applications. Hence, extensibility should be
considered as one of the core requirements. Extensibility comprises especially
new formats, new re-purposing processes and new content analysis methods.

3 Related Work

Authoring tools for Learning Resources mostly support creation and simple edit-
ing, but no re-purposing. Furthermore, many authoring tools bring along their
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own source format. A created Learning Resource is rendered into a target format
for publishing. Those Learning Resources can only be edited by the authoring
tool, and only if the original source is available. There are some tools that pro-
vide basic adaptation support. But the functionality is always restricted to a
small set of document formats and adaptations types. Examples for such tools
are SYSTRAN office plug-ins [2] and the slide master feature of Microsoft Pow-
erPoint. However, the approach of using one separate tool for each adaptation
type for each format leads to a confusing number of programs. And each of these
programs behaves differently. We currently do not know of any editing tool that
offers support for arbitrary adaptations for different document formats.

A wide-spread approach for covering several document formats by one tool is
to use an abstract intermediate format. A popular approach is to use the XML
File Format of OpenOffice as intermediate format and filters for importing and
exporting various other document formats [3,4]. Another project that uses an
intermediate format is ALOCoM [5]. ALOCoM uses a proprietary intermediate
format in combination with a simple ontology for content elements.

Bayerl et al. have developed methods for semantic analysis of document
markup (cf. [6]). They propose to use three levels of semantic document markup:
a structural level, a thematic level and a rhetorical level. An implementation ex-
ists that uses XML as markup language and Prolog for semantic analysis. How-
ever, only one document format is supported: all contents have to be available
as DocBook documents.

4 Application Examples

Two example applications may illustrate the use of a re-purposing framework.
The first example is an adaptation tool that adapts a Learning Resource to a
particular corporate design. The second example is a modularization tool, which
decomposes a Learning Resource into several smaller Learning Resources.

A corporate design consists of several layout elements and styles, which form
a unique appearance that is recognized by customers. Parts of a corporate de-
sign are e.g. logos, particular fonts, text colors and sizes, as well as rules for
text alignment and image placement. The difficulty in changing the layout of a
Learning Resource in order to fit a new corporate design is to identify layout el-
ements with a particular meaning. For example, headlines have to be formatted
different than plain text or image captures. If logos are to be replaced, we have
to tell apart logos from all other images. An adaptation tool could benefit from
a re-purposing framework by re-using existing functionality and focusing on the
primary task.

As a second example we consider a tool that modularizes a Learning Resource
into several smaller Learning Resources. Again detailed semantic information
about the content elements would be required for performing the task. Con-
sider that a modularization algorithm calculates module boundaries based on
the similarity of text passages. Using the re-purposing framework, the modular-
ization tool could first calculate the similarity of text passages and attach that
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information to the content elements. The boundaries would be technically re-
alized by propagating the boundaries to the format-specific layer, where finally
the Learning Resources are technically decomposed.

5 Re-purposing Framework

For realizing a re-purposing framework that fulfills the aforementioned require-
ments, we decided to create representations of the Learning Resource contents on
multiple layers, each with an increasing abstraction level. The proposed layers are:

– A physical representation layer which represents the involved files as they
exist on disk

– An object-oriented representation layer that represents the content structure
as an object tree

– A semantic representation layer that represents the content structure as a
semantic graph enriched by semantic information

On the object-oriented representation layer a so-called Object-Oriented Content
Representation (OOCR) will represent the structural entities of the documents
as a tree of objects. These objects are also the entities which provide methods
for modifying the content.

The semantic representation layer will consist of an RDF model called Se-
mantic Content Representation (SCR) that contains the structural information
of the OOCR plus additional semantic markup and relations. The SCR also pro-
vides the required format abstraction by using a generic Content Ontology. The
Content Ontology will provide the necessary concepts for interpretation of the
SCR.

However, although an RDF model is very helpful for analysis, it is not suitable
for changing the content. If changes were performed directly on the Semantic
Content Representation, it would be necessary to transform this model back into
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Fig. 1. Components of the Re-purposing Framework
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the original format - which would lead to information loss. Therefore, all mod-
ifications are propagated by a Modification Transaction Engine (MTE) to the
OOCR, where they can be performed format-specific. Content modifications are
formulated by re-purposing applications as atomic, format-independent modifi-
cation commands.

The complete architecture is illustrated in Fig. 1. Re-purposing tools mainly
interact with the framework via the SCR.

The ability for handling particular document formats is added to the frame-
work by format plug-ins. A format plug-in contributes format-specific extensions
to the framework for handling this document format.

6 Implementation

We have implemented a first version of the presented re-purposing framework.
Currently we provide support for two formats: HTML and the Sharable Content
Object Reference Model (SCORM) [7]. The framework is combined with a simple
SCORM editor that allows to edit and aggregate SCORM-compliant Learning
Resources. Framework and SCORM editor together are planned as a basis for a
sophisticated re-purposing tool.

The whole application is implemented in Java on top of the Eclipse Rich Client
Platform (http://www.eclipse.org/rcp/). It is realized as multiple Eclipse plug-
ins, which represent the different components of the architecture. There is one
plug-in for the basis system and for each supported content format a separate
plug-in. Re-purposing applications are integrated by adding a new Eclipse plug-
in. For the Semantic Content Representation, we build an RDF model using the
Jena semantic web framework.

Up to now, some simple adaptation processes have been implemented to prove
the feasibility of the framework architecture. The results are quite promising, as
the adaptation processes work satisfactory for the supported formats right now.
We have used three different SCORM courses for testing (consisting of 27 to 95
HTML documents). The results of a performance measurement show that the
tested courses can be transformed into OOCR and SCR representations in less
that 7 seconds, which is an acceptable amount of time.

7 Conclusion and Outlook

In this paper, we have presented the requirements for a re-purposing framework
and our architecture for such a framework. The approach of that framework is
to separate a re-purposing application as much as possible from the handling
of the particular documents. The documents are represented on three different
layers as physical documents, an Object-Oriented Content Representation and
a Semantic Content Representation. Analysis and modifications are performed
via a generic interface that abstracts from particular document formats.

The feasibility of the re-purposing framework has been proven by the imple-
mentation of some basic adaptation processes. More sophisticated re-purposing
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applications, which use more of the framework’s potential, are currently devel-
oped. One of the remaining tasks is to implement complex analysis methods
in order to facilitate the development of those re-purposing applications. Also,
additional format plug-ins for further document formats should be implemented
to broaden the use of the framework.
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1. Rensing, C., Bergsträßer, S., Hildebrandt, T., Meyer, M., Zimmermann, B., Faatz,
A., Lehmann, L., Steinmetz, R.: Re-Use and Re-Authoring of Learning Resources
- Definitions and Examples. Technical Report KOM-TR-2005-02, TU Darmstadt -
Multimedia Communications Lab (2005)

2. SYSTRANS: SYSTRANS WebServer, (http://www.systransoft.com/products/
client-server/webserver.html)

3. OpenOffice.org: OpenOffice filters using the XML based file format,
(http://xml.openoffice.org/filters.html)

4. Rotard, M., Finsterle, L.: Creating and Publishing Courseware Independent of the
Authoring System. In: Proceedings of the Technology Enhanced Learning Confer-
ence. (2003) 251–254

5. Verbert, K., Gasevic, D., Jovanovic, J., Duval, E.: Ontology-based learning content
repurposing. In: WWW ’05: Special interest tracks and posters of the 14th inter-
national conference on World Wide Web, New York, NY, USA, ACM Press (2005)
1140–1141
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Abstract. How can we ensure that our educational systems evolve to better 
serve the needs of learners? This paper reports on initial work to create a 
Reference Model for a Personal Learning Environment, where the emphasis is 
on facilitating learning, in contrast to traditional Virtual Learning Environments 
which exist primarily to manage the learning process. This paper describes the 
rationale underlying the Personal Learning Environment concept and the 
advantages gained by specifying a reference model to define the PLE domain, 
before presenting a summary of the reference model itself. 

1   Introduction 

There is an inherent conflict in formal education: the number of students, each with 
their own individual needs, always greatly exceeds the numbers of teachers available 
to teach them. In order that the system is efficient, the teacher is constrained in the 
pedagogical options open to them by organisational policy. This situation is 
exacerbated by technology: the institutional imperative is to manage the learning 
process and the technologies adopted are those which reinforce traditional modes of 
working and provide efficiency gains rather than new pedagogical opportunities. 

This paper describes our work in exploring new models for learning environments 
which seek to facilitate the learning process. We first describe our rationale for a 
Personal Learning Environment and the emerging technologies which may facilitate 
it. We then describe how we have formally examined existing software tools and the 
ways in which they are used to define the elements of a Reference Model for Personal 
Learning Environments, including typical design patterns we would expect to see in a 
Personal Learning Toolkit and the services which such a toolkit might interact with.  

The work was funded by the United Kingdom's Joint Information Systems 
Committee (JISC) as part of its contribution to an international e-Framework initiative 
[1]. The primary goal of the initiative is to produce an evolving and sustainable, open 
standards based service oriented technical framework to support the education and 
research communities.  
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1.1   Current Online Learning Environments 

Most higher and further education institutions in the United Kingdom now manage 
the delivery of online course content and provision of student communication 
facilities through some kind of Virtual Learning Environment (VLE) [2]. VLEs 
provide a number of benefits to students and staff within an institution. For the 
administrator, a VLE provides a set of tools which allows course content and student 
cohorts to be managed efficiently and provide a single point of integration with 
student record systems. For the tutor, a simple set of integrated tools allows the 
creation of learning content without specialist computer skills, whilst class 
administration tools facilitate communication between tutor and cohort (for class 
announcements) and individual learners (for feedback). For the learner, the VLE 
provides a single environment within which all online content can be accessed and 
communication can be managed.  

VLEs first began to emerge around ten years ago, in the wake of the widespread 
availability of the World Wide Web. The technologies adopted by VLEs are largely 
standard, with most commercial (e.g. WebCT and BlackBoard) and Open Source 
tools (moodle, ATutor) exhibiting the same functionality, and overall pedagogical 
approach. But VLEs are fundamentally a conservative technology; they are a solution 
to a set of organisational problems: managing students, providing tools and delivering 
content, and whilst they serve the needs of the institution well, they are often ill suited 
to the needs of learners.  

Can we re-examine the online learning experience and design a set of tools which 
more fully support the learning process and are more closely matched to the needs of 
individual learners. These tools would give the learner greater control over their 
learning experience (managing their resources, the work they have produced, the 
activities they participate in), reduce the range of tools they must interact with, and 
would constitute their own personal learning environment, which they could use to 
interact with institutional systems to access content, assessment, libraries and the like.  

In a Personal Learning Environment (PLE), the learner would utilise a single set of 
tools, customised to their needs and preferences inside a single learning environment. 
The tools would allow the learner to: 

• Learn with other people: managing their relationships with tutors, and peers, 
as well as form links between contacts who are not part of their formal 
learning network.  

• Control their learning resources: enabling them to structure, share and 
annotate the resources they have been given along with those they have found 
or created themselves, or been given by their peers. 

• Manage the activities they participate in: providing them with the 
opportunity to set up and join activities such as study groups, bringing together 
a specific group of people, together with the appropriate resources. 

• Integrate their learning: allowing them the opportunity to combine learning 
from different institutions, re-using previously generated evidence of 
competency or making links between formal and informal learning. 

 
Individual technologies which embody the spirit of the Personal Learning 

Environment have emerged over recent years. These include wikis and weblogs, 
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along with newsreaders, communication tools, workflow, calendaring software, and 
so called ‘Web 2.0’ [3] tools such as del.icio.us, and flickr which facilitate sharing of 
resources through an individual’s social network. To define a Personal Learning 
Environment, we must look at these tools, and the technologies underpinning them. 

A key technological component of the Personal Learning Environment is the use of 
Web Services. Web Services underpin the Web 2.0 technologies described above, 
allowing different software tools to interact with each other to exchange data and 
information. This allows a separation of tools into those which people interact with 
(which will have a user interface) and those which interact with other tools (which 
have no need for a user interface, but store and make data available in a defined way 
such that other tools can access it). 

A Service Oriented Approach (SOA) is at the centre of the e-Framework initiative 
described above [1] and of which this work forms part. Creating a framework for Web 
Services (where each service has been factored to ensure maximum flexibility) 
fundamentally provide a promise of interoperability.  

Interoperability is vital because institutional Virtual Learning Environments are not 
suddenly going to disappear. Web Services provide the key to co-existence of VLEs 
and PLEs: as long as the VLE uses a web services approach, then content, 
discussions, class membership and the like can be exposed as services that the PLE 
can subscribe to. In this way, a student can sit at her laptop, and interact with a single 
environment, accessing content from all the institutions at which she is studying, 
allowing her to communicate with all her peers, wherever they may be registered. 

2   Arriving at a Concept of a Personal Learning Environment 

But what exactly is a Personal Learning Environment? The title embraces a variety of 
interpretations and has generated a certain degree of discourse [4]. For some, the PLE 
concept facilitates learner choice and control, allowing the selection and combination 
of informal and formal learning opportunities from a variety of sources. Others see 
the PLE as an extension of the portfolio, providing a learner centred environment in 
which learners can record achievement and plan and work toward new goals.  

Our initial concept of a PLE came from a visual representation of a ‘Future VLE’ 
created by Scott Wilson [5]. In this early vision, the key element is that the Future 
VLE acts as a coordinator of a number of different services and agents. The learner 
may choose the tools to utilise within their learning environment, and aggregates 
learning content from formal education providers and informal sources. The future 
VLE also provides tools for managing resources and relationships. The architecture 
inherent is that of generic Web 2.0 web services such as RSS, FOAF and ATOM. 

After the Future VLE vision was published and the initial work of the PLE 
Reference Model project presented and disseminated, a number of other authors 
responded with their own vision of what might constitute a Personal Learning 
Environment. Space does not permit a full survey of available models here, but two 
examples show the type of thinking which is ongoing. 

The ELGG Personal Learning Landscape takes a similar approach to the Future 
VLE described above. The ELGG software developed by David Tosh and others [6] 
provides an environment for reflection (through weblog style posts) and peer 
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communication (facilitated by FOAF). Together with a content repository and tools 
for managing resources, the Personal Learning Landscape strongly resembles the core 
PLE concept. 

Jeremy Hiebert also draws heavily on ELGG and e-Portfolios in his Personal 
Learning Environment Model [7]. Hiebert shows how past, present and future 
learning can be managed through a set of self directed learning tools (for example: 
blogs, portfolios, feed aggregators) and a set of generic activities (collecting, 
reflecting, connecting, and publishing). This all occurs in the context of an 
individual’s identity (contact information, interests, reputation, values) and their 
social network (contacts, collaborators, peers, mentors, tutors, friends, family …). 

Analysis of the PLE visions presented allowed us to identify some common 
features. These are: 

• Feeds for collecting resources and other data. Each of the models uses a feed-
based mechanism for collecting resources and other data; feeds are a useful 
generic mechanism for pulling together resources from a wide range of sources.  

• Conduits for sharing and publishing. As much emphasis is placed on sharing 
(remixing) and publishing resources as on collecting and reading - the learner is 
expected to be an active contributor to their learning.  

• Services for interacting with organizations. The boundary between individuals 
and institutions or organisations is mediated through services at the boundaries of 
organisations.  

• Personal information management. The learner spends time organising and 
connecting together the resources they collect into meaningful collections and 
groups, for themselves and also to share with others. This is an important process 
for the learner, echoing the sentiments of ‘Connectivism’ [8].  

• Ambiguity of teacher - learner role. All the models considered are heavily 
learner-centric, and omit to mention the role of teachers. Implicitly there seems to 
be a conception that the roles of teacher and learner may be interchangeable, and 
that tools for learners could, and perhaps should, be the same as that of teachers.  

3   Creating a Reference Model for Personal Learning 
Environments 

To develop the reference model for the PLE in general, and for the instruments 
provided by the Personal Learning Toolkit in particular, we used a pattern language 
approach. Alternatives such as UML process modelling were considered, however the 
diversity of possible solutions within the conceptual model of a PLE is too great for 
most UML-based approaches. Pattern languages enable the largest number of possible 
valid solutions while at the same time providing a coherent ‘design vocabulary’.  

What differentiates a Personal Learning Toolkit from any other type of tool is 
difficult to pin down in terms of features alone; the critical factors are primarily in 
how the system is used, by whom, and in the context of use. However, for the 
purposes of creating a useful reference model we took a pragmatic approach, 
identifying a wide range of tools and sites that exhibit what we felt were 
characteristics useful in a PLE context, and then identifying recurring patterns in this 
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reference set. Tools surveyed included: Email and personal information management 
tools, Chat and messaging tools, Groupware and community tools, Calendaring, 
Scheduling and time management tools, News aggregation tools, Weblogging and 
personal publishing tools, Social software, Authoring and collaboration tools, and 
Web Integration tools. A selection of these tools used together, would in many cases 
constitute a Personal Learning Toolkit.  

From this selection, we were able to identify a set of 77 relevant patterns. The 
language could be further refined, expanding to include new patterns, or subsuming 
patterns already identified. The pattern language created was aligned with other 
relevant work such as the Pattern Language for Groupware systems [9]. 

The patterns that emerge from the analysis of the tools above define a vocabulary 
that we could then use to plan the development of prototypes, and that others can use 
in the development of Personal Learning Toolkits.  

The patterns that have been identified reflect the configuration of services that are 
likely to be required for the PLE to be an effective environment for learning. These 
patterns reflect current user behaviour and fall into 9 categories: Context Patterns, 
Conversation Patterns, Network Patterns, Resource Patterns, Social Patterns, Team 
Patterns, Temporal Patterns, Workflow Patterns, and Activity Patterns.  

The patterns collected and described here represent current practice, and it is likely, 
that when a PLE is implemented, that new patterns of behaviour will emerge. These 
can be described and incorporated into the Reference Model at a later date. The 
reference model is not designed to be static. 

As the general approach we wanted to use is service-oriented, using the e-
Framework as its starting point, we described the patterns identified in the pattern 
language in terms of services as well as application functionality.  

Some of the services that support these patterns already exist. For example, in 
supporting social patterns, FOAF is ideal. For both calendaring and workflow, a 
variety of technologies exist, and in the case of workflow, well-developed commercial 
products could be easily integrated. In addition to pre-existing technologies, we can 
also see where pre-existing protocols and standards may be integrated into the PLE: 
for example, the ATOM protocol is ideal for the implementation of conduits, and this 
compatibility opens up new possibilities for the incorporation of other ATOM-
compliant tools and services. 

We identified a number of key services that recur in the patterns: Activity 
Management, Workflow, Syndication, Posting, Group, Rating, Annotating, and 
Recommending, Presence, Personal Profile, and Exploration and Trails. 

The PLE Reference Model is an aggregate of the Patterns described and Services 
identified. Some of the services already exist. For those new Services that we have 
identified, Service Definitions will be written.  

In our model, the Personal Learning Toolkit, consisting of a set of tools as 
identified from the Design Patterns, is used by the learner to interact with a number of 
distributed and coordinated services. Service descriptions describe the interfaces and 
interconnection of services. In practice, different learners might utilise different tools: 
one student may prefer to read e-mail with Mozilla Thunderbird, whilst another reads 
e-mail through Microsoft Outlook  In a similar way, the same learner might access the 
same type of service from more than on service provider, for instance utilising course 
content from two sources. 
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4   Discussion 

This Reference Model attempts to provide a framework to enable us to understand the 
emerging concept of a PLE. Existing examples of Personal Learning Environments 
can be reviewed within the context of the model to ensure that it encompasses each 
approach. 

In the short term, there will be continued use of Web 2. 0 technologies to support 
learning. New tools will arise, demonstrating new Design Patterns. These can be 
incorporated into the Reference Model at any stage. 

We may also see an evolution of Virtual Learning Environments as vendors adopt 
a Service Oriented Approach. Once VLEs are opened up in this way, we may see 
more widespread adoption of the PLE concept within mainstram formal education.  

We have used the Reference Model as a blueprint to create two prototype PLE 
toolsets (a standalone desktop application and a portal based solution). It will be 
interesting to see the production of other prototypes using different technologies (for 
instance by extending web browsers through plugins, or by developing within a 
desktop widget framework such as that provided by Yahoo), and the new opportunities 
ssthese afford.  
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Abstract. We introduce an ontology-based semantic modelling frame-
work that addresses subject domain modelling, instruction modelling,
and interoperability aspects in the development of complex reusable
learning objects. Ontologies are knowledge representation frameworks,
ideally suited to support knowledge-based modelling of these learning ob-
jects. We illustrate the benefits of semantic modelling for learning object
assemblies within the context of standards such as SCORM Sequencing
and Navigation and Learning Object Metadata.

1 Introduction

Cost-effective and educationally successful learning object development increas-
ingly relies on reusable learning objects and their integration into a sound in-
structional design. Description and discovery mechanism are needed to allow
learning objects to be published by providers and retrieved by potential users.
Instruction needs to be designed separated from the learning objects themselves.

Two developments from software engineering and Web technologies, address-
ing composition and description, can provide solutions for the development of
complex units of study from reusable learning objects. Firstly, model-driven de-
velopment uses diagram-based models that are abstract, easy to comprehend
and communicate. Modelling has been recognised as an important aspect in the
development of software systems. Model-driven architecture (MDA) is a pro-
posed standard that reflects this view [1]. MDA supports development through
diagram-based modelling [2]. Secondly, semantic modelling is based on ontologies
as sharable, extensible knowledge representation frameworks [4]. Ontologies and
ontology-based modelling have been proposed to enhance classical UML-based
modelling. The essential benefits of ontologies are, firstly, interoperability and
sharing of descriptions and, secondly, advanced analysis and reasoning.

We present an ontology-based modelling framework that addresses the re-
quirements of learning object and instruction development. The three different
layers of the MDA framework – business modelling, abstract system design, and
platform-specific modelling – shall be adapted to the learning technology con-
text and shall be supported by combining different ontology-based modelling
techniques that address the central concerns of these layers. These concerns
are, firstly, subject domain modelling, secondly, instruction design, and, finally,
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platform-specific implementation. Instructional design through sequencing of
reusable learning objects shall here be the central activity.

– Subject domain modelling is a concern that is independent of a concrete
computational paradigm. Capturing the domain context of a unit of study
is essential for learning content development.

– Instructional design on a platform-independent level is important since sound
educational composition and sequencing are essential design issues.

– Explicit modelling of learning objects and instruction within the given plat-
form technology supports the model-based discovery of learning objects and
the deployment of sequenced instruction.

We also address the abstract description of learning objects through metadata
in order to enable reusability. Our platform consists of SCORM Sequencing and
Navigation [5] and the Learning Object Metadata standards [6].

2 Subject Domain Modelling

The focus of the first MDA modelling layer is to capture and conceptualise the
objects and processes that form the central concepts of the subject domain. On-
tologies consist of two basic entities – concepts of a domain and relationships
between these concepts that express properties of one concept in terms of an-
other concept. Classical ontologies relate concepts in a subclass hierarchy, which
creates a taxonomy for a particular domain. Two kinds of concepts – objects
representing static entities and information and processes representing activities
and behaviour – can be distinguished. The set of relationships shall comprise a
subclass relationship for concept hierarchies, a dependency relationship, and a
composition relationship. The choice of relationship types here is critical to ad-
dress the needs of activity-oriented domain modelling [7]. Dependency relation-
ships express how information objects are processed by activities. Composition
is important for both objects and processes. Our concern is domain modelling
for course subjects. Domain activities and processes are important as they often
form the starting point for detailed models including instructional aspects.

In Fig. 1, objects are elliptic entities such as learning objects. Processes are
rectangular entities such as learning activities. These entities – concepts in an
ontology – are represented from three viewpoints. This three-part ontology in
Fig. 1 is a generic model template that can be refined for a particular subject:

– Classification: For a programming course, learning objects which address
loops or specific data structures could be defined as refinements of the given
learning object elements in the template.

– Behaviour: Subject-specific learning activities such as study units on dif-
ferent forms of iteration and loops in programming can be sequenced, i.e.
instructionally designed, using diagrammatic process expressions.

– Structure: The hierarchy of composite learning objects can be presented.
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Fig. 1. Subject-level Excerpts from an E-Learning Domain Ontology

Sequencing constraints on activities and processes can also be expressed in on-
tological form in addition to concepts and relationships. Iteration, choice, con-
currency, or sequence are process combinators that are often better expressed
in a separate, textual sublanguage. Individual activity steps of a learning activ-
ity could be sequenced using additional constraints: lecture; !( labExercise1 +
labExercise2 ); selfAssessment, which expresses that a lecture is followed by a
repeated choice between two lab exercises followed by a test.

3 Instruction Modelling

This modelling layer introduces a learning design focus into the modelling process.
Instructional design through sequencing is our focus. Instructional sequencing
and interaction processes are part of the learning design, which determines how
we assemble learning objects to sound educational units of study.

Looking into software technology can be beneficial due to similarities between
instructional sequences and processes between software services. Various process-
related ontologies exist [8] – in particular service ontologies appear suitable.
WSPO – the Web Service Process Ontology – can be distinguished from other
service ontologies such as OWL-S and WSMO through its process-orientation
[9]. In WSPO, the focus is on the behaviour – i.e. processes and interaction – of
software. WSPO ontologies are based on a common template (Fig. 2) that we
utilise here to express the instructional design of learning object assemblies.

The central WSPO concepts are the states that separate individual activities
– pre- and poststates of learning activities – and that characterise the state of
the learning process in terms of objectives already achieved and prerequisites of
further activities. Other concepts capture objects that might be processed in an
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Fig. 2. Ontological Service Process Template (WSPO) – applied to E-Learning

activity (such as learner profile information) and conditions (such as prerequisites
and effects in terms of learning objectives that are mastered after successfully
working through a learning activity). Two forms of relationships characterise
this ontology. The central relationship type is the instruction or learning process
itself. This instructional relationship is enhanced by an instruction activity com-
binator sublanguage (lecture; !(labExercise1+ labExercise2); selfAssessment is
an instructional sequence of activities). These sequencing expressions describe
a learning process in terms of state changes. Auxiliary relationship types are
so-called descriptional relationships, which associate the auxiliary concepts such
as learning objectives and prerequisites to states (see Fig. 2).

The instruction model focuses on activities and how they are sequenced to
processes. The combinators that we use are ’;’ (sequential composition), ’ !’ (it-
eration), ’+’ (choice), and ’||’ (parallel composition). The symbol ◦ says that the
activity implementation might process these objects. The domain model process

lecture; !( labExercise1 + labExercise2 ); selfAssessment

can be mapped to a WSPO sequenced instruction expression

lecture ◦ profile;
! ( labExercise1 ◦ (profile, input1); labExercise2 ◦ (profile, input2) );
selfAssessment ◦ profile

4 Implementation Modelling

Implementation modelling relates the previous layers to the chosen platform. Our
platform consists of SCORM SN as the instruction implementation language and
LOM as the metadata notation for learning object reuse.

– LOM aims at the abstract description of learning objects by providing an
interoperable form and vocabulary for semantic learning objects description
and discovery in repositories. Some of the technical aspects in the domain
and instruction model provide input for the transformation to LOM.

– Learning object-based instruction design is often called sequencing to indi-
cate the process-like nature of learning object assemblies. SN is a sequencing
language that supports the instructional design based on learning activities
and associated learning objects. WSPO already captures the essentials of
instruction and interaction processes and can easily be translated into SN.
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xmlns:lom-general="http://ims.org/ims/schemas/lom-general"
xmlns:lom-tech="http://ims.org/ims/schemas/lom-technical"
xmlns:lom-edu="ims.org/ims/schemas/lom-educational"

<lom-gen:title>Introduction to Programming</lom-gen:title>
<lom-gen:description>A third-level course for computing students
addressing principles of programming
languages</lom-gen:description>
<lom-tech:format>text/html<lom-tech:format>
<lom-edu:interactivityType>active-simulation</lom-edu:interactivityType>
<lom-edu:description>learning objective: to master the language
concepts loop and choice</lom-edu:description>

Fig. 3. LOM Template – applied to an E-Learning Case Study

A learning activity could both be published (using LOM) and integrated in
a learning object instructional sequence (using SN). LOM descriptions capture
syntactic and semantic learning object descriptions, similar to WSPO with its
prerequisites and learning objectives. It adds, however, various aspects that can
also be included in discovery and matching. We have illustrated three categories
of attributes - general, technical, and educational in Fig. 3. These descriptions
are published by providers and can be searched by potential users in education-
specific repositories. The benefit of ontologies is the improved support of seman-
tic description and discovery compared to syntactical formats such as LOM.

SN is an XML notation, based on a WSPO-like operator calculus. Actions,
which describe simple learning object applications, are assembled to define learn-
ing processes using combinators such as sequence or iteration. Instruction is an
inter-learning object perspective on process assembly for these learning objects.
An example showing a SN specification generated for a sequenced programming
learning object is presented in Fig. 4. This excerpt is shortened and simplified.
The complexity of this specification indicates the benefit of model-driven de-
velopment and automatic code generation. Complex SN specifications can be

<item identifier="module">
<imsss:sequencing>
<imsss:controlMode choice="false" flow="true" forwardonly="true"/>
</imsss:sequencing>
<item identifier="labex">
<title>Lab Exercises</title>
<item identifier="lab1" identifierref="ex1_res">
<title>Lab Exercise 1</title>
<imsss:sequencing>
<imsss:controlMode choice="false" flow="true" />
</imsss:sequencing>
</item>
<item identifier="lab2" identifierref="ex2_res">
<title>Lab Exercise 2</title>
<imsss:sequencing>
<imsss:controlMode choice="false" flow="true" />
</imsss:sequencing>
</item>
<imsss:sequencing>
<imsss:controlMode choice="true" flow="false" />
<imsss:sequencingRules>
<imsss:preConditionRule>
<imsss:ruleConditions conditionCombination="any">
<imsss:ruleCondition condition="satisfied" operator="not"/>
</imsss:ruleConditions>
<imsss:ruleAction action="hiddenFromChoice"/>
</imsss:preConditionRule>
</imsss:sequencingRules>
<imsss:objectives>
<imsss:primaryObjective objectiveID=TEST">

<imsss:mapInfo targetObjectiveID="LAB_PREREQ"/>
</imsss:primaryObjective>

</imsss:objectives>
</imsss:sequencing>
</item>

<item identifier="asses" identifierref="asses_res">
<title>Self-Assessment</title>
<imsss:sequencing>
<imsss:controlMode choice="true" flow="false" />
<imsss:sequencingRules>
<imsss:preConditionRule>
<imsss:ruleConditions conditionCombination="any">
<imsss:ruleCondition condition="satisfied" operator="not"/>
</imsss:ruleConditions>
<imsss:ruleAction action="hiddenFromChoice"/>
</imsss:preConditionRule>

</imsss:sequencingRules>
<imsss:objectives>
<imsss:primaryObjective objectiveID=ASSESS">
<imsss:mapInfo targetObjectiveID="LAB_PREREQ"/>
</imsss:primaryObjective>

</imsss:objectives>
</imsss:sequencing>
</item>
<imsss:sequencing>
<imsss:controlMode choice="true" flow="false"/>
</imsss:sequencing>
</item>

Fig. 4. Generated SCORM SN Implementation (excerpt)
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automatically generated if the user provides a simple abstract instruction spec-
ification, a chosen SN templates, and a few other default settings.

5 Conclusions

The benefits of ontologies match the requirements of a platform such as learn-
ing object development and deployment within SCORM, where often reuse of
learning objects is the main style of development. This style relies on interop-
erable data formats and sound educational assemblies. In heterogeneous envi-
ronments and cross-organisational development, information about a variety of
aspects – represented in ontologies – is vital. Model-driven development defines
a development process for this context. We have identified activity-oriented sub-
ject domain modelling, instructional design, and learning object implementation
modelling as three central development concerns. Ontology technology provides
an integrated, coherent solution for these concerns at all modelling layers. We
have limited our investigation to inter-learning object aspects. Learning object
development also comprises their generation from resources such as ontologies.
Ontologies can be used to generate different learning object types [10].

While the aim in this paper was to outline a modelling approach and to
demonstrate the feasibility and benefits, more needs to be done to implement
and empirically evaluate the approach. We and others, like [3], have only made
initial steps in this direction so far. Our aim is also to support our approach
with a wider range of suitable, learning technology-specific tools and to use the
proposed methodology for a wider range of subjects.
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Abstract. Workplace learning offers the unique possibility of the immediacy of
purpose and real-world context. In order to leverage on this, we have developed
a context-aware method to support workplace learning. In this paper, we want to
describe the concept of context-steered learning, both from a content-driven and
communication-driven perspective, and present corresponding system function-
ality primitives.

1 Introduction

In the wake of constructivism dominating pedagogy research during the last years, the
situatedness of learning has come to the center of attention, also a result of the in-
sight that traditional learning methods in the form of large decontextualized courses
lead to inert knowledge; i.e., knowledge that can be reproduced, but not applied to
real-world problem solving [1]. In order to avoid the inertness, pedagogy tries to set
up authentic learning settings, an approach increasingly shared in e-learning domain.
If we consider professional training, it is the immediacy of purpose and context that
makes it largely different to learning in schools or academic education. This immedi-
acy has the benefit that we actually have an authentic context that we need to preserve.
The majority of current e-learning approaches, however, ignores this context and pro-
vides decontextualized forms of learning as a multimedia copy of traditional presence
seminars.

Technology-enhanced workplace learning tries to leverage on the work context by
providing solutions to smoothly integrate learning processes into work processes and—
in a more advanced stage—to consciously reflect the work situation e.g. in learning
objects. In this paper, we want to present the conceptual foundation for technically
realizing context-aware learning support systems in which awareness has the aspects
both of knowing about and taking into account.

First, we introduce the notion of context-steered learning (section 2) before opera-
tionalizing it in a conceptual model and methodology for workplace learning support
together with the associated system primitives (section 3 and 4). We conclude with a
comparison to the state of the art (section 5) and a summary and outlook (section 6).
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2 Redefining Guidance: The Notion of Context-Steered Learning

With formal training support, the system role seems to be quite clear: (a) provide func-
tionality to find or to assign and to access learning resources, (b) to assess and track
learning progress and (c) to provide tutoring support. The system is mainly reactive in
the sense that employees need to consciously access the system in order to learn. With
an increased level of informality and the associated higher degree of integration into
everyday work processes, this system paradigm does no longer fit. This has already
been realized both in research and practice, but the answer to that challenge mostly
is the salvation of self-steered or self-directed learning. If we translate this, it actually
means that we completely give up the concept of pedagogical guidance; learners search
on their own for suitable learning resources as soon as they know what they don’t know.
They pace their learning progress and look for additional support as soon as they get
stuck. This view is definitely a bit too nave. Even research on information seeking and
information behavior has shown in empirical studies that already initiating a search
process is a cognitively challenging barrier (cp. [2]).

Furthermore, guidance is not only important for the individual learner, but also for
the company and the alignment of individual learning with corporate strategies, e.g.,
in the context of competence management and other human resource development ap-
proaches. So the question is not whether guidance is important, but rather how and
which form of guidance. To redefine guidance, we have analyzed two extremes of guid-
ance (course-steered vs. self-steered) and developed a new form of guidance (context-
steered learning) [3], which shall be briefly introduced in the following:

– Course-steered learning currently is in the focus of corporate learning strategies.
Learning activity is controlled by the pre-defined course structure, where courses
typically are relatively large learning units, which can be subscribed to or assigned
to. It is important to note that this encompasses both e-learning courses and pres-
ence seminars (and, of course, blended learning arrangements).

– Self-steered learning implies that the learner initiates and controls the learning
process herself. Typically, she actively searches for learning resources, which help
to satisfy the current knowledge need. This includes purposefully contacting col-
leagues for help on a particular problem.

The main drawback of course-steered learning is that it only allows for a limited
integration of working and learning activities due to the coarse-grained nature. Self-
steered learning on the other hand allows for interweaving these processes, but it re-
quires non-trivial cognitive abilities (e.g. becoming aware of knowledge gaps and for-
mulating a corresponding query in whatever form). In order to overcome these prob-
lems, we have elaborated a third type of learning process: context-steered learning.
Here, the system observes the (potential) learners work activities, while she interacts
with her everyday applications. The system deduces from its domain knowledge and
the learner’s knowledge potential knowledge gaps. For these gaps, the system can com-
pile small learning programs from available learning resources and recommend them
to the learner, who can decide whether to learn now, to postpone it, or to discard the
recommendation completely. In the following two sections, we want to present a con-
ceptual model for context-steered learning and primitives in the system functionality
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to realize context-aware learning functionality. We divide context-steered learning ba-
sically into two cases: learning through content and learning through communicating
with other humans.

3 Content-Based Context-Steered Learning

Context-steered learning seems to be a natural transition from e-learning and knowl-
edge management approaches. It is based on the assumption that there are small learn-
ing units that can be used on demand. Context-steered learning can be visualized as a
process cycle, which appears as an on-demand ’detour’ of the working processes and
can be broken down into the following system primitives (see fig. 1):

Working

Recommen-

dations

Learning

Environment

Assessment

Portfolio

detection of knowledge gap

situation-aware retrieval

of appropriate resources

user declines

the learning offer

selection of resource

by the user

reflection on

the work situation

if assessment is

required/possible

application of the acquired competency

Initiate

Select

Deliver

Adapt

Record

Fig. 1. Content-based context-steered learning

– Initiate. In the first phase, the system detects based on observations of the work
context and background knowledge if there is a learning opportunity. This func-
tionality refers to the timing (when) and modality (how) of interventions. These
interventions can be interpreted as a sort of automated scaffolding activity of the
system that tries to overcome learning barriers resulting from cognitive and affec-
tive factors typically associated with a knowledge gap. Timing and modality have
to be carefully crafted (e.g., in the form of peripheral attention interfaces like bal-
loon tooltips or tray icon animations) in order to avoid distracting and annoying the
pontential learner.

– Select. Appropriate learning resources that help to satisfy the learner’s knowledge
need and that fit to the learner requirements are selected. Relevance criteria can
range from current competencies or the current task or role via information about
the technical equipment up to personal learning style and preferences. Some of
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these criteria are hard criteria (mandatory for inclusion in the result set, e.g. objec-
tives), others soft criteria (affecting ranking like interactivity level).

– Deliver. In contrast to traditional information retrieval & filtering (the paradigm of
which is also prevalent in the domain of knowledge management), it is important to
acknowledge that even for self-contained learning resources it might be not appro-
priate to deliver just a single learning object because the learner cannot understand
it without learning other topics first. So the what-aspect of delivery cannot be re-
stricted to simple filtering, but must also consider the aggregation of smaller parts
into a delivery unit. Here, the context provides the constraints of this aggregation
problem by specifying the prerequisites. This consideration of semantic constraints
represent a form of pedagogical guidance [3], which avoids overstraining the in-
dividual with the unknown and thus helps to reduce (or at least not increase) the
feeling of uncertainty typically associated with an information/knowledge need [4].

– Adapt. This is the domain of classical micro adaptivity in e-learning. This incor-
porates adaptive navigation support (to suggested further readings), the adaptation
of presentation (e.g., in terms of verbosity or for mobile devices) and behavior of
(active) learning content (context-aware learning objects) that directly responds to
aspects of the situation (e.g., in simulations).

– Record. Moving from traditional formal training towards flexible on-demand learn-
ing implies that we can no longer rely on training certificates or impartial assess-
ments. However, although often neglected, these certificates still play an important
role in an employee’s career. The most promising concept to overcome this prob-
lem are electronic portfolios [5]—in analogy to traditional portfolios documenting
achievements in the area of creative arts. One often neglected aspect in the busi-
ness context of classical formal training are certificates that can be obtained after
successfully attending training activities. In the case of context-steered learning,
electronic portfolios can form the basis for documenting the learning activity and
its context in which it took place.

After completion of this micro learning process, the learner returns to his working
process and has the possibility to apply the newly acquired competencies—and to return
to the learning process if transfer to practice was not successful.

4 Communication-Based Context-Steered Learning

Although there is far more research on formal learning, learning objects and other ex-
plicit resources, the majority of learning activities informally takes place and within
inter-human communication. Therefore, our research does not only comprise delivery
of explicit learning resources, but also investigate how context can improve these in-
formal processes. Apart from collaboration within teams or communities of practice,
a very typical situation is what has recently been labeled as informal teaching: an em-
ployee asks her colleague about something, and the other side explains to her (cp. [6]).
This situation is a generalization of the expert finder problem of knowledge manage-
ment where the system knows about experts in certain subject areas and provides yellow
pages to search for them.
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In many practical cases, these expert finder applications are considered problematic
because they lead to communication overload on the teacher’s side. Also for learners,
especially new and unexperienced employees who are almost always on the learner
side, do not want to contact experts. They would feel more comfortable with peers with
whom they can discuss their problem on a similar level. Obviously, establishing contact
between an informal learner and an informal teacher cannot be reduced to the problem
of identifying an expert for a subject area the learner wants to know about. Rather, this
informal teaching must be supported in a context-aware way, which means negotiating
between the teacher and the learner context. This can be broken down into the following
functionality primitives (see fig. 2):
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Fig. 2. Communication-based context-steered learning

– Initiate. This step is identical to the content-based approach.
– Select. In contrast to content (which is always available), informal learning through

communication requires an informal teacher on the other side. Informal teaching is
more complex than classical expert finding: learners often favour a person being on
a par and at the same competence level; for instance, a person who has recently had
the same problems and difficulties. Furthermore, before presenting recommended
teachers, the system has to check their availability in a broader sense than pure pres-
ence. Availability signifies a person’s receptiveness for communication and for the
resulting interruption besides her physical presence and her reachability in terms of
access to communication devices.
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– Negotiate. To support the informal way of context-steered learning, it is insufficient
only to recommend potential contact persons. Rather the system has to mediate the
subsequent approach between the learner and the selected informal teacher. This
reflects the problem that not only learning processes have to be integrated into the
surrounding work processes, but also teaching processes. In this step, the system
tries to find a compromise between the learner’s need and the teacher’s interest,
taking into account contextual factors on both sides like current task, subject of the
inquiry, urgency, and communication partner relationship. So the system has to bal-
ance the learner’s need and the teacher’s interest e.g. by delaying message delivery
on the teacher’s side, if the message is not urgent and the teacher is occupied, or by
an explicit notification in the reverse case.

– Record. In addition to learning activities, also teaching activites are to be recorded.

5 Existing Approaches

Although context-aware learning support as a separate research field does not exist,
there is prior work in many different fields:

Business-process-oriented knowledge management (BPOKM, e.g. [7]) has real-
ized the importance of the process context for context-aware delivery and storage of
knowledge assets. While it is true that business processes are an important element of
the work context, they definitely are too narrow. Furthermore, BPOKM has so far com-
pletely ignored the concept of pedagogical guidance, viewing the problem mainly as a
retrieval problem of the right content.

Macroadaptive e-learning approaches like [8] or [9] mainly adapt to the learner in
terms of delivery. They filter the learning content based on the learner’s competencies
and the knowledge requirements of the current position or business process context.
While this is an important step into the direction of context-aware learning support,
they only consider rather static elements of the context, which does not allow for deeper
integration of working and learning processes. Microadaptive e-learning approaches
and adaptive hypermedia approaches are probably the area of research with the longest
history and highest activity [10]. They focus primarily on the learning object behavior
itself and how to adapt it to the learner and her characteristics. The main problem of
current adaptive e-learning approaches is that they do not consider learning in a work
context, but rather set up artificial contexts in learning labs.

6 Conclusions and Outlook

We presented a conceptual model that responds to the challenges of context-aware
learning support: what is context, how to get it and how to make use of it. Context-
steered learning provides a framework for on-demand learning support, both in the case
of formal and informal learning. With an appropriate context infrastructure consisting
of a sufficient amount of sensors and a management system that hides the complexity
of dealing with contradictory, uncertain and aging information, this is also technically
feasible. For the content-oriented part, this has been shown in the EU-funded project
Learning in Process [3] and subsequent industry projects. The communication-based
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methods have been successfully demonstrated outside the learning domain [11] and are
now developed further within the project Im Wissensnetz.

Currently, we are working on broadening the scope of awareness to making learning
support socially aware, i.e. aware of the individual’s perspective on social relationships,
and on incorporating knowledge maturing processes [12] (with the learner as content
generator) into the concept.

Acknowledgments. This work has been co-funded by the European Commission under
contract IST-2001-32518 and the German Federal Ministry of Education and Research
in the project Im Wissensnetz.
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Abstract. This contribution introduces the so-called Workplace Learning Con-
text as essential conceptualisation supporting self-directed learning experiences 
directly at the workplace. The Workplace Learning Context is to be analysed 
and exploited for retrieving ‘learning’ material that best-possibly matches with 
a knowledge worker’s current learning needs. In doing so, several different  
‘flavours’ of work-integrated learning can be realised including task learning, 
competency-gap based support and domain-related support. The Workplace 
Learning Context Model, which is also outlined in this contribution, forms the 
technical representation of the Workplace Learning Context. 

1   Introduction 

Knowledge workers are workers whose critical work resource within their essential 
value creating tasks is knowledge [2]. In order to enhance the productivity of knowl-
edge workers, their competency enhancement and learning has to take place directly 
at their workplaces. This work has been carried out as part of the APOSDLE project. 
APOSDLE1 is a 48 months research and development (R&D) integrated project par-
tially supported by the European Community under the Information Society Tech-
nologies (IST) priority of the 6th framework programme for R&D. Work-integrated 
learning aims at fostering the learning transfer (i.e. the application of what has been 
learnt to current job activities [4]). Work-integrated learning does not merely rely on 
pre-defined development plans and on learning resources, which are specifically de-
signed and produced for dedicated learning situations. 

Work-integrated learning instead mainly considers knowledge workers’ actual 
tasks, personal competency disposition and work domain as relevant contextual in-
formation for deriving current learning needs. A knowledge worker’s context pro-
vides the basic search criterion for retrieving ‘learning’ content from organizational 
                                                           
1 http:://www.aposdle.org 
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memories during experiences of self-directed learning. By that several ‘flavours’ of 
workplace learning can be realised including the following: 

• Task learning: At design-time, generic tasks are related to resources, which are 
considered relevant for executing the given task. The user-context-model allows 
for deriving these resources from the user’s current task and presenting the user 
with them. 

• Competency-gap based support: At design-time tasks are provided with competen-
cies that are necessary for executing the task. At run-time the competencies a user 
possesses are compared to the competencies necessary for executing the task at 
hand. This comparison may result in a so-called competency gap. The user-
context-model allows for deriving those competencies that are necessary to fill the 
competency gap. 

• Task execution support and domain-related support: At run-time, tasks are related 
to domain concepts basing on the work domain, within which the task is going to 
be executed. The user-context-model allows for deriving these domain concepts. 

In the next section the so-called 3spaces will be introduced. The 3spaces is a con-
ceptual model providing an abstract view on those technical systems making up an 
IT-based workplace. Starting from the 3spaces the Workplace Learning Context 
Model will be presented. Its objective is to represent the knowledge worker’s context 
in such a way that it provides a means to the end of exploiting the context for self-
directed learning experiences. 

2   3spaces and the Context of Knowledge Workers 

A typical IT-based workplace of knowledge work does consist of at least three con-
ceptual spaces ([7]), each of which can be composed of several technical systems. 

• The work space: The work space represents work relevant devices, tools and re-
sources and is typically structured according to the user’s tasks and work proc-
esses. 

• The learning space: The learning space represents the individuals’ competen-
cies that have been acquired during experiences of conscious learning as well as 
learning that unconsciously occurred during work execution. 

• The knowledge space: The knowledge space represents the knowledge that is 
stored within organisational memories. Ideally, knowledge is structured accord-
ing to relationships defined by the semantics inherent to a given knowledge do-
main. 

For the rest of this contribution we refer to the three spaces introduced as the 
3spaces as depicted in Figure 1. It is important to note that all three spaces are typi-
cally structured differently (structural disconnection) and are implemented by hetero-
geneous systems (technical disconnection) (see [3]). 
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Fig. 1. A knowledge worker’s workplace 

From a user’s point of view the 3spaces constitute what we will call the Workplace 
Context of a user. The Workplace Context is an abstract conception of the relevant 
conditions and factors influencing a user at her workplace resulting from the proper-
ties of the 3spaces. The technologies and concepts of the 3spaces provide the context 
in which a knowledge worker executes her value-creating tasks. It is our dedicated 
goal to exploit the knowledge worker’s context in order to supporting her during ex-
periences of self-directed learning and competency development.  

We have provided a preliminary definition of what we consider the context to be 
made of. This definition proceeds on several different conceptualisations concerning 
context such as [1], [5], [9] and [10]: The context is the substrate in which events 
occur and allows a meaningful interpretation of data. A context is characterized by a 
relevant subset of all surrounding potentially dynamic (e.g. temporal, environmental) 
information and (external and internal) conditions. To assess the relevance a goal 
must be considered, which is bound to an entity. 

3   Workplace Learning Context Model 

The Workplace Learning Context Model is the technical representation of what we 
understand as being relevant information and conditions for the Workplace Context of 
a knowledge worker. The Workplace Learning Context Model is divided into three 
packages – competency, process, and domain – which are each directly related to one 
of the three diverse spaces of the 3spaces introduced above (see Figure 2 showing the 
diagram using the Unified Modelling Language (UML2) notation for class diagrams).  

The integration of the three spaces is achieved by a loose coupling of the packages 
through connection of conceptually analogous elements from each of the 3spaces. The 
packages and their core elements are outlined hereinafter. 

3.1   The Process Package 

The process package (center in Figure 2) is directly related to the work space from the 
3spaces. The link to the domain package (see Section 3.2) results from the presumption, 
 

                                                           
2 http://www.uml.org/ 
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Fig. 2. The APOSDLE User-Context-Model 

that information available for support of work-integrated learning is stored within the 
organisational memory. The relationship is modelled by the associations between the 
elements Task and Resource within the process package. A task is an activity a 
user performs. Resources are equivalent to elements of type Artefact from the 
domain package, which serves to model knowledge artefacts from the organizational 
memory. The link to the competency package (see below for a more detailed descrip-
tion) is provided by the relation between the elements Task and Role, where a role 
is incorporated by a number of actors. An Actor is equivalent to an element of the 
type User, which is modelled within the competency package. 

3.2   The Competency Package 

The competency package (top in Figure 2) addresses personal knowledge. Competen-
cies represent the individual knowledge workers’ competencies. The competency pack-
age is directly related to the learning space from the 3spaces. We will follow the under-
standing of competencies in [6]. Here a competency is perceived as non-observable, 
theoretical construct denoting a personal characteristic of a human person (e.g. knowl-
edge or ability), which is applicable to differing contexts. A person shows evidence of 
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possessing competencies in that she masters certain so-called performances (i.e. exer-
cises and problems). The performances’ outcomes are observable and measurable. 

The links between the competency package and the other two packages are as fol-
lows: The modelling element User within the competency package is connected to 
the elements Competency (i.e. the competencies a user possesses) and Perform-
ance (i.e. the work-related activities a user has executed). A User is equivalent to 
an Actor in the process package (see above). The modelling element Concept 
from the domain package (see below) is used for labelling the elements Compe-
tency and Performance. 

3.3   The Domain Package 

The domain package is directly related to the knowledge space of the 3spaces. The 
domain package is linked to the other two packages in the following ways: The link to 
the process package is provided through the relationship between the model elements 
Concept and Artefact, where artefacts are equivalent to elements of the type 
Resource from the process package (see Figure 2 and above). The domain package 
and the competency package are related in such a way that the modelling elements 
Concept form the vocabulary for labelling the elements of type Competency and 
Performance in the competency package. 

4   Conclusion and Future Work 

With this contribution we have presented the Workplace Learning Context and the 
Workplace Learning Context Model. The basic objective of creating the Workplace 
Learning Context Model is to provide means to retrieve relevant resources from the 
underlying 3spaces. This is done to support workers during experiences of self-
directed learning such as the following: 

• Task learning 

• Task execution support 

• Competency-gap based support 

For the future we are planning to investigate into how to model the actual user pro-
file. We will aim at incorporating well-elaborated research results in that field (see for 
instance [8]). We will also have to integrate the Workplace Learning Context Model 
with the software architecture that is going to be developed for the APOSDLE plat-
form. In that a retrieval infrastructure for retrieving and presenting work-relevant, 
context-dependent resources will be developed. 
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Abstract. This paper presents how we developed a solution to easily publish 
learning contents in the formats that best fulfill students’ needs at each specific 
moment of their learning process. The basis is an XML standard file from 
which different format outputs are generated automatically. The output 
interface is designed using human-computer interaction (HCI) methodologies 
and following e-learning and accessibility standards. We describe here the 
creation process of three different formats: a paper format generated in two 
sizes (pocket and folio), a Web format based on standards of e-learning and an 
accessible Digital Talking Book (DTB) format. This adaptation of the output 
format to meet students’ needs resulted in an increase of their satisfaction, not 
only regarding the interface but also the overall materials service. Therefore, by 
solely changing the output of the contents, students’ perception - as shown by 
satisfaction surveys - was that the quality of the contents had increased. 

Keywords: E-learning contents, e-learning standards, usability lab, human-
computer interaction, accessibility. 

1   Introduction 

The UOC, in English, Open University of Catalonia, is a completely virtual university 
founded in 1995. It currently has more than 35,000 students and offers 19 official 
undergraduate degrees as well as several graduate programs. UOC’s virtual campus is 
an integrated e-learning environment that allows students to pursue their studies 
completely online except for final exams when appropriate.  

All UOC’s learning materials were written specifically for e-learning purposes. As 
a result, a total of 1,000 course materials have been developed for our students. Since 
most of these materials were created some time ago, when it was required to update 
and improve them we encountered important inconveniences; for example, modifying 
their interface in order to increase accessibility and usability was extremely costly and 
by no means automatic.   

The goal of the project described in the present paper was to explore the possibility 
of developing an automatic system for treating contents based on e-learning and 
accessibility standards and using human-computer interaction (HCI) methodologies to 
design the output, with the objective to increase students’ satisfaction and therefore 
improve their learning experience. Consequently, the contents’ edition would need to 
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be independent of their output format. Empirical HCI methods were then used to 
evaluate and analyze the usability of those formats.  

When we evaluated the possible initial formats to work with, we decided to focus 
on two main formats: paper and web, their accessibility and usability. The paper 
format best suits students when continuous reading is required; in this context, the 
student sometimes prefers a pocket book and other times, a folio size. The added 
value of the web format is the interactivity and the possibility to quickly search for a 
specific concept. Different formats are then needed to satisfy user’s needs at different 
times, in different moments, and in different ways. Our study concluded that one 
same user may require all formats depending on their lifestyle and personal 
characteristics.  

For example, a virtual university student that wishes to advance in her studies 
while commuting to work on the train will need a light weight and fit-in-the-bag 
format (i.e. chapter pocket book format). But she might also wish to work on an 
assignment during lunch hour at work for which she will need to quickly find the 
meaning of concepts, definitions, email the professor for questions, etc. (i.e. search-
based course material), and will also want to work on her studies at night, when the 
children are asleep and the energy level is low and attention span barely gone. In this 
case, she will require a more passive yet stimulating format (i.e. a DVD format, so the 
user can sit down, relax and learn). In conclusion, user studies contributed to identify 
the above and other multiple formats that a virtual university would require to provide 
in order to facilitate users’ learning experience.  

Taking into account that user characteristics and abilities differ depending on their 
context and moment of use, accessibility and usability were then seen as intertwined 
and of utmost importance, as a user was able to access something at one time (web-
based material during work hours) but was not able to access the same at a later time 
(during their train commute). In conclusion, if we needed to develop multiple formats 
from one same course material, we needed to find a way in which we could do so 
quickly and cost-efficiently. 

Moreover, for web formats, we wanted to comply with the standard SCORM [1] to 
benefit from their functions of tracking and reuse. The accessibility format had two 
foci: to apply the section 508 norm [11] in the web format and to create a new format 
thought for the accessibility, a Digital Talking Book of DAISY type. 

2   Developing Usable Interfaces 

Several empirical and inspection methods exist for designing and evaluating 
interfaces. We decided to focus on empirical methodologies and more specifically we 
used the development of personas, interviews and iterative user testing.  

Our initial task was to analyze UOC’s statistical information to help us build user 
profiles. We decided to use this method because we consider user archetypes as a key 
factor in usability processes [12] as well as a powerful design and communication 
tool. However, and as opposed to Cooper’s method [3], we believe that the persona 
creation process should involve both quantitative and qualitative information [5]. 
From our initial analysis consisting of 200 surveys, we defined different user profiles 
and then conducted user interviews for a qualitative validation of these personas. 
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Afterwards and in order to also validate these profiles from a quantitative point of 
view, we ran a second round of surveys to a higher number of students. With the 
obtained 1,108 responses we came out with four user profiles according to their usage 
of the learning materials including format, location, purpose, satisfaction and 
preference. Table 1 shows one of the variables used to define these profiles. 

Table 1. Reading materials frequency depending on format and location by user profile 

 
Total 1108 

Dedicated 
(11%) 

Explorers 
(25%) 

Standard 
(54%) 

Noninvolved 
(9%) 

Support used     
Computer  86% 72% 73% 8% 
Paper  96% 94% 98% 46% 
Location of use     
Home 98% 98% 100% 49% 
Work 51% 27% 35% 8% 
Public place 9% 8% 7% 1% 
Public transportation 15% 14% 13% 13% 

The user profiles were the basis for the recruitment screening for the two rounds of 
user testing. In total, we run tests with thirty users. Although several authors proclaim 
that testing with fewer users is enough to find most usability problems [8], we also 
benefited of the possibility of observing more students using our materials given that 
the effort required to test more users is not much higher.  

For the user tests, we decided to use a hi-fi prototype of the materials where 
students could reproduce the way they work with interactive materials. In order to 
select the tasks that would show us the way students use the course materials, we 
defined user scenarios based on the three personas developed. Each user profile had 
different goals when using materials and the accomplishment of these goals defined 
the tasks for the user test. The quantitative data from our web logs were also a source 
of information for the creation of the set of tasks and supported our conclusions.  

For our portable usability laboratory we used Morae software [13]. With this 
software we captured a video image mixing the PC screen and the student’s face. At 
the same time Morae can save all clicks and keyboard actions in a file. For the 
analysis of our tests, we took into account the number of clicks and the time needed to 
accomplish the task.  Simultaneously, the users were observed and their expressions 
and comments noted to support the test results. These tests results were also shared 
with a multidisciplinary team of observers whose work was a key factor in this 
project. Specifically, the team was formed by two developers from the IT department, 
two persons from the content management group, one pedagogue, one psychologist 
and one graphical designer.  

The observers’ analysis of both the interactions and observations recorded was the 
basis for the interface improvements, and with their recommendations a new 
prototype was built, to run a second set of user tests. The results of the second 
iteration showed an improvement of more than 50% from the first set of tests. 



534 M. Almirall, M. Garreta, and J. Rivera 

3   Developing Accessible Interfaces 

There are several actions on the Internet aiming to standardize accessibility. From 
these, two key norms have to be considered, the “section 508” [11] and the Web 
Accessibility Initiative (WAI) [15]. This last norm is divided in tree levels: A, AA, 
AAA. The level AA of WAI is similar to “section 508” as shown by the Thatcher 
analysis [14], which is the standard we aim to have for all our developments. 

During our research process, we also found several proposals of specific formats 
for disabled people. One of these was the Digital Audio-Based Information System 
(DAISY) [4], a new technology to develop and distribute books and contents. With 
DAISY it is possible to use the Digital Talking Books (DTB) in order to meet the 
needs of visual impaired people. This format combines audio files with structure files 
in order to offer simple navigation for the user. Books in DAISY format grant greater 
speed of reading and greater easiness of access to different parts of the book. This 
format can be read by small portable devices and by a personal computer with special 
software like the system to play digital talking books on a PC analyzed by Morley [7]. 

Our work to design accessible interfaces undertook two parallel tasks. One focus 
was aimed to obtain interfaces designed by usability methods in WAI AA level, and 
the other, the development of an automatic generator of the DAISY format. The WAI 
AA level focus is straightforward and there is automatic software to analyze the 
results like Bobby [2]. However, to develop a digital talking book in DAISY format 
we needed to create a concrete file structure.   

The file structure we developed has an initial file named discinfo.html, in which 
DAISY players can found all our books. From there, the DAISY players go to the first 
file of a book named ncc.html. The ncc.html file contains the book index to allow for 
easy navigation and the references to the *.smil files. With the smil files we 
synchronized the navigation and the audio files. 

4   Advantages and Engines for Automatic Transformation 

As we have seen, when learning materials are in XML format we can easily build 
many output formats. XML offers important advantages for big volumes of similar 
contents like our 1,000 different course materials:  

− We can generate different output formats from one unique source with lower costs 
since the cost to generate XML is similar to the one to generate HTML.

− XML facilitates the introduction of a continuous improvement process of formats 
and interfaces, because by changing the XSL filter all contents are modified at the 
same time.  

− It helps in the semantic markup, once the content has been atomized and identified 
as many superior markup layers (which relate elements) as needed can be created. 

− The generation of SCORM-compliant materials from XML facilitates their later 
management in different e-learning platforms.  

As mentioned earlier, for this specific project we automated the generation of four 
formats requiring the development of three different conversion engines. We 
fabricated two forms of book (pocket and folio), a Web format based in standards of 
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e-learning and an accessible Digital Talking Book (DTB-DAISY). The engines for 
automatic transformation were developed in XSL technologies and Java when needed.  

The engine for the web format works in two steps. First the engine creates the 
HTML pages and the manifest.xml SCORM file which contains the navigation data. 
Afterwards, using the SCORM information from the manifest.xml file, the engine 
creates the navigation menu and the search service.  

The PDF format engine takes XML file and outputs the PDF format also with two 
steps like Leslie, D. M. [6]. This engine uses the specifications of the World Wide 
Web Consortium (W3C) about information presentation, Formatting Objects (FO) [9] 
and changes the XML to the FO language. Then the program uses the Formatting 
Object Processor (FOP) [16] to change from the FO to the PDF format.  

For this project we developed two filters for the PDF format, the resulting output is 
of enough quality to directly produce books. These filters control columns, images, 
widows and orphan lines, etc. In these cases the XSL engine uses Java programs to 
count lines and control spaces. In order to obtain the best possible output, it was 
necessary to modify the FOP since it didn't cover the full FO standard, especially for 
orphans and widows lines. This gave us the opportunity to rewrite the code of this 
Open Source initiative. 

Our engine to generate a material in the DAISY format has three parts. We have 
the XML content as we mentioned earlier and the first task is to clean the XML 
content to obtain a valid text for voice synthesizer. Second the engine sends the valid 
text to the synthesizer (we use Loquendo voice synthesizer [10]) and from this stage 
we obtain the audio files in wav format. The engine finishes its work by creating the 
smil, ncc and discinfo files. 

5   Conclusion 

The work described in this paper was the starting point to begin the transformation of 
our 1,000 learning materials. Now, using XML we can easily and iteratively work on 
the process of improvement based on usability and accessibility premises.  

The students’ feedback on the results of the project has been very positive as 
shown by the semiannual survey for the University students. The satisfaction 
regarding the learning materials went up ten points from 64% to 74 % in the courses 
where the new formats were used.  

This project opens new possibilities such as the development of an editor engine to 
easily create XML files at editorial companies or the standardization of the XML in 
RDF to unify the e-learning content base. Regarding the output formats, we have now 
an easy way to develop many types of outputs: audio, DVD, contents for PDA, iPod, 
etc. The question is which formats are best for the students considering their goals, 
learning strategies and the context of study. Our plan is to keep using HCI 
methodologies in order to answer this and other questions. 
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Abstract. This paper presents an ontology describing the semantics of the level 
B of the IMS Learning Design specification. The ontology is aimed at support-
ing intelligent agents to automate the tasks involved during the execution of 
IMS LD documents. The work includes a taxonomy of concepts, a set of axi-
oms formalized in first order logic, and a case study. The ontology  was built 
with Protégé, represented in OWL, and finally translated in XML Schema for 
validation with the Reload tool. 

1   Introduction 

This paper focuses on the representational and runtime issues of the IMS Learning 
Design specification (IMS-LD) [1], a model of semantic notation describing content 
and process of unit of study[2]. In it information model, three levels of implementa-
tion and compliance are specified: (1) level A, containing the core concepts needed to 
support pedagogical diversity; (2) level B, extending level A with Properties and 
Conditions in order to support more sophisticated behaviours, personalization and 
learner interactions, and (3) level C, adding Notifications to the previous levels. With 
these elements, the IMS LD offers flexible expressiveness to represent any design as 
well as an XML Schema representation to execute IMS LD documents during run-
time. However, this information model presents some important expressiveness limi-
tations: (a) the meaning of concepts is usually expressed on natural language which 
difficult software implementation [3]; and (b) the XML-Schema provided [4] is not 
expressive enough to describe all semantics associated to the elements of IMS-LD 
(e.g., is-a relations, properties of relations and axioms cannot be represented) [5]. To 
solve this problem, a ontology [6] can be used to semantically describe both structure 
and meaning of the IMS-LD elements. In this way, an ontology of IMS-LD level A 
have been presented [3]. 

At this point, we address the problem of executing Learning Designs. For this task, 
IMS LD Level B is key to support a complete learning flow description of Units of 
Learning and ontologies are required to formally describe the semantics implicit in 
the information model. It enables software agents to perform complex tasks related to 
the authoring, production and delivery stages in a IMS-LD runtime system [7]. 

In the following section, a solution in terms of an ontology of the IMS LD Level B 
is presented; section 3 explores the possibilities of the ontology in a case study;  and 
section 4 finally discusses the contribution of the presented work. 
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2   Ontology Description 

The ontology was built on top of the IMS LD level A ontology presented in [4]. The 
Level B concepts were obtained from elements and relations explicitly represented in 
the IMS-LD information model document. A set of axioms was additionally included 
to guarantee the consistency of the definitions and to represent implicit knowledge.  

 

Fig. 1. The Level B concept taxonomy (concepts of level A in grey) 

The IMS-LD level B adds the Property concept to the level A to extend the de-
scription of the elements of level A. Properties represent data that can be stored ena-
bling to maintain information about Role, Learner and the execution state of some 
entities such as Play, Act, Activities. The properties constitute an essential part of 
monitoring, personalization, assessment, and user-interaction processes. Properties, 
for instance, can be used: (1) to represent personal preferences in a Learning Design 
such as the language preference required to adapt the Environment used during the 
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execution of activities; and (2) to determine when an action is triggered (i.e. on the 
completion of an act). Considering the scope of a property and its relationship with 
the Restriction concept, we have classified the properties in Internal Properties 
(created by learning designer with their own names, types and values) that has a UoL 
scope and External Properties (defined according to an agreed vocabulary) with a 
runtime scope, which means that can be used by different UoLs. The Restriction 
concept allows the designer to constrain possible values (e.g. fractionDigits, Length, 
totalDigits) of an internal property. For example, a property related to a person’s 
name could have a maximum number of characters (restriction=30; restriction-
type=´maxLength´). The Property-Group concept allows the clustering of differ-
ent properties.  

The Conditions concept is aggregated into the Method concept and it is used along 
with properties to facilitate the learning design refinement. For example, in a Method, 
Conditions can be introduced either to show or hide entities such as Play, Activity and 
Environment in a personalized way. In this sense, the value of a Locpers-Property 
instance can be used to determine when the isvisible attribute of a specific Learning-
Object (in an Environment) is true. The Conditions concept (figure 3) has a typical 
programming language structure: IF [expression] THEN/ELSE [show/hide something 
or change property-value]. In the IF concept, the Expression concept is related to a 
set of logical operators (i.e. And, Or, Greater-Than), a set of calculate operators (Sum, 
Subtract, Multiply) and some specifics LD expression operators (e.g. Users-In-
Role, Datetime-Activity-Started). The Then concept is related to the statements 
which are executed when the evaluated expression in a If instance is true and the 
Else concept is related to the statements executed when the evaluated expression in 
the If instance is false. The Show and the Hide concepts specify the value of the is-
visible attribute of an entity (Item, Play, Environment, Execution-Entity, Class) 
when an instance of the expression in a If instance is evaluated in runtime. For ex-
ample, in a test, if the value of a property instance “Answer 2” corresponds to the 
correct answer, a message (“Congratulations”) as instance of a Class concept is 
showed. 

Following the same steps in [3], for the IMS-LD level B ontology, 20 axioms were 
found: firstly, the constraints in the text of the IMS-LD Information Model and the 
IMS-LD Best Practice Guide was identified, then the text was rewritten, and finally 
described in first order logic (Formal Description).  

3   Case Study 

To demonstrate the application of the IMS-LD ontology, the Jigsaw methodology has 
been chosen (Figure 2). Besides its popularity, this technique is suitable to understand 
how cooperation-based learning activities are carried out in activities that can easily 
be broken down into their constituent parts. In short, the Jigsaw consists on the fol-
lowing steps: (1) Jigsaw presentation, in which the directions are explained and the 
students are organized in groups of 4 or 5 individuals; (2) Jigsaw First Part, in which 
different learning material is assigned to each member of the group, so that each stu-
dent receives a fragment of the information of any given topic that is the matter of the 
study, and then prepares the topic joining up with the members of the other groups 
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who have the same topic; (3) Jigsaw Second Part, in which the students  return to their 
initial groups in order to explain and discuss the topic along with the other members; 
and (4) a final evaluation. 

 

Fig. 2. (A) Jigsaw presentation and First Part; (B) Second Part and final evaluation 

As it can be seen in Figure 3, the Method representing the Jigsaw approach has a 
Play made up of a set of Acts, which are executed in sequence. Each Act com-
prises a set of concurrent Role Parts that relates roles (professor, student, etc.) 
with activities. The Complete Act concept is used to control the end of an Act, 
either stating the maximum time for the realization of the Act, or the associated 
Role Parts that must be completed. For instance, the Jigsaw presentation (JS-
Pres) Act refers to the activities to be performed during the initial stage of the Jigsaw 
and is made up of two Role Parts: Aperture Works (Ap_Work) and Initial Atten-
dance (In_Att). A relation jsfm-wrpc:when-role-part-completed between the instances 
jsfm-cp of Complete Act and In_Att of Role Part is used to indicate when this 
Act is completed. In this Act, the professor carries out the following activities with 
the groups: objectives presentation, in which he explains the topic of the subject; 
student assessment, in which an assessment in order to verify the students' prospects 
and needs is carried out; group creation, in which the activities to be realized and the 
rules and criteria of the evaluation are explained. These activities are represented by a 
series of Support or Learning Activities that are grouped into Activity 
Structures. Each Role Part associates a single Support Activity, 
Learning Activity or Activity Structure to a certain Role.  

An activity Structure is completed when the value of the number-to-
select attribute is equal to the number of the activities in the set that have been 
completed. The two Acts following the Jigsaw Presentation Act are the key  
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moments in the Jigsaw technique. The Jigsaw Part 1 comes when the groups are 
formed with students with the same study topic. Each topic is a part of the whole 
subject to be studied, around which the students carry out the activities according to 
the information that has been supplied by the professor. In the Jigsaw Part 2 each 
group comprises students that, collectively, possess all the study material. In this Act, 
each student explains the topic that he has previously studied to the rest of the group. 
In parallel, the professor monitors and guides the activities carried out by each group. 

 

Fig. 3.  Instantiation of the IMS LD Level B Ontology for the Jigsaw example  

With IMS-LD Level B, more complex behaviours can be described. Using the 
Conditions concept  and the Property concept, a sophisticated learning flow 
could be described. For example, in order to repeat the activities of the First Part and 
Second Part of the JigSaw, two Conditions were defined using an instance of the 
Property concept: end-activ-prop. The expression defined as an instance of the If 
concept (Is end-activ-prop, false) decides the value of the Show action, which deter-
mines the isVisible attribute of the activities suggestions-facilitate and lessons-
discussion. When the activity verify-process is finished, an instance of On-
Completion (verify- process-oc) change the value of end-activ-prop, setting it to 
true, what means the end of this part of the process.   
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4   Discussion and Future Work 

The description of IMS-LD based on natural language imposes serious limitations for 
automated processing. Different implementers can include IMS LD misinterpretations 
during the development of applications Although the XML Schema used as a default 
IMS LD representation provides a formal model, it cannot represent all the knowledge 
contained in the IMS-LD information model. With the proposed learning design on-
tology the semantics of the concepts in the IMS-LD specification was precisely and 
explicitly defined and, thus, the misinterpretations or errors are avoided when the 
instances of the concepts are created and managed in runtime. Concretely, the level B 
represented in the ontology allows the development of software offering new possi-
bilities for educational designer to develop learning designs with more complex be-
haviours. As the next step we consider the semantic description of the IMS LD Level 
C and,the description of the IMS LD at the runtime stage. 
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Abstract. In this article, starting from MemoNote pattern functionalities ena-
bling teacher to memorize semantic and personal annotations, our objective is 
to extend them with context-aware capabilities. MemoNote uses annotation pat-
terns to deduce annotation semantics from the form chosen by the teacher. We 
specify the annotation context, its capture from elements of the teaching situa-
tion and we model it with ontologies. Annotation context model is then directly 
integrated into the previous pattern formalism in MemoNote, in order to obtain 
context-aware pattern. Therefore, MemoNote can deduce annotation semantics 
from the annotation form depending on the current context. 

1   Introduction 

The semantic annotation tool, MemoNote [1], dedicated to teachers, enables them to 
annotate digital documents with their own comments as on paper, where each annota-
tion has an explicit semantics for both the teacher and the machine. This is made 
possible thanks to the use of ontologies, which are particular to teacher’s activity. In 
addition to be semantic, each annotation is subjective, reflecting teacher’s personal 
point of view in specific circumstances. Therefore, for each new annotation, 
MemoNote stores three facets: a graphical, a semantic and a personal one. 

To assist the teacher in creating these semantic annotations rapidly, the tool pro-
vides him/her with annotation patterns facility. Annotation pattern represents an anno-
tation form (highlighting, circle…), which is linked to its semantics in a given con-
text. MemoNote uses these patterns to deduce automatically annotation semantics 
using its form. 

However, the teacher during his/her activity can switch between different contexts, 
where he/she annotates using different patterns and consequently uses a specific 
group of patterns for each specific context. For example, whereas red highlighting 
means an error indicator during his/her chemistry labs, it can mean an important pas-
sage to be used for discussing with other teachers during the same lab preparation. 
Then the semantics deduced from a specific form use depends on annotation context, 
and the application of a specific pattern is deterministic (annotation semantics can be 
known) only if the context has been previously set. Consequently, MemoNote has to 
be context-aware to adapt its behavior to each teacher’s context state. 
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The objective of this article is then to study and model the annotation activity con-
text of the teacher, in order to take it into account into annotation patterns. 

The article is organized as follows. In the first section, we propose a definition for 
the teaching annotation activity. In section 2, we identify the teacher‘s annotation 
context and in section 3 we specify how to capture it. Then, in order to implement this 
context, we propose to use ontological models to it (section 4). Using this model, we 
present in section 5 context-aware patterns, which enable MemoNote to deduce the 
annotation semantics from its form depending on the annotation context. 

2   What Is the Context and Context-Awareness? 

According to the Free on-line dictionary of computing [2] the context is “that which 
surrounds, and gives meaning to, something else”. The basis of this definition is that 
the context cannot be defined solely, without considering the object it concerns, the 
context of something. This definition states that from the various objects, events, 
person that surrounds something, the context is restricted to the meaningful elements 
as regards to this something. 

Starting from this definition, we propose to define the teacher’s annotation activity 
as the meaningful properties about that which surrounds, and gives meaning to, 
teacher’s annotation activity.  More formally it can be defined as follows: 

The properties P of any element Y such as: 
- Y is around the teacher’s annotation activity 
- Y gives meaning to the teacher’s annotation activity 
- P is meaningful to the teacher’s annotation activity. 

Generally speaking context awareness can be distinguished in [3]: 

• Active context awareness. An application automatically adapts to discovered 
context by changing the application’s behaviors (the aim is execution); 

• Passive context awareness. An application presents the new or updated con-
text to an interested user (the aim is information) or makes the context per-
sistent for the user to retrieve later (the aim is memorize). 

MemoNote is already a passive context-aware application, even implicitly. Indeed, 
for each created annotation, MemoNote memorizes its context of creation in the anno-
tation personal facet [1]. But MemoNote lacks explicit and active context-awareness 
as it does not adapt its behavior to context changes. The objective of this article is to 
go beyond passive context-awareness by defining context-aware patterns as a kind of 
active context-awareness. 

3   Teacher’s Annotation Context 

Starting from Schilit and Adams’ categorization of important context elements[4], 
Chen & Kotz [3] claim that the important aspects of the context of a given user are : 
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1. Computing environment. Available processors, devices accessible for user 
input and display, network capacity, connectivity, and costs of computing. 

2. User environment. Location, collection of nearby people, social situation... 
3. Physical environment. Lighting and noise level. 
4. Time Context. Time of a day, week, month, season of the year.” 

To identify the teacher’s annotation context, we use educational models about 
teacher’s activity [5] to adapt generic context models (as [6]) into Chen and Kotz’s 
categories. Finally, we obtain the following elements of the teacher’s annotation con-
text (see Table 1). 

Table 1. Annotation context elements 

• Teaching elements 
- Name 
- Position 
- Place 
- Teaching situation 

• Computing elements  
- Material 
- Software (annotation tool) 

• Time elements 
- Date  
- Hour 

 
The teaching situation is itself com-

posed of 
• Teaching phase 
• Teaching domain 
• Teaching degree  
• Teaching activity  

 

4   Context Capture 

The annotation context has to be captured before being memorized into annotation 
objects. This capture depends on several criteria: availability, possibility to measure 
this context using sensors and so on. Three sources for information about context can 
be identified: 

• Machine software. Operating system and other software running on the ma-
chine. 

• Device. The tool uses external devices having sensors to check several data.  
• User. He provides the data that cannot be obtained otherwise. 

In the ideal case, context information must be available from surrounding soft-
ware, primarily the operating system but more generally the software environment 
in which the teacher can open teaching documents. A Learning Management Con-
tent System (LMCS) is then the better source for the extraction of teaching elements 
context.  

The following table presents for each element of teacher’s annotation context the 
corresponding source (in decreasing order of interest).  
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Table 2. Capture of context information 

Context category Information Sample values Context source 

Name Peter ELAPA LMCS or LMS 
Position Professor LMCS or LMS 

Teaching ele-
ments  

Place  University + room 
112 

GPS device, LMCS, 
LMS or Calendar 

Teaching activity Design 
Labs… 

LMCS, LMS, Calen-
dar 

Learning Domain Chemistry, physics LMCS, LMS 

Learning Degree  Bachelor, Master LMCS, LMS 

 Teaching 
situation 

Learner Activity Labs, Simulation, 
Exercise, Lecture 

LMCS, LMS, Calen-
dar 

Software  MemoNoteWeb, 
MemoNote PC 

Annotation tool itself Computing ele-
ments  

Material Tablet-PC, PDA, 
PC. 

Annotation tool itself 

Date 01/01/2005 Operating system  Time  
Hour  11h45 Operating system  

5   Context Modeling 

The nature of the processing which is applied to the context data differs according to 
the model we choose to represent them. For example, if we choose to represent the 
context using object-oriented model, it is interesting to use the object-oriented pro-
gramming languages to process context data. On the other hand, if this data is mod-
eled using relational model, a relational query language such as SQL is more suited.  

From the various possible models to represent the context, a solution is to choose 
an ontological representation as it respects Buccholz assertion [7] “A representation 
of the context information should be applicable throughout the whole process of gath-
ering, transferring, storing, and interpreting of context information”. 

Based on the context elements specified in section 2, we developed the following 
ontology of teacher’s annotation context (See table 3).  

Table 3. Context ontology 

• Annotation context 
o Teaching elements 
- Name 
- Position 
- Place 
- Teaching situation 
o Computing elements  
- Material 
- Software (annotation tool) 

 
o Time elements 
- Date  
- Hour 
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6   Context-Aware Pattern 

Based on the annotation context model provided in the previous section, we are now 
able to define context-aware patterns. 

The pattern context was first proposed by Alexander [8] to express the environ-
ment in which a pattern solves a particular problem. The first MemoNote pattern 
formalism [9] is based on Alexander’s approach but the context is not formalized. At 
this stage, the context is only a textual description. In this formalism a pattern is de-
scribed with the following elements: 

• Name. The name should express the semantics produced by the annotation re-
lated to this pattern.  This name should be significant.  

• Context. A sentence to describe the context in which the pattern solves a par-
ticular problem. 

• Problem to be solved.  It is about the annotation objective which is carried out 
by the annotation act.  

• Solution. A set of values for the annotation attributes, corresponding to the an-
notation semantics.   

• Forces. It is about a description of the arguments justifying the use of this par-
ticular pattern to solve the current problem.  

• Related patterns.  It is about a list (if there are some) of patterns that have rela-
tions with the current pattern 

Integrating context into patterns comes down to simply replace the textual descrip-
tion of context with an instance of the context ontology. Context is then composed of 
teaching elements, computing elements and time (see section 4). With this new 
model, each pattern becomes context-aware, extending the MemoNote capabilities. 

7   MemoNote Context-Aware Functionalities  

The current implantation of MemoNote’s context-aware component provides three 
functionalities: pattern selection, context-aware annotating and pattern management.  

Pattern selection. Currently, the context capture in MemoNote requires the teacher to 
provide values to all its attributes (except for the annotation time). MemoNote uses 
the current context values to select the relevant patterns and to activate them on the 
patterns palette. The other patterns are hidden. 

Context-aware annotating. To annotate using a specific annotation form, the teacher 
chooses a pattern from the pattern palette and applies it to a specific anchor. 
MemoNote uses this pattern to deduce the annotation semantics and records in the 
annotation database the new annotation with its semantics and the context values. 

Pattern management. MemoNote enables teacher to manage his/her patterns by 
creating, modifying, and deleting them. For example, to create a new pattern, teacher 
opens the new pattern form and specifies its properties. MemoNote assists the teacher 
in this creation process by predefining the context values. 
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8   Conclusion 

Starting from the semantic and personal annotation patterns dedicated to teacher of 
the MemoNote tool, this article aimed at extending them with active context-aware 
capabilities that is the ability to adapt to the context of the current annotation situa-
tion.  

Apart from computational and time element, what makes annotation context spe-
cific to teacher is its teaching situation elements, composed of teaching phase, do-
main, degree and activity. Its capture can be based on information taken from an LMS 
(Learning Management System) through which the teacher accesses to the annotated 
document, or from teacher’s personal diary. The use of these two sources enables an 
easy and simple way to recover rich information about teaching situation.  

This annotation context is represented with ontologies. We developed an ontology 
of the teacher’s annotation context which is directly integrated into the initial pattern 
formalism, leading to context-aware patterns.  

The potential ways to improve context-awareness in MemoNote are twofold. 
Firstly, there is a need to deeply model what are the relevant changes of the annota-
tion context. How to define context change granularity and how to provide simple 
ways of expressing their relevance? Secondly, to avoid to the teacher the tasks of 
pattern management (like pattern creation), MemoNote should deduce teacher’s pat-
terns automatically and we could then develop machine learning algorithms. 
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Abstract. iDTV is a promising platform for education, since it can reach a large 
number of people and provide computing and communication interactivity. 
However, a number of key issues have yet to be faced, in a variety of fields, 
such as pedagogy, digital signal processing, and Human-Computer Interaction. 
Starting from pedagogical principles rooted in the constructionism theory, the 
ELU IST project presents a t-learning framework where learners are involved in 
compelling educational games through iDTV and engaged in their actual con-
struction as well. 

Keywords: iDTV, constructionism, t-learning, MHP, gaming. 

1   T-Learning: Potential and Challenges 

Analogical TV is a communication medium able to reach daily a huge part of the 
people. However, specific use of TV for educational purposes has not been very ef-
fective yet. We can explain this, from a pedagogical point of view, by considering two 
major drawbacks. First: the typical educational approach for assume a world of inde-
pendent individuals who "acquire" knowledge according to universal principles, tem-
pered only by general categorizations based on age and cultural interests. Second: the 
co-construction of knowledge in the learning process is relegated to pre-established 
paths that follow an abstraction-instantiation loop. Most of teaching is done through 
abstraction. The students are completely excluded from the possibility to produce 
institutionalised educational assets, even when the theory goes that proper understand-
ing is achieved only by co-construction of knowledge [1]. 

In the recent years, digital TV has introduced significant novelties in the TV world. 
It provides bandwidth for much more channels than analogue TV and supports end-
user interactivity with computer based applications that are broadcast together with 
the audio-visual stream. These applications allow the viewer to select content, access 
a variety of services (ranging from interactive advertising to healthcare, from e-
Government to e-Banking, from games to weather forecasts) and send feedback 
through an Internet-based return channel. 
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In the field of education and training, interactive Digital TV (iDTV) has spurred 
the t-learning concept, which is emerging as an important medium to create opportu-
nities for learning, in particular at home. A recent study [2] supported by the Euro-
pean Union reports a number of reasons why it is important to consider the role that 
interactive digital TV has within a broader e-learning strategy:  

• Most people have access to a TV set in their home. The television is a familiar, 
easy to use and reliable consumer device with around 95-99% penetration in 
European households.  

• In the emerging era of lifelong learning, learning will take place in wide variety 
of context and locations.  Informal learning will increasingly become as impor-
tant as the more traditional forms of formalized learning. 

• The TV has the potential to overcome the digital divide by reaching a much 
wider audience in particular people who is typically not familiar with information 
and communication technologies (ICTs). 

Fundamental key issues need to be addressed in order to exploit the iDTV potential 
for education:  

• How can the learning support systems (human as well as technological) be inte-
grated within a TV-based learning environment? 

• What types of interactivity are needed to enhance the learning through iDTV? 
• What aspects of interactivity are requested for different learning contexts and 

how can they motivate learners? 
• What conditions and requirements are demanded in order to create a compelling 

learning environment, and to turn a passive viewer into an active learner? 

Internet and television are coming closer in many ways in iDTV, therefore the t-
learning methodology can benefit from experience, gained within web-based learning. 
There has been deep discussion amongst educational theorists about the extent to 
which media affects learning. Research made by Salomon [3] confirmed that the 
choice of media does lead to differential learning outcomes both in terms of pace of 
acquisition and depth of understanding. However, the extent to which learning actu-
ally occurs greatly depends on learner’s volitional mindfulness, itself partly deter-
mined by the nature of the materials encountered and partly by attitudinal factors.  

We have been investigating these issues in the Enhanced Learning Unlimited 
(ELU) project funded by the European Union under the 6th Framework Programme 
[4]. ELU aims at increasing learning opportunities, mainly at home, through iDTV. 
Major ELU objectives are: 

• the development of new t-learning formats 
• the development of software modules able to enhance to the Multimedia Home 

Platform (MHP) iDTV standard in order to meet specific t-learning needs. 

The ELU Consortium consists of 14 partners from 10 countries, with a significant 
presence of new accession Eastern Europe countries. Given the wide variety of 
themes to be addressed (from computing to broadcasting, from pedagogy to specific 
learning items, such as mathematics, history and computer science), the ELU design 
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involves a multidisciplinary team representing the point of view of the actors involved 
in the t-learning process. 

2   iDTV as a Learning Environment 

iDTV, as specified through most widespread broadcast standards, in particular the 
MHP, provides a number of characteristics that are key to develop effective learning 
environments for a large number of people. We identify some features of the iDTV 
that have to be taken into account when designing t-learning processes: 

a. Interactivity 
iDTV technology allows information to travel both to and from the learner, using a 
combination of telephone, cable or satellite systems. This opens to the wide audience 
of TV viewers the potential for two-way communication, which is a fundamental 
prerequisite of an interactive adaptive learning system. 
b. Video Learning experience  
The video format allows characters, actions, and settings to be depicted in a rich, 
vivid, and realistic manner that is hard to achieve in text-only presentations. A second 
advantage of the video format is that it provides the ability to weave in related back-
ground information which might motivate the study of related problems in mathemat-
ics and other domains. 
c. Adaptivity  
Adaptive electronic programme guides (EPGs) filter the enormous number of pro-
grammes available every day, to recommend programmes to a viewer. Recommenda-
tions rely on predictions about the viewer’s preferences, which itself is based on the 
viewer’s behaviour in the past (content-based filtering) and the opinions of like-wise 
minded users (collaborative/social filtering) [5].  
d. Narrative  
The tradition of broadcast TV is strongly rooted in narrative and its potential to create 
stories that engage the audience. Bruner [6] celebrate narrative as “a mode of thought 
and an expression of a culture’s world view”, he claims that through the active gen-
eration of narrative we make sense of our own and other’s experiences.  
e. Informal learning/edutainment 
The context (home) and the opportunities (edutainment applications) for t-learning 
impact the lifelong learning process that allows individual to construct knowledge, 
skills, values from the daily experiences [7]. The experiences of t-learning are charac-
terised by a focus towards informal learning activities and a strong connection with 
the game world until now. 
f. Social activity 
Watching TV is often a social activity. This poses interesting issues from a personal-
isation point of view. Instead of user modelling we may need group modelling. The 
members of a group can, however, be quite diverse. It is an interesting question 
whether it would be possible to produce TV programs that allow all family members 
to simultaneously learn something, each one at her/his own level, and each one being 
kept motivated [8]. 
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3   Pedagogical Principles for iDTV 

The above discussed features make iDTV a very interesting tool for education, in 
particular from the point of view of the constructivist pedagogical theory. According 
to Constructivism, knowledge is constructed through a process stimulated by a prob-
lem, a question, a doubt, a dissonance by situating cognitive experiences in real-world 
performing authentic activities [6]. In fact, according to constructivism knowledge 
will be as increasingly significant as its context is increasingly rich and authentic [9].  

Constructivism overturns the traditional instructional perspective that focuses on 
strategies and materials to help teachers instruct through an effective and easy to 
memorize organisation of contents. To design following a constructionist approach 
means to define the strategies, the tools and the materials to sustain the learner to 
construct her/his personal knowledge. 

In this constructionist perspective, we aim at designing learning environment that 
supports Meaningful Learning (i.e. able to trigger active, constructive, intentional, 
authentic and cooperative learning processes). 

4   The ELU T-Learning Framework 

Relying on these principles, ELU has designed a t-learning framework based on game 
templates, particularly aimed at secondary school students. The idea is to define sim-
ple game models (templates) that can be instantiated with different contents and inter-
faces in different education contexts. The game templates idea has been proposed for 
the exploration of a urban artistic territory in mobile gaming [10] and for educational 
virtual tourism on the web [11]. 

     

      

Fig. 1. Game templates sample instances: Pairs, VisualQuiz, TextQuiz and SlidingMemory 

We have defined a number of game templates for iDTV, including MemoryGame, 
Couples, VisualQuestions, Catch it!, etc. (see Fig. 1). We group the templates in 3 
main categories, according to the type of skills they aim to stimulate in the player. 
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The categories are: observation games (manipulation of images), reflection games 
(quizzes, riddles) and action videogames (culturally-contextualized arcade games). 

The games can be broadcast and played also in remote player interaction through 
the receiver Set Top Box’ return channel. Interaction involves competition, as a 
global hall-of-fame is maintained to keep track of the highest scores. Interaction also 
involves collaboration, in some games the score is shared among cooperating players. 

Games are not isolated but are broadcast as thematic libraries. Thus, a player can 
build her own knowledge acquisition path by selecting in the library the most suited 
game instances to achieve a specific educational goal (intentional learning). For in-
stance, the “Charles Magne” theme may involve a library of a number of puzzles, 
memory games, historically-contextualized arcade games, etc. By playing with such 
games, the player should collect information to solve the final quiz on the item. 
Within a thematic library, games may be accessed through simple menus, or may be 
proposed to the end-user in predefined sequences. 

The ELU framework also supports active involvement of the learners (players) in 
building the educational objects (i.e. the game instances). To this end, we are design-
ing a web-based, visual content visual authoring tool through which young players 
can create their own instances of the game templates, by inserting contents (e.g. char-
acters, images, sounds). Once finished, the author may submit the created games to 
the broadcaster, which will review and select the most suited games for actual broad-
casting. Figure below depicts the overall schema that we have conceived to support 
the ELU t-learning framework. 

 

Fig. 2. Overall schema of the ELU t-learning framework, involving creation, scheduling, broad-
casting and use of an educational iDTV packet based on the game templates 

5   Conclusions 

iDTV is a promising platform for education, since it can combine a huge user penetra-
tion with interactivity. However, a number of key issues have yet to be faced, in a 
variety of fields, such as pedagogy, digital signal processing, Human-Computer Inter-
action, multimedia production. ELU intends to explore new pedagogic theories, 
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mostly based on constructivism that could be effective for iDTV. In particular, we are 
designing an education environment which stimulates the learner by engaging her in 
thematic virtual challenges (e.g. about a historical period, a scientific item, a statistic 
concept) that require a player to solve quizzes and other games on related arguments. 
The next phases of the project involve the implementation and test of the proposed 
framework in a number of courses in 4 countries of Eastern Europe. 
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Abstract. This paper offers an overview on the concept of “personalization” applied 
to learning processes in a context of mobility, through an analysis of both the related 
open issues and the expected benefits that would come from the introduction of 
mobile technologies as a support to individual learning experiences. Relevant 
technical aspects are discussed too and a framework for creating pedagogically 
sound mobile services suitable to support ubiquitous enriched learning experiences 
is presented. This work mainly refers to the major outcomes from three very relevant 
EU projects – MOBIlearn, WearIT@Work and Natacha - where real users have 
been involved since the beginning in the research activities, thus helping in defining 
relevant generic mobile knowledge management use cases and pedagogical models. 
Some examples of potential learning/training applications and real-life use scenarios 
are provided to show how in practice mobile technologies can be fruitfully exploited 
to promote innovative, user-dependent, learning, training and edutainment strategies. 

1   Introduction 

Expert teachers and trainers know very well how much a personalized attention to 
learners during the learning process can make a huge difference with respect to its 
success, particularly when the peculiarities of individuals and their need to learn 
differently are recognized, exploited and supported. In traditional classroom-based 
teaching approaches, instructors intuitively manage key human factors (skills, passion, 
interest, will, frustration, satisfaction, fear, personal preferences, etc.) to promote 
learning. When the learning process goes online these factors run the risk of being 
underestimated and disregarded. On the other hand the recent availability of innovative 
mobile technology and the increasing popularity of handheld devices are offering new 
opportunities and paradigms for personalized education. In other words, the true 
potential of e-learning as “anytime”, “anywhere” and “adapted to the user” could be 
realised through a proper application of the “mobile learning (m-learning)” concept.  

Personalization in terms of m-learning suggests that a potential mobile learner 
could easily tailor a selection of available learning contents and services according to 
his/her interests and/or current pedagogical objectives. For instance, the ability to 
tailor the service in terms of topics and language, as well as selecting incoming 
newsletters and updates can help the viewer filtering knowledge, and making its 
acquisition more targeted and effective. The final goal of personalized learning is to 
provide a learning path that is matched to the learner's needs and abilities, resulting in 
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a more efficient and high quality learning process. In order to match learner’s profile 
and objectives, current learning context and available pedagogical resources, a well-
defined description of each component involved in the process is needed, with a 
specific focus on the user model. An additional interesting aspect of the 
personalization process is that, once the user model has been identified, the accuracy 
of the personalization can be iteratively improved with time, as more dynamic data 
are collected and stored regarding the ongoing interactions of the user with the system 
and the continuous monitoring and re-assessment of the user’s satisfaction. This also 
allows for a classification and “clustering” of learners. 

From the conceptual and technological perspective, supporting the learning process 
personalization implies the design and development of suitable “services” to be 
integrated in a mobile learning application and able to provide content and learning 
process personalization features. In the following section a complex technological 
framework suitable to integrate, amongst others, personalization services for mobile 
knowledge management and learning/training applications is presented. 

2   The Open Mobile Abstract Framework 

A key objective of the EU MOBIlearn project, one of the most important worldwide 
initiatives related to the use of mobile technologies for learning, had been to improve 
the knowledge level of individuals by developing learning processes on-the-move. To 
this end, besides new pedagogical models, a robust, extensible, flexible and 
interoperable infrastructure was needed. The answer given by the MOBIlearn project 
to this need is the “Open Mobile Access Abstract Framework” (OMAF), a layered 
abstract model that has been designed and implemented as a service-oriented 
architecture [1], [2]. 
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Fig. 1. The OMAF layered model 
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With reference to Fig.1, the following layers are included in the OMAF model: 

• Mobile Meta-Applications Layer (MmAL): the set of systems, tools and 
applications obtained as a combination/integration of two or more mobile 
applications, to provide extended and more complex functionalities to users. 

• Mobile Applications Layer (MAL): the set of systems, tools and applications 
specifically designed and implemented to provide a particular mobile 
functionality. They are built starting from the suite of mobile services and 
common services. 

• Mobile Services Layer (MSL): the set of components able to provide mobile 
specific services, which are used by the mobile applications. 

• Generic Services Layer (GSL): the set of components that provide generic 
services to be used by the application services. 

• Infrastructure Services Layer (ISL): the underlying services that enable to 
exchange data in terms of communications, messaging and transactions. 

• Service Access Points (SAP): interface to the corresponding service. Each SAP 
provides access to one service capability. SAPs will be implemented through 
APIs (Application Programming Interfaces) 

• Components Store (CS): a set of components and data models that has to be 
specified to support the Generic and Mobile services.  

Developed by applying a user-centred design approach, based on the ISO13407 
standard, the OMAF model addresses the conceptual layout of services needed to 
access knowledge, information, training and daily support in a mobile environment, 
for example via collaborative spaces, context awareness, personalized and location-
based information delivery. At present, the top-level abstract components in the 
framework and their associated services have been identified: mobile client, portal 
management, content management, collaboration, communication, context awareness 
and user modelling, location and navigation, infrastructure. In practice, relying on 
these services, a mobile application developed as an instantiation of the OMAF model 
is able to support several relevant features like, amongst the others, contextualized 
multimedia information delivery and presentation, user positioning and guiding, 
multimodal interaction, collaborative working and group communication. 

Currently, being the OMAF concept accepted and developed to a reasonable degree 
of maturity, the main goal is to design and instantiate a wide set of mobile end-user 
applications starting from the services already available in the framework and extending 
them when needed, according to new use scenarios and requirements. This has been 
achieved in other EU projects, where the OMAF has been proposed and is used as the 
reference for supplying innovative mobile solutions to different categories of users. 

3   A New Way for Visiting a Museum 

The Museum Mobile Application, conceived and developed in MOBIlearn as an 
instantiation of the OMAF model, represents a cutting edge support during a museum 
tour. According to his current position, a visitor receives on a PDA the most relevant 
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Fig. 2. Some screenshots of the museum application. Search for relevant contents (left), 
museum navigation (middle) and learning contents visualization (right). 

information while he is freely wandering through the rooms. This application supports 
the location-based access to relevant multimedia and personalized information about 
work of art, both in push and pull modalities (see Fig.2). 

The application offers also some interesting functionalities for supporting the work 
of museum managers in terms of an easy access to the spatial structure of the museum 
and the possibility of binding to physical locations the pedagogical objects created by 
means of a user-friendly content authoring tool. 

4   Training and Daily Activities in Industrial Maintenance 

One of the key application scenarios considered in the WearIT@Work project focuses 
on the support of maintenance activities and empowerment of professionals in the 
aeronautic industry through the adoption of wearable mobile technologies [3], [4]  
and [5].  

The aeronautic industry takes maintenance aspects into account from the very 
beginning of the aircraft design in order to make maintenance tasks easier and faster. 
Through some scenarios based on a real case studies (removal and installation of 
equipment on the aircraft, inspection and trouble shooting), Giunti Interactive Labs is 
aiming at demonstrating how wearable technologies and a suitable application 
instantiated from the OMAF model can improve operators job and maintenance 
competitiveness by supporting continuous maintenance operators training, increasing 
mobility of workers, improving availability of task-dependent information, speeding 
up localization and detection of areas to be repaired or maintained, improving intra- 
and extra-team communication and knowledge sharing. 

In the future working scenario fostered by the end users, the maintenance operators 
will be equipped with a Maintenance Jacket, with integrated wearable technologies in 
it, both early in the training phase and during daily activities. The wearable computer 
will be equipped with suitable input devices, which register measurements taken 
during the maintenance procedures, allows the user interacting with the system and 
displays task-relevant information according to the user profile (Fig.3). 
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Fig. 3. Screenshots of the maintenance application 

5   In-Flight Edutainment for Passengers 

The Intranet Content Management and Delivery System (ICMDS), developed within the 
NATACHA framework is a complete OMAF-based platform devoted to the creation of 
informative and edutainment contents and their delivery to end users (passengers and/or 
crew members) through the NATACHA aircraft-ground network and/or a traditional IP 
infrastructure (wired/wireless Intranet or Internet). After registration to the main Portal, 
users are be able to retrieve information objects according to a specific need/interest and to 
enjoy the comfort of a personalized, on-demand, live information service.  

Through a ground based mobile network (WiFi, GPRS) users would be able to 
ubiquitously access the service (on board and before/after the flight).On-demand 
edutainment and general purpose delivery services that have been identified as commercially 
relevant and can be provided on new generation aircrafts and/or in the airport using the 
 

 

Fig. 4. The ICMDS architecture 
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ICMDS platform are contextualized tourist information and news, personalized edutainment, 
ad-hoc professional contents, information about on-board facilities/services, information 
about security procedures, advertising and commercial promotion. 

6   Conclusions 

User satisfaction is the ultimate aim of personalization. It is motivated by the 
recognition that a user has needs, and meeting them successfully is likely to lead to a 
satisfying relationship and re-use of the services offered. Beyond the common goal, 
however, there is great diversity in how personalization can be achieved. Information 
about the user can be obtained from a history of previous sessions, or through 
interaction in real time. "Needs" may be those stated by the customer as well as those 
perceived by the business. Once the user’s needs are established, rules and techniques 
are used to decide what information content or service behaviour might be appropriate. 

The paper presented a conceptual and technological framework, the OMAF, that 
can be extended and adapted in order to deliver personalized services, including those 
needed for supporting training and learning processes. Some real application, which 
have been tested and assessed with the involvement of real users, have been presented 
and discussed as well for showing the potentialities offered by the OMAF model. The 
research activities in this field are currently ongoing at Giunti Interactive Labs, 
aiming at defining further extensions of the model according to new use scenarios 
(e.g. moving from the mobile environments to the interactive digital TV). Results of 
this advanced research will be presented and discussed in future publications. 
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Abstract. Nowadays, engineering studies are characterized by high mo-
bility of students, lecturers and workforce and by the dynamics of multi-
national companies where “classes” or “students’ teams” composed of
persons with different competencies and backgrounds, working together
in projects to solve complex problems. Such an environment will become
increasingly relevant in multinational universities and companies, and it
has brought a number of challenges to existing e-learning technologies.
COOPER is an ongoing project that focuses on developing and testing
such a collaborative and project-centred leaning environment. This pa-
per proposes a COOPER framework and shows its approaches to address
the various research challenges.

1 Introduction

More and more, in an environment characterized by high mobility of students, lec-
turers and workforce and by the dynamics of multinational companies,“classes” or
“students’ teams” are composed of persons with different competencies and back-
grounds. Such working environmentswill become increasingly relevant in industry,
with distribution of multinational companies all over the world and with extensive
adoption of partnerships and outsourcing. Increasingly, project-centred teaching
approaches, often in the context of workplace learning, are adopted in the case of
scientific and technical studies, where teams rather than individual students will
work on a given project and where teachers’ support will often be substituted by
interaction with a small group of advisors and tutors, possibly coming from differ-
ent (remote) institutions and providing different competencies and approaches.
� This work is partially supported by EU/IST FP6 STREP project COOPER (con-

tract number IST-2005-027073).
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Our project COOPER is focused upon the problem of creating and managing
virtual teams of persons with heterogeneous backgrounds and competencies, of
assessing their entry-level competencies and their “scientific growth”, of coordi-
nating their collaboration as well as facilitating their personalized growth, and
even following them up after the end of their formal participation in the learn-
ing activities, when they constitute an alumni community. This approach is
built upon project-centred learning and social network learning situation, which
is seen as an important mechanism for breaking distance barriers and making
effective use of e-learning technology.

The objective of COOPER is to create techniques and tools that support
team-based, project-centred learning in the following circumstances:

– Graduate (or post-graduate) university studies involving students and lectur-
ers participating in focused projects (e.g., masters or specialization courses)
coming from different institutions and backgrounds;

– Company universities and company training, involving multi-national par-
ticipants coming from company’s sites or customers which are world-wide
dispersed, participating in the launching of new product or technology, or in
product- and project-centred training.

To accomplish this objective, we need to exploit several technologies, includ-
ing collaborative learning, knowledge sharing, recommendation, social network,
process modeling, (a)synchronous communication and so on.

Currently, COOPER is still an ongoing research project, and many research
and development tasks are in progress. This paper is intended to give an overview
of the project and present a high-level approach to tackle the challenges in
project-centred learning in open environments.

The rest of this paper is organized as follows. Section 2 presents the COOPER
scenario. Section 3 introduces the COOPER framework organized into 4 dimen-
sions: processes, pedagogical scenarios and assessment, knowledge sharing and
recommendation, and technical infrastructure. Section 4 concludes this paper
with a project roadmap.

2 The COOPER Scenario

Basically, the COOPER scenario can be decomposed into three phases: pre-
project phase, project development phase and post-project phase.

– In the pre-project phase, individuals and problems are described. Individuals
are “applicants” described in terms of their background, objectives, and
constraints. Problems, in turn, are described in terms of the identity and
roles of stakeholders, their objectives, the technologies involved, their tutors,
the expected results and expected duration. Then, the user makes candidate
assignments and build a project team consisting from the applicants based
on individual’s portfolios assessments and the need of a project. The team is
provided with the required infrastructure in terms of mentors (e.g., faculty
and company representatives).
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– The project development phase covers all the standard phases of project
management. Events such as project’s kick-off, evaluation workshops, mile-
stones, and conclusion are scheduled, project deliverables are defined and
then produced, and the classical project management artifacts are included
or integrated. The distinguishing aspects of the delivered processes are: a
tight integration between synchronous and asynchronous components. In
addition, project team is provided with features like recommendation of ac-
tive experts for advice, past experiences from similar projects, knowledge
and context sharing between peers and groups, and so on.

– The post-project phase can be seen as a knowledge management opportunity
for the purposes of further projects which includes the delivery of project
results, its dissemination, and the persistent storage into a repository de-
scribing the full history of the project, available at the user organization
premises and perhaps exported to the stakeholder premises. Project result
becomes an asset of the alumni as his personal portfolio; an asset of the
project’s stakeholder, as an artifact of knowledge which can be further de-
veloped; and an asset for the ”user” organization, who can indeed evolve it
into a profile for follow-up projects.

3 The Approaches of COOPER

We have conducted extensive case studies in a number of organizations. They
include the Advanced Learning and Research Institute (ALaRI)1 2 3 and the
Alta Scuola Politecnica (ASP)2 representing the case in university studies, and
the LT Design Software3 representing the cases in company training. From these
case studies, generalize the following most important technical requirements in
the COOPER scenario.

– Defining a set of team management processes that are most suitable for
supporting project-centered learning in the COOPER scenario.

– Creating knowledge sharing and recommendation services to facilitate col-
laborative teamwork processes.

– Proposing pedagogical tools to support competency building and compe-
tency assessment in heterogeneous virtual teams.

– Constructing an infrastructure with a set of telecommunication tools to sup-
port the distant cooperation in a distributed virtual team.

The approaches to address these requirements are elaborated Section 3.1, 3.2,
3.3 and 3.4 respectively .

3.1 Cooperative Teamwork Processes

In order to support the design of project-centered learning processes, we are work-
ing on the definition of a reference framework encompassing and generalizing the
1 www.alari.ch
2 www.asp-poli.it
3 www.coware.com
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needs of the three COOPER case studies. The starting point of our work is an
existing model for Web application design, WebML [2], its recent extensions for
process modelling [1], and the associated Web design product, WebRatio4.

The framework will offer complete specifications of the process instances sup-
porting team-based learning within the COOPER platform. In particular, it will
cover both structured and unstructured processes. In structured processes, the
different activities and the activity flow can be envisioned and specified at design
time. For example, the pre-project phase in the COOPER scenario, which is es-
pecially focused on the team set-up, generally encompasses structured processes,
whose activities adhere to well-established procedures deriving from the insti-
tution rules, and do not vary across teams. Unstructured processes still consist
of a set of predictable activities. The behavior of the single activities is well-
know, but it is difficult to predict their composition within processes, since their
assignment to enrolled actors and their synchronization with other activities
may depend on users’ choices at enactment-time. We in particular observe that
team cooperation processes during the project development phase are typical
examples of unstructured processes: in order to reach a common goal (e.g., pro-
ducing deliverables required by a project milestone), team participants execute
some cooperation activities, mainly synchronous communication acts (e.g., vir-
tual meetings, chats, audio/video conferences, etc), selecting them from a fixed
set of existing “activity types”. However, the flow of such activities, as well as
the actors triggering their execution do not follow standard procedures, since
they depend on the specific team cooperation policy.

For the specification of structured processes, we are developing visual edi-
tors for process modelling based on popular standard notations, such as the
Business Process Modeling Notation (BPMN) [3], as well as the translation of
process notations into WebML specifications. In order to support unstructured
processes, we are defining activity patterns, namely “hypertext templates” sup-
porting the execution of conventional cooperation activities, to be incorporated
within the reference framework. Such templates will also allow users to dynam-
ically “compose” their team cooperation processes, based on the configuration
and personalization at enactment time of the different activities, of the enrolled
actors, and of the activity flow.

3.2 Knowledge Sharing Services for Team Work Processes

We provide three functional components to support knowledge sharing.
The first component is a knowledge repository. There exit a variety of knowl-

edge and learning resources in the COOPER scenario, including training courses
given by tutors, internal documents produced by team members and external re-
sources on the web. All the resources will be managed by a common knowledge
repository, which will integrate Database and IR techniques to take full ad-
vantage of the richness of meta-data and semantics in the knowledge resources
to enable easy browsing and search. The knowledge repository covers multiple
projects, so that resources produced in one project can be reused by others.
4 www.webratio.com



COOPER: Towards a Collaborative Open Environment 565

The second component is a set of the search and recommendation services. The
former enables learners to actively search for knowledge resources or experts for
advice. The latter discovers learners’ knowledge vacancy and requirements, and
recommends relevant learning resources and experts to them. Existing techniques
in search engines and recommender systems will be adapted to this component.
In addition, new solutions will be proposed for assessing learner’s competence
and preference (latent semantic analysis will be used in this context).

The third component is a platform for knowledge exchanging. Tools like fo-
rums and blogs will be used for exchanging learner experiences. Wiki will be
used for collaborative knowledge construction. The knowledge and experiences
produced on the platform will be imported to the knowledge repository so as
to be shared with other projects. User profiles can also be extracted from the
contents on these tools to reinforce the search and recommendation services.

3.3 Pedagogical Scenarios and Assessment for Virtual Teams

Knowledge sharing and co-construction in virtual teams will not emerge by itself,
but requires that tasks, as well as social and technical environment are created
that stimulate or even require these processes. To create such an environment
new didactical approaches are needed that combine project-centered work with
learning and knowledge sharing. Furthermore these approaches need to be ac-
companied by assessment strategies that support competency building as well as
competency assessment in heterogeneous virtual teams in a variety of settings.
Examples of the latter are portfolio assessment, self-assessment and peer assess-
ments. Typically, these assessment forms are used not only to evaluate student
development, but also to engage learners in critically analyzing what they are
learning, to identify appropriate standards of performance and to apply these to
their own work.

Cooper will model a number of pedagogical scenarios for collaborative learn-
ing in virtual teams and appropriate assessment strategies. One such scenario
is that of the Virtual Company that was developed and implemented by the
Open University of the Netherlands. The VC scenario engages virtual teams in
authentic projects. The scenario covers the whole lifecycle of the Cooper model
and it includes various assessment strategies, including assessments dealing with
performance in a team.

IMS Learning Design, QTI and the OUNL-Citogroup assessment model are
important specifications to guide the modeling needed for Cooper. They all also
have clear shortcomings that Coopers underlying modeling may help to over-
come. In Cooper we will test implementation of didactical scenarios and as-
sessment by integrating them at the model level by means of operation and
interaction units.

3.4 Infrastructure for Cooperative TeamWork Processes

The infrastructure and tools for cooperative teamWork processes will be pro-
duced by means of a framework which integrates the up-to-date technologies
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for Web development in a collaborative setting, with provisions for asynchro-
nous and synchronous components such as integrated Voice Over Internet (VOI)
softwares.

The framework will be totally Web-based and developed using the Web appli-
cations provided by the WebML design notation [2] and by the WebRatio tool
both expanded with process modeling concepts and with standard application
distribution primitives (based on Web Services).

The COOPER infrastructure will also provide a tight integration of the asyn-
chronous Web application with synchronous tools, made up of state-of-the art
VOI technology. In order for the communication platform to address the collabo-
rative learning paradigms defined in Section 2, it will include a set of interactive
tools for the synchronous communications, such as audio/video conference, ap-
plication sharing, co-browsing, presence services and chat, based on IETF SIP
standards (RFC f3261, RFC 3856, RFC 3903). Finally the integration of the
synchronous activities within the asynchronous part of the platform will be sup-
ported by several asynchronous tools, such as audio/video session recording,
discussion forum and logs storing.

4 Conclusions and Further Work

While there exist a number of research works that have partially addressed the
issues described in this paper, they are not intended to support the project-
centred learning scenario described in Section 2. On the one hand, significant
work is required to adapt and integrate the existing techniques into the COOPER
scenario. On the other hand, new solutions should be proposed and applied to
overcome the unique challenges emerging in the scenario.

In COOPER, we will achieve it in 3 stages. The first stage is requirement
analysis. The results of the requirements analysis have been documented in this
paper. In the second stage, a number of novel tools and techniques will be devel-
oped within a work framework proposed in this paper. Finally, the tools and the
techniques will be evaluated from technical (showing improved technical prop-
erties of the proposed methods) and user perspectives (showing effectivness of
learning supported with the tools and techniques).
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Abstract. This study proposes the designing concepts of developing a 
comprehensive financial learning environment which is valuable for business 
schools as a reference to construct their learning platforms. Modern education 
stresses both theory and field experience. However, students are unlikely to 
obtain sufficient investment field experience in the present educational 
environment because of the enormous capital needs of financial operations. 
Thus, a key limitation of financial education is the removal of investment risks 
associated with money flow during investment practice. In order to remove these 
educational limitations, this paper proposes an investment simulations 
environment to exercise real market practices in financial and investment courses 
and proposes a referential application of scenario-based learning for investment 
learning. The investigation results indicate that IFILE learning is more effective, 
interesting and realistic than learning in the traditional classrooms. 

Keywords: Financial simulation games, web-based learning, scenario-based 
e-learning, technology enhanced learning, laboratories design.  

1   Introduction 

Information technologies (IT) such as computer-assisted instructions (CAI), virtual 
instrument technology and interactive learning environment have long been discussed 
in relation to education. Approaches have been widely adapted for integrating various 
teaching information systems, such as computer-based training (CBT), web-based 
instruction, and on-line simulation game, into a unified instruction environment. 
Accordingly, numerous studies on instruction reveal that appropriate use of IT can 
significantly enhance teaching and learning effectiveness.  

In line with the growing popularity of Internet-based instruction applications, the 
integration speed of IT and education methodologies is increasing more rapidly than 
ever [4][10][11]. Although educational institutes have widely applied IT to learning, 
business schools have yet to fully exploit IT capabilities to enhance learning efficiency. 
Consequently, more and more business schools are attempting to upgrade their 
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instruction environments to meet industrial requirements [1][9][3] Although there are 
several investment simulation web sites running for virtual stock trading exercise, 
seldom literatures discuss the application example for academic environment. 

This study introduces design concepts of Integrated Financial Investment Learning 
Environment (IFILE) including a basic web-based environment, laboratories, virtual 
trading center, and scenario generator. This study also presents preliminary evidence of 
the teaching/learning efficiency via questionnaires gathered from both students and 
teachers that have experienced IFILE learning. 

2   System Framework 

The IFILE focuses mainly on serving as a financial and investment learning 
environment for business schools through the learning path of investment skills. This 
study establishes an educational platform that provides an interactive learning 
environment with five investment labs for satisfying different curricula needs.  

2.1   Web-Based Learning Environment  

The bottom level of IFILE is a “web-based financial education platform” that provides 
an interface facilitating fundamental learning and research, combined with a virtual 
trading center that processes trading exercises without requiring real money. The entry 
portal of the education platform functions as a virtual learning environment on web site 
that consists of Virtual classroom, Virtual Financial building, E-Library, Teachers 
e-office, and Students Forum. Students can login to this web site and learn via online 
programs and materials. The web site comprises the following web pages: 

(1) Virtual classroom: including functions of curriculum planning and online chat 
room that may be separate from real class schedules. (2) Virtual Financial building: 
integrated real-time quoting system to respond to student online inquiries regarding 
stocks, funds, derivative products, bonds, international markets and financial news. (3) 
Virtual Trading center: was originally designed for performing virtual trading based on 
the real-time data produced by actual financial markets while the transaction records of 
each student are reserved in the student historical database. (4) E-Library: provides a 
rich online data source, database and other learning resource. (5) Teachers e-office: 
facilitates teachers in releasing homework and publicizing tutorial materials.  

 (6) Students Forum: a web-based forum system where students can freely discuss 
their opinions. 

As shown in Fig.1, the financial education platform provides the fundamental 
framework of the IFILE system, while all financial investment laboratories conduct 
their simulated trading through the virtual trading center.  
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Fig. 1. The framework of IFILE includes a web-based financial education platform and five 
laboratories based on the learning path of Fundamentals of Investments 

2.2   Laboratory Design 

In order to design a learning environment that can best support the teaching needs, the 
IFILE designing group first investigated several popular textbooks [14] [2] [15] and 
built five financial laboratories based on the learning path of financial investment field, 
including: (1) Personal Investment Lab to familiarize students with securities trading 
operations. (2) Enterprises Investment Lab to simulate a professional investment 
institute. (3) Derivatives Lab enables students to learn how to control risks using 
derivatives. (4) Risk Management Lab aims to help students improve their skills in risk 
control and profiting, and draws on numerous financial skills and quantitative models. 
(5) Asset Management Lab helps students build up their capabilities in dynamic asset 
allocation, investment efficiency evaluation and asset portfolio optimization. The 
software systems used in IFILE labs are enhanced from popular financial industry 
packages by software vendors to adapt them for more specialized learning purposes.  

2.3   The Virtual Trading Center 

The learning software used in IFILE is connected to real-time market data sources and 
scenario generator, while practice orders are transmitted to a virtual trading center via a 
web interface to serve as real world exchanges linking buyers and sellers. The virtual 
trading center is designed to meet educational requirements by reproducing trading 
centers in real financial markets, effectively permitting students to learn how to make 
investment moves. Fig. 2 illustrates the software component and operating flows of 
IFILE virtual trading center.  

2.4   Financial Market Scenario Generator 

One of the educational goals of IFILE is to allow students practicing trading exercises 
under various market situations and thus the IFILE applied scenario-based technology 
to support these learning needs. Scenario-based learning [12] can be defined as learning 
that occurs in a context, situation, or social framework, which is based on the concept of 
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Fig. 2. System components and operating flows of the virtual trading center in IFILE 

situated cognition [6][7] and constructivist learning[5][8][13]. The authors are now 
focused on design a financial market scenario generator (FMSG) system to support 
scenario-based learning needs.  

Investment in real world moves correlate to timeline and market behavior that are 
never repeated as the moment passes. Moreover, financial models are applied 
differently as market situations change. To increase the effectiveness of instruction, an 
ideal financial investment learning system should accommodate repetition of practice 
exercises, thereby allowing students to compose various investment strategies to 
applied different financial models in specified scenarios.  

3   Preliminary Survey 

At the end of Fundamentals of Investments course held in June 2005 at NCTU, this 
study issued an anonymous questionnaire to 45 attending graduate students who have 
also experienced traditional classroom investment courses to examine the effectiveness 
of IFILE and classifying 33 semantic differential type questions into five major topics. 
Most students confer that IFILE can increase their learning interest, improve 
communication with other students, improve their trading experience, and improve 
self-learning achievements. Almost all students consider online learning can be 
efficient for this course. 

Additionally, since the IFILE framework have introduced to business schools, some 
31 schools have implemented IFILE classrooms. This study successfully conducted 
telephone or mail questionnaires in May 2005, sampling 27 teachers who have applied 
IFILE from those schools with conventional classroom teaching experience in financial 
investment courses. 41% of teachers used IFILE classrooms over ten times during the 
same course, where 72% of teachers used IFILE over five times. Thus, most of the 
comments came from teachers who had clearly understood the environment and had 
actually applied IFILE in their lectures. The result shows that 67% teachers believe that 
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IFILE can better fits their teaching needs, and 93% prefer IFILE to traditional 
classrooms if they can choose. 

The investigation results from both teachers and students indicate that IFILE 
learning is more effective, interesting and realistic than learning in the traditional 
classrooms, especially when the course should applied conventional learning material 
and IT to practical exercise. 

4   Conclusions 

This study demonstrated the framework of IFILE, which provide an integrated learning 
environment comprising various topics such as laboratories design, virtual trading 
center, and financial scenario generator which never been discussed before. This study 
also applied questionnaires to both students and instructors, and results summarized 
that such an integrated learning environment like IFILE can help students increase their 
learning interest and improve their trading skills. 

However, several topics remain to be resolved in the future. First, web-based 
simulation classrooms such as IFILE need further discuss from a psychological 
perspective to measure the concentration of students in the virtual environment. 
Second, a financial scenario generator as proposed in this article requires further 
enhancement. Finally, some problems should be further addressed when academic 
attention expand virtual learning environment from local to international market. 
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Abstract. The analysis phase constitutes an essential step in the development of 
information systems. This fact is perhaps even more important in the 
development of learning software: the process of creating learning materials 
must take into account the range of abilities, needs, and interests of different 
stakeholders, adapting itself to a variety of contexts and pedagogical paradigms. 
It is therefore a complex process that must consider diverse perspectives and 
levels of abstraction. 

Currently, there are two trends among others in Software Engineering 
engaged in optimizing the process of information systems development: 
Aspect-Oriented Software Development and Model-Driven Architecture. The 
combination of both mechanisms can facilitate the development of complex 
information systems like computer-supported learning systems. The intention of 
this paper is to propose an analysis method in learning material development 
process based on Aspect-Oriented Analysis and Model-Driven Architecture. 

Keywords: Instructional design, instructional engineering, computer-aided 
education, analysis method, Aspect-Oriented, Model-Driven Architecture. 

1   Introduction 

Instructional Design and Technology (IDT) encloses the analysis of learning 
problems, as well as design, development, assessment and management of processes 
and resources intended to improve learning [1]. It is a complex and multidisciplinary 
discipline that involves several areas of knowledge, some of which present very 
diffuse boundaries. Given the difficulties and the complexity of this task, different 
authors have defined a series of methods [2,3] that, considering software engineering 
as a reference, try to optimise the learning material development process. The 
methods of information systems engineering suggest a methodological division of a 
system into modules, phases or stages in order to improve the learning systems 
development [4]. 

One of the essential phases of the development of information systems is the 
analysis phase. The analysis phase in software development processes aims to study 
and inform of the requirements and conditions of the system in order to determine the 



574 D.D. Cebollero, C.F. Llamas, and J.M. Dodero 

most appropriate solution to develop [5]. At the analysis phase, the learning systems 
share three fundamental characteristics: 

− Different levels of abstraction. The problem is tackled by defining different stages, 
so that both the problem domain and the functionality provided by the system can 
be determined independently. 

− Different perspectives. The definition of the problem is based on diverse points of 
view. The result is a series of models that represent the learning problem from 
different standpoints. 

− Crosscutting concerns. There are dependencies and overlapping between such 
diverse perspectives, which makes it difficult to analyse each of them independently. 

IDT known-methods only take into consideration the two first characteristics; 
unfortunately, the earlier instructional engineering methods do not resolve the 
overlapping and scattering problems at the analysis phase. In order to improve the 
learning systems analysis stage, we propose to turn to two increasingly used Software 
Engineering techniques: 

− Model-Driven Architecture (MDA). MDA is an approach to using models in 
software development [6]. It is a specification that provides the tools for software 
development based on the definition of models with different level of abstraction. 

− Aspect-Oriented Software Development (AOSD). AOSD is a paradigm of software 
development that leads to reducing the software system complexity through the 
separation of concerns [7]. The purpose is to facilitate the development of systems 
that take into account different overlapping perspectives or issues. 

In this paper, we propose an analysis method for learning software using 
aspect-oriented and model-driven approaches aimed at improving the identification of 
the system requirements.  

The rest of the paper is organized as follows. Section 2.1 and 2.2 motivate the need 
for an instructional engineering analysis method that supports multiple dimensions of 
decomposition. In section 2.3, our analysis method is described and shows how our 
approach has been realized, to end with some conclusions and future work. 

2   An Instructional Engineering Analysis Method 

Instructional Engineering is defined as a method that supports the analysis, the 
creation, the production and the delivery planning of learning systems, integrating the 
concepts, processes and principles of instructional design, software engineering and 
cognitive engineering [4]. To help perform these tasks thoughtfully and effectively, an 
instructional engineering method is needed. 

The life-cycle of the earlier instructional engineering methods resembles the phases 
of the traditional software engineering process: analysis, design, development and 
evaluation. Taking as a starting point the opinion of diverse authors [8] that grant to 
the analysis a preponderant role, we will be focussed on the revision of the analysis 
phase. The aim is to know the features of the learning material analysis process in 
order to define a correct and useful instructional engineering analysis method. 
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2.1   Problem Description 

In order to understand the complexity of the problem, we will consider a specific case 
study: the treatment of the user’s profile from the point of view of instructional 
design.  

The definition and treatment of the profiles of end users is a usual characteristic of 
information systems, being particularly relevant in learning systems. The profile can 
determine whether the end user is an instructor, who is in charge of monitoring the 
learning process, or a student. In this latter case, the competencies of the students 
must be taken into account to define the most appropriate course for their skill set. 
What is more, these skills might vary as the course progresses, creating the need for a 
constant readjustment of the contents and the way in which they are presented.  

In brief, the analysis of the profile of the user is an essential aspect in the design of 
the system that must be carried out from diverse perspectives: from the point of view 
of the navigation model, the instructional model and the knowledge model. In turn, 
preliminary knowledge on the problem (for instance, the most suitable type of 
learning process depending on the abilities of the student or the aims of the instructor) 
can simplify both the analysis and comprehension processes of any scenarios. 

2.2   Problem Evaluation 

The complexity of learning systems, characterized by the great amount of information 
used, their high volatility and their multidimensional nature, determines the 
methodological approach for a correct analysis of the problem: 

− Levels of abstraction. The analysis of the problem must be performed step by step, 
starting up with a global overview of the learning process and finishing off with a 
precise definition of the learning scenario to solve. The advantage of this approach 
is that the analysis of relevant aspects to the solution of the problem can be carried 
out at any moment, without paying attention to very general or excessively precise 
characteristics.  

− Multiple perspectives. The problem must be analysed from diverse points of view 
[9]. These perspectives reflect the characteristics of the problem, the aspects of 
interest, for each of the models intervening in the solution: the pedagogical model, 
the instructional model, the navigation model, etc. This distinction of perspectives 
must be respected in each of the levels of abstraction defined for the problem.  

− Overlapping of aspects. The analysis of the problem from different perspectives 
constitutes a widely-used and very advisable technique for highly-complex 
information systems [10]. Nevertheless, as the system grows, the number of 
elements and the relationships between them get increased, which impairs dealing 
with all aspects of the system separately, or circumscribed in a specific perspective. 
This problem is known as “Crosscutting concerns” [9,11] 

The difficulty in the analysis of learning systems is depicted in figure 1. The 
problem must be observed from different perspectives and levels of abstraction (as 
proposed by the instructional design methods defined so far) but being aware of the 
existence of common relevant aspects in various models of the problem.  
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Fig. 1. The analysis phase decomposes the system into a multidimensional space of overlapping 
models. There are any relevant aspects that must be considered from diverse viewpoints. 

2.3   Proposed Solutions 

Once the problem is analysed, the next step is the establishment of mechanisms for 
solving it in order to define a correct and complete method of instructional design 
analysis. The most complex of the factors presented relates to the “Crosscuting 
concerns” problem. The problem occurs when there are aspects in the system (such as 
the profile of the user) that cannot be shaped independently; thus, the functionality of 
those aspects becomes scattered and tangled by the different models of the problem.  

Currently, there are many approaches to deal with crosscutting concerns in early 
stages in software development. Probably, the most interesting is AOSD: a paradigm 
to reduce software system complexity through the decomposition of crosscutting 
concerns [7]. Separation of concerns is the ability to identify, summarize and utilize in 
an isolated way only properties that are relevant to a condition or objective. Based 
upon this idea, the objectives of the analysis phase are to: 

− Identify the system properties. 
− Define dependencies between these properties in order to determine which 

properties are interrelated. 
− Choose the most suitable properties to be used as well-decomposed ones. 

In turn, the development of complex learning systems poses a problem due to the 
large amount of information that must be processed. In these cases, a model-driven 
software development approach based on the definition of independent models for 
different abstraction levels might be substantially advantageous. The MDA approach 
defines a set of standards oriented towards an effective system development using 
model-driven development [6]. MDA proposes to make a distinction between system 
specification and its development for a specific platform [12]. For this reason, system 
development is driven by three different abstraction levels: Computation Independent 
Model (CIM), Platform Independent Model (PIM) and Platform Specific Model 
(PSM). Specifically, the analysis phase within the software development life cycle 
extends from the CIM level up to the first stages of the PIM level. 
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Fig. 2. Learning analysis. An instructional engineering analysis method based on AOSD and 
MDA. In each model we can identify two kinds of concerns: independent properties (vertical 
stripes) and crosscutting properties (horizontal stripes). 

Having reached this point, it would be reasonable to propose an instructional 
engineering analysis method based on the use of AOSD within the MDA framework. 
Taking figure 2 as representative of the workspace in a learning system, our analysis 
method proposes the following guidelines: 

− The analysis of the learning problem will be tackled at the CIM level. This 
involves mapping the problem description to properties in the system. 

− The learning system functionality specification will be carried out at the PIM level. 
In this level two tasks are made: 1) The properties are designed independently. 
2) The models will be recombined by composition rules. 

− Each of these levels will be in turn divided into several perspectives, based on the 
viewpoints involved in the system. 

Based on these guidelines, the design problem exposed in section 2.1 will be 
solved of the following way: 

− The first step is to describe the learning problem using narrative scenarios for each 
perspective: pedagogical, instructional, delivery, etc.  

− The different narrative scenarios may be translated into specific requirements. For 
instance, requirements describe behaviour associated with the user profile. 

− Using aspect-oriented analysis techniques, like Theme/Doc [13], the system 
properties and the dependencies between perspectives are identified. In our case, 
the “user profile” property will be recognized in all perspective.  

− The CIM level result will be an analysis model that identifies the system 
properties, grouping them and establishing relations between them. In our example, 
we define a user profile view that shows relationships between perspectives, as 
well as the relations with other properties of the system. 

− At the first stages of the PIM, the “user profile” property will be designed 
independently, defining the composition rules between perspectives.  

In our approach, Learning Analysis becomes a first-class activity of learning 
material development process. The dependencies model supposes a source of 
semantic information which promotes system evolution and maintainability. 
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3   Conclusions 

The definition of specific instructional engineering methods for the analysis phase 
represents an advance within the learning material creation process. Nevertheless, to 
ensure the usefulness of this improvement, it is essential to prove the capacity of the 
method to analyze complex systems with a high level of overlapping. Learning 
analysis is an analysis method that guarantees this condition based on Aspect-
Oriented Software Development and Model-Driven Architecture. 

Future work will lead to the definition of properties that participate in learning 
process and dependences among them. The method presented is just a starting point. It 
must be refined, stretched, and modified, and it must be applied in real cases of study. 
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Abstract. The LEAD project1 stresses that one of the important challenges with 
regard to technology-enhanced learning is to develop effective networked-
computing support for face-to-face collaborative learning. To achieve this one 
has to gain a deeper understanding of face-to-face collaborative learning and 
the technology that supports the communicative processes that are involved. 
The LEAD project will enhance state-of-the-art research by studying this 
complex interplay within a collaborative classroom setting, an arrangement that 
has hardly been addressed in educational research and practice. 

Keywords: Collaborative learning, Problem solving support, face-to-face 
discussions. 

1   Introduction 

Most views of computer-supported collaborative learning emphasize that new ways of 
learning will occur outside the classroom, connecting learners who are dispersed in 
time and space. These views assume a situation of online collaboration, distance 
learning and virtual teaching. Although overcoming time and space has a direct added 
value, it also leads to a partial focus. There are characteristics of face-to-face 
interactions, particularly the space-time contexts in which such interactions take 
place, that the emerging technologies are either pragmatically or logically incapable 
of replicating [5]. 

The LEAD project stresses that tomorrow’s learning will still take place in schools 
where learners meet face-to-face to collaborate, discuss and solve problems. Recent 
studies indicate that most of tomorrow’s learning will take place on-campus and face-
to-face. The use of ICT has become commonplace, but in a way that only gradually is 
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stretching traditional on-campus practice [e.g. 1]. These face-to-face learning 
situations are largely ignored by much of current research into computer-supported 
collaborative learning.  

The LEAD project focuses on co-located collaboration. It calls into question the 
typical classroom situation where a group of learners sit together to discuss a topic. 
The LEAD project assumes that these collaborative situations can be improved with 
the appropriate collaborative technology. The goal of the LEAD project is to develop, 
implement and evaluate conceptual models, practical learning methods and associated 
networked-computing technologies for effective face-to-face collaborative learning.  

2   Collaborative Problem Solving 

The LEAD project focuses on one specific type of "higher-level cognitive" learning 
activity, i.e. collaborative problem solving.  

Collaborative problem solving is an essential aspect of our day-to-day performance 
in society. In addition, when the conditions are right, people who solve a problem 
together may learn [3, 8]. Learning is viewed as a matter of participation in social 
activity and as the negotiation of shared meanings [7]. Part of the knowledge emerges 
during the problem-solving process. When learners share and discuss their 
experiences, perspectives and information, significant features of the problem space 
emerge or become apparent. Roschelle and Teasley [7] consider this joint problem 
space as an essential property of collaborative problem solving. The concept ‘problem 
space’ has its origin in cognitive analysis of human problem solving where it is 
defined as a person’s internal representation of the task environment. The internal 
representation captures essential aspects of the problem and the desired end state. It 
also includes general knowledge associated with the problem and strategies, and plans 
and rules for solving the problem. 

2.1   Problem-Solving Discussions 

Collaborative problem solving normally takes its shape as a problem solving 
discussion that is directed towards the exploration of a particular subject or resolution 
of a problem.  

Learners who solve a problem collectively have to manage different kinds of group 
tasks. On a general level two group tasks can be identified: learners have to solve the 
problem and they must collaborate. 

2.2   Solving the Problem 

With respect to first task of solving the problem, a first complicated factor is that the 
problems learners address are usually ill-defined. At the beginning it isn’t clear what 
the problem exactly is and which actions may lead to solution of the problem. 
Learners have to identify and analyse the problem, they have to generate and evaluate 
ideas and choose a solution. Learners might disagree about every aspect of the 
problem-solving process. They may think differently about the nature of the problem, 
its causes and consequences or about potential solutions. 
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The interactions that constitute this aspect of a problem-solving discussion can be 
typified as task-related interactions. The task-related interactions are used to explicate 
task processes in groups, in that information made available to members and how they 
use it are directly related to task performance [6]. 

2.3   Maintaining an Acceptable Level of Collaboration 

A second complicated factor has to do maintaining an acceptable level of 
collaboration within the group. When learners have to solve problems collectively 
they have to maintain durable relations and acceptable levels of participation. We will 
typify these interactions as non-task related. Non-task related interactions affect 
group members’ perception of one another and the relationships they form [6]. Non-
task related interactions can be typified as social-emotional interactions. These 
interactions are primarily directed toward the relationship between group members. 

2.3   Computer Support for Problem-Solving Discussions 

The LEAD project is about supporting problem-solving discussions in the classroom. 
With the addendum ‘in the classroom’ we want to emphasize that we deal with 
discussions where learners are located near each other. It means that learners 
communicate face-to-face and simultaneously use LEAD ‘s collaborative software 
system to solve the problem at hand. The computer support will focus on both aspects 
of the task-related interaction, i.e. the communicative processes and their outcomes.  

3   Theory-Driven Design 

The LEAD project adopts a design research approach that combines theory-driven 
design with empirical educational research. The design research approach entails 
both ‘engineering’ particular forms of learning and systematically studying those 
forms of learning within the context defined by the means of supporting them [3]. It 
explicitly exploits the design process as an opportunity to advance researchers’ 
understanding of learning processes [4]. 

The research and development (R&D) approach consists of three successive phases 
of activities (Fig. 1): 

1. problem analysis and theory development, 
2. design of the technology and learning methods, and 
3. the implementation and evaluation of the design in practice. 

3.1   Problem Analysis and Theory Development 

The R&D approach starts with a sense that an existing learning situation can be 
improved. In our case, it is the notion that small-group, face-to-face problem-solving 
discussions within the classroom may benefit from networked-computing support. 
This statement gives rise to a research and design process that aims to improve  
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Fig. 1. LEAD’s Research and Technical Development strategy 

face-to-face discussions in the classroom. This educational improvement is guided by 
theories and models that apply to the specific learning situation where LEAD zeroes 
in on.  

The development of theories and models is triggered by an analysis of the learning 
situation. This analysis starts with the identification of the key issues that pertain to 
the phenomenon of face-to-face discussions in the classroom. A deeper understanding 
of these key issues is crucial for the design of a learning environment for face-to-face 
problem-solving discussions. It leads to a phase of theory development that ends in 
several tentative conceptual models. 

3.2   Design 

The design activities are a natural continuation of theory development activities. The 
design aims at the development of a methods and tools for effective face-to-face 
problem-solving discussions. The educational part of the design leads to methods and 
guidelines for the arrangement of the learning environment. The technical counterpart 
produces a collaborative software system that forms an integral part of the learning 
environment. 

3.3   Implementation and Evaluation 

The principles and hypothesis developed during the theory development phase are 
made applicable for evaluation in practice through the design. Evaluation must 
account for when, how and why the design functions in practice. The practice may 
range from semi-experimental studies towards field study in real-life classroom 
settings.  

Through research in practice we can draw conclusions about the theoretical 
foundation of the design. If necessary, we can adapt the conceptual models, and 
subsequently improve the design. The reflective aspects of the approach results in an 
iterative design cycle that gradually knits together a coherent set of conceptual 
models that reflects progress in understanding. 
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4   Expected Results 

The expected results of the project are: 

1. Conceptual models about collaborative problem solving in the classroom; 
2. A collaborative software system for face-to-face problem-solving discussions; 
3. Learning methods for technology-enhanced collaborative problem solving; 
4. A tool for transcribing and analyzing learners’ actions and interactions. 

There are yet no self-contained theories and models that could apply to the specific 
learning situation that is the focus of LEAD, i.e. networked-computer support for 
face-to-face problem-solving discussions in the classroom. We lack detailed theories 
and models on which we can base the design.  

For example, the insights gained from on-line learning environments don’t provide 
us with the appropriate directions. Computer-mediated communication in co-located 
settings differs basically from on-line settings [5]. In on-line distance learning 
environments all communication takes place electronically and must be supported 
likewise. There is a fundamental shift in orientation when we move our attention 
towards face-to-face settings.  

Because there aren’t any theories and models available on which we can base the 
design, we have to invest time in theory development.  

Theory and design are interwoven within the LEAD project. Theory development 
becomes a ‘design’ activity in itself and its outcomes will be part of the design. The 
development of conceptual models and the design of the collaborative system go hand 
in hand. 

LEAD’s collaborative system consists of two tools that aim to support specific 
problem-solving activities that are performed during a group discussion. The system 
provides learners with the appropriate structures to match the characteristics of 
effective task-related communication.  

The two tools are: 

1. A text-based conferencing tool that offers its users a variety of ‘textures’ for text-
based computer-mediated interaction. The tool is based on a stratified structure that 
encompasses several layers, where each layer may reflect different aspects of the 
interaction. Furthermore, the ‘textures’ provided by the conferencing tool exceed 
the temporal order that is characteristic for a chat or face-to-face discussion. 

2. A graphical shared-workspace tool that consists of a graphical, shared workspace 
with a pre-defined notation system. Within the shared workspace users create a 
graphical representation of the topic at hand and/or the process of discussion. The 
tool will provide its users with various structures that will guide their spatial 
behaviour within the graphical workspace. 

The LEAD project will develop learning methods for effective networked-
computing supported problem-solving discussions in semi-experimental or actual 
classroom settings. The learning methods involve concepts that can be traced back to 
the conceptual models. They also contain operational strategies in the form of 
practical guidelines for arranging the learning environment. These guidelines refer to 
e.g. the task, instructions, information, role of the teacher, technology to be used and 
the configuration of the technology. 
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The learning methods with associated collaborative technology have to be 
implemented and evaluated in practice. The LEAD project will also develop 
techniques for data collection, transcription and analysis of face-to-face and 
computer-mediated actions and interactions 
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Abstract. In this study, 165 undergraduate students were assigned to online tu-
torial discussion groups of 8 or 9 students per group, and during 9 weeks of the 
semester, these groups used discussion forums to discuss assigned readings, 
present opinions, debate issues and summarise papers or information they had 
researched for their weekly tutorial assignment. Student’s postings were peer 
rated for their contribution to the discussion. Statistically significant (p<0.01) 
high correlations were found between performance, posting frequency and peer 
rating. During the semester, two attitude survey questionnaires were conducted, 
and within-survey correlations showed moderate correlations in Survey I, and 
high correlations in Survey II. Although this blended learning approach was 
successful in encouraging individual participation, resistance to change was still 
evident. 

1   Introduction 

The use of information and communication technology (ICT) for teaching and learn-
ing is providing new opportunities for the development of student-centred learning 
and collaborative learning approaches, and many researchers are investigating the 
advantages and drawbacks of online learning. The discussion forum, a computer-
mediated communication (CMC) application, is one aspect of ICT that has generated 
much interest.  

According to Karayan and Crowe [1], and Smith and Hardaker [2], the advantage 
of a discussion forum, as opposed to the traditional face-to-face class discussion ses-
sion, lies in it’s asynchronous nature which allows for a wider student participation 
and offers them more time to process their thoughts. While some researchers highlight 
the  fact that shy students are more likely to participate in an online discussion be-
cause it is less intimidating than speaking up in class [3], Haythornthwaite et al [4] 
point to the growing concern that discussion forums are impersonal and may contrib-
ute to students feeling isolated.  

Whereas discussion forums have been widely used in distance education, the ra-
tionale for their use in on-campus courses is substantively different [5]. More and 
more on-campus courses are supported with ICT learning management systems, and 
the “blending” of face-to-face and online activities is creating new approaches to 
learning [6], [7]. In an effort to identify sound teaching and learning strategies within 
this contemporary context, the design and evaluation of these novel on-campus 
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blended learning approaches is vital. Hence, this case study examines how under-
graduate health psychology students worked collaboratively in small work groups on 
weekly tutorial assignments over a period of nine weeks. 

2   Background 

Health psychology is an applied area of psychology and thus lends itself well to dis-
cussions of how psychological principles and findings can be applied to real world 
problems. Bishop and Doiron [8] believed that because of the availability and conven-
ience of ubiquitous CMC, students in the health psychology course could benefit 
greatly from the use of online discussion forums to communicate ideas and comment 
on readings that relate theories in health psychology to specific health issues. In addi-
tion, since the launch in the late 1990s of its own online learning management system, 
known as the integrated virtual learning environment (IVLE), the university had made 
the use of IVLE mandatory in all courses. Consequently, the students in this study, 
being third year undergraduates, were already familiar with the use of the university’s 
ICT tools.  

At the outset of the semester, 165 students were randomly assigned to groups of 9 
or 8, and during the subsequent 9 weeks, they used the discussion forums to address 
the weeks’ tutorial question. Each group accessed its own discussion forum and stu-
dents posted messages and replied to postings at their convenience from wherever 
they had access to the Internet. The course instructor did not take part in any of the 
forums. 

Group leadership was rotated weekly and leaders were tasked to get the discussions 
started and keep the group on track for seven days. At the end of each week, the dis-
cussion forums were closed and each group leader wrote a paper on the assignment 
question. To familiarise everyone with what was expected on an assignment paper, an 
exemplar paper was made available on the module web site for students to consult, 
and as the group leadership was rotated weekly, each group member became the 
group leader for one assignment.  

While tutorial papers counted for 25% of the overall course grade, each group 
member’s contributions to the online discussions also counted for marks. Based on an 
individual’s contributions towards helping the leader to address the tutorial question, 
the leader anonymously assigned a grade from 0 to 7 to each group member. At the 
end of the semester, these grades were tallied and used to calculate a 10% of the 
course grade that reflected the quality of participation from each student throughout 
the semester. To complete the declared 50% continuous grading for the course, 15% 
was allocated for a critique of another group’s paper.  

3   Methods 

The subjects, 165 students in the Faculty of Arts and Social Sciences of a major uni-
versity in South East Asia, were third year undergraduates. During the semester, two 
questionnaires were administered; the first was given after the third tutorial assign-
ment and the second was given after the last assignment.  



 On-Campus Blended Learning: Using Discussion Forums for Peer Collaboration 587 

These surveys were designed to examine how the students felt about a) using 
online discussion forums; b) the quality of the online discussions; c) online vs. face-
to-face discussions; d) relationships in online discussion forums; and e) online peer 
collaboration as a learning strategy. The question types included five point and three 
point Likert scale responses, dichotomous true/false responses, nominal selections, 
and open answer qualitative input.  

4   Findings 

Throughout the 9 weeks of the tutorial assignments the 165 students posted a total of 
3,560 messages. Although total weekly postings dropped from 566 in the first week to 
377 in week 4, postings maintained a weekly level above 300 thereafter. However, 
while most students posted in all of the 9 weeks, 37 students missed one week, 15 
students missed two weeks and 13 students dropped out of the discussion forum activ-
ity in the first 6 weeks. The average number of postings per student was 21.58 
(SD=11.45, Range: 2 – 70). 

Usage statistics indicated a sustained involvement from most of the class, and as 
noted by the instructor, students expressed themselves at a level far beyond the inter-
actions experienced in traditional face-to-face tutorial discussions. However, while 
the usage statistics alone do not reflect the quality of  peer collaboration, the peer 
assessment ratings provide an indication of the level of satisfaction with the posting 
contents. The average rating was 4.13 (SD=1.05, Range: 0 – 6). 

Continuous assessment (CA) marks (N=165) were made available for the study, 
correlations between the marks received for the tutorial assignment paper, the critique 
of another student’s paper, the discussion forum peer ratings and the frequency of 
postings were investigated. As table 1 shows, correlation results using data from the 
entire class (N=165) showed statistically significant correlations (p>0.01) among 
most of the performance categories. 

Table 1. Performance Correlations (N=165) 

 Paper Critique Peer Rating Postings 
Paper  Pearson Correlation 1 .777 .352 .264 
  Sig. (2-tailed)  .000 .000 .001 
Critique  Pearson Correlation .777 1 .277 .130 
  Sig. (2-tailed) .000  .000 .097 
Peer Rating Pearson Correlation .352 .277 1 .589 
  Sig. (2-tailed) .000 .000  .000 
Postings Pearson Correlation .264 .130 .589 1 
 Sig. (2-tailed) .001 .097 .000  
 N 165 165 165 165 

Notably, there is a large correlation between total postings and peer ratings. This 
seems to indicate that group leaders based their group member ratings on the number 
of postings submitted.  

One hundred and fifty-seven (157) students completed Survey I and results indi-
cated that 87.3% of the students were comfortable working with the discussion  
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forums, 70.1% felt confident about expressing their opinions in the discussion forums, 
while 15.6% of students said they felt insecure and 14.7% said that they had difficulty 
understanding discussion forum postings. Moreover, 20% of students said that they 
found it difficult expressing themselves in the discussion forum format.  

When asked if they had contributed more opinions in discussion forums, as com-
pared to face-to-face tutorial discussions, 56.4% of the students said that they had, 
while 21.8% disagreed. When asked if they had spent more time gathering informa-
tion to prepare for the online discussion, 58.5% said that they had, while 8.4% indi-
cated they had not. On the issue of trusting their group members to offer meaningful 
contributions in their postings, 40.2% of students said that they trusted their discus-
sion forum group members, while 20.1% said they did not. 

Interestingly, only 24.6% of the students thought they had learned more about the 
tutorial topics because of their  participation in the discussion forum format, while 
29.9% said they had not. Similarly, only 24.2% thought they had remembered more 
about the tutorial topics because they had participated in the discussion forum format, 
while 35.9% disagreed.  

One hundred thirty-two (132) students completed Survey II, and most of the results 
did not differ substantially from Survey I. However, three areas that seemed to indi-
cate a shift in attitude from Survey I were perceptions about a) the impersonal nature 
of the discussion forums, b) learning, and c) recall.  

Students who felt their relationships were personal decreased from 15.7% in Sur-
vey I (n=155) to 10% in Survey II (n=131), and students whose opinions were neutral 
also decreased from 24.2% to 18.5%. In Survey II (n=131), 43.5% of respondents, up 
from 24.6% in Survey I (n=154), said they believed they had learned more from par-
ticipating in the traditional face-to-face tutorial discussions. Similarly, 62.1% of the 
students in Survey II (n=132), up from 30.5% in Survey I (n=153), said they remem-
bered more facts about the topics from participating in the traditional face-to-face 
tutorial discussions.  

An analysis of bivariate correlations using a 2-tailed Pearson correlation coefficient 
test was run on the data and most questions within both surveys correlated well. Cor-
relation coefficient descriptors from Cohen’s [9] scale of correlations were used, and 
statistically significant correlations, ranging from moderate to small in Survey I and 
high to small in Survey II were found.  

Notable correlations indicated that students who said they expressed themselves 
clearly in discussion forums, also said they clearly understood what others had written 
in the postings, were confident about expressing their opinions in discussion forums, 
had contributed more opinions in discussion forums, felt trust towards other discus-
sion forum group members and believed they remembered more about the tutorial 
topics as compared to the face-to-face tutorial discussions. Students who said they had 
difficulty expressing themselves clearly in discussion forums, also said they felt inse-
cure about expressing their opinions in discussion forums, had contributed fewer 
opinions in discussion forums, felt that they could not trust their group members, had 
spent less time gathering information for online discussions, preferred working alone 
rather than collaboratively and believed they had not remembered more about tutorial 
topics as compared to the face-to-face tutorial discussions. 
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Paired samples correlations showed a significant (p<0.01) correlation in all ques-
tion pairs, and, as table 2 shows, paired samples t-tests revealed that 3 pairs of ques-
tions showed a significant difference between the means.  

Table 2. Paired Samples T-tests and Effect Size 

Question Pairs Mean SD 
Std. 

Error  t df  

Sig.  

(2-tailed) 

Effect 
Size 

Survey I Q. 15 & Survey II Q. 14 -.224 .93 .08 -2.69 124 .008 .24 

Survey I Q. 17 & Survey II Q. 17 -.384 1.42 .13 -3.03 124 .003 .27 

Survey I Q. 19 & Survey II Q. 18 -.810 1.46 .13 -6.24 125 .000 .56 

In order to establish whether any of these pairs actually had a practical or meaning-
ful difference, a calculation of effect size was conducted. Cohen’s d  effect size calcu-
lation was used and d values of .2, .5 and .8 were rated as a small, medium and large 
effect size. The means and standard deviations in the data indicated a trend; namely 
that after a semester of using discussion forums for collaborating on tutorial assign-
ments, students more readily agreed that their relationship with the other discussion 
group members was very "business like" and impersonal” (Pair 1), preferred the tradi-
tional face-to-face tutorial discussion as the format for “learning more” (Pair 2), and, 
more emphatically, preferred the traditional face-to-face tutorial discussion as the 
format for “remembering more” (Pair 3). 

6   Discussions and Conclusions 

In this case study, with approximately one in three students stating that they would 
rather not stray from the traditional face-to-face activity, resistance to change is evi-
dent. Further research will help identify more variables that affect and perpetuate the 
negative attitudes towards using discussion forums as a tutorial assignment workspace. 
The data gathered in this study is the basis for a post hoc discriminant function analysis 
(DFA) that will look at cognitive learning style groups as dependent variables.  

In conclusion, while university lecturers are encouraged to devise teaching strate-
gies that foster student independence and collaborative interdependence, we know 
that one size does not fit all. Hence, although small collaborative discussion forum 
workgroups are a viable alternative to the traditional face-to-face tutorial discussion 
format, we need a deeper understanding of the processes that lead to their adoption or 
rejection. The “blended learning” approach might be better served with a side order of 
structures designed to respond to individual preferences and tastes, making collabora-
tive peer learning a more palatable dish for all. 
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Abstract. This contribution introduces a new concept for the coopera-
tive visual structuring of knowledge. We distinguish this from traditional
methods of knowledge organisation. We will show through an example of
use, based on virtual knowledge spaces, how our procedure can be used
productively in teaching. First experiences support the potential of this
concept, and raise associated new challenges. In the age of cooperative
distributed knowledge organisation we estimate a growing importance for
this type of structuring knowledge as a part of media supported learning
processes.

1 Introduction

We connect two basic qualities with the concept of hypertext, which after Ted
Nelson[7] can only be realized with help of computers. One the one hand this is
non-sequential writing, first enabling technically supported cooperative writing.
On the other hand it is semi-structured data management, allowing to incorpo-
rate semantic correlations without the need for fully structured and referenced
data material. The quality of semi-structured data management has long been
understood to equal the organisation of cognitive structures [9]. Thus hypertext
was regarded as a means for authors to enable alternative learning paths for the
reader.

The added value for the reader is quite limited, because even a printed script
or textbook can contain multiple references and is mostly read non-sequentially.
Today these concepts are still dominant especially in the area of web-based
learning. However, hypertext was originally conceived to provide readers with
the ability to create explicit internal and external links in and to documents,
encompassing their own semantic interests apart from those of the author(s).

We regard the development of new forms of cooperative structuring and pre-
sentation of knowledge structures to be of great importance. These use tradi-
tional visualisation and structuring methods and enrich them with the concept
of semantical positioning. An example depicts the current development in a
practical work context. Finally we will give a short outlook on future research
questions.
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2 Added Media Value

Classical learning management platforms like Moodle1 or WebCT2 put their
focus on documents, which are embedded in a context of use via certain man-
agement functions. Cooperation platforms like CommSy[6] or Cure[2] focus on
communication functions, without meeting the requirements of supporting the
persistency of objects and the ability for cooperative manipulation of their at-
tributes. In both contexts of use it is often impossible to arrange or position
objects and documents spatially. Generally users only have access to a hierar-
chical list sorted after filename, creation date or other standard attributes.

The concept of virtual knowledge spaces[3] in contrast does not only offer basic
functions for virtual learning communities (awareness, role and rights manage-
ment, event functions like automatic notices, etc.). It also offers basic possibil-
ities for the cooperative semantical structuring of knowledge. With help of a
new Eclipse-based client named ’medi@rena’, objects can be positioned freely,
arranged graphically with others and overlaid in spatial areas.

For us this marks the transition of current knowledge representation towards
cooperative visual knowledge structuring as a continuous, distributed and coop-
erative process. Here objects, documents and graphical elements are connected
in such a way, that the spatial arrangement of knowledge elements and their
visualisation allow for the deduction of the underlying knowledge structure. For
a practical implementation in e-learning further deliberations on the concept of
semantic positioning are necessary.

3 Structuring Knowledge Through Semantic Positioning

In addition to approaches of textual knowledge organisation via chapters, lists,
tables or even ontologies, mainly graphical structures have emerged since the
60s. These structures are employed to give a quick overview of a specific topic
area[8]. Such methods gain notable importance against the background of knowl-
edge that needs to be accessible digitally over long periods of time. Consequently
knowledge structuring deals with semantics over multiple documents or struc-
tured views on document collections. Therefore time and place spanning co-
operative accessibility is a requirement as well as non-sequentiallity and semi-
structuredness mentioned in the introduction. This also distinguishes knowledge
structuring from mere knowledge organisation which allows only for ordering
and categorization but cannot be based on semantics on a content level. The
structure needs to be expandable in the light of its long term usage capacity.
Compositions as much as learning are social processes in which knowledge that is
not fully compiled is gathered, edited, complemented and polished. Christopher
Alexander developed the concept of ’constructive diagrams’ to support these
processes[1]. His census is that representations need to be developed in which
the problem structure is expressed in an adequate symbolic representation such
1 Refer to: http://moodle.org
2 Refer to: http://www.webct.com
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as a map. Explorability as a requirement thus also means that graphical state-
ments can be questioned critically just like textual ones.

In a first approach we have created a canonical framework of expressive means
for knowledge visualisation structures. This framework allows to incorporate our
concept of semantic positioning that will be explained subsequently.

– PicMents (Picture Elements)
Basic elements of simple or complex atomic visual compositions used to cre-
ate visual knowledge structures. These include lines, dots, surfaces, arrows,
images (icons), etc.

– MarkUps
Element attributes that allow for a specification of PicMents aside from
spatial dimensions or type (Color, Shape, Caption, etc.).

– Arrangements
Different basic methods of arranging PicMents. We distinguish relational,
combinatorical, topographical and topological arrangements.

The mentioned basic arrangements use different methods for the visual semantic
structuring of knowledge elements. These are explained in the following:

– Relational : graph structures where elements depicted as nodes are explic-
itly connected via (semantic) edges (e.g. Organigrams, Flow Charts, Mind
Maps).

– Combinatorical : table structures where semantic meaning is derived from
the respective combination of row and column.

– Topographical : diagrams encompassing sets and/or quantities depicted
through linear or filled surface structures expressing semantic meaning
through containedness or intersection (e.g Pie Charts, Venn Diagrams).

– Topological : Semantic closeness is expressed via spatial proximity of elements
in n-dimensions. Each dimension carries its respective meaning (e.g. time
axes, topology maps, alphanumerical orderings).

Fig. 1. Categorised Arrangement Techniques for Knowledge Structuring

The combination of at at least two of said arrangements with PicMents (and
MarkUps) in such a manner that a semantical relation is specified by the unique
position of knowledge objects is what we call overlays. The notion of overlays
however only refers to the structure of arrangement. For the applied technique,
namely the utilization of the spatial dimension within the corresponding overlay
of documents and graphical structures, we coined the term semantic positioning.
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Its main advantage are the expanded information dimensions available through
the possible layering of multiple arrangements, PictureElements and MarkUps. A
knowledge document thus already gains recognizable meaning through its posi-
tion within an overlay. The richness of expression and constructive power of this
technique becomes apparent with the manifold relations expressible via graphi-
cal spatial arrangement (e.g. closeness of elements, similarity or bond strength).
This is even deepened by the possible complexity of elementary shapes[5] through
combination (e.g. with arrows). The versatile combinability has strengths but also
weaknesses: On the one hand it allows to express yet unnoticed contexts, on the
other hand formal verification is impossible, as is the extraction of meaning from
a complex diagram with means of its elementary components. It however also be-
comes clear that, in contrast to the concept of semantic positioning, techniques
simply based on PicMents such as mind maps only allow for rough categorizations
but not for content based complex semantic statements.

4 Complex Statements Due to Semantic Positioning

Due to the complexity of information dimensions that can be arranged graphi-
cally in overlay structures, we propose the hypothesis that only semantic po-
sitioning allows for the formulation of complex statements (e.g. hypotheses,
evaluations). These knowledge structures can then be explored, edited and ex-
panded constructively on a visualisation level. This is in contrast to mere singular
arrangements which can only cover factual knowledge or structures and are not
open for interpretation. The following example was constructed by students as a
graded presentation, utilizing our Java client the so-called medi@rena to create
overlay structures. In the medi@rena objects are not only statically displayed (ei-
ther positioned through the author or generated by algorithms) but are subject
to continuous cooperative modifications especially regarding their arrangement.
We will show how a complex statement can be constructed by the pragmatic
visualisation concept of semantic positioning.

Time Tunnel
The time tunnel is an overlay of a time line (toplogy) and set structure (topog-
raphy). It can narrow down and widen up along its course. Elements can be
placed either around or inside the tunnel. Bottlenecks are used to show critical
phases in which an accidental nuclear war was more likely to happen. Influence
factors are depicted as diagram lines within the tunnel. A quantitative assertion
about the weighed influence of factors in a certain situation would be possible
if documents in the figure had not been placed on both sides of the tunnel, but
for example on only one side with the height of a line depicting the influence
of the corresponding factor in the respective situation. The result in both cases
however is a complex statement that can be interpreted and argued against. In
the figure above its creators asserted that there was always a mixture of influ-
ence factors responsible in every situation and that no grade of responsibility
could be attributed to the three factors of humans, politics or technology. In the
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Fig. 2. Time-Tunnel Overlay Structure on the Topic of ’Accidental Nuclear War’

later discussion in class however other students noted that in contrast to the
depicted statement humans had often ultimately been responsible for resolving
critical situations that happened due to faulty technology. In this kind of dis-
cussion only based on a visual composition, it becomes evident how semantical
positioning allows for complex statements through visual knowledge structuring.

5 Conclusion and Outlook

Semantic positioning for structuring knowledge has been utilized in several
courses of the department of computers and society of the University of Pader-
born. It was used by students within the framework of the Jour-Fixe concept[4]
to build presentations in the form of virtual knowledge spaces, centering on a cho-
sen topic. While many original design ideas for incisive structures were created,
many students still intuitively resorted to building non-overlayed arrangements
that would be hard to expand upon and which carried no complex statements.
These students albeit agreed in the final evaluation that overlayed structures of
other students had proven a better basis for discussion and interpretation. Over-
all we deem that our approach has potential based on these first experiences.

The new concept of semantic positioning provokes a lot of (heavy) discussions
within student groups. This may be due to the complexity of statements express-
able with visual overlay structures or the fact that they are questioned critically
by other students and the teachers during consecutive presentation phases. We
are under the impression that groups with a good deliberation culture (Streitkul-
tur) produced the best results. In first aspects semantic positioning as currently
implementable can already support life long, expandable learning processes, via
visual knowledge structuring.
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The produced structures often vividly show the interplay of a mutual view
on a knowledge space (made technically possible by the medi@rena client) and
their cooperative creation. We feel that an additional key benefit may be the
possibility of individually accessible alternative views (equaling different overlay
structures) for a certain content in a specific area with persistent documents
and objects. Each of these structures could express different contexts with their
respective semantics.

In the near future there is a need to research if basic overlays like the presented
time tunnel can be identified to systemize visualisation approaches according to
their pragmatics. Additionally one needs to think about how to advance the
current medi@rena client in regard to offer new functions for the interactive
work to further support and ease semantic positioning and allow for new ways
of creating, editing, navigating or exploring overlay structures.
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Abstract. The poster introduces PROLIX, an integrated project funded by the 
European Commission. PROLIX overall objective is to align learning with 
business processes in order to enable organisations to faster improve the compe-
tencies of their employees according to continuous changes of business re-
quirements. To reach this goal, PROLIX is developing an open, integrated ref-
erence architecture for process-oriented learning and information exchange. The 
key innovation in PROLIX consists of a process- and competency driven frame-
work for interlinking business process intelligence tools on the one hand with 
knowledge management and learning environments on the other. 

1   Introduction 

PROLIX (PRocess-Oriented Learning and Information eXchange) is a 48 months 
research and development integrated project funded by the European Commission 
under the Sixth Framework Programme, Priority 2 “Information Society Technolo-
gies” started the 1st December 2005.  

The objective of PROLIX is to align learning with business processes in order to 
enable organisations to faster improve the competencies of their employees according 
to continuous changes of business requirements. PROLIX is developing a process- 
and competency driven framework for interlinking business process intelligence tools 
on the one hand with knowledge management and learning environments on the other. 

2   Project Objectives 

PROLIX is developing a process-oriented learning approach and a flexible and  
adaptive service-oriented architecture system which is capable of aligning training 
and knowledge product ion of people faced with so-called “complex situations”  
such as work and business process changes, or other complex multivariable learning 
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environments, which cannot be solved with traditional eLearning or knowledge man-
agement approaches. In order to face these challenges, PROLIX will: 

- enable an organisation to close the learner’s life cycle by providing support for 
the implementation of the international acknowledged P(lan)-D(o)-C(heck)-A(ct) 
Philosophy within Organisations.  

- make it easier to define Learning Goals based on business needs and business 
processes by providing methodologies, tools and services within business process 
management that link to learning design methodologies. 

- deliver a methodology for matching of needed competencies with “as-hoc“ pro-
files resulting in an accurate didactical learning scenario definition and configuration. 

- provide competence oriented process decision support through simulation for the 
benefit of organisational and individual team learning with a quantitative feedback for 
business processes and required/ changed competencies by providing a concept for 
the PROLIX competency oriented process simulator, developing scenarios for compe-
tency oriented process simulations according to company needs and providing a ser-
vice to simulate real work situations for the benefit of individual and team-oriented 
competence development in different branches, under different conditions and  
requirements. 

- integrate Learning Technology Solutions with Business Information Systems by 
providing a Learning Process Execution Platform to enable the measurement of the 
individual qualification needs based on valid tests (“diagnosis”) and instantiate con-
figured learning processes based on the competency analysis and matching according 
to the learner, providing Learning Process Workflow Services (LPWS) to manage the 
learning processes. These Services have the “knowledge” of the configured learning 
processes and execute the various learning application services within SMS Skill 
Management, LMS Learning Management Systems, LCMS Learning Content Man-
agement Systems and KMS Knowledge Management Systems. 

- monitor Learner ’s Performance according to Business Needs by providing ser-
vices to measure the resulting learner performance both in terms of competencies 
acquired and in terms of effectiveness in solving the original problem, performing the 
´job’ or coping with the (business) process change and providing models for corporate 
learning success and react ion pat terns to training results.  

3   Time2Competency 

The delay between the identification of learning needs and actual learning effects the 
competitiveness of any Company. PROLIX will make people and organisations more 
competitive by reducing the time it takes to fill competency gaps and build profi-
ciency according to the business needs and daily work processes. PROLIX couples 
business processes with learning processes in corporate environments, enabling busi-
ness process driven learning at the workplace, taking into account the single learner 
and his needs as well as corporate requirements. PROLIX solutions support and  
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enhance the speed and effectiveness of both formal and informal learning processes, 
integrating learning management platform technology (such as learn eXact [1] and 
CLIX [2]) and support services. The PROLIX project is aiming to reduce the time 
needed from identifying a business need to meeting the competency requirement 
through learning (Time-to-Competency) by an average of 20%.  

 

Fig. 1. Learning as „key enabler“ for business process management 

Overall and seen from an organizational point of view, PROLIX will significantly 
contribute to the change management within companies that needs to develop into a 
holistic learning organization enabling the integration of learning into the daily work-
ing tasks. Corporate culture requires the provision of strategies, methods and concepts 
to satisfy heterogeneous learning needs. Mechanisms and concepts for the organiza-
tional introduction of technology enhanced learning in corporations have to be co-
ordinated with its philosophy and company vision.   

4   Approach 

PROLIX supports a complete learning process life cycle comprising (Fig. 2) 1) the 
analysis of complex business situations; 2) the identification of individual and organ-
isational learning goals; 3) the analysis of competencies describe according to the 
IEEE standard RCD [3] and their matching with individual skills; 4) the definition of 
appropriate learning strategies according to the IMS Learning Design specification [4] 
and the simulation of competency-oriented processes; 5) the execution of improved 
learning processes; 6) the monitoring of learners’ performance according to the goals 
defined. 



600 F. Giorgini et al. 

 

Fig. 2. PROLIX architecture 

The PROLIX approach includes a feedback mechanism that ensures a ´self-
healing´ process to improve the learner performance. Having gathered the skills based 
on the defined learning goals, the same procedure will happen on higher skill levels, 
so that a continuous procedure is a result. 

PROLIX will deliver an open learning platform integrating the needed systems to 
close the learning life cycle by providing interfaces from learning management systems 
 

 

Fig. 3. Innovation dimensions of PROLIX 
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to business process management systems, competency management systems, learning 
content management systems as well as performance measurement systems (Fig. 3). 

5   Test Bads 

In order to demonstrate its concept, PROLIX set up three test beds in different fields 
of application. PROLIX will specify, design, implement and start to demonstrate its 
tools and services in more mature eLearning-aware and, therefore, lower risk envi-
ronments, i.e. the “Government test bed” with UK Government Care Programme 
(Social Care Institute for Excellence), the “Telecom test bed” with British Telecom 
(BT) learning, and the “Educational Publishing test bed” with publishing houses Klett 
and EDITIS. 

6   Open Business Enterprise Learning and Information Systems 
Exchange Reference Architecture (OBELIX) 

PROLIX will deliver services (or alternatively called “modules”) of process-oriented 
learning technologies that are integrated on the basis of a service-oriented architecture 
likely based on Web Services described in WSDL.  

Based on the flexible PROLIX architecture, each module will be self-sustainable, 
thus reducing the risk of a single point of failure within the system. Furthermore, 
based on the company requirements PROLIX foresees the possibility that there might 
be several implementations of one module, each tailored to the needs of the various 
test beds. 

PROLIX will open its results to the learning industry by developing an open refer-
ence architecture for process-oriented learning (OBELIX). This architecture will 
ensure that third party vendors can integrate specific solutions into the overall ap-
proach and by this replacing other components. 

PROLIX will link learning with business; process-oriented learning will avoid out-
sourcing of personnel training and ensure learner‘s employability since they effi-
ciently learn according to needs. Management will have a technology to see learning 
as the business enabler of competitive enterprises. 
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Abstract. The poster introduces the design principles and practices for the 
Knowledge-Practices Laboratory (KP-Lab) project. KP-Lab is based on 
technological, theoretical, pedagogical, and social innovations aimed at 
facilitating innovative practices of working with knowledge, "knowledge 
practices", in education and workplaces. In order to be truly productive, 
collaborative technologies cannot fully be specified beforehand but need to co-
evolve with social practices and be further modifiable according to the users’ 
emerging needs and practices. 

1   Introduction 

Future challenges of European society require policy makers, educators, researchers, 
technology developers and teachers to devise ways to prepare learners to engage in 
intensive work focused on deliberate knowledge advancement [1], [4]. Knowledge 
work requires managing complex knowledge through dynamically evolving forms of 
collaborative teamwork and sustained knowledge sharing. Innovation and knowledge 
creation activities are becoming commonplace and the most important sources of new 
material and intellectual wealth. In terms of the educational practices, a challenge for 
the knowledge society is that students, teachers, professionals, designers, and 
researchers take part not only in knowledge acquisition or social participation 
processes, but also knowledge creation focusing around shared objects of activity. 
The Knowledge-Practice Laboratory (KP-Lab) project will focus on creating the KP-
Lab learning system aimed at facilitating innovative practices of working with 
knowledge ("knowledge practices") in education and workplaces. An essential 
starting point for this work is organized by developing design principles for the 
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project. These design principles will be implemented throughout the project in a co-
evolutionary process in order to generate four types of innovation (theoretical, 
pedagogical, social, and technological innovation). 

KP-Lab is a five-year (2006-2010) integrated project concerning the Technology-
Enhanced Learning (Information Society Technologies) program of the European 
Community. University of Helsinki and EVTEK University of Applied Sciences 
coordinate the project, involving 22 organizations from 14 European countries. 

2   Theoretical Innovation 

As a theoretical innovation, the KP-Lab represents an approach to human cognition 
which assists going beyond acquisition (monological, within mind approach) and 
participation (dialogical, interactive approach) metaphors of learning to consider also 
knowledge-creation processes, and related tools and practices critical for answering 
the challenges of the emerging innovation society. According to the knowledge-
creation approach, cognition is seen to develop through collaborative work in 
systematically developing shared, conceptual or material artefacts [5], [6]. These 
kinds of processes are considered to be “trialogical” in nature in terms of the 
participants activities mediated through jointly developed knowledge artefacts and 
practices. The KP-Lab project will develop and explicate the theoretical foundations 
of the knowledge-creation (“trialogical”) approach. This work is organized around 
developing design principles for the project; these design principles are general and 
represent theoretical guidelines, not specific pedagogical approaches or models. 

Trialogical approach provides a starting point for the design principles shaping the 
KP-Lab project. The design principles are as follows: 1) Focus on “trialogical” 
activity. KP-Lab courses and tools facilitate work and learning around shared objects 
of activity (such as articles, concepts, products, or social practices), not just 
individual, cognitive processing nor social interaction as such. 2) Focus on 
interactions between personal and social levels. The aim is to develop tools, models 
and spaces for combining developed social practices with room for individual 
initiatives for developing shared objects. 3) Providing flexible, mediating tools for 
trialogical activities. One basic principle of KP-Lab is to concentrate on mediating 
tools for fostering trialogical activities. Intelligent human activity is seen to be located 
as much in these tools and practices as in individual minds. 4) Fostering long-term 
processes of knowledge advancement. Real knowledge advancement and knowledge 
creation is a long-term process in which progress takes place through series of inquiry 
cycles. The challenge is to design an environment that supports such long-term work 
besides individual courses or projects. 5) Development through transformation and 
reflection between various forms of knowledge. Within models of innovative 
knowledge communities new ideas and practices are generated through interaction 
between various forms of knowledge and practices. KP-Lab provides tools and 
practices for such transformations. 6) Eliciting individual and collective agencies.
One aim of KP-Lab is to engage students themselves in planning, monitoring, and 
evaluating their collective and individual activities in order to develop higher-order 
competencies and knowledge practices. 7) Cross-fertilization of knowledge practices.
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KP-Lab courses and projects shall be designed to elicit cross-fertilization of knowledge 
practices across multiple epistemic communities, like between polytechnics and 
universities, and between educational institutions and professional communities. 

3   Pedagogical Innovation 

Innovative knowledge practices will be facilitated across multiple domains of 
knowledge by organizing a series of technology-mediated KP-Lab courses in which 
students solve complex problems for real customers (i.e., enterprises, research 
communities or public organizations) and pursue field training in professional 
communities in several European universities, organizations and institutions. This 
pedagogy requires teachers to function more like managers of knowledge-intensive 
companies than simple distributors of knowledge. Student teams supported by tools of 
ubiquitous computing are asked to engage in either concrete or virtual knowledge-
creating activities that involve breaking boundaries of their educational institutions 
and building novel connections with professional communities and corresponding 
knowledge practices. 

An example about is a course for students of educational psychology. Already now 
students participate in a long-term field-training, which is connected closely with 
other studies. It aims to cultivate teacher students’ comprehensive understanding 
about children’s learning and development. In a future scenario, supported by tools 
developed in KP-Lab, students will have mobile tools to provide them access to the 
training program’s database and university databases. Students will keep a mobile log 
of their learning experiences by making notes, MP3 recordings, by photographing, or 
by videotaping situations. They will also be asked daily/weekly to reflect on their 
learning, the critical incidences that they think have influenced their work and 
participation. These notes will cumulate to shared database and will contribute to 
making of learning portfolios, to conceptualization of teaching practices, and 
addressing theories of learning and teaching by these actual examples of activities. 
This will enable the teachers to gain understanding of the classroom experiences the 
students have.  

Another example is an existing course for studying Engineering for Computer-
Based Learning, for which students have work in different organizations and 
companies, ranging from universities and non-profit organizations, to industrial and 
business organizations, using computer-based systems for internal training as well as 
knowledge-management. The overall assignment is to explore the professional 
practice related to computer-based learning and to identify challenges and trends. 
Their task is to explicitly collect and discuss knowledge and experiences gained 
within their internships. Students will have an e-platform, which supports the mutual 
exchange of knowledge and experience, allows assistance and cooperation for 
problem solutions, and guides reflection processes. These digital tools and practices 
connected to the tools will be developed in KP-Lab. 
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4   Social Innovation 

KP-Lab’s design principles emerge from two decades of educational and socio-
cognitive research concerning technology-enhanced learning. These investigations 
indicate that technology-enhanced learning transforms educational practices only 
through transformed social practices. In order to deal with this challenge, KP-Lab 
puts reflective social practices around shared knowledge artefacts into the core of 
learning. The challenge is to design technical tools and solutions that encourage the 
users to engage in thinking and collective reflection, so as to promote organizational 
intelligence and deliberate transformation of knowledge practices within the social 
matrix of knowledge creation. Participants of KP-Lab, whether they are students of 
higher education or professionals, will be engaged to jointly reflect on and make 
visible their knowledge practices in order to set these up as objects of deliberate 
change and improvement. 

 

Fig. 1. Change Laboratory: A Shared Space tool 

One of the concrete examples about social innovations is “change-laboratory” [2], 
[3]. Partners in KP-Lab project will design virtual tools that allow participants, 
whether they are students, teachers, or professionals, to master, together, the 
challenges of the current activity and to work deliberately for innovative redesign of 
their collective activities. Change Laboratory® is an already existing method for 
developing work practices by the practitioners together with the interventionist-
researchers. The idea is to bring work redesign closer to the daily shop floor practice 
while still keeping it analytical, which means dialectics of close embeddedness in and 
reflective distance from work. The method supports expansive learning, which 
involves major transformations of the work activity within and across work units and 
organizations. The first field tests of the change-laboratory tools will be conducted at 
Pöyry Oy, a Finnish company which provides engineering and project implementation 
services to the pulp and paper industry worldwide. 

Change Laboratory tool (see Figure 1.) describes the basic elements of a change 
laboratory meeting. The tool supports sharing the ideas and discussion both 
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synchronously and asynchronously. The participants (workers, scribe and 
interventionist) have “digital flip charts” on which they mirror the working processes 
of past, now and future. The model and vision are tools to compare the situations to 
an ideal solution and a theoretical model. 

5   Technological Innovation 

KP-Lab will be a modular, flexible and extensible system consisting of a cluster of 
inter-operable applications (i.e., shared collaborative spaces, semantic web knowledge 
services, communication platform, ubiquitous user agents, inter-institutional access) 
which organize participants’ collaborative activity around shared knowledge artefacts. 

Ubiquitous user agents provide end-users with inter-institutional access to KP-Lab 
services such as shared collaborative working spaces, semantic web knowledge 
repository, and real-time multimedia communication for individuals and groups. The 
KP-Lab system will be designed according to openness, modularity, and compatibility 
with the Semantic Web technology. The KP-Lab intends to research and develop a 
generic middleware supporting flexible knowledge management services for learning 
applications. It will be made available as an open-source software also for end-user 
applications beyond the present project. In order to be truly productive, collaborative 
technologies cannot fully be specified beforehand but need to co-evolve with social 
practices and be further modifiable according to the users’ emerging needs and 
practical innovations. 

6   The Co-evolutionary Design 

To achieve the challenging goals the collaboration between technology-oriented and 
pedagogy-oriented partners is essential. In KP-Lab this collaboration is organized in a 
special co-evolutionary process, as Figure 2 presents. 

Fig. 2. Co-evolutionary design cycle during the first two years 
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The co-evolutionary design is conducted in design teams, which consist of 
pedagogical and technological partners. These teams concentrate on certain 
pedagogical contexts and themes, for which they create, during the project’s lifespan, 
several digital tools and practices for using the tools. In the beginning of the project, 
the design themes are created around e.g. the following themes: Boundary crossing, 
Tacit knowledge and Transforming practices; the themes reflect the theoretical 
framework of the project. Design teams are flexible, which means that they will be 
used only if they are needed and as long as they are needed. Due to the complexity of 
the pedagogical needs a combination of design methods, e.g., participatory and 
scenario-based will be adapted. In the co-evolutionary design, the teams use various 
kinds of scenarios, user cases and stories, use cases and mock-ups. 

 An example about the co-evolutionary design is the list of the first preliminary 
requirements for “trialogical tools” with easy usability: 

• tools are integrated, to eliminate or minimize work in different systems 
• teachers or organizers of the course can decide which tools to provide for the use of 

participants.  
• scaffolding may be focused on different parts or activities or use of tools. It is 

important that teachers and mentors can have tools in their use for building 
scaffolds during the course or collaboration.  

• versatile tools to help users(teachers/students/experts) to build an overview or 
analyse the produced knowledge or activities: summaries or visualisations of 
actions, various ways to go through, collect, rearrange or link etc. the knowledge. 

The KP-Lab is intended to be a “laboratory” in terms of providing a testbed for 
developing transformative knowledge practices and technology for educational 
institutions and workplaces. The project will be carried out through several stages that 
involve iterative technology development and empirical testing and piloting of KP-
Lab’s models, technologies and practices. 
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Abstract. This paper presents a new method to integrate and share distributed 
knowledge objects using fusion process. Knowledge objects are mapped to an 
ontology base and transformed to meta-knowledge set. A detailed knowledge 
fusion algorithm based on GA and semantic rules is proposed. Feedback 
mechanism is also discussed to optimize both the fusion process and knowledge 
space. Experimental results of a case study show the feasibility of design ra-
tionale in a knowledge-based service environment. 

1   Introduction 

Knowledge fusion is one of the most important components of knowledge manage-
ment and knowledge engineering, which can transform, integrate and fuse distributed 
information resources such as DB, KB and data warehouse to obtain new useful 
knowledge elements, and diversiform knowledge objects can be shared and coopera-
tive through it.  

Presently most researches in this field focus on how to set up and improve the in-
frastructure of knowledge fusion. Two representative research projects are KRAFT 
[1] and EUREKA [2], which used multi-agent and middleware technology to imple-
ment the transforming and mapping process of knowledge objects. 

Knowledge fusion algorithm is the core function module in knowledge fusion sys-
tems, which should be a programmable procedure and whose aim is to generate and 
formally represent new knowledge objects through some fusion operations such as 
comparing, combining and cooperating on existing knowledge elements according to 
restrictions. However, there are still less fusion algorithms now and most of them can 
only operate on given knowledge objects directly [3]. Such process increases the 
probability of illogical results. 

On the other hand, knowledge objects have the character of fuzzy and knowledge 
fusion is a dynamic process. Therefore, the result of knowledge fusion could be 
evaluated only by application, while parameters of the fusion process should be ad-
justed according to the feedback. 

The purpose of this paper is to describe a new knowledge fusion algorithm KFGS 
(Knowledge Fusion algorithm based on Genetic algorithm and Semantic rules) and a 
feedback mechanism to adapt to application requirements.  
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2   Architecture 

An overall architecture of the knowledge fusion is shown in Fig. 1.  

 

Fig. 1. The knowledge fusion process 

From the framework above we can see that ontology base and meta-knowledge sets 
should be created before the knowledge fusion process as a connotational formalized 
representation of distributed knowledge sources. Fusion result is structured and stored 
in a knowledge space. Fusion algorithms based on semantic rules should be adjusted 
by the feedback from applications.  

2.1   Ontology Base 

Knowledge objects in a fusion system can be represented with ontology and meta-
knowledge set. Let O and Oi denote the ontology base and the ith object instance in it. 
Let Sk denotes meta-knowledge sets of the kth knowledge base node.  

1 1 2 2

{( , , )}

{(( , ), ( , ), , ( , ))}

i i i
i j j j

k k k k k k
k n n

O P T D

S C E C E C E

=

=
 (1) 

Where Pi
j denotes the jth attribute of the object Oi, T

i
j denotes the type of Pi

j, D
i
j de-

notes its value, expression or behavior, while Ck
i denotes the ith character object of Sk , 

Ek
i denotes the description content of Ck

i . Detailed description of Oi and Sk were 
given in another research paper of ours [4].  

Some contents of a new ontology instance such as attributes name need manual 
work to create, while set of relationship can be semi-automatically generated accord-
ing to semantic relationships between it and existing ontology objects. One of repre-
sentative semantic relationships is similarity. Suppose existing ontology base is {O1, 
O2, …, Ok}, then the similarity relationship must meet restriction rule as followed: 

1 1
1( ) ({ } { }) & & ({ } { })i k i k

k i j j j jO O iff P P D D+ +
+ ≅ ⇔ ¬ ⇔  (2) 
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Similarity denotes that those pairs have the same type of characters while at least 
one difference exists between their values. So they can be transformed partially when 
initializing ontology object as followed: 

1
1{ ( ( )); }i i k i

j j k i j jT T O O T T+
+= ≅ =  (3) 

2.2   Meta-knowledge Set 

Let the first element in Sk stand for its corresponding object in O instead of any mate-
rial characters. Then the meta-knowledge set’s creating process of a certain knowl-
edge object should be described as followed: 

Firstly, initialize ontology object corresponding to the knowledge object, transform 
it into standard form according to elements in the ontology relationship description. 

Then generate the next (n-1) elements in the meta-knowledge set in term of the 
content of ontology attributes in the result of the step above. 

Based on the result of the procedures above, set value of the first element ( 1
kC , 1

kE ) 

in that meta-knowledge set based on the mapping relationship between the knowledge 
object and ontology conception. Create a new ontology object and description manu-
ally if there is not such an attribute value, then jump to the first step and go on. 

3   Knowledge Fusion Algorithm 

Knowledge fusion algorithm KFGS is based on both GA and semantic rules. The 
former provides mainly fusing operators, while the latter is used to reduce the dimen-
sion of result space and filter out illogic or mismatched pairs. 

3.1   Fusion Rules 

Let a pair of knowledge objects KO1 and KO2 are both represented as conjunctive 
normal form. (A1, A2, …, An1, RC1) and (B1, B2, …, Bn1, RC2) symbolize their atomic 
propositions. Then two basic semantic relations are described as followed: 

Definition1: Semantic Include relation between sets of atomic propositions. {Ai} are 
semantic included by {Bj} if and only if the former's semantically description is a 
subset of the latter's which can be symbolized as{ } { }Y

i jA B⊆ . 

Definition2: Semantic Intersect relation between sets of atomic propositions. {Ai} and 
{Bj} are semantic intersecting if and only if their semantically descriptions are not 
entirely same while repeating partially which can be symbolized as{ } { }Y

i jA B∩ . 

KO1 and KO2 can be fused if and only if the precondition of at least one followed 
rules is satisfied. 

Rule1: If semantically include relation is satisfied between their condition attributes 
but neither of these semantically relations is done between decision attributes, which 

also means { } { }Y
i jA B⊆  and 1( YRC ∩ 2 1) & &( YRC RC ⊆ 2 )RC , KO2's condition 
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attributes should be semantically partitioned based on KO1's ontology content to keep 
only different parts, while extend and unite KO1's decision attributes semantically to 
generate new values.  

Rule2: If semantically include relation is satisfied between both their condition and 
decision attributes, formally as 1 2({ } { }) & &( )Y Y

i jA B RC RC⊆ ⊆ , KO1's correspond-

ing knowledge object should be destroyed. On the other hand, if semantically relation 
between decision attributes is contrary to the one above, which is just as 

2 1({ } { }) & &( )Y Y
i jA B RC RC⊆ ⊆ , then elements' range of KO2's meta-knowledge set 

should be partitioned and eliminate any values ever appeared in KO1's. 

Rule3: If semantically intersect relation is satisfied between both their condition at-
tributes and neither of these semantically relations is done between decision attrib-

utes, equivalent to { } { }Y
i jA B∩  and 1( YRC ∩ 2 1) & &( YRC RC ⊆ 2 )RC , divide their 

condition attributes semantically. Then each one keeps its own idiographic part and 
extracts the intersection to create a new knowledge object. 

3.2   Fusion Procedure 

The coding method and genetic operators introduced in [5] are referenced in KFGS. 
The detailed procedure of KFGS is summarized as followed: 

Step1: Initialize. Compute initial fitness values of knowledge objects according to 
comparability of code bits. 

Step2: If the fitness values of current knowledge set and the times of loop are both 
less than the respective arranged threshold, repeat the iterative sub steps: 

Step2.1: Execute selection operator. For each pair of knowledge individuals, use 
rule1-3 above to decide whether they should be operated on with intercross 
and aberrance. If preconditions of all the four rules are not satisfied, do se-
lection again. 

Step2.2: Execute reversion operator if the pair meets requirement. 
Step2.3: Transform result individual and output it into the knowledge space. 
Step2.4: Update the set of knowledge objects and compute the new fitness values. 

The definition and description of those four operators, selection, intercrossing, ab-
errance and reversion can be found in [5]. 

4   Feedback Mechanism 

The quality of the knowledge service is evaluated by corresponding function in appli-
cations or manually. The result of that evaluation should be transmitted to the feed-
back module of knowledge fusion with the format of message as: M = (KOid, Ds, Le, 
Me). Where KOid denotes the identity of knowledge object corresponding to M. Ds is 
the structural description of KOid from application. Le denotes the level of service 
quality, which can be defined as a fuzzy value between 0 and 1. Me is the memo to 
explain reasons if Le is too low.  
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All the parameters of knowledge objects and knowledge fusion process should be 
adjusted with the feedback as followed formula: 

( 1) ( )( ) [1 ( )]T T
s sP g Le P g Le P+ = ⋅ + − ⋅ Δ  (4) 

Where PΔ is a correctional constant for Ps. g(Le) is a monotonously increasing func-
tion of Le. 

A representative parameter of knowledge object KOid for evaluation is logic de-
pendability ( α , β , γ ), where α  denotes the frequency of being used, β denotes 

the percentage of being correctly matched with application, γ denotes the average 

fuzzy degree of its avail. They are usually initialized as (1, 100%, 1.0). Their evolving 
equations with feedback are shown as formula 5. 
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5   Case Study 

To compare with two other knowledge fusion algorithms (marked as KFA-G and 
KFA-A whose detailed description can be seen in [4]), the same experimental envi-
ronments as mentioned in [4] are chosen.  

The result of qualitative comparison between KFGS and two other existing knowl-
edge fusion algorithms is given in Table 1. 

Table 1. The result of qualitative comparison 

 New 
object 

Semantic 
relation 

Knowledge 
reuse 

Amount 
tendency 

Independence 
of object 

Strategy for 
efficiency 

Filter 

KFA-A No No 
Only current 

form 
Decreas-

ing 
Without 
regard 

None No 

KFA-G Yes Yes No restriction Increasing 
Without 
regard 

Controls 
parameter 

No 

KFGS Yes Yes No restriction 
Little 

change 
Independent Fusion rules Yes 

To analyze the relationship between parameters and Le, suppose Le to be distrib-
uted randomly. We collected evolving results of parameter γ  at the first 50 cycles 

and drew the relationship scatter graph in Fig. 2. 
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Fig. 2. Relationship scatter graph of Le and γ  

From the figure above we can see that the feedback-adapting mechanism is con-
vergent and effective. 

6   Summary and Acknowledge 

We present a knowledge fusion framework based on ontology and meta-knowledge 
set which filters out illogic knowledge object pairs with semantic rules and implement 
fusion process with GA. A feedback mechanism is also proposed to adjust parameters 
and optimize the fusion operations.  

This work is partially supported by High Level Startup Research Project of 
Huaqiao University 06BS102 granted to Dr. Jin Gou and Fujian Province NSF Project 
A0510020 granted to Prof. Yangyang Wu. 
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Abstract. This paper presents an ontology-based framework aimed at explicitly 
representing the context of use of a learning object inside of a learning design. 
The core of the proposed framework is a learning object context ontology that 
leverages a range of other kinds of learning ontologies (e.g. domain, user mod-
eling, learning design etc.) to capture the context-specific metadata. On top of 
that framework, we develop the architecture of an adaptive educational system, 
in order to illustrate the benefits of our proposal for personalization of learning 
design. Finally, we reflect how two present educational tools (iHelp Courses 
and TANGRAM) correspond to the proposed architecture.   

1   Introduction 

The combined use of IMS Learning Design specification (IMS LD) [3] and IEEE 
Learning Object Metadata standard (LOM) [2] enables one to specify learning designs 
and learning objects (LOs) targeted for different learning situations, based on differ-
ent pedagogical theories, comprising different learning activities where students and 
teachers can play many roles, and carried out in diverse learning environments. How-
ever, they cannot enable more advanced learning processes, such as dynamic adapta-
tion of content in accordance with the students’ objectives, preferences, learning 
styles, and knowledge levels. Further, if adaptation is to happen automatically infor-
mation must be codified in an unambiguous manner. Ontologies help increase the 
consistency and interoperability of metadata. The Semantic Web community has 
already developed a number of different kinds of ontologies that can be integrated in 
an ontological framework in order to enable adaptive use of LOs inside a learning 
design. Our proposal for such a framework is the main subject of this paper. 

2   Learning Object Workflows 

The complexity of the process of using LOs is described in this section in order to 
identify the main actors in that process, as well as the types of metadata that can be 
employed to facilitate the process. The principle actors are subject matter experts 
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(who create the learning content and provide initial metadata for it), instructors (who 
search for, obtain, modify, then wrap a LO in a learning design), and learners (who 
end up consuming the LO). These actors use different tools to complete their tasks. A 
subject matter expert generally uses an authoring tool (e.g. a HTML editor) to create 
content. In the best case, this content is published to a LO repository and annotated 
with metadata. An instructor creates an instruction plan for the students she antici-
pates will take the course. Initially, the instructor sets out the learning objectives the 
students must reach, and subsequently searches LO repositories for topics related to 
the specified learning objectives. In addition, she considers materials from previously 
given lectures and courses, lecture materials provided by colleagues, and other tradi-
tional sources (e.g. libraries, the web, etc.). Searching is typically limited to key-
words, however LOM-aware repositories may also allow the instructor more ad-
vanced search options, such as typical amount of time to complete material or age 
range of the intended recipients. Using her domain knowledge and a general idea of 
the kinds of students that will take the course (e.g. their knowledge level), the instruc-
tor chooses the appropriate LOs and integrates them into the course. How successfully 
a designer can do this depends on a number of factors including: if the course has an 
open or closed (restricted) set of students, if the instructor has some experiences with 
the course, as well as the diversity of the student set (the problem gets more difficult 
with each new learner trait the instructor wants to take into account). 

There are a number of issues with this kind of workflow. First, the need to access 
multiple repositories increases the amount of time an instructor must spend building a 
list of candidate LOs for a particular purpose. Once this list is built, it still takes a fair 
amount of time for the instructor to evaluate the suitability of each resource for the 
given objective. Even if these resources are annotated with metadata, the designer 
needs to absorb this information, consider the value of the metadata given the context 
of the publisher of the metadata, and finally make a decision as to which object fits 
the circumstances best. Our anecdotal observations suggest that instructors spend a 
minimal amount of time looking at metadata records, and then begin to browse the 
learning content directly. After a short review of the content, the instructor typically 
begins to modify the content (and thus create a derived LO) instead of reviewing 
other pieces of retrieved content. Third, if the desire is for highly personalized sys-
tems, the instructor must repeat this process for each student, or at the very least for 
cliques of students. Even when the instructor tackles all these challenges, the objec-
tives of the class might change and the process of creating content must begin anew. 

Finally, all of the information in the system flows in one direction – towards the 
learner. Once a LO is found, evaluated, and used in a course its lifecycle typically 
ends. While the instructor may keep the object, along with any modifications they 
have made, it is rare to see metadata in repositories updated with the results of how 
effective the object was in teaching a particular topic. While some LO repositories, 
(e.g. MERLOT), do provide a forum for community feedback, none provides facilities 
for directly modifying LO metadata or even supplying an alternative record.  

We instead argue that a more dynamic workflow can be achieved by increasing the 
communication between tools and actors in a learning environment. Key to realizing a 
more dynamic workflow is being able to represent the context of use of a LO. By 
associating a LO with a user model, the learning objectives it was used for, and the 
observed interactions a user had with the LO, the process of inspecting metadata can 



 Ontologies to Support Learning Design Context 617 

 

be changed from a database lookup into a process of reasoning. This changes both the 
target and the scope of metadata – instead of being aimed directly at end users, meta-
data is now aimed at computational agents who can make sense of this data for end 
users. The remainder of this paper explores the notion of context, and describes how 
we see this notion fitting into our current e-learning systems. 

3   Learning Object Context 

When learning content is assembled into a learning design, many assumptions are 
made about the learners and the learning situation, e.g. assumptions about the learner’s 
competencies, preferences, learning style, goals, and motivation. These assumptions 
are what we refer to as the context – the unique set of characteristics of the learning 
situation that govern how content should be structured into a flow of interaction for a 
particular learner. Learning specifications such as IEEE LOM, and IMS LD provide 
metadata elements aimed at representing some of these assumptions (e.g. ‘learning 
objective’ in IMS LD). However, these elements are usually not broad enough to cap-
ture all necessary information for effective learning, and not formalized enough to 
provide for automatic adaptation. In our previous work we addressed these concerns by 
developed an ontology-based framework enabling formal representation of: 

• Learning object content structure – ALOCoM Content Structure Ontology for-
mally defines the structure of a LO with the goal of making each component of the 
LO directly accessible and thus reusable [4].  

• Learning design – LOCO ontology, based on the IMS LD Information Model, 
formally defines the concepts and the relationships of IMS LD specification [6]. 

• Learning object context – LOCO-Cite ontology formalizes the concept of learning 
object context and was originally developed to promote the integration and reuse 
of LOs and learning designs [6].  

Our subsequent efforts to utilize the elements of context for personalization of 
learning designs revealed that the LOCO-Cite ontology needs to be further extended. 
Hence, we extended it to integrate connections to user models, competencies, user 
evaluation information and other relevant data. Specifically, these connections are 
established via an additional set of properties introduced in the LOCO-Cite ontology. 
The LearningObjectContext class, representing a specific context of use of a LO, is 
maintained as the central item of the ontology. A number of properties were intro-
duced to enable formal description of the LO’s context-related metadata: 

• The isContextOf property refers to the actual learning content (i.e. LO) that the 
context is about. The range of this property is the loco:LearningObject class, de-
fined in the LOCO to formally represent a LO.  

• The usedInActivity property is actually a reference to the learning activity 
(loco:Activity) the LO was/is supposed to be used within.  

• The userRef property refers to the user model of either the teacher/instructional 
designer who assigned the LO to the specific learning context during the design 
process or the learner who actually used the LO in that context. The range of the 
property is the concept of user as defined in the user model ontology developed for 
the TANGRAM project (explained in more detail in [4]). 
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• The dateTimeStart and dateTimeEnd properties store data about the date and the 
time when the learner started and finished working with the LO. Hence, the time 
period the learner spent dwelling on the LO can be deduced. 

• The evaluatedWRT property reports on the user’s evaluation of the LO in the given 
context. Specifically, we defined five different dimensions of users’ evaluations: 
character, clearness, usefulness, stimulation level and pro-collaborative nature. 
Values for these characteristics are codified using a five item Likert scale. Addi-
tionally, users are encouraged to tag the LO with any term that reflect their view of 
the LO in that specific learning context.. 

4   Architecture for Learning Design Adaptation  

We developed the architecture of an adaptive educational system leveraging the capa-
bilities of the presented ontologies for discovery, reuse and adaptation of LOs and 
learning designs. The architecture comprises a repository of learning objects (LOR) 
and its accompanying repository of learning object context data (LOCoR). The LO-
CoR stores learning objects’ context-related data in accordance with the LOCO-Cite 
ontology. The idea is that each object from the LOR has its corresponding learning 
object contexts in the LOCoR. A LO gets its first context instance in the LOCoR 
when an instructor integrates it in the course during the design process. As the time 
passes and the LO is used in different courses, its learning object context instances 
become available in the LOCoR.  

Besides a LOR and a LOCoR, the architecture also comprises a repository of learn-
ing designs represented in accordance with the LOCO. A learning design stored in the 
repository does not directly reference concrete LOs. Instead, a learning design and a 
LO are only implicitly related via the learning object context. During both course 
design and run time, the LOCoR is searched for learning object context instances that 
‘match’ the key features of the learning situation (prerequisites, learning objectives, 
etc.). In that way the context related data help both teachers and students to identify 
relevant LOs. The system does the search by submitting a query to the LOCoR. The 
query uses the concepts/instances from relevant ontologies and/or taxonomies when-
ever it is possible, since their usage provides for an advanced matching process. For 
example, if no learning object context instance can be found that ‘has’ the required 
learning objective (represented as the targeted competency), an instance with a ‘simi-
lar’ objective can be used instead (this similarity is inferred from the ontological rep-
resentation of competencies). Accordingly, a course/lesson delivery system working 
on top of the aforementioned repositories is able to provide a learner with the best 
suited LOs for every learning activity specified in the learning design of the 
course/lesson plan she is following. To put it differently, we suggest providing the 
learner with a custom ‘view’ (analogous to those found in relational databases) of the 
LOR which is generated in accordance with the requirements of her current learning 
situation. The learner is free to search and browse through the customized view of the 
LOR. This way the learners are given a substantial level of control over their learning 
process (we believe in the active learning approach), whereas, at the same time, the 
usage of custom views over the LOR protects them from cognitive overload. The 
learner’s browsing behavior can be tracked, and data from this tracking can be mined 
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to infer the learner’s preferences, as well as some dimensions of her learning style. 
Based on the insights acquired into the learner’s preferences, the view of the LOR for 
every subsequent activity the learner performs is further customized. One should also 
note that each time a learner selects a LO from the LOR, a learning object context 
instance of that LO is created in the LOCoR and all relevant context-related data for 
that usage are stored in it. 

5   Tools 

The section describes two educational systems closely related to the proposed solution 
for adaptive use of LOs.  

The first one is iHelp, a web-based suite of tools1 that includes iHelp Courses, a 
standards-based learning content management system, an asynchronous discussion 
forum, and a synchronous chat system. iHelp Courses is deployed within the Depart-
ment of Computer Science at the University of Saskatchewan and is used to deliver 
the introductory course in computing concepts for non-majors in both pure online and 
blended environments. The system enables instructors to deploy LOs and sequence 
them in different ways for different cohorts of students [1]. Content can also be asso-
ciated directly with collaborative tools (e.g. discussion forums), hence allowing for 
context-specific collaboration between learners.  

iHelp Courses keeps fine grained knowledge about learner interactions with LOs. 
Specifically, for every LO a learner has viewed the system knows how long she was 
viewing that LO, what interactions (via synchronous/asynchronous discussions) were 
undertaken, and the results of any quizzes associated with that LO. We are currently 
transforming the content of this large database of end use data to be compliant with 
the LOCO-Cite ontology. Our intention is to apply various machine learning and data 
mining algorithms on this end-use data in order to find interesting patterns of actual 
usage of LOs. For example, what kind of learners they are suitable for, which kinds of 
learning activities they suit the best, etc. Likewise, valuable information can be in-
ferred about learners and their characteristics, preferences and interests.  

The second system is TANGRAM, an ontology-founded adaptive learning envi-
ronment for the domain of Intelligent Systems [5]. TANGRAM illustrates how Se-
mantic Web technologies, particularly ontologies and ontology-based reasoning, en-
able on-the-fly assembly of personalized learning content out of existing content 
units2. Its principle functionality is to enable reuse of existing content units to dy-
namically generate new learning content adapted to a learner’s knowledge, prefer-
ences, and learning styles. Additionally, the use of ontologies enable advanced 
searching of repositories using of Semantic Web reasoners. For example, one can 
search for a content unit of a certain type (as defined in the ontology of pedagogical 
roles, e.g. “definition”), dealing with a certain topic (from the domain ontology) and 
being at a certain level of granularity (as defined in the structure ontology, e.g. 
“slide”). Accordingly, TANGRAM provides students with quick access to a particular 
type of content about a topic of interest, e.g. access to examples of RDF documents or 

                                                           
1 See http://ihelp.usask.ca for more information. 
2 Content unit is an abstract concept aimed at representing content of any level of granularity. 
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definitions of the Semantic Web. We intend to improve TANGRAM’s personalization 
capabilities through the use of and reasoning over context related data. 

6   Conclusions 

Researching the potentials of personalized use of prominent learning technology ef-
forts, we have developed a novel ontology (LOCO-Cite) for bridging them. This on-
tology makes use of several other kinds of learning-related ontologies in order to 
capture information about the context of use of a LO inside of a learning design. In-
formation of this kind is useful for personalization of learning designs – for example, 
during learning design playback a query specifying the main features of the current 
learning situation can be sent to the repository of learning object contexts in order to 
identify learning object contexts representing similar learning situations and from 
them infer the most suitable LOs for the present.  

Our future research will be focused around the implementation of this architecture 
with the hopes of leveraging the presented ontologies to enable personalization and 
reuse of LOs and learning designs within the iHelp Courses and TANGRAM envi-
ronments. 
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Abstract. TENCompetence is an integrated project which will support individu-
als, groups and organisations in Europe in lifelong competence development by 
establishing the most appropriate technical and organizational infrastructure, us-
ing open-source, standards-based, sustainable and innovative technology. To 
achieve this, the project will conduct RTD activities to further develop and inte-
grate models and tools in the respective fields of knowledge resources, learning 
activities and units of learning, competence development programmes and net-
work data for lifelong competence development. The result will be the creation of 
new pedagogical approaches, new innovative software, and the integration of iso-
lated models and tools into a common framework for competence development.  

1   Introduction 

According to a recent report from the World Bank, 21st century economies can only 
remain competitive if their workforces are able to adapt to the ever-changing demands 
of the labour market on the knowledge economy [1]. Such demands, coupled with 
advances in technology, have highlighted the need for a more flexible and knowl-
edgeable workforce. With lifelong learning increasingly being accepted as a pre-
requisite to a career path that will typically span in excess of forty years, the EU is 
supporting the TENCompetence1 project (The European Network for Lifelong Com-
petence Development). The project aims to establish a technical and organisational 
infrastructure that uses open-source, standards-based, sustainable and innovative 
technology to support the lifelong development of competence which will, in turn, 
support the European Union goal of transforming the EU into "the most dynamic and 
competitive knowledge-based economy in the world"[2].  

In order to better understand the work undertaken by the consortium, it helps to 
place it in the context of the project framework, and, to this end, this document out-
lines the rationale and the objectives of the overall project. 
                                                           
1 http://www.tencompetence.org 
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2   Learning for Life 

The concept of Lifelong Learning has emerged in response to the need to provide EU 
citizens with the opportunity to continue learning regardless of age, social status or 
situation, through a range of formal and informal channels. The basic aim is to help 
people to update their skills set, and /or to help them to retrain for work in a new field 
of activity. Moreover, there is now a consensus amongst economists, educators and 
politicians that this concept of lifelong learning is integral to the economic vitality of 
European society [2].  

In keeping with the recommendations of the 1999 Bologna Agreement [3], which 
set out to construct a European Higher Education Area (EHEA), changes to learning 
infrastructures will include the creation of a system of equivalent qualification ratings 
in higher education institutions throughout Europe. This initiative is intended to af-
ford students the freedom to study in a country of their choice without the problems 
associated with weighing one set of qualifications against the equivalent in the host 
country. Moreover, it is anticipated that such a system will help to further secure the 
position of lifelong learning in higher education.  

A further recommendation is that the use of information and communications tech-
nologies should be central to the realisation of this vision. This has led to the concep-
tion and launch of TENCompetence, a four year IST2 project funded by the EU. In 
many countries the use of information and communications technology (ICT) is now 
considered as key to involving more people in adult learning due to its ability to 
widen access to education, to increase participation and to reduce delivery costs [4]. 

3   Project Aims and Solutions 

Put simply, the project remit is to provide a means by which individuals, groups and 
organisations in Europe are able to gauge their operational knowledge in a given do-
main. Users will subsequently receive advice and facilitated access to a network of  
resources that are designed to help them fulfil the competence requirements of, for ex-
ample, a potential or current employer, or a place of learning (College, University etc).  

The mechanics of the proposed learning network will include a framework capable 
of assessing competence in different lines of work and fields of knowledge. This will 
be combined with a range of both informal and formal learning facilities such as dedi-
cated personal learning environments, accessed through rich clients, that will allow 
individual and group clients to perform various roles in the TENCompetence infra-
structure, and to share knowledge, activities and learning programmes at any level 
(from primary through to tertiary) via a system of ICT facilitated social exchanges.  
The benefits of this network are potentially invaluable to the concept of Lifelong 
Learning which has been struggling to meet the needs of today’s users. These needs 
have been identified by the project as: 

The need for new pedagogical and organisational models of learning that fulfil the 
potential of the latest technologies 

                                                           
2 http://www.cordis.lu/ist/ 
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Throughout the history of e-learning, the use of educational technologies has been 
largely bereft of any meaningful pedagogical underpinning mainly due to the primacy 
of the learning object. This object-centric approach to learning has fostered a genera-
tion of “hollow” pedagogical models which have systematically failed to actively 
engage the learner in anything beyond electronic page-turning and the passive con-
sumption of knowledge. Moreover, a tendency to simply employ traditional face-to-
face pedagogies in an e-learning context fails to take account of the new paradigms 
that learning technologies can support.  

The TENCompetence project will develop new pedagogical models that integrate 
individual learning, collaborative learning, organisational learning and knowledge 
management. The TENCompetence infrastructure will be designed for informal, self-
directed learning within companies or at home. Furthermore, these approaches will 
allow for the use of ambient technologies in the support of humans in their tasks.  

The need for individuals and organisation in Europe to have access to information 
detailing all formal and informal learning opportunities 

TENCompetence will provide tools that will work with existing repositories to  
locate suitable learning opportunities, knowledge resources, units of learning, pro-
grammes and learning networks based on the prior knowledge, preferences and cir-
cumstances of the user. 

The need to encourage and facilitate sharing of knowledge and learning  
Given the difficulties implicit in sharing learning resources [5], TENCompetence 

will devise and disseminate policies, business models and software agents that adhere 
to the principles of social exchange theory in order to promote the pro-active sharing 
of knowledge and learning resources.  

The need for a system to help European organisations to effectively assess the compe-
tences and skill sets of job  

The ability to assess the competencies of potential employees and learners who 
have studied and worked in a variety of settings is a complex task. To facilitate this 
process, TENCompetence will provide assessment models and software tools in the 
form of person and group portfolios, personal development plans, and interoperable 
competence definitions.  

The need for improvements in supporting the use of e-learning and knowledge man-
agement environments to support effective task performance 

TENCompetence will provide software to facilitate and support the creation, stor-
age, and use of knowledge resources, learning activities, units of learning, compe-
tence development programmes and networks for lifelong competence development.  

The need for a decentralised management model  
Given the heterogeneous nature and the extent of the competition in European mar-

kets, no one centralised network could effectively accommodate the various users of a 
learning network. Moreover, individuals and organisations who collaborate in lifelong 
learning want to maintain their autonomy and maintain control over their learning. To 
this end, TENCompetence will apply principles of self-organisation and social ex-
change theory to the production of a decentralized, self-organized and empowered 
management model for use within the TENCompetence infrastructure.  
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The need to consolidate the best of the tools currently available to provide a stable 
and consistent environment in which to work 

TENCompetence will locate and integrate isolated tools that are available in the 
fields of Knowledge Management, Human Resource Management and e-Learning. 
Furthermore, the integrated tools will be adaptable and will support a variety of teach-
ing methodologies while incorporating the more innovative aspects of the web; and 
such tools will also be open standards compliant, and plug-and-play. 

3.1   Specific Objectives 

In order to fulfil the above needs, the TENCompetence project comprises three main 
activities including Aspect Research and Technological Development (RTD), Integra-
tion RTD and Valorisation. Taken together, Aspect RTD, Integration RTD and Valor-
isation envelope the ten objectives (listed below) that underpin the project rationale. 
This section provides an outline of the various activities and the objectives that they 
fulfil. 

Aspect RTD. The Aspect RTD activities are concerned with the research and 
development of new software tools, materials and models in four specific areas: 

Knowledge resources and knowledge management 
This area encompasses the fields of knowledge management, digital repositories, 

learning management systems that work on learning objects, etc. 
Objective: To research and develop innovative methods and technologies for the crea-
tion, storage, use and exchange of knowledge resources related to lifelong compe-
tence development. 

Learning activities and units of learning 
This area includes work on the semantic modeling of teaching-learning systems, 

pedagogies for formal and informal learning, assessment models and tools, computer 
supported collaborative learning or work (CSCL/CSCW).  
Objective: To research and develop innovative, standards-based methods and tools for 
the creation, storage, use and exchange of formal and informal learning activities and 
units of learning. This includes tools for the assessment of the learning process and 
learning outcomes. 

Competence development programmes and informal programmes for competence 
development 

This area covers such issues as the identification and accreditation of competences, 
personal development programmes, supporting users in the navigation of a collection 
of learning activities and interoperable portfolios. 
Objective: To research and develop innovative methods and technologies for the crea-
tion, storage, use and exchange of formal and informal competence development pro-
grammes (including the assessment of previously required competence levels, naviga-
tion support, and the sharing of successful formal and informal learning tracks). 
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Networks and communities for lifelong competence development 
This area includes initiatives designed to encourage and promote the use of self-

directed learning, interoperable formal programmes, (e.g.,Bologna Bachelors/Masters) 
communities of practice, learning communities and reusable competency definitions. 
Objective: To research and develop models, methods and technologies for the crea-
tion, storage, use and exchange of networks of competence development programmes 
from different sources around Europe in order to support lifelong competence devel-
opment. 

Integration RTD is concerned with orchestrating Aspect developments from a 
usability perspective. To this end the project includes three integrated project 
objectives which are defined as follows: 

To research and develop a sustainable European infrastructure for lifelong compe-
tence development 

Developed in line with user requirements and relevant RTD results, the TENCom-
petence infrastructure will commit to providing solutions to the seven needs stated 
above.  

To ensure the validity and viability of the approach during the project by performing 
real-life pilot implementations in different organisational and international settings 

The consortium will conduct three cycles of pilots in competence development in 
the areas of digital cinema, health work, water management and city-wide contexts. 
The first cycle aims to provide “proofs of concept” while the second is intended to 
test the usability of the infrastructure. The third and final cycle of pilots takes the 
form of “business model demonstrators” which will help define the different ways in 
which the project’s outcome can connect with the market. As well as helping to raise 
user awareness and comprehension of the infrastructure, the demonstrators will serve 
to encourage associated technology partners and the wider community to adopt and/or 
build upon the tools and methods established and the services used.  

To ensure the sustainability of the infrastructure  
In order to sustain both the infrastructure and the services delivered by TENCom-

petence, the project will be supported by awareness raising activities, dissemination / 
exploitation activities, training activities, usability support, community development 
around the software products, and support to incubation activities. Sustainability is 
closely linked to the valorisation activities (See Valorisation). 

To advance the state-of-the-art in the underlying research fields 
Further research will be conducted and a number of support tools will be created to 

support collaborative knowledge, embedded learning, knowledge engineering, learn-
ing communities & communities of practice, e-learning, lifelong learning, learning 
technology specifications and standards, intelligent software agents, semantic model-
ing and ontologies for learning, social exchange theory and self-organized learning. It 
is also anticipated that the project will deliver innovation in existing and newly cre-
ated applications that will function as services in an interoperable service-oriented 
approach. 
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To provide input to international, national and professional standardisation bodies 
The consortium is composed of partner institutions known for their activities in 

standards-based work, including the majority of the European members of IMS Global 
Learning Inc. Together, their expertise will be used to help identify those specifications 
and standards best able to help achieve the aims of the project. Further input to stan-
dardization bodies will include the extension of IMS QTI, the integration of new as-
sessment methods for lifelong competence development and the development of a 
learning path specification to describe the structure of programmes (curricula, training 
programmes, personal development programmes, etc.) in an interoperable way.  

Further details pertaining to the ways in which the tools, UoLs and models will be 
integrated are expected to emerge as a result of ongoing research and pilot testing. 

3.2    Valorisation 

“Valorisation” is used here to refer to the promotion and dissemination of project re-
sults beyond the inner circle of the project partners. This final set of activities is in-
tended to facilitate the training of researchers and key staff including the associate 
partners that join the TENCompetence community.  
As part of the valorisation strategy, the project will undertake to provide training in the 
deployment of the project tools, methods and services to both professionals and general 
stakeholders. This will involve the development of activities and materials for use in 
face to face and blended competence development situations using social and collabora-
tive scenarios which will be facilitated by the TENCompetence systems as they become 
available. To test, then use, and finally sustain the infrastructure, associate partners will 
be actively recruited from the outset. With their help, the business models that enable 
the infrastructure to be sustained will be realistic, practical and tested. 

The exchange of research and research results also constitutes a major goal in rela-
tion to the valorisation strategy. To this end the project will support a community of 
PhD students in line with the research activities carried out in the Aspect RTD activities 
and exchanges between academic and other project partners will be encouraged. 

4   Conclusion 

It will be understood from the above that the TENCompetence project recognises the 
need to prepare employers and employees for the ever-evolving demands in skills and 
knowledge requirements which underpin a successful economy. The project will seek 
to help individuals and organisations alike to meet such demands by developing an 
organisational and technical infrastructure based on a service-oriented approach.  To 
achieve its aims the project has enlisted the help of thirteen “core” partners known for 
their activities in either learning technology or standards-based work and drawn from 
nine different European countries (Belgium, Bulgaria, France, Germany, Greece, It-
aly, the Netherlands, Spain, and the UK), to produce a consortium of diverse but 
complementary organizations that include research groups, universities, software 
companies and SMEs. More information on the various partners and their 
involvement in the project can be found on the TENCompetence website3. 

                                                           
3 http://193.63.48.115/tenc/node/13 
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Abstract. The goal of the APOSDLE (Advanced Process-Oriented Self-
Directed Learning environment) project is to enhance knowledge worker pro-
ductivity by supporting informal learning activities in the context of knowledge 
workers’ everyday work processes and within their work environments. This 
contribution seeks to communicate the ideas behind this abstract vision to the 
reader by using a storyboard, scenarios and mock-ups. The project just started 
in March 2006 and is funded within the European Commission’s 6th Frame-
work Program under the IST work program. APOSDLE is an Integrated Project 
jointly coordinated by the Know-Center, Austria’s Competence Centre for 
Knowledge Management, and Joanneum Research. APOSDLE brings together 
12 partners from 7 European Countries.  

1   Motivation 

In current business practice and eLearning research projects, most spending is applied 
to enhancing knowledge transfer of formal training interventions. Haskell [4] informs 
us that in 1998 US$ 70 billion were spent on formal training and Back [1] states that 
in 2000 US$ 78 billion were spent on corporate training and continuing education. 
Studies on the other hand have revealed that in today’s economy only a small amount 
of knowledge that is actually applied to job activities comes from formal training. On 
average people only transfer less than 30% of what is being learned in formal training 
to the professional workplace in a way that enhances performance. This is independ-
ent of the kind and quality of the courses taught but mainly depends on too little con-
sideration of work environment needs during and after formal training efforts [8]. 80 
– 90% of what employees know of their job, they know from informal learning [7]. 
Initiatives aiming at enhancing knowledge transfer of formal training try to answer 
the question: “How much does the learner know after engaging in the formal train-
ing?” Instead, as suggested by the above numbers, the question which should be asked 
is: “To which extent can the learner apply the newly acquired skills to her work 
tasks?”  
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In order to answer this second question one has to look at the theories of learning 
transfer [5] and design computational learning support based on them. A simple tax-
onomy of six levels has been proposed which reach from nonspecific transfer over 
application and context transfer to near, far and creative transfer. Transfer on all these 
levels involves the application of what has been learned to situations which are more 
or less similar to the one in which the knowledge was acquired. Within this contribu-
tion we focus on application situations stemming from the work tasks and processes. 

Work-integrated learning happens to a tremendous degree during social interac-
tion, while knowledge workers collaborate on digital artifacts or communicate aspects 
of these artifacts. The role a knowledge worker embodies in social interaction is sub-
ject to continuous change: At one point in time, a knowledge worker acts as a learner, 
at another point in time, the same knowledge worker acts as an expert (teacher) de-
pending on her expertise with regard to the subject matter at hand [6]. Hence, when 
we learn there is always explicitly or implicitly some teaching involved. In the case of 
formal trainings we usually encounter one teacher or trainer who conveys the content 
to be learned. But in other situations – such as reviewing code – this teaching role is 
not so obvious to the expert herself. In the following we will refer to such episodes as 
work-integrated teaching.

2   APOSDLE Goals and Challenges 

Triggered by the identified, unsatisfactory situation above the APOSDLE (Advanced 
Process-Oriented Self-Directed Learning Environment) project addresses underlying 
research challenges such as:  

• Understanding and defining work-integrated learning and teaching 
• Supporting learning transfer instead of knowledge transfer 
• Integrating this support within real world application cases  
• Measuring learning transfer within real world environments 

Thus, the APOSDLE goal is to enhance knowledge worker1 productivity by sup-
porting informal learning and teaching activities in the context of knowledge workers’ 
everyday work processes and within their work environments.  APOSDLE leads the 
way towards the seamless integration of learning, teaching, and working at the future 
professional workplace. 

The key distinction of the APOSDLE approach as compared to more traditional 
(e)Learning approaches is that APOSDLE will provide integrated support for the 
three roles a knowledge worker fills at the professional workplace: the role of learner, 
the role of expert, and the role of worker. 

Learner Support. APOSDLE provides learners with support for self-directed 
exploration and application of knowledge. This is done within their work environment 
such that learning takes place within the learner’s current work context. APOSDLE 
provides learners with guidance through the available knowledge by applying novel 

1 Knowledge workers (here often simply referred to as workers) are members of organizations 
whose essential operational and value creating tasks rely on knowledge as their critical work 
resource [3]. 
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learning strategies. Content from knowledge sources are presented to learners even if 
the content provided has originally not been intended for learning. The main learning 
strategies that we use in APOSDLE will be based on the principles of Cognitive 
Apprenticeship [2]. This principle is widely recognized as a fruitful approach to 
learning in realistic situations and it combines aspect of problem-based learning and 
self-directed learning. Within cognitive apprenticeship scaffolding is a central 
technique for supporting learning. Cognitive scaffolds are tools that enable learners to 
perform processes they would not be able to perform proficiently without the support 
of the tool. Scaffolds help learners to go just beyond the level of proficiency they 
have on their own.  

Expert Support. APOSDLE acknowledges that most effective learning transfer hap-
pens during communication, collaboration and social interaction. APOSDLE lowers 
the hurdles for knowledge workers to informally convey knowledge via their compu-
tational environment in that it captures the context of the creation, evolution and us-
age of artifacts. APOSDLE enriches artifacts with context information and therefore 
allows artifacts to be turned into true learning artifacts (contextualized collaboration). 
Based on existing approaches to capture knowledge, APOSDLE will develop new 
methods and tools which support the capturing of knowledge as it shows up in proc-
esses of collaboration. Especially, it will support communication and collaboration 
between people about an artifact (e.g. a document, a graph, or a piece of code). By 
doing so APOSDLE taps into collaborative learning episodes and makes the results 
available to other people in their own informal learning processes. This emphasizes 
the importance of group learning and communication support within the APOSDLE 
framework. 

Worker Support. APOSDLE tightly incorporates learning and teaching episodes into 
the work processes in that it takes care of several aspects of workers’ work contexts 
such as worker’s competencies, work situation, and application domain. Workers are 
provided with context sensitive knowledge, thus raising their own awareness of learn-
ing situations, content, and people that may be useful for learning. APOSDLE enables 
workers to access content from several diverse knowledge sources without having to 
change the environment. Within APOSDLE we are concerned with the modeling and 
acquisition of context. Here, we define context as a set of relevant information and 
constraints that an individual (learner, tutor) needs in order to reach an individual or 
shared (learning) goal [9]. The relevance of information depends on the individual 
perspective and the goal that has to be achieved. We focus on the context of a task as 
the set of information and constraints which are relevant to a certain worker in a cer-
tain situation when trying to accomplish this task. In this narrow meaning, context is 
worker and situation-specific.  

To work, learn and teach efficiently and effectively, a knowledge worker must be 
provided with optimal guidance to manage the large variety of knowledge artefacts 
available in the corporate infrastructure. Therefore the seamless integration of the 
underlying information spaces into an integrated semantic knowledge structure is of 
paramount importance. APOSDLE will therefore create such an infrastructure (re-
ferred to as APOSDLE platform) to support the integration of the three roles.  

The outcome of APOSDLE will be a methodology, software framework and refer-
ence architecture for work-integrated learning enhancing the learning and teaching 
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processes for the individual and the organization. In order to ensure the general appli-
cability of this outcome an application-driven approach is used to cover the needs of 
three fundamentally different organizations: a network of SMEs, a public organiza-
tion, and a large corporation.  

3   APOSDLE Usage Scenario 

This usage scenario shows how the different roles of a knowledge worker – Learner, 
Expert and Worker – will be supported within one integrated APOSDLE Environ-
ment. 

Background. Sandra is a technical expert at HighTech. She has recently been pro-
moted to project manager. In this new role she has now also the responsibility of 
directly working with the customer to elicit the user requirements of the software 
application to be developed. In addition, she is responsible for ensuring that the re-
quirements are updated, linked to the design documents, and finally used for testing. 
In the past she was involved with requirements management (RM) but never in the 
elicitation process (RE). Also, she feels a little uncomfortable since she is not sure 
that her team handles requirements according to the company standard. 

Worker Support. A new project is 
about to start and so Sandra instantiates 
a new project folder in the common file 
system, sets up a common e-mail reposi-
tory, etc. By analyzing these actions 
(which Sandra is executing within  
her work environment) an APOSDLE 
Work Tool automatically identifies that 
Sandra currently is in the project man-
agement phase “ProjectStart”. Another 
APOSDLE Work Tool unobtrusively 
offers all information relevant to the 

ProjectStart phase. This helps Sandra to remember all the steps which need to be done. 
In addition, the APOSDLE Platform keeps a user profile of Sandra. In this profile San-
dra’s expertise in RE has been recorded as low. One of the important first tasks associ-
ated with the ProjectStart phase is that the user requirements for the system to be devel-
oped need to be elicited. Due to Sandra’s profile the APOSDLE Work Tool makes 
Sandra aware that more detailed and more introductory information about RE is avail-
able. Since Sandra is happy about all the help she can get she selects the offered 
APOSDLE Self-Directed Learning (SDL) Tool.  

Learner Support. By glancing at the window offered by the APOSDLE SDL Tool 
Sandra notices a number of very different available resources associated with RE, 
structured neatly into categories: templates to document user scenarios, a frequently 
asked questions list, questionnaires for structured interviews, example documents 
from other projects, a tutorial about scenario-based RE, a link to a community  
of practice (COP) platform within HighTech related to the topic, and even an an-
nouncement for a RE class to be held in a few weeks. The APOSDLE SDL Tool  
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explains which resources can be used 
for which purpose and how it all fits 
into the RE process. In addition, the 
tool provides Sandra with guidance 
about how best to approach to learn RE. 

Right now Sandra is in a bit of a 
hurry since the first customer meeting 
will be held tomorrow. So the first thing 
she does is look at the COP platform. 
This platform is an APOSDLE Teach-
ing Tool which knows about Sandra’s 
work and competency context and helps 

her identify people with the right know-how to help her learn. She immediately asks 
some urgent questions and is pointed to a little pre-recorded tour through the available 
methods. Based on this information and the advice given Sandra decides that she will 
use the scenario-based RE approach. She switches back to her APOSDLE SDL Tool 
and selects this approach. She accesses the user scenario templates, skims through the 
tutorial, and looks at some examples from projects she was involved in. But since 
Sandra is not only interested short-term in RE but also wants to establish a better RE 
practice in her team she also signs up for the course offered. 

Expert Support. Some weeks later Sandra 
reviews the use case descriptions of one of 
her newer team members. By now she has 
learned quite a bit about RE and especially 
is knowledgeable about the RE standards 
employed within HichTech. She immedi-
ately notices that her colleague started to 
document design options instead of focus-
ing on the user requirements. Since this is a 
typical mistake most beginners make and 
which she has made herself, she already has 
compiled a number of reference materials, 

examples, and guidelines within the review environment (an APOSDLE Collaboration 
Tool). She now marks the suboptimal parts in the use case, links the relevant material 
to it and writes a short explanation in the chat window about how the material applies 
here. She also points him to other such use case examples done before. In addition, by 
using another APOSDLE Collaboration Tool she records a short tour of the available 
use case modeling resources in the APOSDLE environment and makes this guided tour 
(including her voice annotations) available to all her team members by associating it to 
the project management phase ProjectStart. From now on inexperienced use case de-
signers will be offered this tour automatically by the APOSDLE system.   
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Abstract. The combination of the traditional form of education and e-learning 
activities (blended learning) constitutes an important possibility for the higher 
education, so that they reach the flexibility which is considered to be necessary 
for their adaptation to the trainees’ needs within the frame of socio-cognitive 
needs created by the information society. We present the principles of the 
application of blended lesson designs in graduate level and of its evaluation by 
the students. Based on our experience we support the opinion that the blended 
design may constitute the most important example of the organization of 
education in the information society. Could cope also with the needs and 
characteristics of lifelong learning, as it seems to provide both the necessary 
flexibility and the support for the development of the skills for the management 
of technology and time which are not confirmed by the traditional designs. 

Keywords: lifelong learning, e-learning, blended learning, action research. 

1   Introduction 

The socio-cognitive transformations caused within the frame of the information 
society make it necessary for the educational institutions of all levels (especially 
Universities) to “provide for a larger and more diverse cross-section of the population, 
to cater for emerging patterns of educational involvement which facilitate lifelong 
learning and to include technology-based practices in the curriculum”(Renner, 1995, 
as quotation in Hicks, Reid and George, 2001).  Within this frame the e- and lifelong 
learning services plainly emerge as important mechanisms to the newly formed needs. 

By “e-learning” we refer to the use of Information and Communication Tech-
nologies (ICT) to provide educational services from a distance. The asynchronous ICT 
can facilitate simultaneous both independent and cooperative learning experiences 
(Garrison & Cleveland-Innes, 2003; Swan, 2001). We believe that these services, 
besides the natural distance between the trainers and the trainees, can and must bridge 
other kinds of distances as well, such as “transactional distance” (Moore, 1993). It 
refers to the differentiation between the trainee’s actual learning goal and the one s/he 
finally achieves through the specific arrangements which are effective in the 
educational environment (arrangements such as the analysis of the educational unit 
available, the possibilities of dialogue and interaction between the trainees and the 
trainer, etc). 
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Respectively the idea of “lifelong” learning may be simply described as every 
learning activity during a person’s life which extends beyond the education offered by 
the typical educational environments (school, University). We also believe that a 
more essential understanding is offered by the description of lifelong learning as “The 
process of change of perceptions and practices in educational issues aiming at the 
confrontation of continuous needs emerging within the frame of the information 
society. This change of our comprehension removes from the significance of learning 
as preparation for the professional life and brings to us nearest in the significance of 
learning as basic element of life and professional career of each one” (Birmingham 
University, 2005). 

2   Blended Learning and Lifelong Learning 

By the term “blended” or “hybrid” learning we refer to forms of education which 
combine activities taking place in traditional places (i.e. classroom, laboratory) with 
the use of synchronous of asynchronous educational activities offered from a distance 
with the support of synchronous technology (e-learning activities). (Hamburg, 
Cernian & Thij, 2002). It appears that the blended education emerges as an interesting 
learning model which could allow educational organizations to help their students 
adjust from the traditional educational experience, to the e-learning in small, gradual 
steps so that this change is more easily manageable and comprehensible by them, and 
the trainees are supported to develop the skills required (i.e. management  of available 
time) (Aycock, Garnham & Kalet, 2002). 

The up to the present day available research provides proof that blended learning 
can be equally or more effective and efficient compared with the model of entire e-
learning and with the model of entirely traditional education. The students 
participating in programs of blended learning achieve the same of better learning 
results besides being more contented with the combining process. (Garrison and 
Kanuka, 2004).  

Within the frame of the present project by the term “lifelong” learning we mainly 
refer to the possibility offered to people older than 25 years of age, to be trained 
according to specific learning needs related to their educational training. This 
category of trainees is usually characterized by: 

• Restriction of free time available especially in the mornings (working profess-
sionals) 

• Prohibited possibilities of movement (working, family people) 
• Moreover their educational needs may be characterized as : 
• Immediate (updating information/specialization to agree/correspond with their 

current needs) 
• Timely (learning offered at the moment it is needed) 
• Focused (usually in connection with the profession they already practice) 
• Short-dated (short duration of rapid education/training) 
• Flexible (adapted to individual needs and learning pace) 

Thus, lifelong learning within the frame of the information society appears to be 
inevitably related to the need for a flexible and just in time offer of education on 
issues which may be of highly focused interest. 
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On the other hand, blended education may respond to the flexibility demands set by 
lifelong learning (due to the component of e-learning), may offer focused and self-
regulated learning (also due to the component of e-learning) and may even create and 
maintain much more effectively the sense of the learning community (due to the 
component of traditional education). It may also constitute form a perfect environment 
of introduction to the regulations and the cultivation of skills which are required for the 
attendance of lifelong e-learning programs, such as the familiarization with technology 
and the skill of time management (due to the component of e-learning). 

3   Educational Activities 

In this unit we present the educational activities which we organized within the frame 
of blended education in graduate level. For the creation of e-learning activities the 
BlackboardTM environment was used (https://blackboard.lib.auth.gr).  

For the investigative study of the activities we followed the model of Action 
Research (Leh, 2002). According to the model the researcher participates actively in 
the materialization of the learning activity interacting with the trainees, recording 
their opinions, attitudes and suggestions and readjusting its plan taking into account 
the recorded data. 

The design of the activities was based on the simple model of “Backward Design” 
(Wiggins and McTighe, 2000) which starts from the learning goals to be achieved 
(final element) and leads to the assignment of the necessary activities in components 
of traditional education and e-learning as well as the restoration of relations between 
them (initial element). 

We organized the subject “Constructing learning environments with the use of 
Information and Communication Technologies (ICT)” in a thoroughly blended form 
(graduate Computer Science Department Program specializing in “ICT in Education”, 
11 participating students, 2nd semester of studies). Following the backward model the 
design was as follows :  

• Learning Goal 1: Students should be able to explain, understand and comment on 
the basic concepts and methods of the constructive approach. 

− Educational Activity: The students study representative texts of the 
theoretical principles of the constructive approach and discuss them so that 
they reach clear conclusions. This activity is supported with 5 sessions: one 
initial session of traditional form as introduction to the goals and the contents 
of the subject, followed by 3 online asynchronous sessions, where the 
participants study texts based on the lecturer’s instructions and discuss the 
texts in asynchronous discussion groups and in the end a traditional session 
where they discuss the issues on which the 3 online sessions focus as a 
whole.  

• Learning Goal 2: Students should be able to compose theory and practice 
analyzing materializations of constructive educational designs. 

− Educational Activity: The students are asked to study in co-operation from a 
distance (3 online sessions) representative cases of innovative educational 
designs with the use of technology within teaching places of traditional 
school and present their project in a traditional session. 
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• Learning Goal 3: Students should get familiar with specific subjects which may 
offer design specifications of thorough constructive environments on the Internet.  

− Educational Activity: As in activity 2 the students co-operate from a distance 
(3 sessions) for the study of particular subjects which they present in a 
traditional session. 

• Learning Goal 4: Students should design their own constructive environment on 
the Internet.  

− Educational Activity : Based on their experience on phases 1-3 the students 
are asked to suggest and design environments of constructive training (3 
online sessions) and present and evaluate them in a final presentation 
(traditional session). 

All in all of the thirteen sessions anticipated by the schedule of the subject the 4 are 
conducted in traditional form and the remaining are offered from a distance. The 4 
traditional sessions function as review sessions of a unit (of one educational goal) 
which was completed and at the same time introduce the students to the next unit.  

4   Results 

In order to reach to conclusions concerning for the evaluation of the educational 
process, for the final outcome of the implementation of the blended model and the 
improved re-design of the blended approach, a final research based on interviews was 
conducted. The teaching assistant of the class assigned to the 11 students the 
guidelines of the discussion for the interviews which were recorded thus making easy 
their processing and at the same time ensuring the accuracy and validity of the 
answers. The first results we recorded are summed up as follows: 

• There is an initial satisfaction of the part of the participants about the form of the 
lesson. The satisfaction has to do as much with the authentic “constructive” 
experience which the lesson offers (according to a student’s statement “we learn 
about constructivism in a constructive way”) as with the flexibility characterizing it 
(two of the students attending the class are appointed teachers in a long distance 
from University and otherwise they would not be in a position to attend). 

• However, the students pointed out certain points in the lesson which they did not 
like due to the implementation of the blended model and which they would 
characterize as deficiencies such as : 

− about the learning community it was not cultivated among the students the 
acquaintance, the strengthening of relations, the sense that they belong to the 
same learning community with negative results in the co-operation, 
interaction, asking of questions/question wording and mutual assistance.  

− Likewise there was no sufficient help – support on the part of the lecturer for 
the preparation of the projects.  

− The lecturer’s demands on the self-regulation of the study time and the self-
determination of the learning pace (composition of long projects, in very 
short periods of time, demanding in both length and time) were also recorded 
as highly increased.  
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− The Discussion Board in its offered structure and organization did not create 
the necessary conditions for co-operative learning, but was ended up in a 
simple service of project presentation, something which was also tiring 
because of the constant repetition of the same comments – remarks (of the 
projects) due to the way of the students’ participation in the asynchronous 
online discussions (where the ones who simply agree with the “previous 
speakers” must still “upload” their own messages as a an indication of their 
participation in the process of the material). 

• Finally the participants’ suggestions are recorded for the improvement of the 
design on the following points:  

− the increased time of preparation which is required for every online session 
(at least on the first sessions),  

− the participation in the asynchronous online discussions (where the ones 
who simply agree with the “previous speakers” must still “upload” their own 
messages as a sign of their participation in the process of the material) and  

− the necessity for the development of time management skills (to this direction 
the design helps as specific short-length projects are determined for each 
online session – every week – so that the phenomenon of the accumulation of 
the project before the deadline of the project handing in is avoid. 

5   Conclusion 

In this article we supported the opinion that the blended organization of education 
may constitute the proper adaptation process (and an example of realization of 
lifelong learning programs as well) in relation to the needs it generates and the skills 
required for lifelong learning. To this objective we presented the basic characteristics 
of the blended organization of education in connection with the lifelong learning 
needs, while we proceeded to indicate the application elements and the evaluation of 
blended designs of education in graduate level of higher education. 

Based on our up to the present day experience, from our above case study,  we 
support the opinion that the blended design can form the ruling example of the 
learning organizing in the information society as it deals with increased flexibility 
with the problems of the trainees’ movement and the resources management on the 
part of the trainer. Moreover it offers the ideal environment for the gradual initiation 
of the trainees in the organizing and the skills the e-learning activities require. We 
believe that these characteristics make – in principle – the blended design an 
interesting and efficient model of organizing education in relation to the needs and 
characteristics of lifelong learning. 
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Abstract. iCamp is an EC-funded research project in the area of Technology 
Enhanced Learning (TEL) that aims to support collaboration and social 
networking across systems, countries and disciplines in higher education. The 
concept of an iCamp Space will build on existing interfaces and integrate 
shared community features. Interoperability amongst different open source 
learning systems and tools is the key to successful sustainability of iCamp. The 
content for this collaboration within social communities is provided via 
distributed networked repositories including, for example, content brokerage 
platforms, online libraries, and learning object databases. The innovative 
pedagogical model of iCamp is based on social constructivist learning theories. 
iCamp creates an environment for a new way of social networking in higher 
education that puts more emphasis on self-organised, self-directed learning, 
social networking and cross-cultural collaboration. 

1   Introduction 

iCamp has the vision to become the higher educational web in an Enlarged Europe of 
25+ (Fig. 1.) [1]. We pursue the idea of gathering people (learners, facilitators, peers, 
etc.) into one common virtual learning environment. This virtual environment does 
not consist of a single software system, but is composed of various interoperable tools 
and platforms. Each element of this patchwork of open-source solutions and the entire 
space are compliant with an innovative pedagogical model built upon a social 
constructivist approach. This pedagogical model encompasses social networking, 
scaffolding for self-directed, self-organised learning, incentives, and cross-cultural 
collaboration aspects. 

iCamp validates its pedagogical model in combination with its interoperable 
system & tools portfolio – the iCamp building blocks. The efforts will result in 
guidelines on pedagogical and technical issues as well as in an open-source software 
package of constructivist learning tools.  

In the future the users shall have seamless access through their own learning 
platforms and tools to services and artifacts offered by remote systems. The pan-
European higher education network created by iCamp will comprise institutions, 
departments, units, and institutes, enabling their students and staff members to 
collaborate on a group or individual level. 
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Fig. 1. iCamp Vision 

2   Project Objectives 

The main research objectives in iCamp are driven by pedagogical, technical and 
social challenges that aim to [2]:  

• Investigate, develop and validate innovative pedagogical models for social 
instruction that support learners in achieving their learning goals in a self-directed 
manner and to establish social networks 

• Provide a validated portfolio of constructivist learning tools that support these 
innovative learning models  

• Provide an open virtual learning environment consisting of a network of learning 
tools, platforms and repositories   

• Develop and describe open source code for connecting to the iCamp network and 
to provide interoperability amongst different systems 

• Document and describe best practices to be derived from the validation trials for 
universities that may benefit from iCamp in the future 

• Assess the actual and potential impacts of the iCamp network on Higher Education 
Institutions at different levels and from different perspectives 

In the following sections we will describe the objectives in more detail.  

2.1   Pedagogical Objectives 

The pedagogical approach in iCamp starts from the constructivist learning theory with 
a focus on the learner and his or her way of constructing knowledge. The challenge 
that we still face with many learning environments today is that they have been 
developed following the transmission model of teaching and learning, where 
information is transferred from experts to novices. For quite some time educational 
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researchers have predicted that this model fails to address the emergent demands of 
many modern workplaces [3], where individuals must flexibly adapt to a changing 
context and improvise appropriate tools and processes to deal with new domains or a 
rapidly growing knowledge base. Often, such learning occurs within informal, 
experiential contexts where knowledge and skills are contextualized and defined by a 
community of practice [4]. This type of learning can often be characterized as being 
inherently ill-defined, open-ended, and cross-disciplinary in nature, and thus needs to 
be independently governed and organized by the learner. 

Preparing learners to become independent and self-organized requires a facilitative 
rather than a didactic mode of instruction. iCamp emphasizes social networking to 
meet this pedagogical challenge. This implies a new role and shifting in 
responsibilities for educators and learners. With the rapid development of ICT, 
educators can take over the role of mediators, mentors, and thus become facilitators. 
iCamp will provide tools and services to facilitate the mentoring and mediating role of 
the educators in an open learning environment as well as the development and 
practice of relevant competencies for self-directed learning. Likewise, the tools and 
services will allow for collaboration and peer mentoring processes amongst students.   

The iCamp pedagogical model will be drafted out of four models that are all 
guided by the overall principle of self-directed learning. Scaffolding self-directed 
learning will support the learners in identifying their needs and in planning and 
carrying out learning projects in non-formal and informal settings. An incentives 
 

 

Fig. 2. iCamp Pedagogical Models 
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model shall provide new approaches to learning contracts combined with an easy 
access to distributed and networked resources, and personal and collaborative Web 
publishing tools. Weblog authoring has not only been identified as being instrumental 
for the formation of informal learning networks that are highly decentralized and self-
organizing, it has also been documented that technologies, tools, and practices related 
to personal and collaborative Web publishing create a fruitful context for developing 
open, unstructured, and supportive learning environments. 

The collaboration amongst students across countries also implies cultural differences 
in learning and these have to be respected and supported by the learning environment. In 
this context, iCamp will perform an analysis of emerging personal and collaborative 
web publishing practices such as Weblog authoring in order to provide insights into the 
codification and standardization of cross-cultural and cross-disciplinary social 
networking and information sharing [5] in open, networked environments.   

2.2   Technical Objectives 

In terms of collaboration and communication iCamp will focus on the potential of 
new tools that support the creation of social networks amongst the students and other 
peers. These new tools shall support the personal preferences of the students. 

iCamp will offer students as well as any academic staff access to large content 
repositories that go beyond the currently existing learning object repositories. Thus 
iCamp will bridge the currently existing gap between different repositories. The 
community members of iCamp will have access to a network of content repositories, 
from digital libraries to online bookstores. The challenge for iCamp is to further 
explore ways to retrieve important information from the deep web by extending the 
Simple Query Interface (SQI) [6] and thus provide interoperability amongst the 
various systems.  

iCamp will also develop strong interoperability amongst different open source 
learning platforms. With the developments of the last few years, the eLearning market 
has been (over-)populated with tools and platforms to support different types of 
learning communities with learning management, content management and 
communication tools. Currently, open source tools in that area are gaining more and 
more reputation and have had a high uptake especially in the NMS and AC. However, 
there is still a lack of interoperability between the various systems. Standardisation 
work is trying to overcome these interoperability problems, but has only done so to a 
minor extent. Here again, the SQI has started to tackle the problem by connecting 
different systems. So far, the SQI has been concentrated on querying for learning 
resources. The challenge for iCamp is to allow cross-collaboration of users amongst 
various eLearning systems and to facilitate the joint use of community features. In 
iCamp we are dealing with system, syntactic and semantic interoperability of 
heterogeneous information resources (digital repositories, learning service providers, 
learning resource brokers, iBlogs, etc.) to create the iCamp Space, an enlarged 
European educational network. 

2.3   Social Objectives 

In order to assess the potential of iCamp in supporting and fostering the creation of 
social networks the project will apply a social network analysis approach. The 
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research questions tackled are related to the theory of relational/social capital. Social 
capital refers to the value derived from social ties or social networks [7]. Social 
capital has the potential to explain many phenomena in expertise sharing networks. 
However, the concept still lacks good theoretical grounding. Based on such a 
theoretical foundation social research in the iCamp educational environments will be 
carried out to examine the explanatory power of a social capital theory in a cross-
cultural setting.  

 

Fig. 3. iCamp Social Networks 

The cooperation and collaboration of students from different countries in an 
enlarged Europe also implies social challenges related to cross-cultural aspects and 
diversity. Whereas the exchange of students and study visits across Europe are 
already a very common means for students to get in contact with other cultures, a 
virtual collaboration such as the one proposed by iCamp is still a challenge for 
diversity management. Social networks generally create social capital value through 
face-to-face contact among a limited number of people who share social norms and 
gestures. Broadening social networks online requires the development or invention of 
conventions and codes that support interaction. Social software generally codifies and 
structures interaction and limits the expression of the culturally specific. While this is 
often perceived as a disadvantage of mediated communication in comparison to face-
to-face interaction, it might prove useful in the cross-cultural context of iCamp. It is 
the objective of iCamp to provide a careful exploration and evaluation of these 
aspects. 

3   Conclusion 

In conclusion, iCamp will strengthen the educational landscape in Europe and drive it 
towards a sustainable infrastructure. Since iCamp is not creating an additional 
eLearning system, but facilitates interoperability, a main advantage is that universities 
and students can continue to use and further develop their tools and services, while at 
the same time connect to other systems. In addition, learners and facilitators can 
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practice and challenge a constructivist approach to learning in a mediated and 
networked environment. The wide collaboration space envisioned by iCamp will 
facilitate up-take and deployment. iCamp will provide pedagogical guidelines as well 
as a software toolkit to ease integration into the iCamp Space. 
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Abstract. This study suggests the effective learning programming
method using the Wiki Community Systems. In an e-Learning setting, it
is hard to expect the growing learners’ ability of thinking and collabora-
tion when programming learning focuses on learning content. The Wiki
Community systems we suggested, which are community-centered, how-
ever, can foster learners’ ability of algorithm thinking through processing
of sharing ideas and collaborating on a work with learners. We applied
learning programming method using the Wiki Community systems to the
fourth-grade elementary students. As a result, learners could share their
ideas about solving problems and collaborate on the entire processes of
learning. Furthermore, this system makes learners’ knowledge for algo-
rism to be more elaborate during learners are finding out the optimum
algorithm and improve learners’ thinking power.

Keywords: programming learning, Wiki system, Knowledge manage-
ment.

1 Introduction

The main object of learning programming in computer science is to promote
learners’ logical thinking and problem-solving skills. Explanation and manuals-
oriented methods are mainly instructional methods for learning programming
language. These instructional methods, however, can not offer a learner an op-
portunity that a learner learns programming with his or her interest and ability
to learn. There are various ways to solve problems in terms of programming al-
gorithm. Accordingly, it is useful for learners to share the ideas or strategies for
solving a problem and collaborate through the entire process of programming.
We designed the Wiki Community system and examined how to elaborate learn-
ers’ knowledge and the rate of formation of knowledge. Further, we analyzed the
effectiveness of collaborative learning when learners learned programming using
the Wiki Community system.

2 Background

Smith et al. said that the difficulty of programming is represented by Grand
Can-yon [8]. Howell proposed five essential elements in teaching the first pro-
gramming language course [2]. Papert wrote the history of LOGO and introduce
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of LOGO [6]. Saper suggested that the LOGO is clearly better choice of a lan-
guage in preparation for computer science [7]. McNemey provided a historical
overview of educational computing research at MIT from the mid-1960s to the
present day [5]. Bo Leuf and Ward Cunningham described that Wiki is unusual
among group communication mechanisms. in that it allows the organization of
contributions to be edited in addition to the content itself [3]. David Mattison
said that at its narrowest point, we will continue to find Wikis filling the humble
role of helping shape people’s attitudes and knowledge about Web-based, collab-
orative content creation and editing [4]. Takeda T. and Daniel Suthers provided
the proposal of online workspace for annotation and discussion of documents [9].
Maria de Los Angeles Constantino-Gonzalez and Daniel D. Suthers analyzed
automated coaching of collaboration based on workspace [1]. However, there are
few examples that apply the Wiki system to programming learning.

3 Design and Implementation of the Wiki Community
System

The Wiki Community system consists of five modules; editing module, naviga-
tion module, searching module, user module and interface module (See Fig 1).
Editing module is designed that learners can add, modify and delete program
sources at will. Knowledge expressed by editing module is saved into Wiki His-
tory DB. Navigation module offers the knowledge and information accumulated
in Wiki system in the shape of schematization. Searching module helps learner to
find knowledge created by editing module in a breeze. User module saves users’
preference and basic information on User DB. Interface module helps learners
to access the Wiki system.

We developed this system using Linux and Apache web Server and program-
ming language Python, MySQL as DB. The first page of the developed project
site is like the left of Fig. 2. The project task and LOGO code are as the right

Fig. 1. Architecture of Wiki community system
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Fig. 2. Project page and LOGO code example

of Fig. 2. Project page is composed of Insert window, Explanation window for
the program, Task presentation window, and Help window for glossary and pro-
gramming commands.

4 Programming Learning with Wiki Community Systems

This study was conducted in learning programming for the fourth-grade elemen-
tary students as beginners. We selected LOGO. By learning LOGO, beginners
can learn the basic of programming and promote their thinking power [1,6].
Table 1 shows the learning programming content that learners performed. The
course for programming includes from basic command language to advanced
language for command and to project learning for problem solving. However,
the target learner of this study is beginner, so learners do not learn advanced
algorithm. As you can see Table 1, learners learn the concepts of functions and
variables. And then learners revise others’ errors and perform project for the
ideal programming.

Learning programming we conducted proceeds by three stages like Fig.3. First,
Preparatory lesson stage is that a learner learns how to use LOGO program
and acquires abilities for performing project by a teacher. When a teacher gave
examples for that, however, there were differences in learners’ understanding.
Second, Learners performed their project through Wiki site by interchanging

Table 1. The plan of learning

Step Contents Capacity of
learning

LOGO exam-
ple

Learning method Leaning
media

1 Programming
basic

Basic command
language

FD, RT, LT,
BK, CS

Direct-instruction Contents

2 Master command
language

Advance com-
mand language

REPEAT,
HT, ST, PU,
PD

Discovery learning,
research learning

Community

3 Optimized
programming

Correcting, opti-
mization

REPEAT, TO
END

Project based learn-
ing

Wiki com-
munity

4 Evaluation and
Advance

Feedback Discussion learning Community
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information. At this time, the formation of knowledge and the process of opti-
mization occurred. Learners showed their own problem solutions and compared
their solutions with others. Through this process, learners can acquire good ideas
and solutions can be getting more and more optimized. Third, By trial and er-
ror, learners accomplished the project. In reality, learners overcame themselves
through sharing their ideas and exchanging information. For learners with low
levels, they could learn as seeing others’ correction to their errors and the process
of optimization.

Fig. 3. The process of programming learning

5 Experimental Results and Discuss

Regarding correction of programming errors, we found many errors which be-
ginners were likely to mistake from using basic commands to using variables and
functions. Correction of programming errors usually was conducted by learn-
ers with high levels (see. Table2). As a result of that, we suggested that Wiki
system is very useful to encourage collaborative learning among learners who
have various learning capabilities and to foster sharing of learners’ programming
abilities.

For optimization of algorithm, we presented the project task which necessi-
tated loop and function. Although participants were beginners, we could find
some phases of optimization using loop and function. In addition to that, partic-
ipants could understand the necessity and fundamental principle of commands.

Table 2. Pattern of correct errors

Pattern Before correct errors After correct errors

Command
language

REPEAT 3 [FD100 RT90] REPEAT 3 [FD 100 RT 90]
// spacing after FD and RT

function TO TRIANGLE
REPEAT 3 [FD 100 RT 120]

TO TRIANGLE
REPEAT 3 [FD 100 RT 120] END
// add END

Move command
language

PU
FD 100 RT 90 FD 50 RT 90

PU
FD 100 RT 90 FD 50 RT 90
PD //add PD

Using loop FD 100 RT 90 FD 100 RT 90 FD
100 RT 90

REPEAT 3 [FD 100 RT 90]
// use REPEAT

Using function RT 90 FD 45 RT 90 FD 10 RT 90
FD 45 RT 90 FD 10

TO REC
RT 90 FD 45 RT 90 FD 10
END
REC();// use function
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Fig. 4. Knowledge creation graph

This system was designed to save knowledge sources which learners created
into History DB. Figure 4 shows quantitative of data which was stored in History
DB. Knowledge created in the first stage increased quickly, and times went by,
it decreased little by little. After that, as following process, we found the process
of sophistication, which quantitative data became regularly. When threshold
appeared, we allowed learners to access for revising of others’ programming.

6 Conclusions and Future Works

The result we found in this study is that learning programming is more effective
in the community setting than content-centered setting. Further, to harmonize
community with plentiful content can be a better model for learning program-
ming. Collaborative learning via Wiki system could be used not only learning
programming but also learning in other areas of computer science. Especially,
it is more valuable when learning necessitates diverse problem-solving skills or
process of elaborating knowledge. Although this study was examined effective-
ness of learning programming, especially, LOGO, using Wiki system, we expect
that Wiki system can be developed for learning other computer programming
language, such as C and JAVA. For the future research, we suggest that the
study on developing navigation and interface for effective using of Wiki system
is in need.
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Abstract. Digalo is a graphic based electronic discussion tool developed for 
educational purposes. These purposes are varied: learning to argue and discuss, 
learning through argumentation and discussion, and creating shared knowledge, 
are only some of them. This diversity, together with the unique graphic activity 
that Digalo requires, makes the analysis of Digalo e-discussions more complex 
compared to the analysis of other types of e-discussions (e.g. discussion fo-
rums). Models developed by educational researchers for analyzing electronic 
discussions, turn out to be insufficient for the analysis of Digalo activities, as 
they neglect some of the distinctive learning aspects Digalo activities contain. 
We therefore decided to develop a new method of analysis. This paper de-
scribes our considerations at the beginning of the development process, while 
focusing on the problems and challenges identified so far. 

1   Introduction 

Group discussion has long been recognized as an essential learning activity [5], [12], 
[17]. In the field of education it holds the potential not only for bringing on a cognitive 
conflict, or introducing the learner to new ideas, but also for the construction of 
shared knowledge [15], [16].  

Many computerized tools have been developed during the last few decades to serve 
as platforms for communication between people who are remote in place and/or in 
time. Such tools use one or more communication channels (e.g. text, audio, video) and 
enable either synchronous or asynchronous communication. Another important differ-
entiation is between tools that use verbal (or discursive) representations to support the 
discussion (ontologies, sentence openers, speech acts) and tools that use structural and 
graphical representations (discussion forums, discussion trees, argumentative maps). 
Digalo - a graphic-based discussion tool that is the focus of this paper - combines both 
kinds of representations. The rationale of this combination is that we see discussion as 
a valuable springboard to learning – both as process and as a goal. 

The adoption of such tools in the educational context has generated the need to assess 
whether and how they promote learning, and to identify what kinds of activities they of-
fer for teachers and learners. Some methods for the analysis of electronic discussions 
have been developed (e.g. [6], [8], [10]). However, most of these methods focus on ana-
lysing interactions in discussion forums and chats and were found inadequate to account 
for the special character of synchronous graphic-based discussions in which argumenta-
tive moves and structures are represented, as in Digalo-based discussions. 



 Analysing Graphic-Based Electronic Discussions 653 

2   From Technology to Methodology  

The lack of adequate tools for analyzing Digalo e-discussions presented a major chal-
lenge throughout the DUNES project (IST-2001-34153, http://www.dunes.gr ), which 
focused on developing and implementing Digalo – a graphic-based electronic tool for 
synchronous group discussions. The need for a sound and specially tailored model for 
the analysis and assessment of students’ activities on Digalo - increased with the im-
plementation of the tool in real educational contexts. We were committed not only to 
developing a reliable research tool that would account for the unique features of Di-
galo as a discussion tool, but also for supplying teachers with the appropriate instru-
ments for the assessment of their students’ learning through Digalo. 

2.1   The Technology: Digalo, a Graphic-Based Tool for Electronic Discussions 

Digalo is a software tool for knowledge sharing through visually supported discus-
sions. Originally it was developed to support argumentative discussions, but it is not 
limited to any specific type/genre of discourse, and has been used for different goals. 

Using Digalo consists of synchronously co-creating maps (see Fig.1) built of writ-
ten notes inside different cards (represented by several geometrical shapes), as well as 
using different arrows to represent various types of connections between the cards or 
contributions (see also [7]).  

 

Fig. 1. A Digalo discussion map 

These ‘cards’ and ‘arrows’ represent the ontology or the ”grammar” of the  
discussion, which is usually predefined by teachers. The ontology constrains but also 
facilitates the discourse [4], [7] by guiding the learners to use specific speech acts (or 
argumentative moves). These speech acts, or moves correspond to the preferred type 
of discussion on each activity.  
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2.1.1   What Type of Discussion Does Digalo Intend to Promote? 
Digalo was originally designed to promote argumentation. In the educational context 
argumentation is embodied in three activities:  

(1) Logical-deductive reasoning [14].  
(2) A form of rhetorical speech [18]. 
(3) A special form of dialogue – a reasoned debate or an argumentative dis-

course [1]. 

Digalo can serve for promoting all three types, but is mainly aimed to be used as a 
platform for argumentative discourse or interaction. In other words, Digalo is particu-
larly designed to support and promote dialogical argumentative activities or system-
atic social reasoning [4]. The main goal of such activities in Digalo is to encourage 
critical dialogue, which is believed to foster understanding and accommodation of di-
vergent viewpoints [11]. Although this aspect was recognized as a fundamental ele-
ment in the development of Digalo, it was unclear in what ways we could demon-
strate that such discussions actually take place. In other words, we lacked a method 
for analyzing Digalo discussions. 

2.2   The Methodology: Analysis of Electronic Discussions 

Models and methods for the analysis of electronic discussions differ in two main 
ways: 

A) The focus of analysis: each model or method emphasizes a different aspect of 
the discussion: cognitive processes or cognitive skills at the individual level 
(e.g., [10]), or at the group level (co-construction of knowledge, e.g., [8]); in-
teraction and interpersonal processes (e.g., [2]), or socio-cognitive aspects 
(e.g., [6]). Others seek to characterize the type or structure and the quality of 
argumentation (or discourse) demonstrated in the discussion (e.g., [1], [7]) or 
types of conversational moves. 

B) The unit of analysis (and consequently, the type of data collected). This as-
pect is usually “focus dependent”. Most of the models – and especially those 
focused in cognitive aspects - include content analysis of the messages. 
Some of them use the “unit of meaning” and others use the single contribu-
tion (or message) as the unit of analysis. In other cases, content analysis is 
used to identify the types of speech acts used in the discussion. Some models 
use descriptive statistics (e.g. number of messages, number of references to 
others, etc.) to measure participation and interaction. Usually they take the 
single message as the unit of analysis, although some of them recognize 
groups of messages or threads that comprise “exchange units” that become 
their unit of analysis. 

Although models such as [10] and [6] incorporate several aspects of the electronic 
discussion, they are still deficient in coping with the complexity of such discussions 
[2] and especially of graphic-based discussions. In other words, they fail to reveal the 
quality of collaborative processes and the ways in which collaborators shape each 
other’s reasoning [9].  
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De Laat and Lally [2] argue that due to their complexity, no single theoretical 
model is sufficient for analysing electronic interactions. To solve this problem they 
suggest using a multi-method empirical approach (based on triangulation of data). 
Further, Häkkinen et al. [9] discuss the need for complementary analysis methods to 
overcome the methodological complexity in the context of studying CSCL processes. 

2.3   The Challenges: Why not Apply Existing Methods?  

Digalo offers a complex activity, which consists of several different aspects that need 
to be taken in account when analyzed: the cognitive (content and discourse related) 
aspect [7]; the meta-cognitive aspect (awareness and reflection); the social and inter-
personal aspect; the organization of the shared workspace [3]; the visual aspect or the 
 

Table 1. Some essential aspects for the analysis of Digalo discussion maps as dealt with by 3 
key-models 

Aspect/ Indicator Henri (1992) Gunawardena et 
al. (1998) 

Garrison et al. 
(2001) 

Visual & practices with the tool: 
Discourse (emergent) structure. 

None None  None 

Meta/cognitive & practices with 
the tool: Argumentative moves. 

None None None 

Meta/cognitive: Argumentative 
moves (discursive expressions) 

Partially (“what 
was said”). 

Partially/ implied 
Implied in cogni-
tive presence & 
social presence 

Management of the shared work-
space (group and individual prac-
tices). 

None None 
Partially (social 
presence) 

Social: means of interaction 
(graphical and verbal) 

Partially (“how it 
was said”) 

Partially/ implied  
Partially (Social 
presence) 

Social: type(s) of interaction and 
degree of interaction 

Social and inter-
active dimension 

None Social presence 

Social/cognitive: participation 
measurements and characteristics/ 
roles 

Participative di-
mension 

None 
Social presence 
& cognitive pres-
ence 

Cognitive (individual): ideas and 
concepts (quality, novelty, diverse 
sources). 

Cognitive dimen-
sion 

Partially / im-
plied 

Cognitive pres-
ence 

Metacognitive: awareness and re-
flection (self, group, workspace, 
task), critical thinking 

Partially (meta-
cognitive dimen-
sion) 

Implied  
Partially (cogni-
tive presence, so-
cial presence) 

Socio Cognitive: knowledge shar-
ing/ co-construction 

Partially (social 
dimension) 

Core of the 
model  

Cognitive pres-
ence & social 
presence 

Visual, social and cognitive: 
Breadth and depth of discussion  

None  None None 

Moderation: types of moderation 
moves and their impact 

None (teacher 
centered perspec-
tive) 

None (student-
student interac-
tion) 

Teaching pres-
ence 

Moderation: students vs. teachers 
moderation  

None None 

Teaching pres-
ence (teacher) 
implied in cogni-
tive presence 
(students). 



656 E.L. Kochan 

emergent structure of the discussion; the group (and individual) practices in using the 
tool and issues of facilitation and moderation of the group activity. The complexity is 
realized not only in the variety of different aspects, but also in the possible connec-
tions between them. Such connections imply that analysing from a narrow perspective 
(focusing on one or two aspects) might lead to a partial understanding of the Digalo 
discussions. Beyond these, the mode of communication possible through Digalo is 
unlike any familiar form of discussion (electronic or other), a fact that further compli-
cates the analysis of Digalo-based discussions. In light of the above mentioned prob-
lem of complexity, these factors suggest that existing models and methods are insuffi-
cient or even inappropriate for analysing Digalo-based discussions. Table 1 roughly 
demonstrates how some aspects, identified as essential to analysing Digalo activities, 
are “dealt with” by 3 key models: [6], [8] and [10]. 

While a proper empirical approach – like the multi-method investigation suggested 
by [2] and [9] - may assist in grasping the complexity of graphic-based electronic dis-
cussions, some challenges are still presented when known methods and models are 
applied for analysing discussions on Digalo. To mention just a few of them: (1) All 
known models are based on linear sequencing of the discussion – while in Digalo the 
discussion is not necessarily linear. As [3] showed learners tend to contribute both in 
parallel (independently) to each other or in response to each other. Different sub-
discussions or separate threads of argumentation can develop independently of each 
other during the same activity, but unlike in discussion forums, it will not necessarily 
be visually evident. Furthermore, we found that sometimes students return to previ-
ously created contributions (cards) and change their contents (text). This forces us to 
use special tools and procedures to restore the linear sequence (timeline) of the dis-
cussion. (2) Most of the models we know measure processes at the individual level, 
while Digalo offers inevitable inter-subjective or group processes as well (implied by 
the shared workspace). Such processes are difficult to identify and measure. (3) Most 
models use a single unit of analysis, be it the single message, a whole segment of ex-
changes or any other form. Although some experiments in DUNES took this approach 
(e.g., [3], [7]), the complexity - resulting from the various processes taking place dur-
ing the Digalo activity - entails a more flexible approach that incorporates a few dif-
ferent units of analysis or grain sizes [13]. Such an approach is difficult to develop and 
it turns the analysis work into a complex and time consuming process. 

2.4   Towards a New Methodology for the Analysis of Digalo-Based Discussions 

The challenges in developing a proper method for evaluating Digalo-based discus-
sions result not only from the inability of existing methods and models to cope with 
the discussed complexity, but also from drawbacks in the implementation and use of 
the tool itself and the pedagogical method it accompanies. The main problem is that 
both teachers and students have difficulties in appropriating the tool as a mean of ex-
pression, or in accommodating the new language or type(s) of dialogue [11] integral to 
the use of the software.  

Currently, most of the Digalo users are new to the pedagogical method of argumenta-
tive learning and to the software in particular, hence are still learning the language and 
are gradually acquiring essential skills; Consequently, any effort taken so far at evaluat-
ing the discussions has been affected by three interrelated factors: (a) the inappropriate 
use of the tool; (b) teachers’ difficulty in fostering and delivering argumentative  
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skills and practices, and consequently their students’ difficulty in articulating their ideas 
in an argumentative manner; and (c) students’ difficulty in using Digalo to collabora-
tively discuss issues. We believe engaging in a long-term research process will help us 
overcome this problem, mainly by training students and teachers and facilitating their 
learning of the tool. Our group is presently involved in a few EU-funded projects1 that 
will hopefully guarantee such a process should actually occur. 

Great efforts are still being invested in the process of developing a new method 
that will account for the several obstacles mentioned above. So far we have worked 
out a few principles that such a method should include: (1) using complementary re-
search methods (e.g. quantitative and qualitative, direct measures and indirect inter-
pretations, etc.); (2) using a few different units of analysis (a single contribution, a 
group or cluster of contributions, a whole map, and even a group of maps dealing with 
the same topic);  (3) analyzing both at the individual level and the group level, trying 
to recognize processes of knowledge constructions at both levels; (4) referring to both 
content and structure (i.e. visual-spatial aspect) of the discussion; (5) accounting for 
both the process of discussion and the end-product (discussion map). 

These principles, of course, require further processing in order to implement them 
synchronously, in a way that won’t be too expensive in terms of cognitive load and 
time required. However, we believe these principles will serve as foundations for a fu-
ture model of analyzing complex interactions such as those in Digalo. One weakness 
of these principles is that they do not guarantee a proper way to deal with the possible 
connections between different aspects of the Digalo discussions. 

Up until now we have focused on theoretical and methodological aspects of devel-
oping an analysis and evaluation framework. One of the main challenges we will need 
to face is that of testing the validity and reliability of the model we are developing. 
Generally, validity will be addressed by the triangulation of data collected using dif-
ferent methods, as well as by comparisons of different objects (such as face to face 
lessons, students’ individual products, etc.) we might find relevant for the evaluation 
of the different aspects. This in itself requires a thorough process of investigation that 
might take long. Reliability will be addressed by having teachers and researchers from 
different institutions participating in the development of the model and coding of data. 
Nonetheless, it is important to keep in mind that our main goal – regarding the im-
plementation of Digalo - is primarily not to reach statistically valid conclusions but 
rather to develop an evaluation tool for teachers who use Digalo in their classrooms. 
We believe that different teachers have different goals when using Digalo in their 
classrooms, hence, the evaluation model must be flexible and comprised of different 
indicators that each teacher can choose from, in accordance with his/her specific 
goals. Only when we reach this phase, the model is rooted in pedagogical practices, 
will it be possible to consider this evaluation model through other “lenses” and test its 
validity and reliability. 

3   Summary 

Analysing Digalo-based discussion requires the development of an innovative meth-
odology. This process of development might include the appropriation of existing 
                                                           
1 ARGUNAUT (IST 027728), ESCALATE [020790 (SAS6)] and KP-LAB (IST 027490). 
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methods for analysis of electronic discussions, but also an investigation of the unique 
aspects of Digalo as a graphic-based argumentative-discussion tool, that existing 
models do not apprehend. Moreover, we are currently working to identify problems 
characterizing the specific application of Digalo in educational contexts. By doing so, 
we will progress towards a more comprehensive empirical method of analysis suitable 
for evaluating Digalo activities while dealing with their complexity. This will also 
contribute to our pedagogical understanding of the various educational activities 
which Digalo enables.  

So far we have reached some insights about the factors needed to be taken into  
account in developing an appropriate analysis and evaluation model. These insights 
were formulated as the essential aspects of the (Digalo) graphic-based discussions and 
as the principles for the investigation of such discussions. These will serve in future 
developments of the envisioned analysis and evaluation framework. Such processes are 
essential elements that are taken up in the ARGUANUT project (http://argunaut.org ). 
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Abstract. LeActiveMath (Language-Enhanced,User-Adaptive, Interac-
tive eLearning for Mathematics) is an interdisciplinary European effort
that develops an internationalized Web-based intelligent e-Learning sys-
tem for mathematics that can be used in high school and university as well
as for self study.The many technological innovations serve a moderate con-
structivist and competency-based pedagogical approach. LeActiveMath
integrates a number of services and tools and advances the state-of-the-
art in semantic search and other usages of semantic representations, pre-
sentation of maths on the Web, course generation, coherence of material,
exercise selection, modeling of motivation, modeling of competencies, an-
notation and structure of exercises, feedback and tutorial dialogues in ex-
ercises, First evaluations are completed and large ones ahead.

1 Introduction

LeActiveMath (Language-Enhanced, User-Adaptive, Interactive eLearning for
Mathematics) is a European research project (STReP) funded by the 6th
Framework Programme-Priority “Information Society Technologies”, key action
Technology-Enhanced eLearning in call FP6/2002/IST/1. This project is coordi-
nated by the German Research Center for Artificial Intelligence.

The goal of LeActiveMath is to develop an innovative Web-based intelligent e-
Learning system for mathematics that can be used in high school and university
as well as for self study. The content and some input evaluation tools are specific
for mathematics, but the main technology is not restricted to mathematics. The
benefits of the new technologies are demonstrated with mathematics for which
currently moderate constructivist approaches to education are even less common
than for other domains. On the one hand, mathematics has the advantage of
being clearly structured and to address concepts with a relatively clear semantics.
Mathematics, on the other hand, poses additional challenges, e.g., in the delivery
of formulas on the Web.

Since Web-technologies alone are insufficient LeActiveMath is a multidisci-
plinary effort which includes disciplines such as artificial intelligence, pedagogy,
� This publication was funded by the 6th Framework Program of the European Union

(Contract IST-2003-507826). The author is solely responsible for its content.
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techniques and experiences from Intelligent Tutoring Systems (ITS) and rep-
resentations developed for eLearning and the semantic Web. LeActiveMath
provides a synthesis of both worlds – ITS and eLearning – and it is one of
the few mature and ready-to-use, multi-lingual, intelligent Web-based learning
environments (not to be confused with Learning Management Systems). LeAc-
tiveMath features generic technologies and services that are interoperable and
can be reused.

LeActiveMath effectively supports learning and stimulates the learner’s ini-
tiative by providing interaction tools, (multi-modal) feedback and tutorial dia-
logues. It can suggest different levels of guidance, can follow a chosen pedagogical
strategy, and reacts to the learner’s motivational state. It puts the student in
a more responsible position for her learning, grants students’ self-guidance and
supports meta-cognition where possible.

2 Pedagogical Fundament of LeActiveMath

The purely instructivist approach seems to fail in many learning situations.
Learning mathematics should not only aim at solving the problem but also at
thinking mathematically and arguing about the correctness or incorrectness of
the problem solving steps and involved methods, to perform simple and complex
computations, etc. This is the idea behind competency-based pedagogy which
provides dimensions on what to train and to evaluate, e.g., in the PISA studies.

The constructivist view of learning is based on the theory that knowledge
cannot be directly taught to a student but has to be constructed by every single
student with respect to her prior knowledge and experience [5]. Recent research
suggests that the instructivist point of view is less efficient than a moderate
constructivist view on learning and instruction. The term moderate construc-
tivism defines a teaching and learning approach that mixes many of the funda-
mental features of (pure) constructivism with more instructional elements. For
an eLearning environment this definition translates to a mixture of constructivist
and instructivist elements in a problem-oriented learning environment. Learning
is conceived as an individual, mostly active and self-regulated, situational and
social process that is strongly influenced by the student’s motivation and zone
of proximal development.

Moreover, moderate constructivism addresses authentic problems, multiple
contexts and perspectives, and learning with instructional support. It reconciles
the strict constructivist with cognitive and instructional principles. This model
suits the practical requirements of schools and its effectiveness has been shown
in numerous empirical investigations.

3 How to Work with LeActiveMath

With LeActiveMath a student can choose one or several learning goals, a con-
text and a pedagogically granted learning scenario. After such ’planning’ activi-
ties she receives personalized learning material including dynamically produced
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narrative bridges such as summaries and introductions, as well as personalized
suggestions. This helps in classroom differentiation as well as in focused self-
learning. Even more actively, the learner can assemble her course manually from
elements of existing courses.

An adaptive pretest with the integrated Siette system initializes the student
model. The student can inspect her student model and this can help to motivate
and guide meta-cognitive activities. The student’s motivation and affects, e.g., be-
ing bored, unfocused, or overwhelmed, is monitored and reacted to, e.g., by provid-
ing more animated or less difficult examples and exercises, by changing the tutorial
dialogue strategy, or by providing more or less interaction facilities in menus.

In the learning process, the student works on various kinds of interactive ex-
amples and exercises with the additional possibility to access dynamically linked
factual knowledge and explanations. During the problem solving process she will
receive feedback or be involved in a multi-modal tutorial dialogue in which the
student or the system asks questions, points to problems, and gives hints. When
the student makes a mistake while exercising, feedback and hints support her
in discovering and correcting a misconception. Overall, LeActiveMath aims at
combating shallow learning through engaging students more explicitly in the
knowledge construction process.

Apart from exercises that come with tool support (concept map, search, func-
tion plotter, computer algebra systems (CAS)), other tools are available through
a tool menu. For instance, she can assemble the material in her own way, she may
consult the semantic lexicon, she can acquire printed material, she can enageg in
an exploration and negotiation process with her student model, or she can use a
CAS or another back-engine to solve problems she states herself. An input editor
eases the input of mathematical expressions in exercises and the dictionary. Its
simple usage helps the student to focus on the problem solving rather than on
the handling of the system.

How are the Pedagogic Ideas Realized? In LeActiveMath, the following fea-
tures contribute to the moderate constructivism:

• truly interactive problem solving with back-engine support;
• open, inspectable learner model (OLM) and negotiation that can be

initiated by the learner. This fits a Piagetian line and involves the learner
continually managing the process of comprehending new information and
assimilating/accomodating it.

• inclusion of situational, emotional, and motivational features into the
learner model;

• the indication of related concepts and learning objetcs as one of the
results of the semantic search;

• Socratic tutorial dialogue with active turn-taking by student which al-
lows the learner to take the initiative in discussions;

• suggestions that can be actively followed by the student;
• the possibility for the student to actively choose problems and topics to

learn and to request more material or information;
• the design of the content.
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4 Reusable Learning Tools and Components

Quite a number of isolated tools for learning have been developed world-wide:
search tools, highlighting tools, exercise back-engines, simulation tools, mind
map tools, modeling tools, assessment tools, CASs. Now, LeActiveMath inte-
grates a number of components and tools, and has developed an open architec-
ture and event framework (for asynchronous communication) shown in Figure
1. It eases the integration of components and tools and a collective use and
updating of one and the same student model.

Fig. 1. LeActiveMath’ coarse architecture

Technically, some of the components directly interact via procedure calls:
e.g.. the Tutorial Component and the tutorial dialogue component; the input
editor with the knowledge base and exercise back-engines; the interactive concept
map with the knowledge base and the student model; the dictionary with the
knowledge base and the learner model. All components report events which can
be processed by other components. Web services communicate via events and
XML-RPC.

Similar to its predecessor system ActiveMath [4], LeActiveMath relies on
the semantic XML representation standard for mathematics, OpenMath, which
is augmented with pedagogical metadata. The various tools and components
build on that foundation and provide/use the semantics and/or the metadata
information: the presentation engine adapts the content presentation according
to metadata and customizes mathematical notation (e.g., to the country’s com-
mon notation); the input editor produces OpenMath; the semantic lexicon can
search for (a combination of) mathematical expressions, metadata, and text; se-
manitcs can be dragged into applications; the interactive concept map evaluates
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the user’s input against metadata and semantics; the course generator utilizes
metadata for its decisions; a mediator translates metadata of external reposi-
tories to make the course generation service available externally; the exercise
repository is one particular open repository that is used.

Student modeling. Student modeling has been a research topic in artificial intel-
ligence since the mid 1970’s. Various techniques have been used to recognize and
adapt to the student’s behavior and knowledge. LeActiveMath takes up some of
the most recent research challenges in student modeling:

It investigates the use of a range of factors for student modeling relating to af-
fect, attitude, motivation and the student’s goals It employs Bayesian belief net-
works for modeling the motivation and affect of the learner. A competency model
has been developed which is updated using a variant of Dempster-Shafer. Le-
ActiveMath further investigates open learner modeling which has been shown
to improve the involvement and motivation of students, and also to encourage
reflection on the student’s own state of knowledge [2].

Natural language enhancements. Natural language (NL) is used in many places
in LeActiveMath, where the novelties include natural language dialogue for
the negotiations with the OLM, the generation of bridging and introductory
texts that help to establish mental transitions in the generated courses, and
tutorial dialogues in exercises.

Since tutorial dialogues have been empirically shown to improve learning in
human tutoring [1], tutorial dialogues have been used in the American tutor-
ing systems AutoTutor Atlas-Andes, and Circsim/APE. Now, the tutorial di-
alogue in LeActiveMath integrates principled and flexible dialogue manage-
ment based on the “Information State Update” approach of Trindi and planning
of multi-turn tutorial dialogue strategies, in the domain of symbolic differentia-
tion. It employs a dedicated domain reasoner as well as NL-understanding and
NL-generation and copes with the student’s initiative and student input that
mixes informal language and mathematical formulae.

5 Formative Evaluation

As LeActiveMath brings together a large number of innovative tools and com-
ponents the successful implementation of these components and their integration
is crucial to the success of the system. User-testing, expert evaluation, and us-
ability testing of LeActiveMath have been performed throughout the systems
development to ensure that the goals of the system are met. Evaluations have
taken place in Germany, Great Britain, and Spain. We include summary results
from an initial formative evaluation conducted at the University of Edinburgh,
UK. The results of this study has been used to improve the implementation.

Design. The formative evaluation focused on the user interface and its asso-
ciated tools. This evaluation was lab-based with users working collaboratively
with the evaluator to critique and assess the system (see [3] for details of this
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methodology). The users worked through a series of unguided tasks and were
asked to describe their thought processes i.e. “Think Aloud”, critique the sys-
tem, and discuss improvements whilst they used the system. Users were also
required to fill in pre- and post-use questionnaires about their experience of
using LeActiveMath.

Results. Eleven students (6 male; mean age 19.45 years) from University of
Edinburgh first year Mathematics courses took part in the first evaluation. All
users were experienced in learning calculus, using computers and the Web, and
most had previous experience of maths software although the tasks they had
performed were mostly limited to generating graphs and inputting mathematical
formulae. These students were considered representative of the university-level
target users of LeActiveMath.

Overall the ratings of LeActiveMath were very positive. On average, their ex-
perience of usingLeActiveMathwas rated as ”enjoyable”.All but one of the par-
ticipants said they would use LeActiveMath again and, on average their expe-
rience of using LeActiveMath was rated as ”better” than that of existing maths
software. All participants would recommend LeActiveMath to their peers irre-
spective of whether they had previous experience of maths software or not.

LeActiveMath was rated as more practical than existing software for per-
forming a variety of tasks: learning a maths concept, solitary tutorials performed
in a classroom, solitary tutorials at home, supplementing bookwork, and revi-
sion. LeActiveMath was rated as being as practical as existing software for
group tutorials at home, entering mathematical formulae, and generating graphs.
The only tasks for which LeActiveMath was rated less practical were group
tutorials in a classroom and performing mathematical computations although
this could be because the participants were not introduced to the CAS.

Ratings were also collected for the ease and usefulness of specific components
within LeActiveMath. As mentioned previously (section 3 paragraph 3), Le-
ActiveMath implements a moderate constructivist approach to teaching by
providing contextualised feedback and hints in response to exercise answers and
syntactical errors made when constructing formulae using the input editor. The
hints provided during exercises were rated as ”quite” useful and the input edi-
tor was rated as ”very” useful. Users commented found the feedback useful for
identifying their conceptual errors and essential for identifying syntactic errors.

LeActiveMath’s semantic dictionary can be used to find definitions of math-
ematical concepts either via a search interface or by following hyperlinked con-
cepts direct from content pages. The dictionary was rated as ”quite” useful and
easy to use by users. Several usability issues were identified during the evalua-
tion that made it difficult for users to realise the full potential of the dictionary.
However, even with these limitations users quickly developed a strategy of con-
stantly referencing the dictionary for definitions and examples. The design flaws
are currently being fixed and the resulting version of the semantic dictionary
should function as an integral component of LeActiveMath.
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6 Conclusion

LeActiveMath brings together a number of ”cutting edge” components in
an attempt to maximise their benefit to the student. This benefit has been
iteratively evaluated during development of LeActiveMath to ensure that each
component is optimized in its implementation and remains user-centred. A large-
scale trans-national summative evaluation of the system will take place after
those optimisations.

Details of the system, its components and tools are described in a number of
articles which are not cited because of space limitations. Please visit our web site
www.leactivemath.org or www.activemath.org for more specific publications.
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Abstract. Given the huge amount of static and dynamic content cre-
ated for eLearning tasks, the major challenge for extending their use is to
improve the effectiveness of retrieval and accessibility by making use of
Learning Management Systems. The aim of the European project Lan-
guage Technology for eLearning is to tackle this problem by providing
Language Technology based functionalities and by integrating semantic
knowledge to facilitate the management, distribution and retrieval of the
learning material.

1 Introduction

In the Language Technology for eLearning project (LT4eL), we address one of
the major problems users of ever expanding LMSs will be confronted with: how
to retrieve learning content from an LMS. We tackle this problem from two
different but related angles: from the content end and from the retrieval end.

On the content side, the fast growing content cannot be easily identified in the
absence of systematic metadata annotation. It should thus be common practice
to supply metadata along with the content, however this is a tedious activity
which is not widely accepted by authors, as part of their tasks. The solution
we offer is to provide Language Technology based functionalities, such as a key
word extractor and a glossary candidate detector. They allow for semi-automatic
metadata annotation on the basis of a linguistic analysis of the learning mate-
rial. We provide these functionalities for all the nine languages represented in
our project, that is Bulgarian, Czech, Dutch, English, German, Maltese, Polish,
Portuguese and Romanian.

On the retrieval side, the standard retrieval systems, based on keyword match-
ing, only consider the queries. They do not really take into account the systematic
relationships between the concepts denoted by the queries and other concepts
that might be relevant for the user. In the LT4eL project, we use ontologies as
an instrument to express and exploit such relationships, which should result in
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better search results and more sophisticated ways to navigate through the learn-
ing objects. An ontology of at least 1000 concepts for the domain of ICT and
eLearning is being developed as well as an English vocabulary and English an-
notated learning objects. Language specific vocabularies for the other languages
of the project are created which will be linked to the ontology as well as to the
metadata of the learning objects. The ontology should facilitate the multilingual
retrieval of learning objects.

The functionalities developed within the LT4eL project could be integrated
in any open source LMS, however, for validation purposes the ILIAS Learning
Management System (www.ilias.de) has been adopted.

The contribution of the project consists thus in the introduction of new func-
tionalities which will enhance the adaptability and the personalization of the
learning process through the software which mediates it. In particular, the sys-
tem enables the construction of user-specific courses, by semantic querying for
topics of interest through the ontology. Furthermore, the metadata and the on-
tology are the link between user needs and characteristics of the learning ma-
terial: content can thus be personalized. In addition, the functionalities allow
for retrieval of both static (introduced by the educator) and dynamic (learner
contribution) content within the LMS and across different LMSs allowing for
decentralization and for an effective co-operative content management.

The project is in its intial phase since it started in December 2005 and it will
last for 30 months.

2 Semi-automatic Metadata Generation Based on
Language Technology

In eLearning, we deal with learning objects of varying granularity. A learning
object should be accompanied by metadata which describes it: the ”Learning
Object Metadata” (LOM) [1] has become the most widespread and well-known
standard for the encoding of the metadata. The aim of the LT4eL project is to
improve the retrieval and accessibility of content through the identification of
the learning material by means of descriptive metadata. To this end, we employ
available Language Technology resources to develop functionalities which facili-
tate the semi-automatic generation of metadata from content. The result will be
two modules: (1) semi-automatic selection of keywords; (2) selection of definitory
contexts, to be used for glossary entries, which can be used stand-alone, as web
services, or integrated into Learning Management Systems.

2.1 Key Word Detection and Extraction

Keywords which describe the topics and contents of a document are essential for
the retrieval and accessibility of this document and are therefore a key feature of
the metadata. A software assistant will support authors and content managers
in selecting appropriate keywords.
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The keyword selector can draw on quantitative and qualitative characteristics
of keyword candidates. Keywords are supposed to characterize the topic(s) of a
learning object. They therefore tend to appear more often in a document than
can be expected if all words would be distributed randomly. Keywords tend to
cluster in certain documents and will not appear at all in other documents. A
statistics which is frequently used to model the distribution of words in texts is
Poisson or, alternatively, a mixture of Poissons (cf. [2]). While the distribution
of function words is close to the expected distribution under these models, good
keyword candidates deviate significantly from it. The score of this deviation can
be used as a statistics by which the lexical units are ranked (cf. [3]).

A second distributional characteristics of keywords is their burstiness. Good
keywords tend to appear, within documents, in clusters. Once a keyword ap-
peared in a text, it tends to appear in shorter intervals. After a while, the word
might disappear and appear – and burst – again, if the topic is resumed. Refer-
ence to a certain topic is a local phenomenon. The concept of term burstiness can
be formalized by measuring the gaps between the individual occurrences of each
term in the text. Sarkar et al. use a combination of two exponential functions
the distribution within burts and outside bursts. Through an iterative process
the variables values in these functions are modified to optimize the fit between
observed and expected distribution values.Optimal values for these three vari-
ables are derived once the fitting reaches a stable maximum. These values turn
out to be a good indicator for the “keywordiness of words in texts ([4]).

In the project, we employ linguistically annotated texts since it has been
shown that the results of the keyword selection, measured against the perfor-
mance of human readers, improves significantly if the text is annotated linguis-
tically (cf. [5]).

We will experiment with different statistics. These statistics are:

– tf.idf, a standard term weighting measure in Implementation Retrieval
– Residual Inverse Document Frequency (cf. [3]).
– Term burstiness (cf. [4])

Our experiments are based on the assumption that the distributional character-
istics of good keywords are similar to that of good terms, in the sense used in
Information Retrieval.

The output of the various statistics will be compared to manual keyword
annotation, performed by experienced annotators. A comparison of high ranking
keyword candidates with keywords selected by humans will approximate recall
and precision values. The (mix of) statistics which we will use in the final system
will be selected on the basis of these evaluation results.

2.2 Detection of Candidates for Glossary Entries

Research on the detection and identification of definitory contexts has been
pursued mainly in the context of question answering systems, where finding
answers to definitory questions is a particularly difficult problem (cf. [6], [7]). In
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the field of eLearning, this work is relevant for the construction and maintenance
of glossaries.

Glossaries are an important kind of secondary index to a text. They can be
seen as small lexical resources which support the reader in decoding the text and
understanding the central concepts which are conveyed. A glossary can be built
on the definitory contexts which are presented in the learning objects themselves.

A glossary supports the non-linear reading of learning materials. The reader
will not necessarily start at the place where the author defined the central terms
and therefore be in need of a definition when he first encounters the term. An
exploratory and self-guided learning style is supported (cf.[8]).

Glossaries should be derived from the learning objects in order to capture the
exact definition which the author of these documents uses. This definition in
many cases overrides a more general definition of the term.

The linguistic structure of definitory contexts is language specific. But within
each language, there is not so much variation in the patterns of these contexts. In
the project, definitory contexts are identified and learned in a bottom-up manner.
First, a substantial amount of definitions are identified and annotated manually
in the learning objects which are the asset of this project. From these examples,
local grammars with the complexity of regular languages are abstracted. These
language-specific local grammars are applied to a test set from the same language
in order to estimate their coverage (cf. also [10]). A major issue will be the
precision of these methods: it has been shown that too simple local grammars
also capture text snippets which are not definitions (cf. [9]). This has to be taken
into account when drafting and refining the local grammars for the involved
languages.

3 Enhancing eLearning with Semantic Knowledge

An additional aim of the project is to enhance LMSs with semantic knowledge
in order to improve the retrieval of the learning objects. We employ ontologies,
which are a key element in the architecture of the Semantic Web, to structure
the learning material. The ontology layer presents the appropriate level of ab-
straction over the meaning in general (upper ontologies) and in concrete domains
(domain ontologies). We integrate the use of ontologies to structure, query and
navigate through the learning objects which are part of the LMS. We take two
groups of users into account: (1) Educators who want to compile a course for
a specific target group and who want to draw on existing texts, media etc.; (2)
Learners who are looking for contents which suit their current needs, e.g for
self-guided learning.

The primary key for the access of contents are their metadata. In many cases,
learners additionally want to consult the full text of a learning object. However,
the search with a standard search engine too often leads to results which are
undesirable. The set of documents might be too large and too unspecific (low
recall, low precision of the retrieved documents). We improve the retrieval of the
learning objects with the use of ontologies which will be integrated within the
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LMS to structure the learning material. Each learning object will be indexed by
an ontology ‘chunk’ that will allow for more detailed search. An ontology chunk
is a part of the classes and relations encoded in the ontology which are consider
relevant to the topic of the learning object — see [12].

In our work, the ontology is closer to a taxonomy, that is a set of concepts
arranged in Is-a hierarchy. The ontology allows for the classification of learning
objects since they will be connected to a set of concepts in the ontology. This
classification will allow ontological search, i.e. search based on concepts and their
interrelations within the ontology. Furthermore, multilingual search for learning
objects will be possible. In this case the ontology plays the role of Interlingua
between the different languages. Thus the user might specify the query in one
language and get learning objects in other language(s).

Within the LT4eL project, we are developing a domain ontology in the area of
our sample learning materials, that is ICT and eLearning. Furthermore, vocab-
ularies related to the languages in the project will be aligned to this ontology.
The development of the domain ontology will be done as a specialization of a
upper-level ontology — DOLCE (see [11]). As criteria for the selection of this
upper-level ontology, we can point to the following: (1) the ontology should be
constructed on rigorous basis; (2) it should be easy to represent it in an ontolog-
ical language such as RDF or OWL; (3) there are domain ontologies constructed
with respect to it; (4) it can be related to lexicons - either by definition, or by
already existing mapping to lexical resource. All of the above points apply to
DOLCE.

The alignment of vocabularies with the ontology will ensure an appropriate
way of searching over the same learning materials in different languages. Infer-
ence mechanisms can be assumed for searching the appropriate learning objects.
We expect that the integration of ontologies within an LMS will facilitate the con-
struction of user specific courses, by semantic querying for topics of interests; will
allow direct access of knowledge; will improve the creation of personalized content
and will allow for decentralization and co-operation of content management.

4 Conclusions

With LT4eL, we want to use Natural Language Processing techniques and re-
sources to enhance the effectiveness of eLearning systems and processes.

On the one hand, we want to support authors of learning materials in the
tedious task of metadata generation. This part of the task should neither be
avoided by the author, nor should it detract too much from the original task,
the generation of high-quality learning material. On the other hand, we want to
employ language resources, in particular ontologies, to help users find the best
learning material they can get to satisfy their current information needs.

We consider the diversity of languages in the European context not as an
obstacle to an international eLearning infrastructure, but as a challenge. By
tackling multilingual issues we want the broaden the horizon of the learner be-
yond what is available in his native language and in English.
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For the sake of validation, we will integrate the tools and resources into the
ILIAS Learning Management System, but we will make them available for other
LMS as well. In the validation process, we will take four dimensions into ac-
count in order to evaluate the success of the project: (1) the usability of the
platform itself, and in what way it is affected by the integration of the new func-
tionalities; (2) the pedagogical impact of integrating the functionalities; (3) the
consequences of incorporating multilinguality; (4) the social impact on virtual
learner communities - and crucially, how this is affected by multilinguality.
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Abstract. This paper deals with the different kinds of assessment possibilities 
in a virtual environment, assessing engineering students’ project management 
knowledge, skills and competencies developed during online project 
management training. The first part will provide information about the EU 
Leonardo da Vinci II project: POOL, Project Organisation OnLine and the 
second part will focus on the assessment model, developed for the POOL 
project as well as the used methods.  

In industrial projects it is widely common to have distributed teams, which have to 
communicate and work effectively. Therefore it is necessary to prepare engineering 
students to cope with real live project situations. As a matter of fact engineering 
students are not always aware of the possible cultural and virtual communication 
problems particularly in an international setting. They have to develop other skills for 
online communication and processing as in face to face meetings.  

Keywords: Project Management, Intercultural Communication, Virtual 
Collaboration. 

1   Introduction 

The POOL project is a Leonardo Da Vinci EU project which intends to achieve two 
major outcomes: 

First, innovative curriculum design aimed eventually at the main beneficiaries, the 
students. The work packages centered around and prototypically implemented in the 
student-industry project result in independent modules each addressing specific 
aspects of online project management such as quality assurance, intercultural 
communication, presentation skills, virtual group collaboration, and standardization of 
project documentation as shown in figure one.  

Second, the experiences gained in the course of this project feed directly into the 
online handbook. This serves as a guideline and reference source for curriculum 
designers at higher educational institutions as well as in companies and will support 
the implementation of transnational online project management (training) [1].  
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Fig. 1. The workpackages which are centered around the student project, with special focus on 
the assessment workpackage [1] 

Owing to the modular structure, the resulting curriculum for online project 
management training allows enough flexibility for its concrete implementation in a 
wide range of higher educational institutions.  

The centerpiece of the POOL project as mentioned above was the student project. 
Three student teams from three countries (Austria, Finland and Romania) were 
developing an Open Distributed Sensor Environment (ODSE). During their 3rd 
academic year students had  to attend online project management courses. Each 
workpackage as mentioned above had a distinct area of project management, and 
provided an online course to the students during the year.  

During the whole course students gained knowledge in Virtual Project 
Management (VPM) areas like project planning and time management, virtual 
collaboration, presentation and soft skills, documentation standards and intercultural 
communication. In addition to the technical knowledge students gained through the 
project, they were equipped with soft skills required for a virtual environment and non 
face-to-face / online communication. As it is increasingly common to use online tools 
for communication and meetings in industry projects, it is especially necessary to 
prepare engineering students for the future and equip them with soft skills, needed in 
a virtual environment and intercultural communications.  

The success and the efficacy of the work packages and the overall module had to 
be assessed, reviewed and improved. The purpose of the assessment work package 
was to develop techniques, select suits of software and platforms, applying them in 
the integrated course structure of the POOL project. Furthermore the work package 
developed assessment strategies for each course, the final assessment and the 
evaluation of the overall module. 
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2   Assessment in the POOL Project 

Because of the nature of project management, it provides challenges in providing on-
line assessment of a number of skills and knowledge developed in each course. The 
courses provided by the different work packages have been taught in different ways 
depending on the content. Diversification of learning and assessing students is one 
advantage of online assessment and furthermore the independent delivery of content 
and the instant feedback increases the learning curve of a student [2]. 

An assessment should not be seen as a tool of pressure, to keep students silent and 
attentive but it should be used and seen to support students learning through formative 
and summative assessment and feedback [3]. There is always the need to measure, 
grade and evaluate students’ achievements during and after a course. Assessment has 
great significance in education, since it is an ongoing process throughout the whole 
course [4, 5].   

Especially in the POOL project where students are taught project management, 
continuous online assessment and feedback are very important both, to reflect the 
student’s development and the achievement of each course and to guarantee quality 
and success of the overall model. 

In general terms an assessment should be [6]: 

• Valid, should review how well the assessment measures the intended student 
learning outcome in terms of choice of techniques, marking scheme and criteria, 
duration and coverage.  

• Reliable, which implies that same results occur no matter when the assessment 
is processed and no matter if a different assessor, accomplishes the assessment.  

• Fair: "allow for students of both genders and all backgrounds to do equally well. 
All students should have equal opportunity to demonstrate the skills and 
knowledge being assessed." Other aspects concerning fairness are the assessed 
content, given time, student effort and the transparency to students. Teachers 
should not abuse their role and power to take somehow “revenge” of the 
students. The assessment should be clear stated and there should not be any 
hidden questions. Students should not have to guess what is in the teachers 
mind.  

• Secure in the case of online assessment 

To establish a valid, reliable and fair assessment it is absolutely necessary to define 
clear learning outcomes of each course and assessment criteria [7]. Assessment 
criteria are necessary to compare and evaluate the assessment of prove of validity and 
reliability, as well as fairness [8]. As this is common in the traditional classroom it is 
the same procedure in a virtual environment.  

After matching the assessment criteria to the learning outcomes it is necessary to 
establish the assessment for the course, using different methods and question types.  
Question types matching the thinking levels of Bloom’s Taxonomy [9, 10] were used 
to assess the students knowledge, competencies and skills developed after each 
course.  
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Evaluating the higher level thinking like synthesis and evaluation skills can were 
realized through explanation questions, like a description of a scenario or essays. 
Assessment methods like formative and summative, criterion and non criterion 
referenced and self/group/peer assessment, are nearly used the same way as in the 
traditional classroom [11, 12]. 

Figure two shows the formative assessment after each module, depicted as light 
grey boxes. The final summative assessment, which covers all the different modules 
before, is processed together with the final student project presentation and 
demonstration.  

 

Fig. 2. Assessment, Training and the Project are done parallel to optimize learning by doing 

The complete assessment model of the POOL student project comprises formative 
and summative assessment of each course including the platform usability with 
clearly defined criteria and finally the Minutes Sheet, which could be formative as 
well as summative.  

For instance in the summative assessment part there was a combination of skills 
which had to be assessed, technical knowledge and presentation skills.  

An important feedback for tracking is the minutes’ sheet, which was used to get 
information from the students after a meeting, to ascertain their understanding of the 
progress and decisions which were made in the meeting. Through the use of this kind 
of online form, misunderstanding and duplication could be avoided, and problems 
were discussed again.  

In the first stage of evaluating the assessment model of the POOL project two 
online assessments were done using the course Project Planning and Time 
Management – WP4. Doing the first assessment, the VLE platform was used to create 
the assessment supporting the QTI standard, where just basic question styles could be 
used (MCQs, short answer,…). To validate the questions/assessment concerning 
validity, reliability and fairness, a second assessment was established by using 
external software and integrated in the VLE as a SCORM package. More interactive 
questions (Hot Spot, Drag & Drop,…) were possible and therefore the feedback  from 
the students was very positive. 

The POOL project will end in October where all the results including the 
curriculum and the developed handbook as well as the courses and assessment results 
will be published on the POOL website [1] for further information. At this stage the 
curriculum and handbook are compiled and reviewed.  



 An Approach for Online Assessment in the Multinational EU Project 677 

Table 1. The POOL Assessment Model 

1. Summative 
assessment 

2. Formative 
assessment 
 

3. Platform usability 
 

4. Meetings  
 

Final project 
presentation 
 
Presentation and 
Soft Skills WP 5 
 

WP 3 – Virtual 
Collaboration 
Knowledge  
 
Assessment 
VC Rubric 
 

Time, spent on the 
platform 
Hours per week: 
Hours per month: 
 
Compared to others, 
and to the project 
schedule 

Minutes sheet: 
 
Group/Self/Peer 
assessment, for 
project progress 
and collaboration 
review 

Final demonstration 
 
System is working 
Student technical 
competency 
Knowledge  

WP 4 – Project 
Planning and Time 
Management 
 
Knowledge 
assessment 
Student project plan, 
report 

Uploaded documents
VC Rubric 
Posts, emails, Sticks 
Usage as well in the 
VC Rubric 

 

Project report 
 
Documentation 
Standards WP 7 

WP 5 – Presentation 
& Soft Skills  
Final presentation  
Knowledge 
assessment 

  

Poster  
(optional) 
Synthesis and 
Evaluation skills 
Full understanding 
Abstraction 

WP 6 – 
Documentation 
Standards 
Knowledge 
assessment 
Project plan & 
additional documents 

  

 WP 7 – Intercultural 
Communication 
Knowledge 
assessment 
Minutes sheet, 
communication tools 

  

3   Conclusion 

Assessment is a very important part in online teaching and online learning. The 
assessment methods listed in the student project of POOL are now undergoing test. 
Feedback from the students about the methods and strategies used will be evaluated 
and, if necessary, used to modify the techniques that are used for assessing higher 
level skills in a VLE. The overall evaluation of the POOL project will show how such 
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an online project management course can contribute to successfully complete a 
distributed, international student project.  

The assessment area of e-learning needs to further evolve, so that teachers can 
more fully exploit the advantages that are inherent in current technology where 
distance and diversity is no barrier. Generally, in the recent past, more effort has been 
expended on the development of course content and course delivery in VLE's than in 
developing suitable and effective online assessments. This area of e-learning is now 
attracting more attention and is increasingly becoming more and more importance. 
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Abstract. Current e-learning standards have been designed to provide reusabil-
ity of educational contents and interoperability between systems. Besides these
features, content personalization is also necessary, although current standards do
not fully support it. In this paper, the ADL SCORM (Sharable Content Object
Reference Model) adaptation possibilities are studied and an extension to this
standard is presented in an effort to create adaptive courses that should be per-
sonalized before shown to the student.

1 Introduction

Due to the rapid progress of e-learning, diverse standardization efforts have emerged to
allow reusability of educational objects and interoperability between systems. Among
them, the ADL SCORM (Sharable Content Object Reference Model) [1] standard has
reached great acceptance, since it brings together several standards of diverse institutes
in different fields of e-learning. However, reusability and interoperability are not enough
and adaptation of learning elements to suit user’s characteristics is also necessary.

Concerning content adaptation, SCORM repeatedly mentions the importance of per-
sonalization in education. However, its current adaptation abilities are restricted and
focused on two main aspects. On the one hand, SCORM allows to define several con-
tent organizations for the same course. The LMS (Learning Management System)1 is
responsible for deciding which one suits the user profile better, before he/she begins the
learning experience. On the other hand, sequencing information allows to establish a
set of rules —mainly based on the completion of the objectives of the activities— used
by the LMS to decide which one is the next activity to be shown. However, sequenc-
ing information cannot be considered adaptivity [2] since it is centred in the instructor
rather than in the learner.

As these abilities are not enough to offer personalized courses to the student, in
this paper, a solution is exposed to extend SCORM with the purpose of providing it
with adaptation ability. So as the course creator can be able to offer a series of options
instead of a fixed one in some points of the course, indicating, for each of them, the
characteristics of the target user. As a result, adaptive courses are created to be adapted

� Partly supported by the R+D project TSI 2004-03677 (Spanish Ministry of Education and
Science) and by the EUREKA ITEA Project PASSEPARTOUT.

1 In e-learning terminology, the term LMS is used to refer to the system designed to deliver,
track, report on and manage learning content, learner progress and learner interactions.
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according to the user’s characteristics before he/she studies it, although they can show
its default behaviour when adaptation is not possible.

In this paper, the basis of this proposal and its scenario are firstly presented (Sec. 2).
Next, the adaptation parameters, consisting in some user’s characteristics, and the mech-
anism to obtain the values for these parameters from the user profile are introduced in
Sec. 3. In order to provide SCORM with adaptivity, two extensions are proposed, and
the one which permits to adapt the structure of the course is exposed in Sec. 4. Finally,
Sec. 5 discusses some approaches related to this proposal and exposes the conclusions
and further work .

2 Scenario

For the objective of this paper, the most relevant SCORM component is the SCORM
Content Aggregation Model (CAM) which defines three main elements used to build
a learning experience from learning resources (Fig. 1). An asset is an electronic repre-
sentation of media, more than one asset can be collected together to build other assets.
If this collection represents a single launchable learning object that utilizes SCORM
RTE to communicate with a LMS, it is referred to as a SCO. The third component
is called a Content Organization, a map that represents the intended use of the con-
tent through structured units of instruction (Activities). To deliver these elements to the
LMS, SCORM defines the Content Package, compressed file containing the physical
resources and a structured inventory of the content of the package, called manifest.

As SCORM adaptation abilities are very limited, in this paper a solution is suggested.
Its aim is providing SCORM courses with adaptivity, based on a set of adaptation pa-
rameters obtained from the user profile (Sec. 3) at two levels (Fig. 1). Adaptivity at
SCO level is achieved defining a new type of SCO: the self-adaptive SCO, which self-
configures based on certain adaptation parameters [3]. Adaptation at activity level con-
sists in offering a set of options for some of the activities, i.e. the objective of an activity
can be achieved in different ways, depending on the user’s preferences and background.
The best option for the user should be chosen based on a set of adaptation rules for this
activity, which relate the concrete subactivities to adaptation parameters (Sec. 4).

Fig. 1 shows the scenario for this proposal, where three different roles can be iden-
tified: the vocabulary creator, the content creator and the user. The two systems needed
to make the educational process possible are also shown: the ITS and the LMS. It
is worth mentioning that this proposal takes place into a broader work whose ob-
jective is developing t-MAESTRO (Multimedia Adaptive Educational SysTem based
on Reassembling TV Objects), an Intelligent Tutoring System (ITS) for t-learning —
education over Interactive Digital TV [4]. This ITS will be alluded all through the ex-
planation, but the extension proposed equally works using any other one.

First, the vocabulary creator extends the SCORM Data Model with new vocabu-
laries of adaptation parameters and provides t-MAESTRO with inference rules. These
rules permit to obtain the actual values of these parameters from the user’s characteris-
tics stored in his/her profile. They also make possible that the proposed extensions work
independently of how the user profile is stored in the ITS. Next, the content creator
composes SCORM-conformant courses. He/she is responsible for searching, organiz-
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Fig. 1. Target scenario

ing and labelling learning content. Concerning the extension proposed, he/she should
know the available adaptation parameters and generate the appropriate adaptation rules
for the activities and SCOs based on these parameters.

t-MAESTRO maintains the user profile, which stores the user’s preferences, knowl-
edge and history. The existence of this profile is basic in order for the ITS to keep up to
date the actual values of the adaptation parameters using the inference rules for these
parameters provided by the vocabulary creator. These values allow t-MAESTRO to ap-
ply adaptation rules in order to adapt the course to user needs at activity level. Finally,
the LMS has the responsibility of storing the actual values of the adaptation parameters
and showing the course to the user. This system has to provide the values of adaptation
parameters to self-adaptive SCOs when requested, so as they can resolve the adaptation
rules and show the appropriate behaviour to the student [3].

3 Adaptation Parameters

Every user characteristic stored in the user profile could be used as an adaptation para-
meter. However, apart from constituting an unmanageable amount of information for a
human course creator, these characteristics are different depending on the ITS used and,
as aforementioned, a major concern of this proposal is that it should work in different
ITSs. Bearing this in mind, the vocabulary of adaptation parameters will be common to
all the ITSs and each one should deduce the values for these parameters from its user
profile information. In order to carry out this task, a set of inference rules are needed.
These rules are provided by the vocabulary creator and establish relationships between
the concrete elements of the ITS user model and the adaptation parameters. A set of
adaptation parameters considered relevant in the field of t-learning are presented in [3].
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Fig. 2. Mapping between user model and adaptation parameters

In Fig. 2 an example of the mapping between the elements of the user model and
some adaptation parameters —for two ITSs with different user models— is shown in
order to determine user’s favourite sport. This information is not directly stored in the
user model of the ITS on the left, so, it has to infer this value from other characteristics.
Conversely, the inference is trivial in the ITS on the right, since it has in its user model
the user’s favourite sport.

4 Extension at Activity Level

In this section, one of the extensions proposed is described, to obtain adaptivity at ac-
tivity level. This serves to allow the course creator to establish a group of activities that
all achieve the same learning objective. The learner does not need to study all of them
but only those that match his knowledge state or are best adapted to his/her preferences.
To make this selection possible, the course creator should provide a group of adapta-
tion rules. Each rule consists of some conditions that are fulfilled by the student if this
option is appropriate for him, and the action to be performed when it happens.

Fig. 3. Example of adaptation at activity level

In Fig. 3 an example is depicted to understand what has been explained. The learner
is following a Spanish course and the lesson he/she has to study next is about the order
of adjectives. This lesson consists of 5 activities: the first one exposes the theory, from
second to fourth several exercises are proposed and the last one deals with revision. The
course creator has established three adaptation rules: if the user has a Romance language
as a mother tongue or has a high writing level in any of these languages, he/she should
already know how to place the adjectives, that is why the the only activity needed is the
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revision one (OP1 in Fig. 3). If this is not the case, but the user have at least a medium
level reading Spanish, he/she will have some basics about the order of adjectives, so,
only one of three exercises activities and the revision one should be studied (OP2). If
none of these conditions evaluates to true, the student has to study two of three exercises
activities and the revision one (OP3). These rules are shown next in pseudocode.
if ((motherTongue IN (french, italian, portuguese)) OR (french.writing_level >= 7)

OR (italian.writing_level >= 7) OR (portuguese.writing_level >= 7))
then

show(activity5);
if (spanish.reading_level >= 5)
then

show(1/3(activity2, activity3, activity4) AND activity5);
else //Default option

show(activity1 AND 2/3(activity2, activity3, activity4) AND activity5);

As shown in this example, the actions to carry out if one of the conditions evaluates
to true do not need to be fixed ones, on the contrary, they are expressed as a set of
activities related through a logical expression to be decided by t-MAESTRO using the
metadata describing those activities.

In order to express this set of adaptation rules, this proposal adds a new category to
the SCORM manifest, named <adaptation>. It can be placed under several tags in the
manifest: as a child of <organizations> —with the information needed for select-
ing the most appropriate organization—, as a child of <organization> —containing
all the adaptation information for a single organization— or as a child of <item>—
embodying the adaptivity information related to this activity.

5 Discussion, Conclusions and Future Work

One of the most promising fields to offer personalization on the field of e-learning
is Adaptive Hypermedia, which tries to overcome the problem of having users with
different goals and knowledge by using information represented in the user model to
adapt the contents and links being presented to the user [5]. Several proposals try to
introduce adaptivity in current e-learning standards. For example, the KOD (Knowledge
on Demand) project [6] builds on an extension of the content packaging specification,
for the description, in a common format collections of learning objects and rules to
determine how they should be selected for different learner profiles.

On the other hand, some research works suggest expressing learning strategies at the
competence level rather than at the level of the specific resources, as instead done by
the SCORM manifests. The idea of [7] is to introduce at the level of the learning objects
some metadata that describe both their pre-requisites and effects. Alternatively, a new
element (adaptivity) within the educational block of metadata schemas is defined in [8]
to express some aspects such as competencies of the learner before or after studying
this educational element, learning styles and special needs.

In this paper, an extension to the ADL SCORM standard has been described, in order
to permit the creation of adaptive courses, which present a set of options to decide the
most appropriate one for the student. Its difference with respect to the aforementioned
proposals is that it permits offering the student concrete alternative learning elements
when those presented by default are not appropriate for him/her. This proposal presents
some advantages related to the structure of the suggested scenario and the encapsulation



684 M. Rey-López et al.

of adaptation information. On the one hand, it is modular both for individuals and sys-
tems. Each individual implied in the process has its own function. Moreover, it works
for every ITS on reception as long as the vocabulary creator had previously provided
it with inference rules according to its user model. Concerning the systems developed
up to now, it allows running adaptable courses in systems which do not understand the
proposed extensions.

As a future line of work, a method to compare the user profile stored in t-MAESTRO
with metadata describing learning contents is needed, with the purpose of selecting the
most suitable activities when more than one is offered in a given option. In addition
to that, t-MAESTRO should be able to update the user profile based on the informa-
tion collected by the LMS in the Data Model, related to the objectives of the studied
courses, and the metadata accompanying the elements the learner has studied. In order
to make this process easier, an ontology based on SCORM CAM to allow t-MAESTRO
reasoning over those elements has been already defined in [9].
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Abstract. Attention, which intervenes at many different levels such as the per-
ception of the environment and the allocation of cognitive resources, appears to 
represent one of the key factors of learning and working performance. This 
poster presents AtGentive, a project which aims at investigating the use of agent-
based ICT systems for supporting the management of the attention of young or 
adult learners in the context of learning and collaborative environments. 

1   Introduction 

Attention appears to represent one of the key factors of learning or working perform-
ance. The most effective learners and knowledge workers are often those people ca-
pable of filtering and selecting the most relevant information and at allocating their 
cognitive resources in the most appropriate manner. 

This ability to manage efficiently attention can be considered as even more critical 
in the new learning and working contexts [see for example 1, 2, and 3]. For instance, 
in an online learning setting, the learners are more on their own; they have less guid-
ance; and cannot situate themselves with others and adjust their behaviour. Even in 
presence of strong commitment, it is harder to evaluate optimal time allocation, and 
effectiveness of learning or collaborative processes. In this context, the learners have 
fewer points of reference to situate themselves, may not receive any direct pressure 
from a tutor or from their peers, and can more easily procrastinate, or engage into 
learning activities that are very ineffective. In the “knowledge economy”, employees 
are engaged in a multitude of projects involving a variety of actors from different 
horizons with which they have to collaborate. They also have to process more infor-
mation and solicitation than in the past, originating from a variety of sources, and 
available in different forms (news, email, instant messaging, etc.). Finally, they are 
more autonomous and more responsible for their lines of actions. As a consequence, 
the knowledge workers have more risk to be overwhelmed by too much information 
and too many interruptions, and also to manage inefficiently the execution of the 
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many tasks they have to accomplish for their work [1]. These new conditions typi-
cally results in a situation of information and cognitive overload for the learners and 
for the knowledge workers that represent a real challenge that need to be addressed so 
as to facilitate the setting up and the adoption of new methods of learning and work in 
the Information Society. 

The AtGentive project is born from the idea that such a challenge can be addressed 
with the help of ICT systems that are aware of this attentional dimension, and that are 
able to support the individuals or the groups at filtering and selecting the most rele-
vant information for them and helping them allocating their cognitive resources. Prac-
tically, the objective of this project is to investigate how to design such attention  
supporting systems, and in particular to explore how artificial agents, that may be 
embodied into artificial characters, can be used to provide more active and intelligent 
support to attention. 

The first part of this poster will present the AtGentive project: what are the objec-
tives of this project, what are the principles that will be used to design attention sup-
porting systems for elearning and collaborative working context. The second part of 
this poster will present how these principles are going to be applied to design and to 
test “attention support” in two applications: (1) AtGentSchool: an elearning applica-
tion for child education; (2) AtGentNet: an advanced virtual community platform 
supporting knowledge exchange of communities of distributed managers. The last 
part of this poster will conclude, and will indicate the future work.  

2   A Project Aiming at Supporting Individual and Group 
Attention 

2.1   An Overview of the AtGentive Project 

The AtGentive project explores the links between learning and attention and it in-
cludes: (1) the definition of a model of attention for the learner (low-level & high 
level, individual & social); (2) different mechanisms to capture or infer information 
about the state of attention (both at a low and high level) of the user in agent-
enhanced collaborative learning platforms; (3) Intervention mechanisms using atten-
tive agents informed about users attentional state, providing guidance, helping users 
to better manage their attention to achieve their learning objective,  reducing informa-
tion overload, and therefore improving the effectiveness of the learning & working 
process. 

More specifically, the important foci of the project include: 

• A model of attention of the user, and the support of this attention by attention 
informed systems. A deep understanding of attention (importance, impact, proc-
esses to support it, etc.) will be elaborated 

• The “sensing” of the environment and in particular the different means for col-
lecting information that can be used to profile the user’s attentional state. 

• The design of a set of mechanisms for supporting the management of the atten-
tion of users and groups (for instance enhancing the user perception). 

• The design of an artificial agent cognitive architecture able to proactively and 
intelligently support the user attention. 
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Practically, the technical infrastructures that will be designed in this project will 
consist in ICT platforms that are enhanced with different components (intelligent or 
not) providing different level of attentional support such as: 

• Components and approaches helping to enhance the perception of the user by 
filtering or emphasizing the information presented or delivered to the user, and 
therefore contributing to the reduction of information and cognitive overload. Ex-
amples of such approaches include the information design of the spaces facilitat-
ing the user perception, the use of visual tags emphasizing the most important 
items, or the ordering of the information according to the importance of the item 
(relevance for the user, freshness of the item, popularity of the item). 

• Components and agents facilitating the organization of learning and work proc-
esses. For instance, this support can be provided for the execution of activities in 
presence of multitasking, frequent interruptions, and large information sources. 
Examples of such mechanism include enhanced notification mechanisms and in-
terruption management (e.g. delaying a notification, or delivering it in a way that 
does not break the concentration of the user), and the support of task resumption 
(saving and restoring a context for a task that has been interrupted). 

• Intelligent agents and mechanisms able to coach the learners or the knowledge 
worker in reaching higher level of performance in managing their attention. 
These agents will in particular help the user to acquire attention management 
skills. Examples of  these agents and mechanisms can include the provision of 
statistics displaying the different activities of the user and the time he/she has al-
located to them,  but also proactive agent interventions making suggestions to the 
user (for instance the agent may suggest a new focus, or may encourage the user 
to adopt a more effective learning or communication practice) 

2.2   A First Sketch of the AtGentive Internal Architecture 

The agents, which may appear embedded in a artificial characters, are able to profile 
the learners' attentional state (short or long term) by observing their actions. On the 
 

 

Fig. 1. A first sketch of the AtGentive internal architecture 
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basis of this profile, Atgentive agents can assess, analyze, and reason about user’s 
attention, and provide assistance (for instance automating some tasks) and proactive 
coaching (assessment, guidance, stimulation, etc.).  

Fig 1. represents a first sketch of the AtGentive architecture that will be further 
elaborated and then implemented during the project. 

The main components of this architecture are: 

• The attention detection module which monitors and profiles the learner's atten-
tional state. 

• The attention reasoning module. This module represents the main intelligent 
reasoning part. Its function is to (1) Assess the situation; (2) Identify and build a 
selection of possible assistance and coaching interventions. 

• The Intervention module. The function of this component is to select and execute 
the interventions that are the more appropriate (having the maximum impact on 
the user, and do not unnecessary distract the user). 

• The interface. The user interface will rely on well designed interaction portals 
and artificial characters (artificial agents may intervene as embodied agents) that 
are attention “friendly”. 

3   AtGentSchool and AtGentNet: Two Applications Applying the 
AtGentive Principles 

Two different “attentive” applications are used to validate the principles elaborated in 
the AtGentive project: (1) AtGentSchool: an active elearning platform for child edu-
cation; (2) AtGentNet: an advanced virtual community platform. 

3.1   AtGentSchool: An “Attentive” Active Elearning Platform for Child 
Education 

AtGentSchool is an e-learning application for child education that will be built upon 
on the existing Ontdeknet system [4]. Ontdeknet is a learning environment founded 
on learning arrangement principles [5], an educational approach based on constructiv-
ism, situatedness, and active engagement into collaborative learning activities. 

The incorporation of the support of attention is expected to improve the effective-
ness of these systems by increasing the level of involvement of the learners, and lead-
ing to a more effective learning process. This objective will be accomplished by hav-
ing the opportunity to measure and to assess the individual activity and attention pat-
terns, during the learning arrangement, and later to allow adaptive adjustments to the 
learning objects and their interconnections. 

A number of advantages are expected for the AtGentSchool users:  

• The behaviour of the existing embodied agent (whose role is to help children 
through the learning process) will appear more natural to the user, which will en-
hance acceptance and prevent (the Microsoft dog) irritation. 

• The agent behaviour will become adaptive, resulting in more efficient guidance 
• Adaptation to the user is expected to enhance motivation 
• More effective guidance and higher motivation are expected to lead to more ef-

fective learning experiences 
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3.2   AtGentNet: An “Attentive” Advanced Virtual Community Platform for 
Supporting Knowledge Exchange 

AtGentNet will consist in the design of an advanced virtual community platform 
supporting knowledge exchange of communities of distributed managers, relying on a 
model structuring of the communication using spaces currently implemented in the 
ICDT platform [6]. 

The incorporation of the support of attention in the ICDT platform will result in a 
set of mechanisms helping to enhance communication and knowledge exchange in-
side the platform. 

Examples of mechanisms include: 

• Advanced communication filtering and management mechanisms helping to 
reduce the knowledge and information overload associated with interaction with 
the other members of the community. 

• Social awareness and translucence mechanisms displaying the activity happening 
in the community, helping to orient the attention of the users. 

• Advanced monitoring capabilities (capturing the actions of the users, and basic 
filtering about these behaviours conducting to the generation of events that can be 
exploited by human or artificial agents) 

• Artificial agents having some capacities to observe and to reason about the envi-
ronment and about the users and to intervene proactively. 

• “Attentional” expertise, allowing the agents to support managers in managing 
their own attentional state, both at the low level, and at the higher cognitive level. 

• Artificial character interface, displaying agents as an anthropomorphic characters. 

4   Conclusion and Future Work 

The project has already started, with the involvement of the end users, to draft a series 
of scenarios. Such scenarios explore different ways to provide support for attention in 
an ICT platform. A few of the mechanisms have already been incorporated into first 
prototypes. 

The AtGentive project is still at a too early stage to draw any definitive conclu-
sions. However we have already observed that the concept of attention, by providing a 
new angle of analysis taking into account deeply human cognition, appears to be very 
useful to guide the design of mechanisms addressing the real issues that people are 
facing today (such as information overload, and the complexity of user-computer 
interaction). In some cases the concept of attention has provided us with a new angle 
of analysis of existing mechanisms that were not initially intended for supporting 
attention. 

The second phase of this project, and its validation with the different pilots (one in 
schools, the second in a learning network), will help us to better understand which are 
the mechanisms supporting attention that are the most useful, and in particular will 
help us to assess the effectiveness of the new mechanisms (such as agent-based sup-
port) that will be elaborated for this projects. 
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Abstract. Learners have different learning styles, background knowledge, 
interests and alternative evolution of their learning over time, which makes 
ineffective offering the same packaged course to each learner. Learning should 
be a user-centred process focused on learning activities adapted to learner’s 
needs and preferences. However, authoring of adaptive courses traditionally 
requires massive customisations and complex design procedures. A 
methodological approach to support authors in designing reusable, platform 
independent, objective-based and adaptive courses has been defined at aLFanet 
project (IST-2001-33288). This proposal is only possible if educational 
standards (IMS-LD, IMS-MD, IMS-QTI, IMS-CP and IMS-LIP) are used. To 
test our approach, we have built a prototype which considers the full eLearning 
cycle (design, publication, use and auditing) based on pervasive use of the 
educational standards. In this paper, we describe the authors’ experience in 
aLFanet as well as the main lessons learned from running a course at UNED. 
Keywords: Metadata and Learning, Learning Objects, Learning Activities, 
Learning Design, Semantic Web, Pedagogy guidelines, Educational standards, 
Design templates, Adaptive eLearning. 

1   Introduction 

Learning should be a user-centred process focused on learning activities and 
objectives which can be adapted to learner’s needs, preferences, and learning 
evolution over time. To support this adaptive approach based on educational 
standards design guidelines are needed. A practical experience has been addressed by 
the aDeNu research group at aLFanet project (IST-2001-33288) to provide adapted 
online course delivery based on pervasive use of standards (IEEE-LOM, IMS-LD, 
IMS-CP, IMS-QTI and IMS-LIP) and several user modelling techniques in a multi-
agent architecture. The purpose here is not only to facilitate the implementation of 
courses based on explicit didactic methods (i.e. learning objects, learning activities 
and learning design) but also to face the entire life cycle (design, publication, use and 
auditing) of the learning process by offering adapted courses to each individual 
learner [1]. aLFanet allows the design of adaptive instructional design scenarios with 
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advanced pedagogical models described in terms of standards. These adaptive 
scenarios designed by the course authors are combined with runtime adaptive tasks 
which take into account the actual use of the course by students.  Furthermore, 
authors get sensible reports of the course based on learners’ interactions by comparing 
the design and the expected results with the actual use and performance. 

In this paper we describe the work done in aLFanet project to help authors translate 
the pedagogical and adaptation requirements to the learning process via the definition 
of design templates, learning scenarios and the use of educational standards.  

2   Authors’ Experience in aLFanet 

The design phase is the starting point for the learner’s driven process based on a 
strong pedagogical support and the combination of design and runtime adaptations. 
This process is performed thanks to the support given by the educational standards. It 
requires a four step process. First, to create the course materials as a set of learning 
objects. Second, to add metadata to those learning objects in order to be properly used 
in the course. IEEE-LOM/IMS-MD allows to specify what are the features of each of 
the learning objects used in the course. The third step is to define the instructional 
design (pedagogical support) to be applied in the course, which should be guided by 
learning objectives. To facilitate the specification of learning scenarios it is advisable 
to use learning design templates [4]. Finally, the fourth step is to build an adaptive 
scenario for the course, which allows delivering the course adapted to the individual 
learner needs from the combination of design and runtime adaptations.  

 

Fig. 1. Design phase process 

Educational standards help to describe the learning process in a structured and 
organised way and makes possible to reuse the course in any compliant platform. To 
facilitate authors the description of the learning process, a template was designed at 
aLFanet. The purpose here is to use typical instructional arrangements for concept 
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learning, assumed to be generic and applicable for any situation across problem 
domains. Concept learning approach [2] was selected because it is one the most used 
design setting and a considerable amount of experience based on research and 
practice has been accumulated so far.  

 

Fig. 2. Pedagogical guidelines for the concept learning template (high level activity diagram) 

Figure 2 shows the three instructional design tactics (presentation, exercising/ 
practicing and feedback) valid for all types of concept learning (i.e. concept 
definition, concept classification and causal-effect understanding). The Presentation 
tactic implies to arrange explanation for each learning objective. The Practice tactic 
includes activities to ensure that learners are able to understand a particular concept. 
The template supports two scenarios in the practice tactic: pure self-learning and 
explicit collaboration. It’s up to the designer to select and work out one or both 
scenarios for each practice. Feedback tactic aims to inform the learner about the level 
of performance, to determine remediation and/or to motivate.  

Moreover, in aLFanet we have specific scenarios, explicitly described in terms of 
IMS-LD made up of learning activities and materials (packaged in IMS-CP), well 
known types of users with their corresponding roles (tutor, learners, moderators, etc.), 
relevant features to define users’ profiles (learning style, knowledge, background, 
preferences, etc.)  (managed with IMS-LIP), clear learning objectives to achieve and 
measurements (defined with IMS-MD) to evaluate (using IMS-QTIs) the 
effectiveness of the adaptive tasks. In more detail, the IMS-LD allows to describe the 
advanced pedagogical models dealt within aLFanet. In turn, IMS-LIP is used as a 
solid starting point for building the user model and exchanging it with different 
components. IEEE-LOM/IMS-MD describes the learning resources which facilitate 
providing the most appropriate learning resource to a certain learner in a certain 
situation. IMS-QTI is used to generate adaptive questionnaires by applying selection 
and ordering rules based on metadata integrated in the LD. IMS-CP defines a 
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standardised set of structures to collect reusable content objects and packages the 
materials produced at the authoring tools. The intensive use of standards provides 
interoperability with different LMS. 

To provide adaptive eLearning capabilities to various types of users (learners, 
tutors, authors) along the eLearning life-cycle the instructional design templates that 
define the pedagogical needs of the course have been extended to deal with design 
and runtime adaptations. The construction process of an adaptive scenario consists of 
a sequence of steps with increasing levels of detail and possibilities for adaptation. 

The starting point is to build the skeleton of the design template (e.g. a design 
template for concept learning) and to perform what we call a differential analysis that 
guarantees the identification of users’ characteristics, course features, users’ groups 
characteristics. The second step, called material analysis, is an additional level of 
specification to state explicitly further characteristics of learning objects and services, 
which are strongly dependent on the course domain and the system level. It includes 
learning objects that have specific features that can be used in runtime adaptations and 
the relation among them by means of the objectives they address. The above two steps 
are focused on IMS-LD and, thus, easily described with it. On the other hand, the 
third step, called situated analysis, introduces the concept of learner situated in a 
course context, which are out of the scope of the IMS-LD. This is meant to consider 
extra features from the runtime environment like interaction items, learning item, 
users’ interaction events, link items, recommendation items, evaluation items, 
sessions, and a navigation path.   

3   A Course Experience in aLFanet 

UNED pilot site (adapted from a course on How to teach through the Internet1) was 
designed following the steps identified in Fig. 1 and using the authoring tools 
developed as open source at aLFanet project: LD AT2 and QTI AT3. The course flow 
is defined at design time based on the expected results of different questionnaires 
(learning styles, cognitive modality and pre-knowledge test) and the evaluation of the 
modules performed by the learner in the previous modules’ objectives (from the 
assessments questionnaires). The usage of standards in the course was as follows: 

• Learning objects characterised with IMS-MD (type, interactivity level, 
interactivity type, usage, difficulty level, format, duration). 

• Activity structures with associated environments and resources (IMS-LD). 
• Diversity in learning material and activities taking into account the properties 

defined in IMS-LD (inductive/deductive, beginner/advanced, visual/verbal 
learners) which are related to the learner profiles defined in IMS-LIP.  

• Users characteristic considered are cognitive modality, learning styles, 
interest, knowledge level, level of activity and similarity between learners 

• Learning objects and questionnaire items packaged in IMS-CP. 

                                                           
1 http://www.ia.uned.es/~jgb/docencia/apr-for/introduccion.html 
2 http://sourceforge.net/projects/alfanetat/ 
3 http://rtd.softwareag.es/alfanetqtitools/#QTIAuthor 
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• Banks of IMS-QTI items defined for learning styles and cognitive modality 
identification, pre-knowledge assessment, self-assessments, objective 
assessment, module assessment and final exam. 

• Learning objectives, which establish the corresponding relationships among 
IMS-LD learning activities and environments, IMS-MD learning objects and 
IMS-QTI items.  

The course was evaluated at UNED pilot site by 40 users. From the evaluation the 
following strengths were mentioned:  

• Dynamic adaptation and recommendations supplied 
• Flexibility of task order 
• Variety of different exercises and assessments 
• Good guidance and feedback by the use of tests (i.e. interactivity and direct 

self-assessment of the level of understanding of the course material) 
• Course material is adapted to each personal learning profile.  
The effectiveness of the learning process from the learners’ experience in aLFanet 

was rated positively, in the sense that it is possible to reach the learning objectives 
(obviously depending on the quality of the course contents). Week points were 
detected on the design phase. Authors asked for improvements of the authoring tools 
and more documentation explaining how to implement different adaptive scenarios. 

4   Lessons Learned 

First, there is a big difference between aLFanet and other LMS in the sense that 
central in the authoring process is the design created in IMS-LD. This design contains 
the pedagogical guidelines and logic for pre-designed adaptations, and provides the 
hooks and the information upon which the runtime adaptation bases its reasoning. 
Since the author’s design is to be applied in runtime, norms to be monitored during 
the execution of the course are needed to compare the real interaction with the author 
design, as well as metadata have to be added to activities, environment and learning 
objects to provide the appropriate material according to the design. 

Secondly, the authors’ feedback from the course experience gave special attention 
to the creation of assessments. Assessments pay an important role in the course design 
since a model focused on the student's performance in the learning process is 
commonly used. Authors suggested designing the course with a set of questions that 
will serve for the purpose of measuring the degree of understanding by the learner. 
Although aLFanet does not support the creation of question items (an external QTI 
compliant tool is used), it provides a QTI AT that allows the definition of dynamic 
questionnaires that can be adapted to each learner in terms of available metadata. 

Thirdly, the LD AT supports the definition of the course components and method 
in IMS-LD, generating the complete course package (IMS-CP) that contains both the 
course definition and the course resources (contents). It allows also the definition of 
rules for adaptation in IMS-LD level B. Moreover, the learning design definition can 
benefit from information derived from QTI questionnaires. 

To summarize, from the evaluation activities at aLFanet it was concluded that the 
design phase is experienced as a complex task. Although there are facilities addressed 
to the authors to define the instructional design and adaptations within a course (i.e. 
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the methodological approach provided in aLFanet and described in Fig. 1) there is 
still a need for a technical knowledge and skills in order to successfully orchestrate 
the pedagogical requirements in the course flow, experiencing adaptation 
requirements and open design that provides diversity in learning materials, open 
learning paths and user characteristics. 

5   Discussion 

The main conclusion after evaluating the prototypes in the different pilot sites is that 
although learners gave a high value to the adaptive features, authors were not very 
enthusiastic in developing adaptive learning scenarios based on educational standards 
due to the complexity of the process. For this reason, providing support to authors at 
design time is a critical issue. From the results of the evaluation it was shown that it is 
possible to create complex examples of adaptive instructional design by combining 
the expressiveness of IMS-LD together with other educational standards, and take 
advantage of existing services that make use of interaction data. However, despite the 
tools and documentation offered, only the university authors were capable of 
implementing the desired adaptation scenarios without support.  

The challenge, not yet met in aLFanet, is to have the tasks to be accomplished not 
only clear at a general level but also to facilitate the technical authoring, providing 
technical integration between the tools. It has to be mentioned that IMS-LD standard 
was delivered some months after aLFanet project started and no LMS gave (and 
neither now gives) fully support to the learning cycle [3]. 
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Abstract. In this paper, we will propose a framework for finding, 
recommending and inserting learning objects in a digital repository, exploiting 
the user context that is captured from the Learning Management System (LMS). 
The framework we propose builds on top of the ARIADNE service oriented 
architecture for learning object repositories, abstracting from the technicalities 
of low level metadata and resource management. As a case study, the 
framework has been applied in a university learning management system 
(SIDWeb). The intent is to exploit contextual information from the learning 
management system in digital repositories.  

Keywords: Service Oriented Architectures, Learning Management Systems, 
Recommender services. 

1   Introduction 

Learning Object Repositories are digital libraries with a special focus on storing 
resources that can serve in a learning scenario. As creating learning resources is 
expensive in time and hence in costs, it is vitally important that reuse of these 
materials is as easy as possible. Recently, a lot of effort has been put in standardizing 
both the metadata and services for describing and managing a learning object. 
Learning Object Metadata enables tools to attach properties on Learning Objects in a 
standardized way so that it does not matter where the metadata was produced, 
facilitating the reuse of the metadata. Standardization efforts like the Simple Query 
Interface [1] or the Open Archives Initiative for Metadata Harvesting [2] provide 
means to query or harvest repositories in a standardized manner so that searching 
materials over the boundaries of different repositories results in a critical mass of 
learning content that is now available.  

While most of the technical barriers for the sharing of learning objects have been 
eliminated, the whole process of sharing, that is publishing the metadata in a 
repository and finding relevant objects, is outside the workflow of the intended users. 
LORs are stand-alone entities, usually separated from the normal environment 
(usually a Learning Management System) where the instructor uploads learning 
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materials for his/her students. In this paper we will present an architecture that 
enables eLearning users to share their content automatically each time that they add it 
to their environments and to find new materials while they are working, rather than 
have to search for them. With this approach, we hope to create a scenario of 
publishing and finding resources that fit better in the workflow of an LMS user as 
he/she might already find a reusable piece of content before realizing the need for it. 
As an example of this deep integration we will glue together an existing Learning 
Object Repository (ARIADNE[3]) with a run-of-the-mill Learning Management 
System (SIDWeb[4]).  

2   Use Cases 

To extend the capabilities of SIDWeb (and other LMSs), we envision different 
scenarios where the work of the instructor or learner could be improved by the use or 
more sophisticated (tailored) learning object services. Those scenarios are 
summarized in the following use cases:  

• Instructor searching for new material  
• Instructor is creating content  
• Instructor is inserting a new object and gets recommended similar 

complementary objects. 
• Student is reading content and wants to explore more material  
• Teachers/students want to tag/annotate a learning object  

A major ingredient to be able to provide this use cases is capturing the context. The 
paper doesn’t aim to present a general way to deal with context, but will present an 
adhoc representation of the format of context as it is available in SIDWeb and most 
LMSs.  

3   Core Services 

In this chapter, we will present the core services necessary to provide 
implementations for the use cases presented above. Some of these services have 
already been standardized. The advantage of such a standardisation is that a repository 
that implements them can easily be plugged in a framework that consumes these 
services. These core services do not only make repositories more pluggable, they also 
intent to make them interoperable. Using these core services, repositories can be dealt 
with in a more generic way.  

With core services we aim to describe indivisible units of interactions that provide 
some basic interaction. That means services that do not invoke other services in the 
background. The needs drawn from our use cases will require 2 kinds of services:  

• Repository: User authentication and configuration management, insertion and 
searching for material 

• Third Party Services:  Metadata generation, keyword extraction, tracking 
services, etc. 
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In the following, we will go in more on detail on each of these services. For each 
service, a programming language-agnostic signature of the methods involved will be 
provided as well as a description of the context in which this service is to be used. 
Apart from that, we will outline in what specials cases exceptions can occur.  

3.1   Repository 

Session Management (SM) is the first core service and allows for making abstraction 
from access and security issues. A session will be identified by a token and can last 
either for a fixed period or forever. Session Management services provide means to 
request and terminate tokens that are used to invoke the other core services.  

For the query service, we will take over the methods provided by the Simple 
Query Interface (SQI) [1]. Using this standard a source can transport a query to 
target either synchronously or asynchronously. For more information about this 
standard, we encourage the reader to consult [6]. 

The insert service (IS) is a service that allows for inserting and updating resources 
together with a description into a repository. It offers an insertResource method that 
enables shipping a resource together with the metadata to a repository.  

Apart from the insert service that provides support for submitting the learning 
object and its metadata, there is also a need to submit user related information to the 
repository. The annotate service (AS) is meant to submit metadata about the usage of 
the object rather than the object itself. This information can be a comment written by 
a user, but it can also be a label that the user or the system wants to attach to the 
object.  

3.2   Third Party Services 

3.2.1   Translate Service (TS) 
This service will translate a word or a sentence into another given language, indicated 
by the parameter toLanguage. This specification of this service is agnostic about the 
way it is implemented. It can work with a small fixed set of keywords or can use a 
full-fledged dictionary in the background. Context is an optional parameter that meant 
to can solve ambiguity.  

3.2.2   Keyword Generator Service (KGS)  
This service will extract the keywords from a piece of free text. The array that is 
returned has the length specified by the amountOfKeyword parameter.  

3.2.3   Automatic Generation of Metadata (AMG)  
This service performs automatic metadata extraction from the content and context of 
learning objects.  More information about this service could be found at [5].  The 
most important function of this service is: 

3.2.4   Tracking Service (TS)  
With this service, applications can send data about the actions of users to a server. 
This information can help later with recommending materials to that user.  
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4   Tailored Services  

With tailored services, we target services that consume other services and are hence 
not atomic. The tailored services that will be described in this section are tailored to 
needs outlined in the use cases. Using these tailored services offers 2 main advantages 
over using core service.  

• Just like core service abstract from the way resources and metadata are 
managed by a repository, these services will hide the specific 
implementation of a service. In that respect the implementation of these 
services is not meant to be unaltered. The API that is offered by this service 
should be kept stable.  

• These services are designed so that they fit the needs and specificities of a 
LMS and hide the implementation details. It is thus easier to integrating them 
into an LMS.  

 

Fig. 1. An LMS can either directly access the core services or manipulate them through the 
tailored services layer 

4.1   Example Enhanced Search (EES)  

This service recommends new objects based on an already existing resource. An LMS 
invokes this service with a metadata instance and the context, describing e.g. the user 
of the course in which the object should be used. A valid metadata instance might be 
e.g. one that only contains the identifier (of an instance available in the digital 
library). This service will return a list of objects that are recommended.  
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4.2   Context Enhanced Search (CES)  

With this service the context in which a query is executed can be taken into account. 
Context information can be used here to provide better results and as input for a 
ranking algorithm. This service will first feed the context as text to the Keyword 
Generator Service, which will return a list of keywords. These keywords will next 
serve to enhance the query that will be sent to SQI. In practice, as most of the SQI 
implementations provide a keyword based query format, the query that will be sent to 
SQI will be a list of search terms. 

4.3   Automatic Insert Service (AIS)  

As a learning management systems focuses on how learning objects are used, we need 
a service that fits this approach. With this service, an LMS can submit a learning 
object together with information describing the context in which the object is to be 
used. With such a service being invoked in the background, a learning management 
system no longer needs to provide the metadata describing a learning object 
manually.   

4.4   Enhanced Annotation Service (EAS)  

This service will help to enrich the annotations made by the user, including into the 
annotation contextual information that facilitate the understanding of it by other users. 

5   Future Work  

This paper presents an analysis of the requirements of an LMS and derives from these 
requirements context-aware services.  Future work will focus on filling the gaps that 
this paper does not address: 

• A query language for SQI. Keyword based query languages are easy to implement 
and to use by an end user. A context enhanced search service could however 
benefit from a richer query language. As an example, it could use such a query 
language to limit queries to a given age span or discipline, using the information 
available in the context 

• Generalize Context. This paper uses as an example the contextual information that 
SIDWeb can deliver. In order for the framework to become useful in other 
learning environments, the schema that describes the contextual information the 
can be captured should be further enriched. 
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Abstract. According to the recently emerged, trialogical learning (TL)
paradigm, learners are collaboratively developing shared objects of ac-
tivity in a systematic fashion. In this paper we propose a basic learning
scenario according to the TL paradigm. With this scenario as gnomon,
we elaborate the technical issues that are raised for supporting it and we
propose a flexible novel method for defining various aspects of the group
knowledge.

1 Introduction

Classical learning theories are based either on the knowledge acquisition metaphor
(i.e. a learner facing a body of knowledge), or on the social participation metaphor
(i.e. a group of learners collaborate to assimilate a body of knowledge). Although
widely accepted, these theories do not provide sufficient models for capturing
innovative practices of both learning and working with knowledge (”knowledge
practices”). To address this problem, a novel theory emerged recently, called Tria-
logical Learning (TL) [6], that emphasizes on the collaborative knowledge creation
process. According to TL, learners are collaboratively developing shared objects of
activity in a systematic fashion. We could therefore consider as cornerstone of tri-
alogical learning the notion of shared objects, a notion that is quite general and
can capture a plethora of application scenarios. For instance, a video that records
how group members carry out their tasks, could be considered as a shared knowl-
edge artifact which the group could annotate (with free text or with respect to an
ontology), analyze and further discuss (e.g. for capturing tacit group knowledge).
Moreover, and more interestingly, a knowledge artifact could take a more formal
substance as in the case of documents (e.g. a survey paper), conceptualizations
(e.g. a data/knowledge base), or even software code exchanged within a group.
Hereafter we shall use knowledge artifact to refer to what is being created and/or
shared by a group of learners (and could be a set of words, documents, concept
maps, ontologies, annotations, etc).
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Models and techniques that allow diversification and flexible amalgamation
of different world views are still in their infancy. In this paper, we investigate
various ways to build emerging knowledge spaces within a ”Trialogical Learning”
scenario. In particular, we focus on the various methods to form the common
knowledge of a group by combining the individual knowledge of its members. The
provision of flexible methods for defining various aspects of the group knowledge
is expected to foster TL knowledge creation processes and could lead to the
development of tools that overcome the inelasticities of the current knowledge
creation practices.

2 Motivating Scenario for Trialogical Learning

A set of N research papers, say P = {p1, . . . pN}, is given to a set of K learners
A = {a1 . . . aK} who could be students, researchers, or co-workers in a company.
The goal of this group is to understand the topics discussed in these papers
and to build an ontology, say O, that represents the main issues discussed in
these papers. Moreover the group has to annotate these N papers according
to the derived ontology, i.e. specify d(p) for each p ∈ P where d(p) denotes
the description of p with respect to O. We could also assume that there is an
additional constraint saying that the ontology should not have more than C
concepts. The learners, hereafter actors, have to collaborate (synchronously or
asynchronously) in order to carry out this task.

Note that various combinations of (N, K, C) values describe different real-life
scenarios. For instance, (50, 1, 20) could describe what a MSc student should do
in order to write the state-of-the-art of his MSc thesis. Of course, this scenario
does not fall into trialogical learning, but is rather an instance of monological
learning (acquisition metaphor). Values like (150, 2, 50) might describe the col-
laboration between a professor and a graduate student for finding a topic for a
PhD thesis. Values like (100, 10, 10) may describe a group (comprising 10 mem-
bers) of a research lab that is trying to join a research area by studying the 100
related papers that have been published the last 5 years and trying to identify
the 10 main topics of the area (subsequently each member of the group would
be responsible for one topic). Finally, big values for K, say 1000, could model
the effort for developing an international standard.

A related rising question is whether the ”quality” of the result of this collabo-
ration (i.e. of O and d(p)’s) should be measured and if yes how. We can identify
two broad cases. According to the first, there is an external (human or machine)
observer who can grade the result, while according to the second there is not
any external party. For instance, we may assume that there is a certain ”solu-
tion” ontology (ideal or criterion), denoted O(i) that it is unknown for members
of the group. For example, O(i) could have been provided by a tutor if there
is one (or the tutor instead of one ontology he might have provided a set of
admissible ontologies). Subsequently, appropriate metrics could be employed in
order to measure the ”distance” between O(i) and Osi and at every point in time
(state si), so that the members of the group can judge if they progress or not.
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Of course not only the group work but also the individual work could be graded.
Recall that according to [7,2], for effective collaborative learning, there must be
”group goals” and ”individual accountability”. Based on the successful results
of experiments reported in [2]: fifty percent of each student’s individual grade
was based on the average score (of the group members) while the remaining fifty
percent of each student’s grade was individual.

In the case where there is not any external party we could probably only mea-
sure the degree of agreement between the members of the group. If OA expresses
the knowledge that all members of A accept to be correct, then the bigger OA

is, the better the group goes (assuming there is not any other constraint like C
in the previous scenario).

3 General Principles and Issues

This section discusses issues that are important for supporting the previous
scenario. In particular, Section 3.1 introduces personal and shared knowledge
artifacts and clarifies their relation, while Section 3.2 shows how a set of learners
can interact on the basis of the shared knowledge artifacts. Finally Section 3.3
synoptically discusses additional issues.

3.1 Personal Versus Shared Knowledge Artifacts

To abstract from representation details we shall hereafter use the term knowledge
base (KB) to refer to an ontology or to an ontology-based information base (i.e.
to a set of objects annotated with ontological descriptions).

Although trialogical learning focuses on shared artifacts, learners should be
able to construct and evolve their own models. Let KBa denote the knowledge
base of an actor a. Now let KBA denote the ”shared” (or common) knowledge
base of a set of actors A. The important issue here is the relation between KBA

and KBa (for a ∈ A). Below we identify three broad cases:

– UNION-case. Here KBA is obtained by taking the union of the KBs of all
participants, i.e.: KBA = ∪{ KBa | a ∈ A}. Note that KBA could be
inconsistent if there is a notion of consistency. For example, if the task is to
annotate a video with argumentative maps, then consistency is not a very
strict issue. If on the other hand the task is to develop an ontology (for
subsequently building a bibliographic database) or a software module, then
consistency is a very important issue.

– INTERSECTION-case. Here KBA is obtained by taking the intersection of
the KBs of all participants, i.e.: KBA = ∩{ KBa | a ∈ A}, so it comprises
statements ”accepted” by every participant.

– QUANTITATIVE-case. Here KBA is defined by a quantitative method, e.g.
it may comprise all sentences that are accepted by at least a percentage of
the actors. Obviously, UNION and INTERSECTION are special cases of
this case.
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3.2 Interaction Through Knowledge Artifacts

Suppose that we want to design and develop an application for supporting var-
ious forms of collaboration (e.g. asynchronous and synchronous) and supports
private and shared knowledge artifacts. Figure 1 sketches a possible UI for that
application that could serve as a proof of concept and as a gnomon for identifying
and analyzing the associated technical requirements and challenges.

The UI is divided in two main areas: the left area allows managing the personal
space, while the right area allows managing the group space. In the left area
each learner is free to do whatever she wants, so everything is editable in that
area. The right area shows the shared artifacts and this area is the key point
for collaboration and for supporting trialogical e-learning. For instance, and
assuming the scenario described earlier, each user may develop her own ontology
at the left area, while the right window shows the group ontology O (according
to the method that O is derived from the personal ontologies).

Group SpacePersonal Space

+ -

Fig. 1. An indicative UI for trialogical E-learning

The relationship between personal space and group space is very important.
The button labeled by ”→” allows a user to copy the desired parts from her
ontology to the group space. The button labeled by ”←” allows a user to copy
the desired parts from the group ontology to her personal space.

An option that keeps the button ”→” permanently pressed would allow syn-
chronous collaboration in the sense that every change at a learner’s ontology is
immediately reflected (propagated) to the group ontology (e.g. blackboard-based
collaboration). Symmetrically, an option that keeps the button ”←” permanently
pressed would propagate the changes on O to the personal space. This is not
reasonable if O is defined by union, but it could be reasonable if O is defined by
intersection or quantitatively. Deletions are handled analogously.

3.3 Auxiliary Functionalities

Above we have sketched the basics of a trialogical e-learning scenario. Of course,
the scenario (and the UI) can be enriched with a plethora of auxiliary function-
alities. Below we identify the most important ones according to our opinion:
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– The group space view could be customizable, e.g. instead of showing the
group ontology, one participant may want to see the ontology derived by
considering the ontologies of only a subset of the participants. In general,
the shared knowledge base could be defined with a set theoretic expression
over subsets of A. For example, K({a1}∩{a2})∪({a3}∩{a4}) could capture the
scenario where two groups (a1, a2) and (a3, a4) collaborate in the sense that
the joint work of each group is integrated. Moreover, the group space could
be optionally managed by a person whose role would be to accept or reject
the changes that the participants forward to the group ontology.

– The provenance of every statement should be saved and be available at any
time (e.g. this link was added by learner a2). Moreover, the participants
should be able to annotate every element of their personal or group space.
The annotations could be textual or ontology-based.

– Usability is always a very important issue. For instance, by placing the mouse
on top of an element of the group ontology, a balloon should open showing
who provided this info (or what percent of the actors agree with this). More-
over the visualization of knowledge artifacts is a very important, challenging
and open issue (some related issues are discussed in brief in [4,8]).

– The UI could be enriched with teleconferencing services allowing the partic-
ipants to discuss in real-time while using the system.

4 Concluding Remarks

This paper described a specific scenario for collaborative knowledge creation in
the spirit of the trialogical learning paradigm. According to this scenario the
group knowledge base is formed by combining the KBs of the participants ac-
cording to various methods. The provision of flexible methods for defining various
aspects of the group knowledge is expected to enhance synergy in the knowledge
creation process and could lead to the development of tools that overcome the
inelasticities of the current knowledge creation practices. An indicative UI was
sketched enabling us to scent the most important issues that are raised for its
realization.

We plan to further investigate and experiment with these issues in the context
of the Knowledge Practices Laboratory (KP-Lab) project (co-funded by the IST
programme of the EU 6) and on the basis of the RDF Suite [1,3,5].
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Abstract. ARiSE is an exciting IST project funded under the 4th Call for 
proposals that will develop a new technology, the Augmented Reality Teaching 
Platform (ARTP) by adapting existing augmented reality (AR) technology for 
museums to the needs of students in primary and secondary school classes. 
Building on existing open platforms, the new technology will promote team 
work, collaboration between classes in the same school or even remote 
collaboration between schools in different countries in a learner-centered 
approach. Using 3D presentations and user-friendly interaction techniques will 
lead to better understanding of scientific and cultural content coupled with high 
student motivation.  

Keywords: Augmented reality, e-learning, open platform, 3D, IST, FP6. 

The project aims at integrating an AR teaching platform into the everyday 
environment of teachers and students, displaying audiovisual and multi-media content 
in line with the needs identified by education experts and researchers in the relevant 
areas. A major part of the project work is dedicated to the development of tools 
necessary for the easy production of content by non-AR-experts, to facilitate 
deployment in different countries of Europe at a moderate effort. Market analysis and 
suggested product development activities will be elaborated within the project. 

At the same time, ARiSE benefits from an enlarged Europe, as the majority of the 
consortium members are chosen from relevant organizations in the new member 
states. The platform and example scenarios will be implemented independently of the 
countries involved. Two representative schools from two different countries in Europe 
(Lithuania and Germany) are partners in the consortium and will test the platform in 
realistic pedagogical scenarios. Research results will be validated using sound 
research methodologies from all addressed research areas.  

Other schools from Romania and Malta will also participate in the testing but will 
not be formal partners in the project. Summer schools will provide intensive testing 
scenarios with students from schools not involved in the project. Furthermore, school 
classes will be invited to visit the participating research facilities and participate in 
single day events. The project therefore aims at integrating an AR teaching platform 
into the everyday environment of teachers and students, displaying audiovisual and 
multi-media content in line with the needs identified by education experts and 
researchers in the relevant areas. 



710 M. Bogen, J. Wind, and A. Giuliano 

1   Main Objectives 

The main objective of the ARiSE project is to test the pedagogical effectiveness of 
introducing augmented reality (AR) into the classroom and creating collaboration 
between remote classes around AR display systems. ARiSE will develop an AR 
platform and associated pedagogical use cases, enabling teachers to develop, with a 
moderate effort, new teaching practices for teaching scientific and cultural content to 
their primary and secondary school classes. The aim is to give to a group of students a 
possibility to ‘play’ with the virtual objects and thereby perform learning by doing 
instead of learning by reading. 

1.1   Detailed Objectives 

The above main objective can therefore be split into the various areas that define also 
the work that is being done throughout the project. 

Adapt existing AR platform and applications to school specific needs  
ARiSE will develop a new type of teaching aid, namely an Augmented Reality 

Teaching Platform (ARTP). Based on the experience with existing augmented reality 
display systems  and software toolkits for museums the ARTP will evolve through 
adaptation, integration and new developments in hard- and software. It will focus on 
the specific needs of students for interaction with three dimensional objects and using 
real objects together with superimposed information. 

Develop associated use scenarios promoting team-work between students in a class 
and between classes in different countries 

Realistic pedagogical scenarios will be developed for the use in European primary 
and secondary schools where students will work in groups collaboratively. The ARTP 
will thus support team-work in the same class as well as remote pan-European 
collaboration. 

Develop tools for easy use of an AR platform by teachers (with very moderate effort to 
use existing or to create new content adaptable easily to local curriculum) 

The project will develop tools for content creation and modelling of the teaching 
material, consisting of virtual objects and a description of their behavior. Such tools 
must enable didactics experts, authors of school books or movies, or even teachers, 
who might have no computer programming background, to model a dynamic virtual 
environment in a realistic way.  

Demonstrate pedagogical effects of AR platform supported exercises (on the 
motivation of learner, on the quality of transfer of knowledge) 

The ARTP will be designed and developed to deliver better understanding of scientific 
or cultural content, high student motivation through more comprehensible presentations 
and more intense social interaction in learning groups. Results will be measured in schools 
in 4 member states. The ARTP will therefore be developed together with a sound concept 
for didactics and pedagogy in these new teaching situations.  

Enhance task modelling to deliver a fully user-centered new teaching aid 
One objective of this project is to build a design framework able to support 

usability of interactive systems oriented on user tasks. The framework will be based 
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on a structured corpus of heuristics and design guidelines, with application-domain 
specific heuristics at the top and usability guidelines at the bottom. It will also be 
designed to serve in the evaluation process.  

2   High-Level Architecture 

An overview over the architecture of the project is shown in figure 1. On the left side 
of the picture the ARTP is presented, surrounded by students. The real teaching object 
is located in the center on a table with semi-transparent mirrors above it; so the real 
object is presented with overlaid 3-dimensional information.  

The teacher ‘stands’ in the back, supports the students and answers questions. In 
the beginning when the new teaching platform has to be evaluated for its ideal 
application in class, the teacher and students will give feedback to a didactics and 
pedagogy expert and the teacher will get hints from this person.  

Through the network connection one platform reaches another platform at a remote 
location and allows the concurrent teaching of two groups in different countries, 
whereas the teachers mediate between the different students. For homework and 
follow-up course work the students use their PCs, PDAs, or laptops at home to deepen 
the understanding of the learned content. 

 

Fig. 1. High-Level Architecture   

3   Content and Research Prototypes 

Scenario 1: Process Visualization 

A class of students in a school has to learn about a specific scientific content, for 
example a human digestive tract. The students will form a group around the 
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augmented reality display system. A normal plastic model will sit in the middle while 
dynamic generated pictures illustrate the digestive process. The teacher can either 
explain or stand in the back to answer questions. Students can learn about the 
digestive process, the functionality of organs and their arrangements by watching the 
visualization, but also by intervention. They can watch different virtual food to be 
processed, inflict malfunction on certain organs, and they can virtually dissect the 
whole system. So the students influence the virtual demonstration and through this, 
the visual presentation of the model. Having understood the principles, they can 
download their generated protocol data and take the virtual models home for their 
homework. The assignment could be to answer questions about the digestive process, 
using the data and images from the virtual model generated in class. 

Scenario 2: Construction with Guidance  

In education it is mostly desired to have the students actually do something actively 
(for example build something) instead of just watching. One may think about a 
chemistry class where students should learn about the complex reaction of some 
isomer hydrocarbon with some halogen. These reactions are not only fundamental for 
plastics production, but also depend vitally on the participating molecules’ structure 
in 3 dimensions. Once again the students will work in a team around a table. Unlike 
the first scenario the students will be able to touch real objects, i.e. the molecule 
toolkit components. The augmented reality display system in the middle will guide 
the students in building the molecules by visualizing hints.    

Scenario 3: Tele-Presence and Remote Discussion 

A third way to use the system would be remote collaboration in between classes of 
different countries. For this scenario the display system will be enhanced by cameras 
and microphones, used not only for augmentation but also for video conferencing. So, 
the classes can teach each other historical events important to Europe. Both classes 
will have the same augmented reality display set up in their classroom and both use 
the same ‘real object’: a physical map of Europe. In a preparative class or homework 
assignment the students of both classes prepare the historical background of their 
specific topic, like dates, lines of borders, reasons for events etc. Then both classes 
build up the scenario they want to show and develop the necessary augmenting 
projections. Finally, both systems go online. The students now share not only the 
view at the map and the augmentation, but they can also use speech and gestures, as 
they are able to watch the other group in the conferencing set-up. Now the teaching 
class summarizes their gained knowledge for the other one and explains events and 
course of action. The augmentation shows political developments or border lines. 
After the presentation the students can discuss the facts and ask questions. The 
teachers assist in answering questions, moderate the discussion and help with possible 
problems arising from language barriers. 

4   Project Partners 

− Fraunhofer Gesellschaft (FhG IMK), Germany 
− Siauliaui University, Lithuania 
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Fig. 2. Design of  the ARiSE poster for ECTEL poster session 
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− AcrossLimits, Malta 
− Institutul National de Cercetare-Dezvoltare in Informatica (ICI), Romania 
− Czech Technical University in Prague, Czech Republic 
− Siauliai City Juventa Basic School, Lithuania 
− Freundes-und Förderkreis des Rabanus-Maurus-Gymnasiums Mainz e.V., 

Germany 
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Abstract. This paper outlines how the Network of Excellence in professional 
learning (PROLEARN) influences European and world-wide research in the 
area of technology enhanced professional learning. Two new European projects, 
iCamp and Prolix serve as excellent examples of the impact of PROLEARN. 
The establishment of the professional learning cluster (PRO-LC) that bases on 
PROLEARN and its results further proves the urgency for a European wide 
organization in the area of research in technology enhanced professional 
learning. 

1   Network of Excellence in Professional Learning – PROLEARN 

While eLearning is increasingly influencing university and workplace education in 
Europe, several critical issues still have to be solved in order to achieve the full 
potential of technology enhanced learning in many of these learning scenarios. The 
EU/IST FP6 PROLEARN Network of Excellence in Technology Enhanced Learning 
(http://www.prolearn-project.org/) is focussing on these issues, and advancing the 
state of the art in this area, through a large concerted effort of more than 350 research 
institutions and companies working together in the PROLEARN Consortium and as 
PROLEARN Associated Partners. The PROLEARN key areas cover the use of 
software systems like brokerage platforms and services, appropriate business models 
and networks for specific markets, and advanced workplace arrangements integrating 
eLearning and knowledge work management with social software. Key issues also 
involve advanced production, deployment and exchange of professional learning 
resources and the use of these learning resources for professional training in small and 
medium-sized enterprises (SME) and larger companies. 

It is the goal of the PROLEARN Network of Excellence to substantially increase 
the interlinking between these communities and to integrate the various research 
communities as well as eLearning providers and companies through joint research, 
grand challenge workshops, best practice forums and initiatives for enhancing the 
quality of eLearning in crucial application areas. In the context of the PROLEARN 
Academy, the PROLEARN summer schools specifically target young researchers and 
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professionals to advance their knowledge on the state of the art in technology 
enhanced learning, as well as their networking in a joint research environment y. The 
PROLEARN Virtual Competence Centre embeds consulting services, dissemination 
and networking initiatives between research and company partners, and tightly couple 
advanced research and application scenarios for technology enhanced (workplace) 
learning in the PROLEARN context [5].  

Two PROLEARN driven results clearly show the impact of its identified future 
developments inside and outside the participating partners. Inside the consortium, 
PROLEARN established a new working area on Social Software to address the 
emerging research issues. Based on the understanding that knowledge management 
and professional learning are tightly coupled, the PROLEARN partners will 
investigate the use of social software in the context of professional workplaces and 
how it supports the creation of social networks and communities.  

While social software was not intended to be used in the context of Professional 
Learning a lot of challenges are raised by the enormous acceptance of these 
technologies by the people. The integration of social software within learning 
management systems and professional learning settings requires an intensive 
discourse between practitioners, professionals, and scientists from both. The 
established project iCamp (http://www.icamp-project.org/) addresses these needs in 
its research by creating an infrastructure for collaboration and networking across 
systems, countries, and disciplines. It is specifically targeting higher education, 
research bases on constructivist learning theories that put emphasis on self-organized 
learning, social networking and the changing roles of educators. 

The area of competence modelling, development and the integration into 
professional learning is also one of the established focus areas in PROLEARN. It is 
becoming obvious that competency models can facilitate the combination and 
integration of work and learning scenarios. In this context, PROLEARNs partner were 
able to successfully propose the EU/IST funded integrated project PROLIX 
(http://www.prolixproject.org/) that aims to combine business with learning 
processes. The past has proven that effective business operations can only be reached 
by critically rethinking organizational structures and business processes focussing on 
an optimized relation to internal and external target groups [4]. Promising concepts 
for the acceleration, cost reduction and transparency of business processes result from 
the process-oriented approaches such as Business Process Reengineering [2] and 
Continuous Process Improvement [3; 7]. The implementation of enhanced or new 
(designed) processes – usually supported by adequate ICT infrastructure – shall lead 
to the targeted improvements of efficiency and effectiveness. While setting up such 
new processes, the impact of knowledge and competence is still frequently neglected 
or at least not well supported. As the knowledge at the workplace affects exceedingly 
the execution of business processes and its performance, it should be in the centre of 
contemplation: The employees act as a central resource that holds the companies 
“intellectual asset”. Thus, their current qualification as well as the constant 
enhancement of their knowledge constitutes an important precondition for process 
optimization and its benefits. Therefore, the inherent mutual interdependencies 
between business processes and corporate training ask for accommodation by 
developing methods, technologies and tools to implement this linkage.  
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In order to leverage the true potential of technology enhanced learning within 
companies, PROLIX considers tight integration between corporate training efforts 
and the business processes carried out at the workplace of paramount importance.  

Furthermore, the newly established professional learning cluster (PRO-LC) 
integrates the relevant European projects in the area of professional learning to 
achieve an even tighter integration of the European research area. PRO-LC facilitates 
activities of the participating projects in areas like dissemination and standardization, 
but also aims at identifying new research topics and striking up new research areas. 

Naturally is PROLIX together with PROLEARN a founding member of the PRO-
LC cluster. How these projects will work together within the PRO-L cluster will be 
described in the next chapter.   

2   Professional Learning Cluster – PRO-LC 

The Professional Learning Cluster (PRO-LC – http://www.professional-learning-
cluster.org/) clusters the major European research projects in the area of Technology 
Enhanced Learning focusing on professional learning. It is driven by the recognition 
of the EC that the communication between research areas must be one of the priorities 
in Europe [6]. In establishing and organising the cluster, we put into practice the 
suggestions of communicating European research as developed by the European 
Commission and outlined in [1]. Beside PROLEARN, iCamp and PROLIX the cluster 
consist of the IP PROLIX, APOSDLE and TENCompetence, the Specific Targeted 
Research Project COOPER, BASE2 as well as the affiliated projects “Embedding 
ICT/Multimedia Standardisation Initiatives into European Vocational Training 
Development Strategies” (Leonardo-da-Vinci), EUCAM (Multilingual 
Communication in European Car Manufacturing). The close cooperation of these 
projects will increasingly strengthen European research and industry in the area of 
technology enhanced (professional) learning, e.g. through joint work in 
standardization bodies like CEN/ISSS and IEEE, e.g. the standardization of the 
Simple query Interface (SQI) for federated search. 

Each project targets specific aspects of technology enhanced professional learning. 
For example, PROLIX will provide solutions for the modular combination of 
eLearning environments with business process modelling tools, TENCompentence 
(http://www.tencompetence.org) will support lifelong competence development of 
individuals, teams and organisations by developing a service-based and open source 
European infrastructure. APOSDLE (http://www.aposdle.org/) will enhance 
knowledge worker productivity by supporting informal learning activities in the 
context of knowledge workers' everyday work processes and within their 
computational work environments. 

The main goals of the professional learning cluster are the provision of a forum for 
communication within the projects, joint forces in dissemination and best exploitation 
of results, standardization, and sharing research results with the focus on future 
developments in TEL. The participating projects are supported by the European 
Commission. 

Joint activities include coordination and dissemination actions. Apart from the 
standard tool for cooperation like joint mailing lists, we envision joint project 
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meetings and workshops to exchange and discuss the research findings and identify 
new challenges. Furthermore, we will jointly identify and define target groups and 
ways on how to promote our findings among them to bridge the gap between science 
and implementation in real learning environments. The target groups will enable the 
cluster to promote its findings tailored to the requirements of each group, thus 
improving the throughput of research findings from academia into industry. At the 
same time, this linkage of industry and academia will allow for the simplified intake 
of requirements from the industrial and economical world into research, so that the 
influence of industry on ongoing and emerging research fields improves significantly.  

3   Conclusion 

This paper outlines the evolution of PROLEARN inside the consortium and outside. 
With the establishment of the research area on social software PROLEARN tackles 
the most recent and emerging future research needs stemming from combining 
advanced knowledge management with professional learning. By focussing on 
competency modelling and knowledge workers PROLEARN establishes a tight 
coupling also into the third key are of professional learning, namely direct business 
and industry needs. The PRO-L cluster will provide the necessary sustainability for 
PROLEARN to carry its work on after the initial EU funding in an established 
excellent joint European research network. 
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