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Preface

We are delighted to present the proceedings of the 9" Asia-Pacific Network
Operations and Management Symposium (APNOM S2006) which was held in Busan,
Korea, on September 27-29, 2006.

Recently, various convergences in wired and wireless networks and convergence of
telecommunications and broadcastings are taking place for ubiquitous multimedia
service provisioning. For example, broadband IP/MPLS wired networks are actively
converged with IEEE 802.11e wireless LAN, IEEE 802.16 Wireless MAN, 3G/4G
wireless cellular networks, and direct multimedia broadcast (DMB) networks. For
efficient support of service provisioning for ubiquitous multimedia services on the
broadband convergence networks, well-designed and implemented network operations
and management functions with QoS-guaranteed traffic engineering are essential. The
Organizing Committee (OC) made the timely selection of “Management of
Convergence Networks and Services” as the theme of APNOMS 2006.

Contributions from academia, industry and research institutions met these challenges
with 280 paper submissions, from which 50 high-quality papers were selected for
technical sessions as full papers, and 25 papers as short papers. The diverse topics in
this year’s program included management of ad-hoc and sensor networks, network
measurements and monitoring, mobility management, QoS management, management
architectures and models, security management, E2E (end-to-end) QoS and application
management, management experience, NGN (next-generation network) management,
and IP-based network management.

The Technical Program Committee (TPC) Co-chairs would like to thank all those
authors who contributed to the outstanding APNOMS 2006 technical program, and
thank the TPC and OC members and reviewers for their support throughout the paper
review and program development process. Also, we appreciate KICS KNOM, Korea,
and IEICE TM, Japan, for their sponsorship, as well as IEEE CNOM, IEEE APB,
TMF and IFIP WG 6.6 for their support for APNOMS 2006.

September 2006 Young-Tak Kim
Makoto Takano
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QoS-Aware Fair Scheduling in Wireless Ad Hoc
Networks with Link Errors’

Muhammad Mahbub Alam, Md. Mamun-or-Rashid, and Choong Seon Hong"~

Department of Computer Engineering, Kyung Hee University
1 Seocheon, Giheung, Yongin, Gyeonggi, Korea, 449-701
{mahbub, mamun}@networking.khu.ac.kr,

cshong@khu.ac.kr

Abstract. To provide scheduling in wireless ad hoc networks, that is both
highly efficient and fair in resource allocation, is not a trivial task because of
the unique problems in wireless networks such as location dependent and bursty
errors in wireless link. A packet flow in such a network may be unsuccessful if
it experiences errors. This may lead to situations in which a flow receives sig-
nificantly less service than it is supposed to, while other receives more, making
it difficult to provide fairness. In this paper we propose a QoS-aware fair
scheduling mechanism in ad hoc networks considering guaranteed and best-
effort flows in the presence of link errors. The proposed mechanism provides
short-term fairness for error free sessions and long-term fairness for the errone-
ous sessions and allows a lagging flow to receive extra service and a leading
flow to give up its extra service in a graceful way. It also maximizes the re-
source utilization by allowing spatial reuse of resource. We also propose a
CSMA/CA based implementation of our proposed method.

1 Introduction

A wireless ad hoc network consists of a group of mobile nodes without the support of
any infrastructure. Such a network is expected to support advanced applications such
as communications in emergency disaster management, video conferencing in a
workshop or seminar, communications in a battlefield. This class of mission-critical
applications demands a certain level of quality of services (QoS) for proper opera-
tions. Also due to the distributed nature of these networks providing a fair access of
resource to multiple contending nodes is an important design issue .

Fairness is an important criterion of resource sharing in the best effort Internet, es-
pecially when there is a competition for the resource among the nodes due to unsatis-
fied demands. In fair scheduling each flow f is allowed to share a certain percentage
of link capacity based on its flow weight indicated as wy. Let W, (¢1, t2) and W (t1, 12)
denote the aggregate resources received by flows f and g respectively in time interval
[t1, 2] and w; and w, are the flow weights of the flows f and g respectively. The
allocation is ideally fair if it satisfies (1)

k This work was supported by MIC and ITRC Project.
™ Corresponding author.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 1-10, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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W, (1) Wg(tl.tz)‘: 0
Wf w

)]
g

However, most of the research works assumed error free wireless link which is not
realistic. In the wireless environment, a packet flow may experience channel error and
the transmission may not be successful. Thus the bursty and location dependent error
in wireless link may make the existing fair scheduling algorithm inapplicable. There-
fore, the goal of ad hoc network fair scheduling is to make short burst of location-
dependent channel error transparent to users by a dynamic reassignment of channel
allocation over small timescales [14]. Specifically, a backlogged flow f that perceives
a channel error during a time window [t;, t,] is compensated over a later time window
[t)', ;'] when f perceives a clean channel. Compensation for f involves granting addi-
tional channel access to f during [t;', t,'] in order to make up lost channel access dur-
ing [t;, t;], and this additional channel access is granted to f at the expense of flows
that were granted additional channel access during [t;, t,].

Providing QoS in Wireless ad hoc networks is a new area of research. Existing
works focuse mainly on QoS routing which finds a path to meet the desired service
requirements of a flow. In this paper we consider a mix of guaranteed and best effort
flows and investigate fair queueing with QoS support for the network. The goal is to
guarantee the minimum bandwidth requirements of guaranteed flows and to ensure a
fair share of residual bandwidth to all flows.

In this paper we focus on the fair scheduling issues in a hoc network in the pres-
ence of channel errors. We develop a fairness model for wireless ad hoc fair schedul-
ing to deal with channel error. We also implement the model in a distributed manner
by localizing the global information required by the nodes.

The rest of the paper is organized as follows. Section 2 describes related works. In
Section 3 we explain the network model and problem specifications. Section 4 de-
scribes the proposed mechanism and is followed by the details of the implementation
of the proposed mechanism in section 5. Section 6 presents the simulation and results.
We conclude in section 7 by conclusion and future works.

2 Related Works

Fair queueing has been a popular paradigm for providing fairness, minimum through-
put assurance and guaranteed delay in wired network [1], and in packet cellular net-
works [2] — [4]. Recently some techniques have been proposed to incorporated fair
queueing in shared channel, multihop wireless networks [5] — [7]. Also, providing
QoS in wireless ad hoc networks is a new area of research. Some of the research
works also incorporated both QoS and fair queueing in ad hoc networks. Both QoS
guarantee and fair queueing in ad hoc networks have been proposed in [8] and [9].
Also some of the works provide fairness with error compensation, e.g., [13], [14],
[15] and most of these are proposed based on the support of base stations.

In [13], channel-condition independent packet fair queueing (CIF-Q) is proposed.
Each session is associated with a parameter called lag to indicate whether the session
should be compensated. If a session is not leading and the channel is error free at
its scheduled time, its head-of-line packet is transmitted; otherwise, the time slot is
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released to other sessions. The problem with CIF-Q is that the leading sessions are not
allowed to terminate unless all their leads have been paid back, regardless of whether
such terminations are caused by broken routes. This property makes CIF-Q an inade-
quate solution for ad hoc networks, because a connection may be broken.

The Idealized Wireless Fair-Queueing (IWFQ), and the Wireless Packet Schedul-
ing protocol (WPS) are proposed in [14]. In this paper the base station calculates the
number of slots per frame, each flow can use, based on the weight of the flows. If a
flow experiences channel error at its allocated time, the base station tries to find a
flow that can exchange its slot with the flow within the frame; and the error session of
the flow is compensated at a later frame. The mechanism is not suitable for ad hoc
networks, as it requires the presence of a base station.

In [15], QoS-aware fair scheduling is proposed for mobile ad hoc networks in the
presence of error; and based on the channel condition estimation, a flow may either
transmit or give up its allocation to others. When this flow perceives an error free
channel it will have packets with smaller service tag than that of its neighbors’ and its
packets will be transmitted first. The problem with this protocol is that after recovery
from error a flow exclusively accesses the channel until its virtual time catches up
with other flows. Also the service release of a leading flow is not graceful.

3 Network Model and Problem Specifications

In this paper we consider shared channel, packet-switched, multihop wireless ad hoc
networks where the hosts are not mobile. There is contention for channel among mul-
tiple nodes and errors in wireless link are location dependent and bursty in nature.
Therefore, some hosts may not be able to transmit data due to channel errors even
when there is backlogged flows on those hosts while others may have error-free chan-
nels and can transmit data in that time.

We define the error-free service of a flow as the service that had been error-free. A
flow is said to be leading if it has received channel allocation in excess of its error-
free service. A flow is said to be lagging if it has received channel allocation less than
its error-free service. If a flow is neither leading nor lagging, it is said to be in sync.

During a period of channel error, error-free flows will receive more service than
their fair share, while a flow with errors will receive no service. Since the virtual time
of a session increases when it receives service, this may result in a large difference
between the virtual time of an erroneous flow and that of an error-free session. We
address the following issues of ad hoc network fair scheduling with channel errors:

i) If flow f; exits from errors, and is allowed to retain its virtual time, then it will
have the smallest virtual time among all flows. Then f; will exclusively access the
channel until its virtual time catches up with those of other flows and all the other
flows will receive no service.

i) If flow f; exits from error, and its virtual time is updated to the system virtual
time V(*), then error-free flows will not be penalized and f; will never be able to re-
gain its lost service, resulting in unfair behaviors.

iti) The compensation of all lagging flows should not take same amount of time re-
gardless of their weights, and violate the main idea that larger weight implies better
service.
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iv) The extra service releases by a leading flow should be graceful to guarantee
short-term fairness.

4 Proposed Fair Scheduling Mechanism

We now describe a new approach to QoS-aware distributed fair scheduling model in
ad hoc networks. This model is fully distributed, localized and local scheduler at each
node has a certain level of coordination with its neighboring nodes. And this does not
require any global information propagation and global computation. The mechanism
is as follows:

1) Maintaining Flow Information within Two-hop Neighborhood: Each node
maintains two tables for the proper operation of fair scheduling. One table is to keep
the flow information of two-hop neighbors, say flow_table and is kept sorted accord-
ing to service tag of the flows. The fields of the table are node_id, flow_id, ser-
vice_tag, s; and lag. Another table, compensation_table, contains the compensation
tag of the lagging flows. The fields of the table are node_id, flow_id and compensa-
tion_tag and kept sorted according to the compensation_tag.

2) Assignment of flow weight: We assume that both guaranteed and best-effort
flows exist simultaneously in the network. Flow weights are assigned based on [16]:

Weight of QoS flows, wy Weight of Dbest-effort
flows, wy
For 1 = 1 ton { For 1 = 1 tom {
w =Ming/C +(C-YMing) /(n + m) wp =(C = (Ywg) *C) /m
if w*C > Reqgr }
Wy = C/Reqr
else
Wy = W
}
m = number of QoS flows m = number of best ef-
C = Link Bandwidth fort flows

We consider a multi-hop flow consists of number of single hop flows and the flow
weight is not fixed for the path; every forwarding node assigns a different weight.
Over time, based on the current flows within two-hop neighbors, the weight may
change, otherwise either the network utilization or the fairness will be poor.

3) Tagging Operations: For each flow f we use the SFQ [10] algorithm to assign
tags for the arriving packets: a start tag and a finish tag.

4) Path Registration: To provide guaranteed service a routing protocol should find
a feasible path. AODV [11] is one of the most widely used table-based and reactive
routing protocols. But AODV is designed to find a feasible route only. Therefore, to
support QoS we need to modify AODV. To ensure QoS, AODV is modified to sup-
port two types of schemes: admission scheme and adaptive scheme. In admission
scheme a feasible path should provide the required minimum bandwidth, while in
adaptive feedback scheme the source is informed about the minimum available band-
width so that the source can adapt its transmission speed.
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To initiate QoS-aware routing discovery, the source host sends a RREQ packet
whose header is changed to <model-flag, required bandwidth, min-bandwidth, AODV
RREQ header>. The model-flag indicates whether the source is using the admission
scheme or the adaptive feedback scheme. When an intermediate host receives the
RREQ packet, it first calculates its residual bandwidth. If the model-flag is set to
admission scheme, the host compares its residual bandwidth with the minimum re-
quested bandwidth. If its residual bandwidth is greater than the minimum bandwidth,
it forwards this RREQ. Otherwise, it discards this RREQ. If the model-flag is adap-
tive, the host compares its residual bandwidth with the min-bandwidth field in the
RREQ. If its residual bandwidth is greater than the min-bandwidth, it forwards the
RREQ. Otherwise, it updates the min-bandwidth value using its residual bandwidth.
Finally the forwarding node temporarily stores the flow. When a node forwards a
RREP message it assigns a flow-weight to the flow and stores the flow information.

5) Channel Error Prediction: Perfect channel-dependent scheduling is only possi-
ble if a node has accurate information about the channel state. The location-dependent
nature of channel error requires each node to monitor its channel state continuously,
based on which the node may predict its future channel state. To do this, each node
periodically measures the signal-to-noise ratio (SNR) of the channel. If the SNR value
falls below a predefined threshold, the channel is considered as error-prone.

6) Lead and Lag Model: The purpose of the lead and lag model is to determine
how much additional service a lagging flow is entitled to receive in the future in order
to compensate service lost in the past and how much service a leading flow should
relinquish in the future in order to give up additional services received in the past.
Also, the lag of a lagging flow is incremented on a lost time slot only if another flow
received its service and is ready to release this service.

To represent the amount of lead and lag service of a flow we use a parameter called
lag. The value of lag of a lagging flow is positive, it is negative for a leading flow and
zero otherwise.

When a node f; perceives an erroneous wireless link and it is the turn for one of its
flow to transmit, the node does not transmit. Instead one of its neighbors, f;, which
perceives a good channel and has the immediate higher service tag (lagging flows get
higher preference than leading flows) will transmit. Both of the flows will either ini-
tialize (if they just become lagging and leading) or update their lag value.

7) Compensation Model: The compensation model is the key component of ad hoc
network fair scheduling algorithm in the presence of errors. It determines how lagging
flows receive extra service to make up their lag and leading flows give up their lead to
relinquish extra service. The compensation model should take into account the fol-
lowing two conditions to ensure short-term fairness:

1) The service releases by a leading flow should not be more than a certain fraction
of its received service.

ii) The lagging flows should receive the extra service in proportion to their flow
weights. That is, flow with largest lag should not receive more service irrespective to
its guarantee rate.

To achieve graceful degradation of service of a leading flow, it relinquishes a frac-
tion of services allocated to the flow. We define a system parameter oo (0 < a < 1) to
control the minimal fraction of service retained by a leading session. That is, a leading
flow can give up at most (1 — a) amount of its service to compensate for lagging
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flows. Each leading flow, f;, is associated with another parameter, called normalized
service received by the leading flow, s;. When a flow becomes leading, s; is initialized
to av; (v; is the virtual time of f;) and s; is updated whenever f; is served.

On the other hand, lagging flows should have higher priority to receive extra ser-
vice to compensate their loss. And such compensation is possible because leading
flows give up their leads. To provide short-term fairness we distribute these additional
services among lagging flows in proportion to the lagging flows weights. To accom-
plish this we use the compensation virtual time, c¢;, which keeps the track of normal-
ized amount of compensation services received by a flow while it is lagging. When
flow f; becomes lagging c; is initialized according to (2)

c,=|max(c., min {f, | lag, >0} @
i k k
ke A

8) Scheduling Mechanism: For scheduling the flows we use a table driven, back-
off based approach which uses local information and local computation only. With the
tagging operation and a method of exchanging tags, each node has the knowledge of
its local neighborhood. These tags are stored in tables and are ordered so that each
node can learn whether that node itself has the minimum tag and therefore has to
transmit next. The basic scheduling mechanism is as follows:

i) When a node finds one of its flows f; has the minimum service tag and the flow is
not leading or leading but did not receive a minimum fraction of service, then the
packet at its queue is transmitted. However, if f; is leading and already receives mini-
mum service, it does not transmit its packet to give up its lead to a lagging flow. If
there is any lagging flow within two-hop neighbors of the flow, then the flow f;, which
has the minimum compensation tag among the lagging flows can transmit its packet,
otherwise f; transmits its packet.

ii) After the packet to transmit has been determined, the virtual time of f; is up-
dated. If f; is leading but receives services due to graceful degradation, s; is updated to
s; + L,. If f; is served and the overhead is charged to f; where (i # j), then the lag val-
ues are update by lag; = lag;— L, and lag; = lag; + L,,.

iii) When a flow just becomes lagging its compensation_tag, c; is initialized by (2)
and updated every time a lagging flow gets compensation service by ¢; =¢; + L,/ w;.

When flow f; becomes leading its s; is initialized by s; = av; and updated every time
it gets service due to graceful degradation by s; = 5; + L,/ w;.

9) Table Update: Whenever a node hears a new service tag for any flow on its ta-
ble or a new flow, it updates the table entry for that flow or adds this flow information
on its table. Whenever any node transmits a head-of-line packet for a flow, it updates
that flow’s service tag and compensation tag in the table entry.

5 Implementation of the Proposed Mechanism

In this section, we describe a distributed implementation of the proposed mechanism
within the framework of CSMA/CA MAC architecture. Our implementation is based
on the method used in [8] and we incorporated the channel errors with this addressing
the following practical issues:
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1) Message Exchange Sequence: In this mechanism, each data transmission fol-
lows a basic sequence of RTS-CTS-DS-DATA-ACK handshake, and this message
exchange is preceded by a backoff of certain number of minislot times. At the beg-
ging of each transmission slot, each node checks whether it has a flow with minimum
service tag. The flow with the minimum service tag is transmitted based on the rules
explained next. To allow multiple flows to transmit simultaneously and to reuse the
channel we assign a backoff value to flows like [8]. But we assign backoff value first
to lagging flows and then to leading flows otherwise the leading flows will further
increase their lead. The value of the backoff timer of flow f; is the number of flows
with tag smaller than the tag of the flow f.

If the node does not hear any transmission then it decreases backoff value by one
in each minislot. If the backoff timer of f; expires without overhearing any ongoing
transmission, it starts RTS to initiate the handshake. If the node overhears some ongo-
ing transmission, it cancels its backoff timer and defers until the ongoing transmission
completes. In the meantime, it updates its local tables for the tags of the ongoing
neighboring transmitting flow. When other nodes hear a RTS, they defer for one CTS
transmission time to permit the sender to receive a CTS reply. Once a sender receives
the CTS, it cancels all remaining backoff timers (for other flows) and transmits DS
(other motivations for DS have been explained in [12]). When hosts hear either a CTS
or a DS message, they will defer until the DATA-ACK transmission completes.

2) Transmission of Packet Based on Sender and Receiver’s Table: To schedule a
flow, a node should know the flow information of the neighbors of sender and re-
ceiver. This information needs to be combined and known by the sender to make the
scheduling decision. A straight forward solution would be to broadcast the receiver’s
table to the sender periodically. However, significant overhead will be induced if the
table is large and updated frequently. In our design we assign the backoff time of each
flow based on table of both sender and receiver as in [8].

3) Exchanging Slot of an Erroneous Flow with another Flow that Perceives a
Good Channel: In the absence of centralized scheduler, it is very difficult to ex-
change a transmission slot because the node, that is experiencing the errors, cannot
convey this message to its two-hop neighbors. We consider a different approach for
solving this problem. If the packet of flow f, which has the minimum flow tag, is not
transmitted within the first minislot, then we consider that the flow is experiencing
channel error. So the flow f; with immediate higher service tag (as mentioned earlier
we consider first the lagging flows and then the leading flows in ordering) will trans-
mit the packet. As a result, f; and f; will become the lagging and leading flows respec-
tively. Flow f; will increase its service_tag and lag value and flow f; will decrease its
lag value. But this approach will create another problem, because now the neighbors
could not identify whether f; is experiencing channel errors or it has another neighbor
(which is not a neighbor of f;) with flow that has smaller flow tag than f;. This problem
arises because of the distributed nature of the ad hoc network fair scheduling. Here we
generalize both of these two cases. Whatever the reason is as flow f; is getting chance
to transmit before f; we consider f; as lagging flow and f; as leading flow. This as-
sumption will further increase the fairness of the scheduling mechanism.

4) Compensation of Service: A leading flow can releases its extra service, when
the flow gets chance to transmit (has the minimum service tag) but its lag; < 0 and it
already receives it minimum fraction of service. We assume that all of the two-hop
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neighbors have the information regarding flow f;, it is known to all that f; should relin-
quish its extra service in this slot. Therefore, the next flow will be selected from one
of the lagging flows (if there is any) and determined based on the compensation_tag
instead of service_tag. Therefore, once a leading flow has the minimum service tag
which has to release its extra services, backoff values are assigned only to lagging
flows and as a result one of the lagging flows is scheduled to transmit its packet.

5) Propagation of Updated Service Tag: In order to propagate a flow’s service tag
to all its one-hop neighbors in the node graph and reduce the chance of information
loss due to collisions during the propagation, we attach the service_tag, compensa-
tion_tag and s; for flow f; in all four packets RTS, CTS, DS and ACK. However, we
do not use the updated tags for flow f; in RTS and CTS packets, since RTS and CTS
do not ensure a successful transmission. When the handshake of RTS and CTS is
completed, we attach the updated flow tag in DS and ACK, to inform neighboring
nodes about the new updated information of the current transmitting flow f;.

6 Simulation and Results

In this section, we evaluate our proposed algorithm by simulation and we measure the
fairness property of our algorithm. The flow graph used in the simulation is shown in
figure 1. There are four flows where each of flow f; and f, makes contention with all
remaining three flows respectively. Reusing of wireless resource allows flow f; and f;
to be transmitted simultaneously and thus increases the throughput of the networks.
Each of the flows starts at time 0. Flow f;, f> and f; experience error-free wireless link
and fj experiences a wireless link with error.

Ji E VE

Fig. 1. Example flow graph used in simulation

Figure 2 and Figure 3 show the simulation result of our proposed mechanism. In
Figure 2, we consider all the flows are experiencing error-free wireless channel.

In Figure 2(a), all the flows are best-effort flows and have the same weight. So, all
flows have got the equal share of the bandwidth. In Figure 2(b), flow f; is guaranteed
flow and all other flows are best-effort flows. Flow f, has the minimum bandwidth
requirement of 0.2C, where C is the link bandwidth. So the flow weights are w, = 2
and wy = w; = w; = 1. Accordingly, flow f, got double share than the other flows.

In Figure 3, flow f; is experiencing an erroneous channel during time interval 4 to 9
seconds and so in this period flow f; does not receive any service. Figure 3(a) shows
that, at that time f; receives the service (lost service of f) and as f; and f; can transmit
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Fig. 2. Simulation results with error-free channel (a) All flows are best-effort (b) Flow f, is
guaranteed, all others are best-effort
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Fig. 3. Simulation results with error in wireless channel (a) all flows are best-effort and (b) flow
f, is guaranteed flow and all the other flows are best-effort

simultaneously, so f; also receives extra service. As the graph shows the lost service
of f; is compensated at time 11 and 13 seconds, which justify our proposed algorithm.
In Figure 3(b), f> is guaranteed flow and all other flows are best-effort flows. And
flow f; experiences erroneous channel during time interval 4 to 9 seconds and later its
service is paid back by flow fi, f and f; those who received the extra service earlier.

7 Conclusions

In this paper, we proposed a distributed fair scheduling algorithm for providing
scheduling service in wireless ad hoc networks with errors in wireless link. Our pro-
posed mechanism provides a compensation model for flows that experience an erro-
neous channel, and allows the flows to get their lost service at a later time. It also
ensures that a leading flow can give up its extra service in a graceful way. Also we
considered the presence of both QoS and best-effort flows simultaneously in the net-
works. Our proposed mechanism satisfies the minimum bandwidth requirement of
guaranteed flows and provides a fair share of the residual bandwidth to all flows. As a
future work, we like to apply our proposed algorithm to mobile ad hoc networks.
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Abstract. In this paper, we propose two mechanisms, differentiation by backoff
exponent and differentiation by the size of contention window, for IEEE
802.15.4 sensor networks to provide multi-level differentiated services in
beacon-enabled mode with slotted CSMA/CA algorithm under non-saturation
condition. Mathematical model based on discrete-time Markov chain is
presented and analyzed to measure the performance of the proposed
mechanisms. Numerical results show that the delicate tuning of throughput
could be performed by differentiation by backoff exponent while differentiation
by the size of contention window gives more effect for differentiation of
throughput.

Keywords: sensor networks, service differentiation, Markov chain.

1 Introduction

The success of wireless sensor networks as a technology depends on the success of
the standardization efforts to unify the market and avoiding the proliferation of
proprietary and incompatible protocols that will limit the size of overall wireless
sensor market. Since IEEE 802.15.4 standard for low data rate wireless personal area
networks (LR-WPAN) supports small, inexpensive, energy efficient devices operating
on battery power that require no infrastructure to operate, it is considered as one of
the technology candidates for wireless sensor networks [1]-[2].

The standard supports two network topologies, the peer-to-peer topology in which
devices can communicate with one another directly as long as they are within the
physical range and the star topology in which devices must communicate through a
central controller device commonly referred as PAN coordinator. It also defines two
channel access mechanisms depending on whether a beacon frame is used to
synchronize communications or not. In the beacon enabled networks, slotted carrier
sense multiple access mechanism with collision avoidance (CSMA/CA) is used and
the slots are aligned with the beacon frame which is sent periodically by the PAN
coordinator. On the other hand, in the non-beacon enabled networks, unslotted
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vised by the IITA (Institute of Information Technology Assessment).
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CSMA/CA is used and no beacon frame is used. Since the central device manages the
networks in general and the PAN coordinator can act as the network controller and
the sink to collect data from sensor nodes, for sensor network implementation, the star
topology operating in beacon enabled mode appears to be better suited than the peer-
to-peer topology operating in non-beacon enabled mode.

The related researches deal with the operation of PAN operating under 802.15.4 in
the beacon enabled mode under saturation condition [2-6] and non-saturation [7].

In sensor network, multiple queues cannot be used and only packets with small size
are transmitted dues to the characteristics of the devices. Therefore, the priorities have
to be considered in a slightly different way compare to those using multiple queues in
one node. In this paper, we propose two mechanisms for modified 802.15.4 sensor
networks which provide multi-level differentiated services for each and every device.
To investigate the performance of the proposed mechanisms, mathematical model
which is based on discrete-time Markov chain is presented. By analyzing the Markov
chain, we obtain the probabilities that the medium is idle when the device is sensing,
the probabilities of attempting transmission, throughputs, delays, and drop
probabilities for different priority classes.

The rest of the paper is organized as follows. In Section 2, we propose the
operating mechanisms, and the mathematical model for the proposed mechanisms is
presented in Section 3. Even though several performance measures such as delay and
packet drop probability can be considered, we present the throughput performance
only in Section 4. Section 5 provides the numerical results.

2 Priority-Based Service Differentiation Scheme

In this section, we propose two mechanisms for service differentiation. The 802.15.4
sensor network model that we are considering is operated in the beacon-enable mode
with slotted CSMA/CA algorithm. The structure of the superframe under 802.15.4 is
illustrated in Fig. 1 and we consider contention access period (CAP) portion only
under the non-saturation mode. We assume there are Q+1 different priorities classes
and a wireless PAN with n nodes which is composed of 7, nodes

contention-access period
AP

=Talalslel zTalalo

inactive I

Fig. 1. The structure of the superframe under IEEE 802.15.4

1e duration (SD)

beacon interval (BI)

0
in each priority ¢ class, in other words n = an , where g denotes the priority taking
q=0
integer values in [0,Q]. Throughout the paper, we assume that each and every device
has its own priority which does not change during a superframe and the packet
transmission is completed during the superframe. We assume that packets are
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generated by Poisson process with arrival rate 4, for each device in priority g class

and each device has a finite buffer so that the newly generated packets are dropped
when the buffer is fully occupied. Then the probability that the device does not have
an empty queue after transmit a packet is given by min(l,4,E(D,)) , where E(D,) is

the average service time of priority g class. Denote it by p, and note that p, =1

implies the saturation mode. Furthermore, we assume that if the transmitted packet
collides, the packet will be dropped and the device will try to transmit a new packet in
the head of the queue if there is a packet waiting for transmission.

Since we conjectured that the parameters, the size of contention window and
backoff exponent, will give different effects on IEEE 802.15.4 wireless sensor
network performances, we consider two service differentiation mechanisms by
varying values of these two parameters. In both differentiation mechanisms, we apply
the scheme which chooses the random backoff counter differentially in each stage. In
other words, during the ith backooff stage, the backoff counter is randomly chosen in
[Wii, Wi-1] rather than [0, W;-1], W;=2" W,... This scheme may reduce the collisions by
waiting more time before sensing and gives better chance to access the channel to a
device with early backoff stage. Even though the combined mechanism of the
proposed two mechanisms can be considered, we consider the mechanisms separately
in this paper. In the following subsection, we describe the mechanisms in detail.

2.1 Service Differentiation by the Size of Contention Window (CW)

Let the priority of classes are given by
classQ < class(Q-1) < --- < classO, €))

where < is the symbol for the order of priority, in other words classO and classQ are
the highest and the lowest priority classes, respectively. Then we differentiate the CW
value of each service class, class(g), by CW[g] which satisfies the following relation:

CW[0]<CW[l]<:--<CW[Q] 2)

The relation in Eq. (2) is intuitively clear since a device with smaller CW value will
take better chances of transmission than the device with larger CW value in general.

Compare to conventional 802.15.4 MAC protocol where every device initiates the
CCA procedure with the same CW value, the proposed mechanism performs the CCA
procedure with different CW value according to the request of the device.

2.2 Service Differentiation by Backoff Exponent (BE)

Differentiation by BE is as similar as differentiation by CW. In this mechanism, we
differentiate the BE value of each service class, class(g), by BE[g]. With the relation
of Eq. (1), the corresponding BE values have to satisfy the following relation:

BE[0] < BE[1] < -+- < BE[Q] 3)

The relation in Eq. (3) is also intuitively clear since devices with smaller BE values
will take better chances to access the channel than those with larger BE values. The
difference between conventional 802.15.4 and the proposed mechanism begins at the
backoff stage 0 by choosing a random backoff counter in different range.
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Fig. 2. Operation of the priority-based service differentiation mechanisms

2.3 Operation of Priority-Based Service Differentiation Scheme

Fig. 2 describes the operation of the proposed scheme. Due to the space limitation, we
do not explain the operation step by step.

3 Analytical Model

To analyze the proposed mechanisms, we introduce the following two stochastic
processes for a given device in the priority g class. Let n(q, t) and b(g, t) be the
stochastic processes representing the values of NB and the value of the backoff
counter and/or contention window, respectively, at time ¢ and denote e for empty
buffer. Note that NB represents the backoff stage within the range of [0, m+1], m =
macMaxCSMABackoffs. Then {(n(q, t), b(q, t)e), (n(q, t), b(q, t))} forms a multi-
dimensional Markov process defining the state of the head packet in the queue at the
backoff unit boundaries. Since we are assuming that every and each device has its
own priority which does not change in a superframe and the packet transmission is
completed in the superframe, without loss of generality, each of the processes (g,
t),b(q, t) can be written simply as n(?), b(t) during the superframe. Then the
corresponding state space is denoted as follows:

Q ={(0,by(),e),(n(t),b(1)),(m+ 1,0)| 0<n()<m, 0<by(1) <W, -1,
—CWlql<b@)<W,-1,i=0,---,m, n(t), by(t), and b(¢) are integers},
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where W, = 2°F19 W, = 2'W,, and (0, by(t),e)is the state of the device with empty
buffer. In the proposed model, when the queue is empty the backoff counter is chosen
randomly in [0, Wy-1]. If a device is in the state (0,i,e) and the new packet arrives, the
state is changed to (0,i). If the new packet does not generated until the state becomes
(0,0,e), the backoff counter is choose again randomly in [0, W,-1]. In addition, the
state (i, j), i€ [0,m], je [O,W,—1], and (i,—j), i€ [0,m], je[L,CW[q]], denote the
device in the mode of decreasing backoff counter and sensing the channel,
respectively.

Let  and N(J) be the unit of backoff period and the number of packets arrived
during the backoff period, respectively. Then the probability that at least one packet
arrives in 0 time interval is given by

P =1-¢™, )

The state transition diagram of these states is illustrated in Fig 3. For the simplicity
of the notations, we use the transition probabilities P(i, j, | i,, j,) instead of

- P, R N v, v,
1-P, 1-P, 1- P, 1-P,
<~ m < T < lbw,-2.)< 0w, —1.c]
w, P P P
P, 1 Wiw, N2 Wiw ’ Wiw
~— (01 (02 < < Qw,—2 )< (ow, -1
]2, 1-a, l-a, (-ea,.)p,
[ U AR U g NSPRNT R BV e
ol I I, I '
1w =y ] /W =],
Lo 0] < see Qw1 )+ (Cw, J=< »-- < (w1
Lo I1-a, 1-a, (-a,)p,
(-] > 2] ==+ =>[0-@+n] > L-g J———=
-a, n0-p,)
ol b . L
VL -wo ] w, -wn ],
N\Ly(l \Loz1 N \Ltl,, \L"‘w
yw, -w, 0] yw, -w, )],
e i I RO el I R TR
m, 0 —w - -« -ea,.)p,
(1) 2m2) —seee >m-G@-D)—=>[m-a ]
o, W2 W, S S (A-a, )= p|)
" 1
< [

Fig. 3. Markov chain model

P(n(t+0)=i,b(t+9) = j In(t)=i,,b(t)=j,) . Then the one-step transition
probabilities are given as follows:

P0,j-1el0,j,e)=1-P, P(0,j,el0,0,e)=(1-P)/W,, je[O,W,-1], (5)

P(0,j10,j,e)=P, P(O,jlm+l,0):pq/W0,je [0,W, —1], 6)

PG, j—11i, j)=1, ie[0,m], je [LW, 1], @)

Pi,-(j+Dli,—pH)=1-e.,,, i€[0,m],je [0,CW[q]-1], ®)

Jj+l2



16 M. Kim

PG+1LW,, —kli,=j) =0, W, -W),
ie[0,m—1],je[,CWIq]l, ke [LW,, -W]1, (9)
P(0, j1i,~CWIql) = (~-a,.)p,/W,. ic[0.m]. je [0.W,~1],  (10)
P(0, j,eli,~CW[ql) = (-, 1= p,)/W,, i€ [0,m],je [0,W,~1], (11)
PO, j.elm+1,0)=(1-p,) /W, je [0.W, —1], (12)

and Pm+10lm,—j)=c,,,, je[0,CW[q]]. (13)

Jj+l2

In the equations, a;,j= 1,---,CW[q]+1, is the probability of the channel be busy
in jth CCA procedure at the states (i,—j), i=1,---,m, j=0,---,CW[q]. To find out
these probabilities, we consider the probabilities P, , |, P, ;, and Fc,_;which are

the probabilities of channel idle, successful transmission of other device, and collision
of other devices, respectively, when a device in ¢ class is sensing. Then we have the
following equations:

Q
P = [T A=z a-z)" " =— H(l‘T) (14)

i=0,i#q ‘1 i=0

[Y [Y] [Y]
P,i=y mz-z)"" T a-zp"a-zp" -z,a-2)" " [ a-z)" a5
i=0

=0, j#i i20,i%q
and Fe, =1=-F , = Fs,, (16)

where 7, is the probability that a device in the priority g class transmits during a
backoff period and p, is the probability of the queue is not empty which is given in

Section 2.
Let T, and T, be the average durations for successful transmission and collision

after the final CCA procedure, respectively. Then T and 7, are given by

!
T T +Tpa(ket wa('k +17 ack and T T +T]7(1(k(f +tnazk ’ (17)
where Ty, , T,s Tower » Lu » and 2/, are the average durations of transmitting the

header (including MAC header and PHY header), packet transmission, waiting time
for ACK for successful transmission, time for receiving ACK, and waiting time for
ACK for unsuccessful transmission. Then the probability of the channel busy in the
Ist CCA procedure which is determined by either successful transmission of one
device or collision out of n-1 devices is given by

P, T, +P. T,

al S,n—1 C,n-1 (18)
Iy 5+PS:1 lT +PCan

I,n—1

and subsequently we obtain the following probabilities of channel idle during the jth
CCA procedure:

l—aj =P,,n_,j_1(1—051), j=1---,CW[ql+1 (19)
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Since all of the states in Q is positive recurrence and the system is stable,
there exist the stationary probabilities {b,; ,.b; ;,b,.,:i€[0,m], j, € [0,W, —1],

Jose? Vi 2 U
Jje [-CWIq],W, —1]} of the discrete-time Markov chain which is defined by
by ;. =limP(0,b(t) = j,e), b, ; =lim P(n(t) =i,b(t) = j),

0,j.e
and b =limP(n()=m+1).

m+1,0

Let b be the stationary vector, i.e.

b:(b0,0,e’bO,I,e’...’bO,W(,fl,e’bO,fq’bO,f(qfl)’ : bo o’bow : bo,%,l,[%,,,,,“',[%,m,l,' : "bm,ﬂ," : "hn,wfwbmn,o)-
Then it satisfies the following equations:
m W;—1
bP=b and D > b, +Zb0/e o =1 (20)
i=0 j=—q

where P is the transition probability matrix when € is ordered lexicographically. To

k 1-1
simplify the equations, let A, = Za, [H (1—0(,)]. Then by Eq. (20) and through
1=1 r=1

complicated calculation, we obtain the following relations:

bo=b,== bi,WH = Aéw1q1+1b0,0’i =L-m, (2D
CWigl+l
b1 = Z b, oy = Acmvrfl[q]ﬂbo,o (22)
I=1
W, - ; . .
bi,f _WACW[q]HbO,O’l =Lem, j=Woy, e W, -1, (23)
= H<1 ~0) ALy ibogsi =1 um, j=1,-,CWiql, (24)
1-(1-Pp)"~ 1 .
by, =—————Bby+—A=P)by,,),j =0, W, -1, (25)
q WO
) . 1 CW(ql+1
where B is given by B= W(l -p,) (l-e, )Z cwigi T =P I)ASw 1 -
0 r=l1 0

Furthermore, b, is calculated as

-y V' 1-a-R)" |
bo,oz{TBJ (I_TW (1- P)] 0,0.¢ * (26)

q

[1]

, for

1—(1—R,)OBJ {l_l_(l;#wi(l_pq)] in Eq. (26) by

q 0

Denote {

q

notational simplicity. Then substituting Eq. (26) into Eq. (21)-Eq. (25), b ;, ,
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jelLWy—11, by,
Therefore, substituting these into the 2nd part of Eq. (20), we obtain b,,, as follows:

ie[l,m], je [-CWI[q],W, —1], b, can be expressed by by, -

—_—_ 1 1-P)*-(1-P) 1 _
by :|:(B:'1 +W(1_P¢1)][;(1+quvo —B])+#+§VVO(VVO —1)(1+C1:.1)J
0

2
/ E
-1
Ac+l _A":::Z Ac+] _A:'::] —_
S+ |+e(m)+d(m)+C(q)-| 1+ ——+-E, | , (27
1-A,,, 1-4,,
where C(q),C,,d(m), and e(m) are defined
9. _J g+l
by Cip= [[a-a,). C = p,,]‘[(l o >Z v F— P, A ,
j=1 r=l
m  W-1 W J
d(m) = Zl: ; Wow Af,ﬂ ,and e(m) = ZI:W Aq+l , respectively. By substituting
i=lj - i i-1 I

Eq. (27) into Eq. (26), we obtain b, and subsequently the stationary probabilities
{b b, ;3b,p 1€ [0,m], j, € [0,W, —1]j € [-CW[q],W, —-1]} from Eq. (21)-Eq. (25).

0.jg.e Vi
With these stationary probabilities, we find the probablhty that a device in the priority
g class transmits during a unit backoff period is given by 7, = Zbi.— .

i=0

4 Performance Analysis

4.1 Throughput

Let ps and pg, be the probabilities that a successful transmission occurs by any
priority class and a successful transmission occurs by a device in the priority g class

in a unit backoff period, respectively. Then these probabilities are calculated as
follows:

Y] T 9
—nZ L[] -z, and py, =— p, ge10.01,

=Ty hl012k 1- B

where p, is the probability of channel idle which is given by

[9] Q0
pr=]la-7z)". n=>n, . (28)
k=0 k=0

Let p, be the probability that the channel is sensed busy in a unit backoff period
which is given by p, =1-p,. Then p, —p, is the probability that the channel is
sensed busy by collisions that occur from any priority class. In addition, the
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probability that a collision occurs in a unit backoff period for the priority g class
which is denoted by p.. , is given by
1

[T a-z)". qel0.01.

k=0,k#q

Pey =1—(1—Tq)n”_

Let S, be the normalized throughput for the priority ¢ class. Then we can express

the normalized throughput S, as the following ratio:

p N ,quacket

P15+ PsTs +(pp— ps)Te

q

4.2 Average Delay and Packet Drop Probability

Average delay and packet drop probability are other measures for the performance. In
this paper, however, we do not present them owing to the space limitation.

5 Numerical Results

In this section we present the performance of the analytical results, which show the
effect of the variations of CW[q] and BE[g] for service differentiation. We considered
BPSK mode and used the parameters in 802.15.4 standard, which are listed in
Table 1.

For the numerical result, we use all of the assumptions described in Sec. 2-3 such
as Poisson process of packet arrival and Q is taken by 2, in other words, 3 different
priority classes are considered. The arrival rate of each class is set by the same value
900 symbols during the time of unit backoff period which is 20/bpsk rate. Such an
arrival rate gives the probability of a new packet arrival by 0.5934.

For the service differentiation by BE, the value of CW[gq] is set by 2 for all the
devices in every class and the values of BE[0], BE[1], and BE[2] at the device of each
class are set by 1, 2, and 3, respectively. On the other hand, for the service
differentiation by CW, we set BE[q] is set by 1 for all devices and the values of
CW[0], CW[1], and CW[2] are set by 2,4,8, respectively. In the following figures, x
axis denotes the number of devices of each class and we assume that the number of
devices in each class is all the same.

Table 1. Parameter set used in the numerical analysis

packet payload 127x8 bits channel bit rate 20 Kbit/s
time for waiting and receiving ACK | 32 symbols | MAC header 200bits

for successful transmission

time for aiting ACK for collision 54 symbols | PHY header 48 bits
retry limit 5 unit backoff period 20 symbols
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The non-saturation throughputs for these values of CW[q] and BE[g] are shown in
Fig. 4. In addition, the throughput of no differentiation with CW=2 and BE=1 for all
devices and total throughputs of all of these are added. As see in the figure, for BE
differentiation, the throughput of a device on each class slightly increases as the total
number of devices increases and that of high class outperforms that of no priority
considered. On the other hand, for CW differentiation, it decreases for middles and
lower classes while that of high class increases regardless of the number of the
devices. It implies that the devices of lower classes yield the opportunity to occupy
the channel to the devices in higher class for CW differentiation. The delicate tuning
of the throughput could be performed by varying the value of BE[g] while the value
of CW[gq] could be adjusted to increase the throughput of the high class. The total
throughputs of these cases have the following relation, except N =2, even though

the differences of performances are negligible: totalS,, <totalS, . .. <totalS,, .For

no piority
N =2, we note that the total throughput of the case of no priority considered is
15,408 bits/sec while those of BE and CW differentiations are 11,596 bits/sec and
10,891 bits/sec, respectively. It dues to the fact that 7, and the success probabilities

out of 7, have the following relations:

7, 55(0.0025) <7, 1, (0.0115) < 7, . . (0.038) 29)
Ps..cw (0.0226) < py ;4 (0.0347) < pg o (0.0627) (30)

where 7, and pg, . are the transmission probability and the probability of

successful transmission out of the transmission probability of high class in each
algorithm, respectively. In these relations, we note that for the higher class the more
chances of transmissions are given in CW differentiation, but the more successful
transmissions occur in BW differentiation.

Fig. 5 shows the probability of successful transmissions of three different service
classes. It shows that success probabilities increase as the number of devices increase
regardless of the priority classes for BE differentiation. On the other hand, for CW
differentiation, that of the high class is increasing while those of middle and low
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classes are decreasing as the number of devices is increasing. It implies the service
differentiation is greatly effected by CW differentiation rather than BE differentiation
just as same as throughput.. It is note worthy that the both probabilities of trying to
transmit and subsequent successful transmission with no priority are the highest
values compare to those values with differentiations are considered when N =2 .
This is due by Eq. (29)-Eq. (30) and the fact that the probability of idle channel
without priority is lower than those with priority even though we do not present in this
paper. Actually, =0.7924 while p, ., =0.9734 and p, 5, =0.9684, where

p;.. is given by Eq. (28) when « algorithm is applied. Regardless of the number of

P 1,no priority

devices, the relations 7, ., > 7Ty pp» Tyew <Typp» and 7, oy, >7, 5. hold, where

H,M,and L are the high, middle, and low priority classes, respectively.

6 Conclusion

In this paper, we proposed two mechanisms for IEEE 802.15.4 sensor networks which
provide multiple level differentiated services for each and every device. The
mathematical model based on discrete-time Markov chain is provided for analyzing
the performance of the proposed mechanisms.

Numerical results show that the variation of contention window size has more
effect on service differentiation than that of backoff exponent as the number of
devices increase. The delicate tuning of the throughput could be performed by varying
backoff exponent while the better throughput of the high class could be performed by
adjusting contention window size.

For the future work, we will find out the optimal numbers of devices for different
packet arrival rates in the viewpoint of maximizing throughput and of minimizing
delay, which will provide a criterion for using the parameters for specific purposes.
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Abstract. Wireless sensor networks (WSNs) consist of a large collection of
small nodes providing collaborative and distributed sensing ability in
unpredictable environments. Given their unattended nature, it is important for
the routing algorithm in WSN to deal well with the node failures, resource
depletion, and other abnormality. In this paper, an information-driven task
routing (IDTR) is introduced for WSN with their specific application to
network management. In WSN, a query for the location of the target may be
launched from a proxy, which requires the network to collect and transfer the
information to an exit node, while keeping the whole communication cost
small. The proposed IDTR-based heuristic search algorithm evaluates the
expected mutual information of the neighbor nodes, and selects the one that has
the maximum information contribution and satisfies the constraint of
communication cost as the next hop. In order to avoid the effects of any
possible sensor holes, it will calculate the information contribution of all the M
hop neighbor nodes to bypass the holes. Simulation results show that IDTR-
based heuristic search algorithm achieves the tradeoff between the data
communication cost and the information aggregation gain.

Keywords: Information-driven task routing, information contribution, sequen-
tial Bayesian filtering, heuristic search algorithm.

1 Introduction

Wireless sensors have the ability of sensing, computation and communication, and
work under the ad hoc mode to compose wireless sensor networks. Due to the small
volume of sensors, there are many resource constraints such as limited on-board
battery power and limited communication bandwidth, etc.. Because of the
characteristics in sensing ability and spatial coverage, WSN is ideally suited for
tracking moving targets, monitoring a large number of objects, detecting low-
observable events, and estimating the status of a target. The routing of these tasks is
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not only to transfer data from one point to another, but should also be optimized for
the data transmission and the information aggregation.

This paper introduce an information-driven task routing algorithm to solve the
special routing scenario with communication cost constraints and sensor holes. It
utilizes the concept of information utility function to evaluate the expected mutual
information of the neighbor nodes, and selects the one that has the maximum
information contribution and satisfies the constraint of communication cost as the
next hop. And it calculates the information contribution of all the M hop neighbor
nodes to bypass the sensor holes.

Many algorithms were proposed to address the routing problem in WSNs. The
energy-aware routing [1] selected the path to minimize the energy exhaustion chance
of the sensors. Directed diffusion [2] routed data based on low-level data attributes
rather than sensor addresses. For the holes routing problem, the memorization based
algorithms [3] required nodes to record their past traffic or paths, and GPSR [4]
followed the perimeter of the hole to bypass it.

The idea of utilizing the information utility to manage sensing resources has been
investigated in computer fields already. [5] introduced an expected utility measure for
decentralized sensing system based on local decision. [6] proposed the information-
directed routing algorithm to track targets in WSNs, which illumines us to explore the
applications of the information-driven task routing (IDTR) algorithm for the routing
problems with communication cost constraints and sensor holes.

This paper is organized as follows. In section 2, the routing scenario of tracking the
target, the sequential Bayesian filtering, the information utility function and the two
related routing algorithms are introduced, and the IDTR-based heuristic search
algorithm is proposed. Section 3 is the simulation results and analyses.

2 Information-Driven Task Routing

2.1 Routing Scenario

For the application of target tracking in WSNs, the user may initiate a query from a
query proxy, requiring the sensor network to collect the target information and
estimate its location. The query proxy has to figure out where such information can be
collected and routes the query towards the high information content region, as
illustrated by the co-centric ellipses in Fig.1. This differs from the routing in
traditional communication networks where the destination is often known to the
proxy. Here, the destination is unknown and is dynamically determined. So the
geographical routing protocols are not suited.

Sometimes the aggregated information is required to be transferred to an exit node,
where it can be extracted for further processing, and the total communication cost is
also limited to be no more than a specified constraint [7], as illustrated in Fig.2.
Furthermore, the sparse distribution of sensors or the energy exhaustion of some
sensors may result in sensor holes. As illustrated in Fig.3, the two sensors in the
middle run out their deployed energy, resulting in a sensor hole as the dotted ellipse
area.
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2.2 The Foundation of Information-Driven Task Routing

For the tracking task in WSNs, we want to estimate the current position of the target

N0

based on the measurements of different sensors at different steps
{Z,.{_(O) 2.0z “’} . IDTR utilizes sequential Bayesian filtering to estimate the

location of the target, evaluates the expected mutual information of the neighbor
nodes, and selects the one with maximum information contribution as the next hop.

2.2.1 Sequential Bayesian Filtering

Sequential Bayesian filtering [8] is a generalization of the well-known Kalman
filtering [9]. At time ¢, some rough a priori knowledge (called belief) about where
the target is known, usually in the form of a probability mass function

p(x(')/z('),--',z(')) . At time t+1, the sequential Bayesian filtering incorporates the

(r+

measurement z; " to update the belief as follows:

p(x(m)/z(m) ) =C- p (Z(H])/xm])). Ip(x““’/ﬂ” ) . p(x“’/?")dx“’ (1)

where p(x(') IZ(')) is the prior belief given a history of the measurements up to time
t, 7" Z{Z(O),---,Z(')} , p(x('”) Ix(')) specifies the predefined dynamics model of the

target, p(zj('“) Ix(”')) is the likelihood function of the measurement of the sensor j,
and C is a normalization constant. Typically, the expectation value of the distribution

7 = I X" p(x(') 1z¢ )dx(') is considered as the estimated location of the target, and

T
the variance X = j(x(') —)_c('))(x(') —)_c(')) p(x(') IZ('))dx(') is the residual uncertainty.
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2.2.2 Information Utility Function
During the path selection, the sensors on the path can contribute to successive
message refinement in tracking applications. We may select the next hop based on the
rules of shortest distance, or the rule of maximum remained energy. Here we mainly
discuss the principle of maximum information contribution [10].

We adopt the mutual information [11] to quantify the contribution of sensors.
Under the sequential Bayesian filtering method, the information contribution of

sensor k with the measurement z,E”') is

p (x(1+l)’ Z,EHI) | ?(r))

2
(e 0) log p(x(”') lE(r)) p(Z,ErH) |Z(r)) )

I, . =MI (X““);Z,f”” 1ZW = E“’) =E
P

Intuitively, it indicates how much information zﬁ'”) conveys about the target

location x*" given the current belief. In the IDTR algorithm, we prefer to choose the

node with the maximum mutual information as the next hop.

2.3 Related Works

For the scenario of routing the query from one proxy to the exit node with limited
communication costs, [7] proposed an A* heuristic search algorithm. It selected four
special paths as the representatives of the available paths that satisfied the
requirement of the total communication costs. The path with maximum accumulated
information gains was selected to perform sequential Bayesian filtering. The
computation complexity may be beyond the capability of the small volume sensors,
and the accumulated information gain can’t be computed by simply summing up the
values of several samples for its state dependency.

If sensor holes exist, [7] proposed a multiple step look-ahead algorithm. It
evaluated the information contribution of all the nodes in M hop neighborhood,
converted the graph representation of the network and tried to find the path with the
maximum accumulated information gain. The assumption is that the sum of

individual information Zl (v,) can often be considered as a reasonable
approximation of 7 (v,,---,v, ) in cases where the belief state varies slowly. Because
the neighbor sensors are close to each other, there is redundancy between (v, ) and

I(v,,). So the assumption is not reasonable.

2.4 IDTR-Based Heuristic Search Algorithm

In this section, we introduce an IDTR-based heuristic search algorithm to improve the
algorithm in [7]. It realizes locally optimization during the path selection.

2.4.1 Algorithm Description
The sensor on the path performs sequential Bayesian filtering by combining the
received information content with its own measurement to estimate the target
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location. When selecting the next hop, the proposed algorithm not only considers the
information contributions of neighbors, but also the cost constraint C,. The value of

C, controls the tradeoff between the communication cost and the information
aggregation. Smaller C;, value favors shorter path, and larger C, allows longer path
with more effective information aggregation.

Suppose that the path P is planned up to the sensor v,, S “is current belief at

time 7, and N, is the list of neighbors within M hops to v,. If the communication

distance is used to represent the cost, in order to further arrive at the exit node v

exit ?
the remaining path length is upper bounded by C =C0—CP(,) , Where CP(,) is the
communication length cost already paid. Our goal is to select the next hop whose

information contribution is the largest under the constraint of the communication cost
C . C confines the locus of all possible paths to form an ellipse which is defined by

|l—vr|+|l—v

=C, where v, , and v, are the focuses.

exit t

Table 1. Algorithm for IDTR-based heuristic search at each sensor

C, : constraint of communication cost

P path planned up to time ¢

CP([) : communication length cost of path pv

S current belief at time ¢

v, : current active sensor performing path planning
V. - €xit node

N, list of neighbors within M hops to v,

Step 0. Sensor v, is idle until receive the query (Z,S ('))

(141 +1)

Step 1. Take new measurement z ), update the belief to S (
Step 2. Compute constraint on the remaining path length: C =C, - CP(,)
Step 3.1f C<L=|v,—v

Use the geographical routing algorithm;
Else

For Vv, e N, , Compute the distance summary C, = ‘v iV

exit

J exit

+ ‘v —y
If C ;< C , Calculate its information contribution / ;

Select the one with the maximum mutual information, v, =arg max, , I,

Compute the shortest path from v, to v using Dijkstra’s algorithm

maxinfo

Step 4. Forward the (t +1,8 (”])) to v and the middle sensors on the shortest path

maxinfo >

update the belief
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Once receiving the routing request (t,S (')) , sensor v, takes new measurement

7Y, and updates the belief to S"*" through sequential Bayesian filtering. For

Vv,€ N, , sensor v, calculates the sum of the distance, C; :|vj—v,|+|v_/.—vm., .
C;<C means that v, is within the range of the ellipse, and its information
contribution needs to be calculated, assumed as Ij. The one with the maximum

mutual information is selected as the next hop. Then construct a graph of v,’s M hop

neighborhood, take the Euclidean distance as the weight of the edge between
neighboring sensors, and compute the shortest path from v, to v using

maxinfo

along

maxinfo

Dijkstra’s algorithm. The routing request (t+1,S('+')) is transferred to v
the shortest path. The middle sensors on the shortest path are only responsible for
update the belief and transfer the belief state. The v, . Wwill repeat this belief update
and next hop selection process.

If there is no node within the range of the ellipse, select the sensor among N, with

the smallest C; as the next hop. If the ellipse does not exist, the geographical routing

algorithm is used to search for the shortest path. The IDTR-based heuristic search
algorithm is summarized in Table.1.

2.4.2 Complexity Analyses

The computational complexity of the IDTR-based heuristic search algorithm is
primarily determined by the computation of information utility function 7/ . So we use
the times of mutual information computation to represent the complexity. It depends
on the constraints of the communication costs C,, the average degree of the sensor
D_. If C, means the limited hop of the data transmission, then the total number of
calculationis N, =D, -C,.

For the algorithm proposed in [7], the computational complexity of estimating
information is proportional to the product of the number of sampling paths N, the
number of integral samples S,, and the constraints of the communication costs.
Hence, the overall complexity is about N,=N, -S,-C,. Assume that D =6,

N,=4 and §,=10, N, is about 7 times as the N, .

3 Simulation Results and Analyses

Simulations are carried out to evaluate the performance of the proposed algorithm.
We use the grayscale grids to represent the mass distribution of the target location.
Blacker grid means that the target is more likely to be at the grid location. The initial
belief is assumed to be uniformly distributed over the entire sensor field.
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To measure the tracking performance, we consider two quantities: 1) the mean-
(1)

true

2
, which describes the locating accuracy; 2)

squared error (MSE) Ep( ofen H ORI

the size of the belief, which is calculated as the number of cells with likelihood value
larger than 0.001, reflecting the uncertainty.

3.1 Routing with the Communication Cost Constraints

100 acoustic amplitude sensors[8] are uniformly distributed in the 150x250 m*
sensor field, and the range of radio is 30 m. The stationary target is located at
(75,125). We designate the sensor closest to the upper left corner as the query proxy
node, and the sensor closest to the lower left corner as the exit node.

Our algorithm is essentially a tradeoff problem between the communication cost
and the information aggregation controlled by the path length constraint C,. We vary

the allowance C, in {250,300,350,400,450}. For each value, 20 independent

simulations are run to eliminate the effects of randomness. The statistical results are
listed in Table 2. With the increase of C,, the average number of hops increases also,
while both the MSE and the belief size decreases. Compared with the shortest path
scenario, the IDTR-based heuristic search algorithm takes a little bit of detour, but
considerably improves the locating performance.

Table 2. Performance Comparison with different C, values

C MSE Belief size || Number of Hops
Shortest Path || 6.8047 34.0 12.0
300 5.3957 22.7 13.6
350 4.8295 18.1 15.8
400 4.0844 14.4 18.0
450 3.7511 12.2 22.8

Fig.4 visualizes the selected paths and the grayscale graph of the target location under
different cost constraints. Fig.4(a) is the shortest path scenario. The path contains 13
hops and mostly follows a vertical line from the query proxy to the exit node. The
final location grayscale graph is a little bit dispersive. Fig.4(b) shows a longer path
with 15 hops. Starting from the query proxy, the path bends towards the target
direction and attempts to accumulate more information. The tracking performance is
vastly better than that of the shortest path scenario. Fig.4(c) shows a path with 17
hops. The tracking accuracy is further improved.
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Fig. 4. Path selection and target location grayscale graph under different C,

3.2 Routing with Sensor Holes

We present simulation results for routing a query from an arbitrary query proxy node
to high information content region with sensor holes in the network. Sensor layout is
generated as follows: generate a uniform grid points of 15 rows and 6 columns to
evenly cover the region, and then perturb the grid points with independent Gaussian
noise of N (0,5). To test the routing performance in the presence of sensor holes, we

remove the points in row 5 and 6 and columns 2-5, resulting a 4X2 routing hole. We
simulate the task of tracking moving target, which moves along the straight line
x=75 with speed v=Tm/s.

Fig.5 shows several snapshots of the routing path applying our routing algorithm,
which represent the tracking scenarios at 20, 25 and 30 hops respectively. From the
figures we can see that in the IDTR-based heuristic search algorithm, because the
current sensor possesses the information of all M hop neighbors when selecting node,
the route can bypass the routing hole and extend to the target location, indicating that
the target locating is successful.

In Fig.5(a), even the target falls into the sensor holes, our algorithm still can bypass
the holes successfully, and collect information as more as possible around the target

to locate it. The true location is (75.0,106.0) , and the estimated position is
(75.3,107.2) . In Fig.5(b), the path moving along with the target, occasionally reach
neighborhood to gather information. The true location is (75.0 141.0) and the

estimated position is (77.1 142.4). In Fig.5(c), the true location is (75.0 176.0) and
the estimated position is. All realizes the object of correctly tracking.

The performance of our algorithm with the one proposed in [7] is compared. As
illustrated in Fig.6 (b), in order to arrive at the sensor with the maximum information
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contribution, the path visits several middle sensors and combines their measurements
to refine the estimated belief. So the cloud is more compact. The numerical values are
listed in Table 3. Our algorithm achieves better target locating performance with the
cost of more communication hops.

o
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Fig. 6. Two snapshot of the multiple step look-ahead approach (a) and the IDTR-based heuri-
stic search method (b)

Table 3. Performance comparision of the two algorithms

Multiple Step Look-Ahead || IDTR-based Heuristic
Approach [8] Search Algorithm
Number of hops 16 26
Estimated Location (80.226, 153.32) (73.0719,163.0944)
Belief Variance 33.564 8.158
Error Distance 17.478 7.170
Belief Size 89 14
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4 Conclusions

Tracking problem is one of the most important applications for WSNs. This paper
adopts information-driven task routing algorithm to solve the special routing scenario
with communication cost constraints and sensor holes. Sensors on the path update the
target belief via sequential Bayesian filtering, evaluate the information utility of M
hop neighbor sensors as well as the distance between the neighbors and the exit node,
and jointly optimize the selection of the next hop. The main goals of the proposed
algorithm are to minimize the communication cost and simultaneously to maximize
the accumulated information gain. In the future, we will apply the IDTR algorithm in
the tracking problem of several moving targets and the target estimation problem.
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Abstract. In ubiquitous networks, a lot of sensors and RFID readers will be
connected to the networks as well as PCs and mobile phones are connected, and
huge numbers of transactions are expected to be issued by these devices. Since
the loads caused by the transactions are getting increased gradually, it is
difficult for system manager to estimate the required performance. The scalable
load balancing method is, therefore, expected. This report proposes the scalable
load-balancing method in which servers communicate each other, and they
manage themselves for load-balancing. Because this method does not need a
center server, it can avoid the center-server bottleneck. This system, however, is
prone to diverge; the system continues load balancing repeatedly in certain
configuration and never stops load-balancing operations. In this paper, we
clarify a sufficient condition of the divergence, and prevent the system from the
divergence.

Keywords: load balancing, autonomic algorithm, ubiquitous network.

1 Introduction

A lot of traffic is expected to be issued by a huge number of PCs and cellular
phones as well as by RFID readers and sensors in ubiquitous networks. For
example, all merchandises and products will be attached with RFID tags, and they
may be traced, in whole supply chains, by RFID readers equipped by warehouses,
trucks, smart shelves, shopping carts. Another example is sensor systems for
secure societies. Sensors and surveillance cameras, like CCTV in UK, are
equipped at every place in cities. Logs of sensors and videos which the cameras
take come and go through ubiquitous networks. We assume that in near future
from a million to ten million sensors and RFID readers are allocated everywhere.
These sensors and readers are assumed to sense targets once a second, and, as a
result, 1 [request/sec] x 10 million [sensors] = 10million [request/sec] of requests
are issued. The traffic is 100 GB/sec if an average size of packet is about 1kB.
Fig. 1 shows the performance of local load balancers [1]. This graph shows that
they cannot handle 100GB/sec of packets whose size is 1kB. New load balancing
methods are, therefore, required for the ubiquitous era.

Our target system is a web system, which is composed of clients, AP servers and a
database system. We put the following assumption on the target system.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 33 -42, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Performances of local load balancers [1]

e AP servers should be stateless. In another word, the states of applications
running on the AP servers are stored in the database system. For example, AP
servers retrieve the states of application from the database system with the key
which is encoded in cookies in clients.

e The database system supports a transaction mechanism. AP servers can use the
mechanism and they can store and retrieve data from the database system
atomically. In another word, a store or retrieval operation of AP servers caused
by an request from a client may succeed, or failed. When failed, the operation
is canceled and no effect is applied to the database. In this paper, we only
discuss robustness of the AP servers, and we do not handle the robustness of
database servers. It is a future work.

e The protocol between servers and clients (clients may be edge servers
connected to RFID readers or sensors) supports a redirection mechanism. The
mechanism enables servers to indicate clients to access another server. An
example of a protocol supporting is HTTP [2]. In HTTP, when a servers reply
to client with 302 response code, the client redirects to the server which is
suggested with the 302 response.

e The AP servers, the database system and the clients are distributed to whole
network, and they are connected.

In Section 2, previous load balancing methods are given. We show our algorithm
in Section 3. Section 3 also includes preliminary experiments, which shows a
problem of the proposed method. We clarify the mechanism causing the problem and
show how to prevent from the problem. Section 4 shows by experimental evaluations
the prevention succeeds.
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The contributions of this paper are as follows:

e We proposed a distributed load balancing mechanism without a center server.
We can, therefore, avoid bottleneck of the center server.

e No center server mechanisms, like the proposed method, inherently fall into
divergence. For example, servers continue trying to distribute the load to other
servers, but the distribution does never stop and, in addition, some server may
receive more load than ever. We show that the divergence in experiments, and
we clarify that the divergence mechanism by mathematical model. The model
clarifies a sufficient condition that the method converges. The system is
guaranteed to converge if we design the system obeying the sufficient condition.

2 Related Work

A lot of valuable work has been done in the load balancing techniques. These works
are sorted into two types: one is a local load balancing technique and the other is a
global load balancing technique. Many vendors provide many kinds of local load
balancers. A local load balancer has a virtual IP address which is open to clients. The
load balancer dispatches incoming requests from the virtual IP address to several
back-end servers. It is easy to introduce local load balancers because an existing
server can be replaced with a load balancer and its back-end servers. In addition, the
system with a local load balancer can manage the back-end server failure because a
load balancer can easily monitor its back-end servers. However, a load balancer
itself can be bottleneck when huge traffics come. It is because a local load balancer
has only one virtual IP address and it must handle all traffics. As a result, local load
balancing technique has limitation in scalability.

A typical method of global load balancing techniques is a DNS round-robin
method; a special DNS server can be placed in the network (Fig. 2). The DNS server
answers the [P address of a not-busy server or a nearest server to a client which sends
a DNS request. The client, therefore, can access the not-busy server which is
expected to reply quickly or the nearest server which can communicate to the client
with a small network delay. However, caches of DNS answers result in the inaccurate
load balancing [3]. DNS servers consist of the tree structures whose roots are thirteen
root DNS servers in the world. A local DNS server may have caches of the answers
from its parent DNS server. The local DNS server may not know the change of the
load balancing situation because an “active” cache is used instead of the information
of its parent DNS server. To avoid cache problem, only one DNS server may gather
all the load information, and all the clients may access the DNS server. In this
method, however, the bottleneck of the DNS server emerges. It is said that the DNS
server can handle about thousands of requests per seconds. Because each server
access of a client accompanies with a DNS request, the DNS server is expected to
handles Imillion — 10million [request/sec], but it may be impossible.

f5 3DNS system [4], which is now called Global Traffic Manager, tries to solve the
cache problem. 3DNS servers are allocated as local DNS servers, and they always
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refresh load-balancing information with a proprietary protocol. Fig. 3 shows the
mechanism of the 3DNS system. Each local network is equipped with a 3DNS
server. When a user belonging to a local network accesses a server with URL, e.g.
http://newyork.myFirm.com/, his/her client host asks the 3DNS server in the local
network the IP address corresponding to the URL (Step 1 in Fig. 3). The local DNS
server receives the query, and it also asks a 3DNS server (Step 2). The 3DNS server
asks backend servers distributed among network systems its load and the network
distances between the 3DNS server and the backend servers (Step 3). It is assumed
that each local network is equipped with the f5 load balancers. The load information
and the network distances are acquired with the proprietary protocol between a 3DNS
server and f5 load balancers. The 3DNS server answers to the client the IP address of
an adequate server, considering the load information and the network distances
(step 4).

Because only clients in each local network can access a 3DNS server, the
performance of single 3DNS server need not be excellent. The 3DNS system,
however, can be scalable. In addition, proprietary protocol can reduce the cache
problem. However, the 3DNS system assumes that each local network must is
equipped with a 3DNS server, and 5 load balancers. The system is difficult to be
deployed.

=r=]
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FQDN= Internet
IP address | 1 vcache
FQDN— DNS Load
IP address balancer HH
L " \lkcache g}
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Fig. 2. DNS Round-robin technique
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There are some activities in which Distributed hash table technique (DHT) is used
as a global load balancing mechanism. In short, jobs or contents are assigned to
servers in global networks by DHT. Jobs or contents are assigned the servers of IDs
same with the ID which a hash function applied to the jobs or contents calculated.
This may result in load balancing because the assignment by the hash function seems
to be random. Byes points out that this mechanism can not be a fair load balancing
[5]. Fig. 4 shows the problem when Chord [6] is used. Chord is not guaranteed to
assign servers into a “ring” in equal distances. A server whose ring distance between
itself and a “previous” server is long may be assigned more jobs.

/ Arc is short.
|

The number accesses is small.

The number of —Arc is long
accesses is large.

Fig. 4. Unfair load balancing with Chord
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3 Approach: Load Exchange Method

We provide a naive scalable load balancing method called a load exchange method. It
is scalable because no center management server exists. We can avoid so-called a
center-server bottleneck. No-center approaches usually result in divergence; the
algorithm does not stop and result in worse situation. Our preliminary experiments
show that our algorithm is guaranteed of convergence; the algorism always stops and
results in almost equally load-balanced saturation.

3.1 Algorithm

Fig. 5 shows the intuitive image of the load exchange method. We assume that
servers know some servers (we call them neighbors), and this makes a server graph

G =(V,E), where V is a set of servers, and E:(V,V) is a set of a pair of a

server and its neighbor. We call E a set of edges. We assume that the number of
edges connected to a server is less than a constant number (e.g. 5) even if the number
of N becomes big. In our algorithm mentioned later, each server communicates with
its neighbors, and a large number of neighbors may become overhead.

Result of Exchange
S’ load > | Sload + (1 1) Sload

AP Se
Exchange of Load
| (Sload S'load)

Fig. 5. Overview of the load exchanging method

“S.load” means the load of Server SE V. A load may be a number of requests per
second, a CPU load, a response time, and so on. Server S and its neighbor S’ tell each
other their load information periodically. The number of neighbor servers is less than
given small constant. It means that the overhead and delay issued by this
communications are little because each server communicates with a small number of
neighbors.
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Sever S gives S’ some jobs when S.load / S’.load > D, where D is a given load
exchange threshold (D=1). In this case, S gives its job to S’ so that the load of S
becomes “S.load — [ (S.load - S’.load) = (1-]) S.load + [ S’.load” and so that the load
of S’ becomes “S’.load + [ (S.load - S’.load) = (1-]) S’.1oad + [ S.load”, where [ is a
given load exchange factor (0 <l < 1). The load exchange is realized with redirection
mechanism. For example, in HTTP case, Server S issues 302 response with the URL
of Server S’. The client re-issues the request to S’ when it receives the response.
Server S repeats to answer a 302 response until the load becomes “(1-I) S.load +
S’.load”.

3.2 Problem of the Load Exchange Method

Fig. 6 is a preliminary evaluation result of the load exchange method. We
implemented the method over four TOMCAT [7] AP servers. Fig. 6 is a graph of the
load balancing among these four servers. The x-axis shows time, and the y-axis
shows the loads of the four servers. The left graph is evaluated under [ = 0.6, and the
right one is under / = 0.8. One hand, the left one shows that all loads of the servers
converge and the all loads of servers become almost equal. On the other hand, the
right one shows divergence; the loads do not result in a stable state. We call it a
divergence problem.

Divergence

o Convergence
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Fig. 6. Preliminary evaluation results of load exchange method
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Fig. 7 shows the reason of the divergence. When a server with a light load (at the
center of the figure) is connected to servers with a heavy load (step 1), the server with
light load receives the load from its connected servers. As a result, it must manage
heavy load (Step 2). It, then, gives its load into another connected server (e.g. a
server in right side) (Step 3). And the right side server will try to give its load into
another server in the next time (Step 4).

3.3 Mathematical Models and Sufficient Condition of Convergence

It is important to guarantee the load exchange algorithm to converge. We clarify the
behavior of the load exchange algorithm with a mathematical model, and find a
sufficient condition.

In the model, we ignore Load balancing threshold D because the simplicity of the
model. In another word, we consider D be 1. The algorithm converges under D > 1
if the algorithm converges under D = 1. Therefore, the convergence condition under
D =1 is a sufficient condition to those under D=1.

We have n servers : 0,---,(n—1). X,, is the load of Server i on Time ¢ and

it

def
351 = (xo,r -'-xn_l,l) where t means a transpose matrix. The load exchange is
modeled by :
Xi = Xiy -1 Z(xi,t _xj,z) (1
JENT)
where N(i) is a set of servers connected to server I . In short, there
def
is N(i) ={je NI(i, j)e E} where G=(V,E). It is because Server i gives
Server j Load —I(x;,—x,;,) when x,, >x;, . We define Adjacency
Qoo " Qo e ING) ifi=j
def .0,0 . O,n.l def (@) J
matrix A =| : o wherea, ; =4—1 if j€ N(i). Notice that
Ay Ay 0 if je NQ@)
n—1
a, ;=0 (2)
=0

because the number of neighbors equals to the sum of edges. We can express (1) as

X, =(—A+E)X,

~ - 3)
X, =(-IA+E)" X,

where FE is a unit matrix.
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def
It is known that limx,, converge if all eigen values of H =(—/A+E) are

1—00

larger than -1, and 1 or below. It is clear thatdet(H — aE) =0 where Eigen value

a of H One of the eigen values of G is 1 because
dettH-0oE) = det(H E)=det(-/A)=1["det(A) if @ =1. And then, you
can easily find det(A)=0 because of (2). In addition, the eigen vector

corresponding to Engen value & = lis &i:z (1- . -1) because H&r, = &r;. This eigen
vector means that all loads are equalized in future. In short, the sufficient condition

of the convergence is that all the eigen values @ of H are—1< @ <1. All loads
converge in the equal loads if the sufficient condition is satisfied.

4 Experimental Evaluations

In order to prove the correctness of the mathematical model, we compare the
simulation results based on the mathematical model with the experimental
evaluations. We give burst requests to a server, and Fig. 8 shows the loads of servers
after the burst requests. The upper three graphs are the results of the simulations and
the lower three graphs are those of the experimental results. Each pair of graphs in
the same row is evaluated under the same condition. The left pair is evaluated under
[ =0.4, the center pair is evaluated under [ = 0.6, and the right pair is evaluated

under / =0.8. Four servers are connected to the other servers in all evaluations. In
short, servers in each evaluation make a complete graph.

Both graphs in the left pair converge because the max absolute value of eigen
values except 1 is -0.84 in the left pair. Both of the graphs in the right pair diverge
because the max absolute value of eigen values is -2.7 in the right pair. These two
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Fig. 8. Simulations based on the mathematical model and experimental evaluations
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results show that the model is correct in the experiments. Notice that the lower graph
in the center pair converges while the upper one diverges. We think that the
convergence condition given in Section O is sufficient condition. Therefore, there
some cases where the system converges while the corresponding model divergences.

5 Conclusion

We propose the naive global load balancing method in this paper. The method is
prone to diverge, but we model the method and clarify the sufficient condition that the
load balancing converges. The correctness of the model is proved through the
experimental result.

This algorithm assumes that Graph G is given. We are now developing the
autonomic graph making protocols. We aim at the maintenance-free and fault-tolerant
graph construction.
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Abstract. This paper proposes a policy-based management framework
for self-managed wireless sensor networks (WSNs) called SNOWMAN
(SeNsOr netWork MANagement). In WSNs; a number of sensor nodes
are deployed over a large area and long distances and multi-hop commu-
nication is required between nodes. So managing numerous wireless sen-
sor nodes directly is very complex and is not efficient. The management
of WSNs must be autonomic with a minimum of human interference,
and robust to changes in network states. To do this, our SNOWMAN
architecture is based on hierarchical management architecture and on
the policy-based network management (PBNM) paradigm. SNOWMAN
can reduce the costs of managing sensor nodes and of the communication
among them using hierarchical clustering architecture. SNOWMAN can
also provide administrators with a solution to simplify and automate the
management of WSNs using PBNM paradigm.

1 Introduction

In Wireless sensor networks (WSNs), radio bandwidth is scarce, computational
power is limited, and energy efficient is paramount. Such limitations are chal-
lenges to overcome. In particular, one of the essential needs is for a system that
autonomously manages the limited energy and bandwidth of WSNs. In WSNs,
a number of sensor nodes are deployed over a large area and long distances and
multi-hop communication is required between nodes and sensor nodes have the
physical restrictions in particular energy and bandwidth restrictions. So man-
aging numerous wireless sensor nodes directly is very complex and is not effi-
cient. To make sensor nodes perform intelligent self-management, they should
be organized and managed automatically and dynamic adjustments need to be
done to handle changes in the environment. In [1], we propose an autonomous

* The present research has been conducted by the Research Grant of Kwangwoon
University in 2006.
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architecture for WSNs called SNOWMAN (SeNsOr netWork MANagement),
which is based on policy-based network management (PBNM) paradigm and
hierarchical clustering architecture. PBNM paradigm of SNOWMAN can pro-
vide administrators with a solution to simplify and automate the management
of WSNs. However, the cost of PBNM paradigm can be expensive to some WSN
architecture. SNOWMAN employs therefore hierarchical clustering management
architecture, which can reduce the costs of managing sensor nodes and of the
communication among them, using clustering mechanisms.

This paper is structured as follows. Section 2 investigates related researches. Sec-
tion 3 discusses the architecture and components of the proposed SNOWMAN.
Section 4 evaluates our hierarchical clustering algorithm. Section 5 presents the
implementation of the SNOWMAN. Finally in section 6 we conclude the paper.

2 Backgrounds

2.1 Management Architectures

Linnyer B. Ruiz designed the MANNA architecture [4] for WSNs, which con-
siders three management dimensions: functional areas, management levels, and
WSN functionalities. He also proposed WSN models to guide the management
activities and the use of correlation in the WSN management. However, he de-
scribed only conceptual view of the distribution of management functionalities
in the network among manager and agent.

Mohamed Younis [5] proposed architecture for monitoring and management
of sensor networks, which focuses on reducing the sensitivity of the operation
and monitoring of sensor networks to the ambiguity of the propagation model
of the radio signal. He suggested agent sensors that relay messages to and from
unreachable sensors and groups of sensors around these agents while considering
the load on each agent.

Chien-An Lee [6] proposed an intelligent self-organization management mech-
anism for sensor networks. The nodes are classified into three levels according
to their functionality. The nodes in the low level are managed by those in the
higher level and form hierarchical management structures. His work indicates
how high-level nodes form a cluster through a contest with low-level nodes. Per-
formance measures the cover loss, the average delay between the header and the
member nodes and the 20~80 rules are also considered.

2.2 Clustering Algorithms

To improve the clustering, several clustering algorithms have been proposed.
Noted two schemes are LEACH and LEACH-C.

LEACH (Low Energy Adaptive Clustering Hierarchy). LEACH includes
distributed cluster formation, local processing to reduce global communication,
and randomized rotation of the cluster heads. These features leads a balanced
energy consumption of all nodes and hence to a longer lifetime of the network [7].
However, LEACH offers no guarantee about the placement and number of cluster
head nodes.
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LEACH-C (LEACH-Centralized). Using a central control algorithm to
form the clusters may produce better clusters by dispersing the cluster head
nodes throughout the network. This is the basis for LEACH-C, a protocol that
uses a centralized clustering algorithm and the same steady-state protocol as
LEACH. Therefore the base station determines cluster heads based on nodes’
location information and energy level. This feature leads to organize robust clus-
tering topology [8]. However, frequent communications between the base station
and other sensor nodes increases communication cost.

3 SNOWMAN (SeNsOr netWork M ANagement)

3.1 Overview of Architecture

To facilitate scalable and localizable management of sensor networks, SNOW-
MAN constructs 3 tier regional hierarchial cluster-based senor network: regions,
clusters, and sensor nodes as shown in Fig. 1.

In the architecture, a WSN is comprised of a few regions and a region covers
many clusters which have several cluster head nodes. Sensor nodes should be
aggregated to form clusters based on their power levels and proximity. That is, a
subset of sensor nodes are elected as cluster heads. In 3 tier regional hierarchical
architecture of SNOWMAN)] cluster heads constitute the routing infrastructure,
and aggregate, fuse, and filter data from their neighboring common sensor nodes.
The PA can deploy specific policies into particular areas (or clusters) to manage
just singular regions or phenomena by more scalable manner. So, SNOWMAN
architecture is very useful to regionally manage the sensor networks.

Our SNOWMAN architecture includes a policy manager (PM), one or more
policy agent (PAs) and a large number of policy enforcers (PEs) as shown in
Fig. 1. The PM is used by an administrator to input different policies, and is
located in a manager node. A policy in this context is a set of rules that assigns
management actions to sensor node states. The PA and the PE reside in the
base station and in the sensor node, respectively. The PA is responsible for
interpreting the policies and sending them to the PE. The enforcement of rules
on sensor nodes is handled by the PE. In a WSN; individual nodes will not be
able to maintain a global view of the network. Such a task is well suited for a
machine not constrained by battery or memory. This is the reason for having
the PA on the base station.

It is the job of the PA to maintain this global view, allowing it to react to
larger scale changes in the network and install new policies to reallocate policies
(rules). If node states are changed or the current state matches any rule, the
PE performs the corresponding local decisions based on local rules rather than
sends information to base station repeatedly. Such policy execution can be done
efficiently with limited computing resources of the sensor node. It is well known
that communicating 1 bit over the wireless medium at short ranges consumes
far more energy than processing that bit.
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Fig.1. SNOWMAN Architecture

3.2 Functional Components of SNOWMAN

The PA consists of several functional components: policy distribution, policy
monitoring, resource management, energy map management, QoS management,
topology management, role management, and localization service. Global policies
are specified by a network administrator in a logically centralized fashion.

Policy distribution is the first essential task in ensuring that nodes are managed
consistently with the defined policies. We design and implement a TinyCOPS-PR
protocol that is similar to COPS-PR [9] protocol to deploy policies into sensor
nodes. COPS-PR protocol is an extension for the COPS protocol to provide an
efficient and reliable means of provisioning policies. The PA communicates with
the PE using the TinyCOPS-PR protocol to policy distribution. TinyCOPS-PR
allows asynchronous communication between the PA and the PEs, with notifica-
tions (reports, changes in policies, etc.) conveyed only when required.

Energy map management continuously updates the residual energy levels of
sensor nodes, especially of cluster heads and region nodes. This energy map
management is also achieved via topology management process. Topology man-
agement consists of a topology discovery, resource discovery, and role discov-
ery. Resource management and role management manage the detected resources
and roles, respectively. QoS management is a part of policy management using
QoS policies like bandwidth allocation for emergency. Energy map management
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and/or QoS management go through an aggregation and fusion phase when en-
ergy and/or QoS information collected are merged and fused into energy and/or
QoS contours by means of cluster heads.

The PE enforces local policies assigned by the PM to make local decisions
and filter off unessential redundant sensed data. To do this, the PE consists of
policy enforcement function, local decision function, data filtering function, and
local policies. The PE communicates with the PA via TinyCOPS-PR protocol
to be assigned local policies.

3.3 SNOWcLUSTER Algorithm

We propose a clustering scheme solely from a management viewpoint. Each sen-
sor node autonomously elects cluster heads based on a probability that depends
on its residual energy level. The role of a cluster head is rotated among nodes to
achieve load balancing and prolong the lifetime of every individual sensor node.
To do this, SNOWMAN re-clusters periodically to re-elect cluster heads that
are richer in residual energy level, compared to the other nodes. We assume all
sensor nodes are stationary, and have knowledge of their locations.

SNOWMAN constructs hierarchial cluster-based senor network using SNOW
CLUSTER clustering algorithm. SNOWCLUSTER takes a couple of steps to ac-
complish the hierarchial clustering: 1) cluster head selection and 2) region node
selection. In order to elect cluster heads, each node periodically broadcasts a
discovery message that contains its node ID, its cluster ID, and its remaining
energy level. After forming clusters, region nodes are elected from the cluster
heads.

A node declares itself as a cluster head if it has the biggest residual energy level
of all its neighbor nodes, breaking ties by node ID. Each node can independently
make this decision based on exchanged discovery messages. Each node sets its
cluster ID (c id) to be the node ID (n id) of its cluster head (¢ head). If a node
i hears from a node j with a bigger residual energy level (e level) than itself,
node ¢ sends a message to node j requesting to join the cluster of node j. If
node j already has resigned as a cluster bead itself, node j returns a rejection;
otherwise node j returns a confirmation. When node ¢ receives the confirmation,
node i resigns as a cluster head and sets its cluster ID to node j’s node ID.

When the cluster head selection is completed, the entire network is divided
into a number of clusters. A cluster is defined as a subset of nodes that are
mutually reachable in at most 2 hops. A cluster can be viewed as a circle around
the cluster head with the radius equal to the radio transmission range of the
cluster head. Each cluster is identified by one cluster head, a node that can
reach all nodes in the cluster in 1 hop.

After the cluster heads are selected, The PA should select the region nodes in
the cluster heads. The PA receives cluster information messages (¢ info msgs)
that contain cluster ID, the list of nodes in the cluster, residual energy level,
and location data from all cluster heads. The PA suitably selects region nodes
according to residual energy level and location data of cluster heads. If a cluster
head k receives region decision messages (r dec msgs) from the PA, the node k
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compares its node ID with the region ID (r id) from the messages. If the previous
comparison is true, node k declares itself as a region node (r node) and sets its
region ID to its node ID. Otherwise, if node k’s node ID is included in a special
region list (r list) from the message, node k sets its region ID to a corresponding
region ID of the message. The region node selection is completed with region
confirmation messages (r conf msgs) broadcasted from all of cluster heads.

4 Evaluation of SNOWcLuster Algorithm

Each experiment is conducted via each of Leach, Leach-C and SNOWCLUSTER
clustering techniques. In addition, management messages are applied for all cases
and the processing power of sensor nodes is eliminated because it is insignificant
compared to the amount of energy consumed in communications.

4.1 Energy Consumption

Fig. 2 shows the generation of 1 to 10 clusters in a network topology with 100
sensor nodes for each clustering algorithm. It also shows the results of energy
consumption measurement during 10 rounds based on the number of each cluster
generated.
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B NOWCLUSTER
100 R . —*— SNOWCLUS

Energy consumption (J

," .
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Fig. 2. Energy consumption during 10 rounds

In the case of LEACH clustering algorithm, until the number of clusters gen-
erated is 2, it shows significantly higher energy consumption compared to the
other clustering algorithms, but after generation of more than 3, it is stabilized
showing gradual increase. LEACH-C Clustering Algorithm shows progressive in-
crease in energy consumption from round 1 to round 10. Similar to LEACH-C,
SNOWcLUSTER algorithm also shows results of gradual increase, but its con-
sumption rate is slightly less than that of LEACH-C.

Fig. 3 is the result showing the amount of energy that is consumed during
transmission of management message to the sensor node from the base station
after formation of three clusters in the network topology of 200 nodes.
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In the case of LEACH, because it does not have the position information
of the nodes, inefficient routing is being resulted, and as a result, significantly
greater amount of energy is consumed in transmitting management messages.
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Fig. 3. Energy consumption for the management message

SNOWcLUSTER shows a result of decrease in the amount of energy consump-
tion for management message transmission compared with that of LEACH-C.
The reason of the result is that only a single region node in the SNOWCLUSTER
plays the role of primary message transmission compared to the three cluster
ones in the LEACH-C. Therefore, the cost of communication and energy con-
sumption for SNOWCLUSTER is less than that of LEACH-C.

4.2 Network Lifetime

Fig. 4 shows results of changes in the network lifetime when 6 clusters are formed
in network topologies of different number of sensor nodes of 50, 100, 150, and
200.

In the case of LEACH, almost the same length of lifetime is evidenced in
topologies of 50 and 100 sensors, and network lifetime is the longest with 150
nodes. However, total network lifetime in a network formed by 200 nodes is
shorter than that of 150 nodes. Such results display the fact that position of
the node is not at all taken into account in the selection method of cluster
head in the LEACH clustering algorithm and because of the lack of location
information, energy consumption in forming the routing path between nodes is
greater compared to those of other clustering methods.

SNOWCLUSTER shows a network lifetime that is 18~20% greater than that
of LEACH-C due to additional energy reduction effect resulting from the region
node selection process. Therefore, it can be concluded that network lifetime can
be prolonged by applying the SNOWCLUSTER algorithm in the sensor network.
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5 Implementation

5.1 Testbed Network

Our current work has focused on validating some of our basic ideas by imple-
menting components of our architecture on Nano-24 [10] platform.

The Nano-24 uses Chipcon CC4220 RF for transmission and support 2.4 Ghz,
Zigbee. The sensor node uses atmega 128L CPU with 32KBytes main mem-
ory and 512 Kbytes flash memory. The Nano-24 also supports Qplus-N sensor
network development environment that ETRI (Electronics and Telecommuni-
cations Research Institute) developed. We organized a testbed network which
was composed 10 Nano-24 nodes. Each node contains SNOWMAN’s PE to sup-
port policy-based management as shown in Fig. 5. In this testbed, all sensor
nodes are configured on hierarchical clustering architecture according to the
SNOWCLUSTER.

5.2 Snowman

The PM and the PA of SNOWMAN architecture are implemented on Windows
XP systems using pure JAVA. The PE is implemented on TinyOS in the Nano-24
nodes using gcc.

Fig. 5 shows the input forms for policy information on the PM. We use the
XML technologies to define and handle global policies. There are several advan-
tages of using XML in representing global policies [11]. Because XML offers many
useful parsers and validators, the efforts needed for developing a policy-based
management system can be reduced. To define XML policies, we customized and
used the Scott’s XML Editor [12]. The defined policies are stored locally in the
policy storage of the PM and are stored remotely in the policy storage of the
PA. PM communicates with PA via simple ftp for policy transmissions. To policy
distribution to sensor nodes, we also design and implement TinyCOPS-PR that
is simplified suitably for wireless sensor networks.
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Fig. 5. Snapshot of SNOWMAN Policy Manager (PM)

6 Conclusion

In this paper, we proposed a policy-based management framework for self-
managed WSNs called SNOWMAN. This paper also presented SNOWCLUSTER
clustering algorithm. The SNOWMAN framework integrated the policy-based
management paradigm and hierarchical cluster-based management architecture.
SNOWMAN can provide administrators with a solution to simplify and auto-
mate the management of WSNs using PBNM paradigm. SNOWMAN can also
reduce the costs of managing sensor nodes and of the communication among
them using hierarchical clustering architecture. SNOWCLUSTER algorithm can
be said to be more efficient in the aspect of network management and energy
consumption than other existing sensor network clustering algorithms.
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Abstract. In a large-scale backbone networks, the traffic monitoring system
needs to receive a large volume of flow records, so if a single central collecting
process is used, it might not be able to process all flow records. In this paper,
we propose a method that achieves better scalability by using flow
concentrators, which aggregate and distribute flow records. A flow concentrator
is located between one or more routers and traffic collectors. The connection
methods enable the number of flow concentrators to be adjusted to suit the size
of a given network. We propose a reference model for a flow concentrator that
is valuable for large-scale networks. We also evaluate the effectiveness of a
flow concentrator developed based on these models and the effectiveness of the
methods.

Keywords: NetFlow, sFlow, IPFIX, Flow concentrator.

1 Introduction

Recently, there has been growing interest in flow-based traffic measurement methods,
such as sFlow [1] and NetFlow [2], because these methods are useful for anomaly-
detection and traffic engineering. These methods are based on traffic information
exporting from routers.

The other sides, the traffic volumes handled by ordinary service provider networks
have increased year-by-year. In Japan, the number of broadband users increased
significantly and broadband traffic consumes 230Gbps. In next five years, traffic
volume passing through the point of presence of major service providers is likely to
reach 100Gbps. In such a traffic volume, we need to reduce traffic records to reduce
the burden on the traffic monitoring system and handle properly them. Therefore,
generally sampling and aggregation method are applied in router. But, these flow
records reduced by sampling until required accuracy of anomaly detection are still too
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large for monitoring system to handle them. In aggregation method, generally flow
records are aggregated based on network prefix or AS number. But, we can not
monitor detailed traffic information. In such established practices, there is the issue
that we can’t monitor detailed information over handling large traffic volume. Thus,
we need a method that provides efficient aggregation and storage function, and need
the architecture of allowing aggregation by multi-granularity.

We focus on flow concentrator that is one of IPFIX nodes in the [6]. There is a
possibility that it achieves an aggregation by multi-granularity, however the detailed
internal process model is not sufficiently described yet in other documents. We
propose the model of flow concentrator that has aggregation, storage and distribution
functions. The main contribution of this paper is the proposal of architecture for a
traffic monitoring system using flow concentrators. Using flow concentrators enables
achievement for large-scale traffic monitoring system.

The organization of this paper is as follows. An introduction to flow concentrators
is given in Section 2. Section 3 proposes internal and external reference models of
flow concentrators that achieve a large-scale traffic monitoring system. Section 4
discusses implementation issues of flow concentrators. Section 5 describes the flow
concentrator called “FlowSquare” that we developed and presents evaluation results.

2 Introduction to Flow Concentrator

These days, several flow measurement solutions, such as sFlow and NetFlow, are
widely used in networks. Recently, NetFlow version 9 [3] was developed and based
on it, IPFIX [4] is being developed in IETF as a next-generation flow exporting
protocol. In NetFlow v9 and IPFIX, any information elements can be added to a flow
record flexibly without changing the protocol version. These protocols use a template
that shows the format of flow information. In IPFIX, besides flow information, packet
information can also be exported [5]. In IPFIX, a flow concentrator is a node that
receives flow records, aggregates them, and exports the aggregated flow records.
IPFIX nodes are shown in Fig. 1 [6].

A flow concentrator is a node whose basic process model contains collecting,
metering and exporting processes. This is the basic process model. We define the flow
concentrator that has several functions as follows to propose internal process model
more detail.

Probe Simple router Complex router Multiple exporters
— = e =R )
O [Ob [ 0—F 0 O
" o u“}.“ ) GG
o] D &3

Concentrator i  Proxy

04y SCC #2100 ¢

0: Observation point
M: Metering process
E: Exporting process
C: Collecting process

Fig. 1. Different types of IPFIX nodes
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— It provides functions for balancing the aggregation load and storing aggregated
data without requiring the receiving traffic collectors to have any special function.

— It has dual-role architecture for receiving and sending flow records. This
architecture allows cascading concentrators, and the number of flow concentrators
can be adjusted to suit the size of a given network.

— By storing flow records before aggregation, it enables us to refer to detailed traffic
information in addition to summary information. This increases the scalability.

— External nodes can look up distributed flow records that have been stored in each
flow concentrator.

Our reference model for a flow concentrator based on the above requirements is
presented in the next section.

3 Reference Model for Flow Concentrator

Connection methods of routers, flow concentrators and traffic collectors are shown in
the Fig. 2. A flow concentrator receives flow records by the IPFIX or NetFlow
protocol and forwards flow records to another node. This dual-role architecture
(acting as sender and receiver) enables the flexible connections. For example, it
enables cascade connection methods.

NetFlow v9 NetFlow v9

IPFIX IPFIX Traffic
Router
collector
Flow
concentrator
Flow Flow
concentrator concentrator

Fig. 2. External reference model of flow concentrators

To coordinate with flexible flow transport protocols like NetFlow v9 or IPFIX, the
internal process model needs a flexible model. We propose a combination of several
components as the internal process model. In Fig. 3, the flow concentrator contains
six components: the collecting, selection, aggregation, reporting, exporting and
storing processes. The collecting process receives flow records from routers. It also
forwards received flow records to multiple selection processes or storing processes.
The selection process has a filtering function and selects flow records that are
matched under given conditions. The storing process has selects specified information
elements by using storage rules and stores these flow records in a database. The
aggregation process creates aggregated flow records in accordance with aggregation
rules that are described in the aggregation draft [7]. The reporting process manages
the reporting template, and the exporting process forwards flow records to the next
nodes. Several processes are described in reference model document [§].
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Flow concentrator
Flow
records Collecting |,| Selection | |Aggregation| | Reporting
Through process process process process
NetFlow v9
IPFIX
Flow
S i records
Storing Data Exporting
process base process Through
NetFlow v9
IPFIX

Fig. 3. Internal process model of flow concentrator

The combination of flow concentrators and several general-purpose traffic
collectors gives the total system greater flexibility and scalability. Below, we show
two examples of solutions using flow concentrators.

Traffic
collector
IPFIX
NetFlow v.9

Second-level

Aggregation flow records

according to Exporter Source Concentrator #3
address and BGP next-hop o~
address. PR

NetFlgw” v.9 “4pFIX
~ NetFlowy v.9
. Flow records
First-level 7 “, DB: database
Aggregation flow
records according to Concentrator #1 Concentrator #2
src./des. address mask. E o LY w
§ ypEx IFEﬂif %,

s, V.9

§ F %
Flow recordg?’ Neﬁ_c: NetEibw v.0 %,
i % Y

Fig. 4. Hierarchical structure of connections among flow concentrators

In Fig. 4, the hierarchical structure of connections is shown. In the first-level, a
flow concentrator (e.g., #1) receives flow records from routers and creates aggregated
low-level flow records. For example, the first level might be prefix mask aggregation.
When another flow concentrator (#3) receives aggregated flow records, it aggregates
them further. For example, the second step might be the aggregation of the BGP next-
hop address and exporter address. After this, the traffic collector receives high-level
aggregated flow records and stores them. This solution enables step-by-step
aggregation without overloading any single node and the flow concentrators at each
level store flow records of different granularity. For example, if the flow
concentrators are located at each PoP that is across the world, this method allows
reducing the burden of management network. It can make a large-scale traffic matrix
and it can get specific flow records from the flow concentrator in case of need.
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In Fig. 5, another method of connections among flow concentrators is shown. A
flow concentrator distributes flow records according to the application role given by
traffic collectors. For example, a traffic matrix measurement system needs the total
traffic information in the network, so each concentrator sends all aggregated flow
records to the traffic matrix measurement system. On the other hand, a concentrator
sends only the important customer’s traffic information to NBAD or IDS to achieve
effective anomaly detection. For example, if several departments in ISP use same
traffic information on different purpose, flow concentrator allows distributing them to
several collectors.

-—-, TrafficEng. AnomalyDetection  PerformanceMonitar
) = e
Traffi: matrix A
measurameant ‘ NEAD ‘ - manitar
5
NGIHD’-‘J

IFFIX
NBD'LQ

PP 1
g & LT
Fackat | - H ] £

: i (A _

DE: database

Fig. 5. Connections among flow concentrators

4 Implementation Issues

4.1 Instruction Templates

Each process performs functions based on instruction parameters that are set by an
operator in advance. Some of them should be set by information elements and,
defining instruction words enables the creation of the instruction templates, just like
flow template of NetFlow v9 or IPFIX.

For example, the aggregation process has instruction words like "key", "keep", and
"discard". This increases the flexibility, as in [7]. Similar to aggregation process, the
storing process can have storing instruction templates. If the instruction word "store"
is set in some information elements, these information elements should be stored in
database. If "discard" is set as the instruction word, these information elements should
not be stored. Examples of the storing and the aggregating instruction templates are
shown in Fig. 6. The storing process stores only information elements that are labeled
with the instruction "store" in the database. The aggregation process creates
aggregated flow records that have common source/destination network addresses
because the "key" instruction word is set for the "Source IP address", "Destination IP
address", "Source address prefix", and "Destination address prefix" elements.

Additionally, we have proposed using those instruction templates as a management
information base (MIB) [11]. External nodes need to be able to control several flow
concentrators through remote access in order to control the whole system. This
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enables collaboration between flow concentrators. To achieve this, we selected SNMP
MIB rather than NETCONF [9] to reduce the burden of the node. The flow
concentrator MIB has a collector MIB module and a concentrator MIB module. The
collector MIB module can be used in an ordinary traffic collector. The concentrator
MIB module has some instruction parameters that are managed by each process and it
associates the instances of these processes, just like PSAMP-MIB [10].

Storing Instruction Template Aggregation Instruction Template
ID | Information elements instruction ID | Information elements instruction
01 | Source IP address “store” 01 | Source IP address “key”

02 | Source port “store” 02 | Source port “discard”
03 | Destination IP address “store” 03 | Destination IP address “key”

04 | Destination port “store” 04 | Destination port “discard”
05 |Bytes “store” 05 | Bytes “keep”

06 | Packets “store” 06 | Packets “keep”

07 | Protocol “store” 07 | Protocol “discard”
08 | INPUT IF INDEX “discard” 08 | INPUT IF INDEX “discard”
09 | OUTPUT IF INDEX “discard” 09 | OUTPUT IF INDEX “discard”
20 | Source address prefix “discard” 20 | Source address prefix “‘key”

21 | Destination address prefix | “discard” 21 | Destination address prefix | “key”

Fig. 6. Examples of the storing instruction template and aggregation instruction templates

4.2 Storing Solutions

In general, traffic collector uses an RDBMS that has an SQL query function.
However, once flow records have been stored in the RDBMS, they are not changed
within a certain storage interval. Thus, the RDBMS approach cannot be said to be the
optimal solution for a large scale and high speed. Many recent open source tools for
use as collectors have a flat file structure [12, 13]. This section discusses these
solutions and considers which is suitable for a traffic collector that has several
applications or for a flow concentrator that needs scalability.

Since PostgreSQL and MySQL have been widely used as RDBMSs and we
focused on them in our evaluation. MySQL offers several engine types. We
considered two of them MyISAM and HEAP. Of these, HEAP is fast because it is a
memory-resident function.

As a flat file structure, we considered a method based on Perl storable which is
useful for quick development and a flat file structure. The flat file structure obtained
with Perl storable is outline in Fig. 7. With respect to directory structure, the root
directory is set to the exporter address which is the router’s address. The next
directory is set to the date which means the year, month and day. The name of each
file is its time of storage. This is useful when an operator is searching flow records for
a specific time and deleting old flow records. With respect to storable structure, one
flow record is converted into one hash table in order to make elements easy to search.
The references of each hash table are added to the array table. Our test tool saves
storable files at intervals of 3 or 5 minutes.

We examine time taken for storing, searching, and deleting each solution in the
following environment. The searching time was included in the time for displaying
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for searched flow records. Additionally, we evaluated the influence of the RDBMS
when the number of accumulation records was increased.

CPU: Intel(R) Pentium(R) 4 3.40GHz
Memory :3574MB

OS: FreeBSD 5.4

Perl version 5.8.6

MySQL version 4.1.16

PostgreSQL version 8.0.7

Exporter address Storable structure

../192.168.1.3/

References of each table
are added into array.

Flow record is converted into Hash table. This
table has field-name as Key.

i ry || protocol->6
Directo REF#1 ?irst,switched(unix)— protocol->6
date REF#2  |—o~ ;11283;570 [ first_switched(unix)-
es->.
/20060401/ /20060402 20060403/ | [ R T
packets->7 max_ttl->112
II |I |I src_address->218.48.55. VW packets->7
1205 1205 1205 tep_flag->0x1b00 src_address->218.48.55.VW
dst_address->192.16.XX.WW tcp_ flag->0x1b00
Time input_if->2 dst_address->192.16.XX.WW
input_if->2

Fig. 7. Example of flat file structure obtained using Perl storable

Figure 8 shows the time required for storing and searching flows for each solution.
The deleting time was about one second in all solutions and for all flow records. This
indicates that the flat file structure using "storable" is preferable from the viewpoint of
speed. Generally, the performance of an RDBMS is likely to become slower as the
accumulation volume increases. Figure 9 shows the influence of RDBMS versus
accumulation volume. In particular, the searching and deleting times clearly became
slower as the number of accumulation records increased. In a large network, about
100 million records are accumulated per day. Therefore, it might be difficult to use an
RDBMS.

(a) Storing time (b) Search and display time

200 50
180 || ® PostgreSQL * a5 || @ PostgreSQL
160 || ™ MySQL(MyISAM) 20 7IMySQL(MyISAM>
A storable A storable
140 | < MySQL(HEAP) PR 35 [ < MySQL(HEAP)
5 120 3 30 A
g 100 * g 2 A8
[ =
80 [ 20
P A
60 15 A
w0 N [ oo Y
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0T e o = n A a a ‘f ° - [} = . ¢
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Fig. 8. Time required for storing (a) and searching (b). For storage, a flat file structure using
Perl storable is faster than other methods. On the other hand, Perl storable is slow at searching
and displaying, but this is less critical.
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Fig. 9. Influence on MySQL performance as the number of accumulation records increases. We
examined time required for storing, searching, and deleting for 100,000 records, after flow records
had been added to the database until a specified number of accumulation records was reached. Even
where PostgreSQL was applied, the tendency of the result was similar to the above.

Table 1 summarizes the results for the solutions, including streaming database,
which has been proposed as a high-speed query function [14]. We can select these
solutions case by case. For example, a flat file structure is preferable when the node
needs scalability, just like a flow concentrator. On the other hand, RDBMS or a
memory-resident database is preferable when the node needs multiple functions, just
like a traffic analyzer.

Table 1. Summary of storing solutions

Flat file structure RDBMS Memory-resident database Streaming database
(Perl storable) (MySQL, PostgreSQL)  (MySQL HEAP)
Storing ++ + +++ +++
time Several million records Several hundred Several tens of millions of Several tens of millions of
per minute thousand records per records per minutes records per minutes
minute
Searching/  ++ + +++ +++
deleting Several million records Becomes slower as Several tens of millions of Several tens of millions of
time per minutes accumulation volume records per minutes records per minutes
increase.
Storage ++ ++ + +
capacity Dependent on storage Dependent on storage Dependent on memory Dependent on memory
disk capacity disk capacity capacity capacity
Query + +++ +++ +++
function Only simple query Sophisticated queries Sophisticated queries Sophisticated queries
like SQL like SQL like SQL
Speculation  Preferable for flow Preferable for traffic Preferable for Needs further research.
concentrator and simple analyzer like NBAD. aggregation function that has a

traffic collector.

concentrator.

5 Developed Flow Concentrator: FlowSquare

We developed "FlowSquare" as a flow concentrator based on the basic model.
Besides having a storing function based on Perl storable, it can receive and send
through NetFlow v9 and create aggregated flows of source/destination address pairs
from a 5-tuple flow. We examined the CPU load of a flow concentrator and traffic
analyzer to evaluate the effectiveness of the flow concentrator using the setup shown
in Fig. 10. The results of examination are shown in Fig. 11 and Fig. 12.
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Fig. 10. Test environment. The traffic matrix measurements system was located in the traffic
analyzer. We examined the CPU load on the analyzer and concentrator.
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Fig. 11. Load on traffic analyzer in both cases. The load on the analyzer was reduced when a
concentrator was used.
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Fig. 12. CPU load of flow concentrator and traffic analyzer versus exporting speed of records.
Also shown is the change in aggregation rate with record exporting speed.

In Fig.12, source/destination address pair aggregation by flow concentrator
reduced CPU load of traffic analyzer about 5%. If the flow concentrator has several
aggregation patterns, we can adjust them to according to the analyzer's performance.

For example, aggregation rates are likely to be expected about 30% in host
aggregation and about 10% in prefix aggregation. In that case, whole system can
become more flexibly.
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In particular, the flow concentrator is useful for a top-level collector that needs all
traffic information, like a traffic matrix measurement system. We can get more detailed
flow records from flow concentrators and can search for more detailed information that is
correlated to the whole traffic summary. This is, we can drill down.

6 Conclusion

In this paper, we proposed a reference model for a large scale traffic monitoring
system using flow concentrators. These models include an external model as the
solution and an internal process model to achieve greater scalability. In addition, we
developed a flow concentrator that has basic functions and examined the effectiveness
of using flow concentrators. In future works, we will develop multiple functions in
flow concentrators to further increase the scalability and flexibility.
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Abstract. Traffic measurement research has focused on various aspects ranging
from simple packet-based monitoring to sophisticated flow-based measurement
and analysis. Especially, most recent research has tried to address limitations of
simple flow-based monitoring by utilizing payload inspection for applications
signatures or by identifying target application group based on common traffic
characteristics. However, due to highly dynamic nature of the development and
the use of the Internet applications, individual simple remedy such as
application signature inspection, dynamic port identification, or traffic
characterization can’t be sufficient to achieve high precision application-aware
monitoring. This is true especially in multi-gigabit high-speed network
environment. As the Internet has been evolving from free networks to high-
quality business oriented ones, more sophisticated high precision application-
aware traffic measurement is required which takes all the factors mentioned
above into account. In this paper, we propose our novel traffic measurement
methodology to meet such requirements. We considered scalability, cost-
efficiency, and performance.

Keywords: hardware-based flow record generation, traffic measurement.

1 Introduction

In recent years, traffic measurement and analysis studies have received significant
attention due to the requirements from various aspects such as SLA monitoring, P2P
traffic monitoring, and detection of security anomalies, etc. However, technical
challenges have been increased simultaneously because of the multi-gigabit link
speeds, huge traffic volume to measure, and the dynamic characteristics of the current
and newly emerging Internet applications.

High speed and volume traffic measurement requires improvements from both
hardware and software. Even packet capture in one gigabit speed using a commercial
NIC (Network Interface Card) causes significant packet losses when bursty traffic
comes in. Dedicated special hardware has to be designed to meet such high speed and
volume measurement requirements. Major capabilities that have to be considered in
the hardware are high speed accurate packet processing including fragmented packet
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assembly, filtering, various sampling methods (fixed, probabilistic, or flow sampling),
wire-speed flow generation, and content inspection. None of the currently available
hardware whether it is a card or a standalone device can meet the all the requirements
mentioned above. Especially when it has to deal with very high speed links such as
OC-48 or above. Most of them can meet the packet header processing requirement
under normal traffic condition but show performance limitations in worst traffic
condition, for example, in the case of DOS attack. PPS (Packet per Second) and FPS
(Flow per Second) increases abruptly close to the theoretical upper limit.

For the diversity of the current and newly emerging Internet applications, the main
difficulties come from highly dynamic nature of the development and the use of the
current Internet applications. Traditionally, Internet traffic was dominated mostly by
the client-server type of applications such as WWW, FTP, TELNET, etc. However,
this characteristic has been changed significantly when new applications such as peer-
to-peer, streaming, and network game applications were introduced. These
applications use a range of port numbers or dynamically allocated ones for their sub-
transactions (e.g., EDONKEY uses 4661, 4662, 4665, 6667 and RTSP streaming
application allocates a port number dynamically for a stream data transfer). Some
Internet applications intentionally use the same port number for malicious purposes,
e.g., port number 80 for bypassing firewalls. This means that distinguishing flows
based on a port number and other header properties is not safe and accurate enough.

Also since the Internet is asymmetric in nature, an application transaction consists
of multiple sub-transactions, a series of Requests and Replies, which may follow
different routing paths. Accurate flow identification for such a case requires
distributed monitoring and correlation of sub-transactions which appeared in different
paths. Another problem can be caused by packet fragmentation. IP packet fragments,
but the first one, do not contain transport layer headers; no port numbers are given in
such packets although they really are linked with a port. It is, however, reported that
not a small portion of the Internet backbone traffic is transported in a fragmented
state[1], and this tendency may deepen because more and more encapsulated services,
such as IPv6 over IPv4, IPsec, etc., is getting popular.

In this paper, we propose a novel mechanism to cope with such challenges. It
consists of hardware and software methodologies. For performance and scalability,
packet inspection, filtering/sampling, traffic anomaly handling, and flow generation
are all conducted in our novel hardware. Various traffic analysis including multi-path
correlation and high precision applications recognition is the job of our software. We
have incorporated the proposed mechanisms into our proof-of-concept system called
Wise™ V¥ The paper is organized as follows. Section 2 examines related work.
Section 3 and 4 describe our novel hardware and software methodology and overall
system architecture to meet the above challenges. A proof-of-concept system and
deployment experiences are explained in Section 5. Finally, section 6 concludes our
research and development effort and lists possible future work.

2 Related Work

There have been many research and development efforts in the field of traffic
measurement and analysis for the past decade. As a result, many tools were
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introduced to meet various objectives such as traffic profiling, traffic engineering,
attack/intrusion detection, QoS monitoring, and usage-based accounting. CAIDA’s
OCxmon[2], Tcpdump[3], Ethereal[4], and SPRINT’s IPMon[S5] can be used to
capture full packets and analyze them off-line for the purpose of various traffic
profiling. They are per-packet analysis systems. Cisco’s Netflow[6], CAIDA’s
CoralReef[7], Flowscan[8], and NetraMet[2] are flow-based traffic analysis systems.
They capture IP packet header information and compose them into flow records.
Then various analysis tasks such as traffic profiling, usage-based accounting, and/or
traffic engineering can be performed either on-line or off-line.

Per-packet analysis systems typically rely on dedicated special capture hardware.
DAG card[9] is well-known for this purpose. Recently SCAMPI project[10] also
introduced PCI-based capture cards for high speed and volume traffic measurement.
Objectives of both cards are to capture the packets in real-time for the high speed
links. It is claimed that both cards can perform measurement for upto OC-192. For
the high precision applications recognition, wire-speed flow generation and payload
inspection are essential functionality. However, these are major missing ones to
them.

For the recognition of Internet applications, most solutions are targeted for P2P,
streaming applications identification, or security anomaly detection. Cisco Systems’
NBAR (Network-Based Application Recognition)[11] provides basic application
recognition facilities embedded in their Internet Operating System (IOS) for the
purpose of traffic control. Most intrusion detection systems (IDSes) are also equipped
with basic application recognition modules which usually function on a signature
matching-basis. For streaming and P2P application identification, Mmdump[12]and
SM-MON[13] used payload inspection method. Many other methods for P2P traffic
characterization [14,15,16] which depend on port number based matching were also
published.  Cisco’s Service Control Engine (SCE) series[17] and Netintach’s
Packetlogic[18] provide more general purpose applications recognition solutions.
These systems, however, exhibit shortcomings of performance, scalability, scope of
coverage, and accuracy.

3 Methodology

In this section, we propose our novel methodology to fulfill the requirements in terms
of hardware and software.

3.1 Hardware Methodology

In comparison with the existing traffic capture cards which were described in the
section 2, we have designed ours with more strict objectives to meet the above
requirements: packet captures without loss at upto multi-gigabit speed, lowest CPU
resource utilization as possible, filtering, packet and flow sampling, deep packet
inspection, anomaly detection, and flow generation.

Based on the design, we have developed a series of capture cards: DS-3, Fast
Ethernet, OC-3 ATM/POS, OC-12 ATM/POS, and Giga Ethernet for the lower and
medium speeds. We are also working on a metering system for 2.5 and 10 Gbps
speeds. We have decided to develop a standalone system rather than a PCI-type card
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due to various strong requirements we have set. It can not only capture the packets
upto 10 Gbps speed without loss but also support wire-speed deep packet inspection
for applications signature detection, flow sampling, anomaly traffic detection and
special handling to relieve measurement burden, and, most importantly, flow record
generation in the hardware. Our flow record format extends that of the netflow type
records to support high precision applications analysis.

As mentioned above, packet capture cards that support upto 10 Gbps link speed
have been developed. However, their capability is limited for packet header
processing level. Any host system which installs the capture card can’t support its
wire-speed performance for the analysis work. Especially, when it comes to flow
records generation, it represents very limited performance. It is mainly due to the fact
that flow creation is usually done at the software level. In order to catch up with such a
packet capturing speed, most of time consuming processes have to be pushed into the
hardware level. Such attempt hasn’t been tried by any researches before due to its high
complexity and cost. It is especially challenging for us that we are trying to conduct
hardwired flow creation with some extensions to achieve precise applications traffic
accounting.

Metering System

Anomaly Traffic Management Module Flow Generation Module
Traffic Signature Anomaly Flow Flow Flow
Characteristic Analysis Traffic Analysis Record Record
Analysis Unit Processing Unit Creation Export
Unit Unit Unit Unit
Data
Packet Capture Control Interface Storege

Export
Module

Packet Capture Module

Network Time Sync | |Packet Headel System Signature Filtering
Physical Unit F i Interface Processing Sampling
Interface Unit Unit Unit Processing
Unit

Fig. 1. Metering System Architecture

Fig.1 shows architecture of the proposed metering system to support multi-gigabit
traffic capture. It consists of packet capture module, packet capture control interface,
anomaly traffic management module, flow generation module, and data storage
export module. For the consideration of performance, scalability, cost, and
portability, we have decided to implement it as an ATCA(Advanced Telecom
Computing Architecture)-based board[19]. Main processing engine is intel IXP2800
Network Processor (NP) and additional enhancements have been applied to meet our
requirements.

Besides these most strict requirements, our system has other value-added
functionalities. For scalability purpose, we added packet filtering and sampling
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capabilities. It supports static, probabilistic, and flow sampling. And for precise
application traffic recognition and anomalous traffic detection, we added content
inspection capability in it. It supports up to 16 bytes payload searching.

3.2 Software Methodology

The novel mechanisms in our traffic measurement and analysis software consist of the
following four items: general purpose Internet applications traffic classification,
accurate application accounting, adaptability and expendability for newly emerging
applications, and auto-detection mechanism of the new applications.

Most application monitoring systems currently available focus on a specific target
such as P2P and/or streaming applications identification and security anomaly
detection. Of course, there is an appropriate rationale for each effort. Our initial goal
is the precise Internet application accounting for charging. Thus, we have put our
efforts to come up with a general purpose Internet application identification
methodology. Since we are using several novel methods which are described in details
below to identify most of the popular Internet applications, the accuracy of application
traffic accounting is much higher in comparison with most other currently available
monitoring solutions which depend on port to application mapping. Since Internet
applications lifecycle is very dynamic, it is very important to design the monitoring
system to adapt such a characteristic. We added a run-time configuration language for
such a purpose. When a new application appears in the Internet, we need to identify it
promptly for its monitoring. Manual detection is very time-consuming and labor
intensive work and thus requires automation. We are currently working on such
automation and a preliminary result is explained below. Our software methodology
consists mainly of a precise application identification method, extensible applications
recognition language, and flow definition extension.

Precise Applications Classification Method

Our approach is unique in that we classify the Internet applications into the following
four distinctive types. We determined the types by observing, test-utilizing,
inspecting, generalizing, formulating, and classifying more than one hundred major
Internet applications. We gathered flow and entire packet specimens from four major
networks including a large-scale campus network, an enterprise network, a major
Internet exchange point, and an ISP, and at least a week of collections were conducted
for each test case.

An application is classified into not only per application level but also per sub-
transaction level within an application. Each application comprises multiple sub-
transactions such as request, reply, and data transfer. The objective to classify
applications into such fine granular levels is to account precise traffic usage and to
reduce the unknown traffic volume as much as possible. With this approach, we are
aiming to identify applications with over 95% accuracy. Application recognition
accuracy typically accounts for 20 ~ 40 % only if fixed-port recognition method is
used.

- Type-FP (Fixed Port-based Recognition Type): Recognition is performed on the
basis of a predefined port number to application mapping. Major well known services,
such as WWW, FTP, SMTP, BGP, etc., and comparatively popular applications using



68 T. Choi et al.

registered ports can be simply recognized by this method. There exists, however, a
rather higher probability of misrecognition due to the current Internet applications
characteristics as explained before.

- Type-PI (Payload Inspection-based Recognition Type): Recognition is performed
on the basis of both port numbers and signatures, a.k.a. patterns, in the application
PDU (Payload Data Unit). This method produces an effect when two or more
equivalently influential applications share a registered port number. Any well known
services or popular applications can also be identified by this method if higher level of
correctness assurance is required.

- Type-DP (Dynamic Port-based Recognition Type): Recognition is performed on
the basis of port numbers obtained by inspecting other flows’ payloads. In the sense of
payload inspection, this method is similar to type-PI; however, the difference is that, in
this type, the sought pattern provides a referential hint to identify another flow (a type-
DP flow or an induced flow) that may take place soon after. One of the common type-
DP flow examples is a passive mode FTP.

- Type-RR (Reverse Reference-based Recognition Type): Recognition is performed
on the basis of a referential note obtained by recognizing a type-PI flow on the other
links. We define a reverse flow: When there exists a flow, X, of which <src_addr,
dst_addr, src_port, dst_port, protocol> is <a, b, X, y, p>, if another flow, Y, is specified
by (b, a, y, X, p), then Y is a reverse flow of X. The purpose of the type-RR method is,
thus, to recognize reverse flows of type-PI flows. In most cases, type-RR flows are
control flows of legitimate TCP connections whose constituting packets contain only
IP and TCP headers or flows whose constituting packets do not contain any distinctive
patterns in the payload

Extensible Application Recognition Language

In the section above, we described how to categorize the Internet applications into a
set of distinctive types. Another important issue is then how to actually capture and
analyze the contents of packets based on the above classification criteria. Considering
highly dynamic nature of the development and the use of Internet applications, an
adaptive and extensible content filter is essential component.

For this purpose, we propose an application recognition policy language,
Application Recognition Configuration Language (ARCL), which succinctly
describes the way to capture and analyze the contents of packets. The language is
simple and effective in that the system can be swiftly reconfigured to detect and
recognize unprecedented or modified applications without the developer’s writing and
distributing extension modules for processing the newer applications, which usually
results in fairly long period of shrunk recognition coverage even after detecting and
analyzing the new applications.

Specifically, an ARCL specifies the following features:

- The classes of applications into which each flow is categorized

- The classes of subgroups of applications into which each packet of a flow is
categorized

- The methods and their parameters required to map flows to applications

- The methods and their parameters required to map packets to subgroups

The basic hierarchy of ARCL semantics and syntax possesses three levels. The
highest category is an application (application), the next is a representative port
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(port_rep_name), and the last is a subgroup (decision_group). There is a one-to-many
relationship between a higher and a lower category. The basic concept can be
explained by an example. Although most WWW services are provided through port
80, there are still many specific web services that are provided via other ports, such as
8080. All these representative ports pertain to the application “WWW” and have their
own distinctive names; port_rep_names — “HTTP” for 80, “HTTP_ALT” for 8080,
etc. Although a port_rep_name is tightly coupled with a port, the relationship between
them is not one-to-one, nor fixed; a single port can be used by a number of different
applications under different representative names. Packets in a flow can further be
classified into a number of subgroups. For example, an HTTP flow subdivides into
“HTTP_REQ” packets, “HTTP_REP” packets, ACK packets of HTTP_REP, etc.
Each of these elementary subgroups constituting the entire context of a flow is a
decision_group. The attributes and subsidiary categories of a higher category are
specified in the corresponding clause whose scope is delimited by a pair of braces.

Flow Definition Extension and Application Detection Automation for
Content-Aware Precise Application Analysis

Once each packet is examined and classified into the right type, captured information
has to be aggregated into a flow and packet records for an analysis process.
Typically, flow-based monitoring system generates flow records only. Our system
adds packet records and associated payloads which include signature information.
Note that we are not capturing all packet contents but the ones with application
signatures only. Analysis server uses this information for the detailed analysis of
traffic usage accounting per sub-transaction flow and eventually an aggregated
application flow. We decided such an extension because none of the existing flow
definitions serve our purpose. These records play a crucial role for the accurate
application recognition.

Automated new application detection requires complex processes. When a new
application can be known in advance, it is relatively easy to find its signature. If not,
then it is getting much harder. In our system, unknown applications flow records are
collected separately from the known ones. Unknown applications port numbers can
be identified first and extract the flow records related with the unknown port number.
Protocol interaction and flow correlation processes are applied to find out unknown
application’s signature. Currently we are developing analysis tools to automate these
complex processes.

4 System Architecture

Fig. 2 shows an overview of the proposed architecture. Metering system captures
packets either by an electronic or optical signal splitter. Upon receiving raw packets
the Metering system at first filters out non-IP packets. Then, by processing the
remaining IP packets, it composes flows and generates, in hardware, our extended
flow records which compactly describe the flow and packet information respectively.
During the flow composition process, application signature inspection specified in the
ARCL description is conducted. As a result, the generated flow records contain flow
summary information and information on the packets which belong to the flow and
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payload portion of a packet which is matched by the signature. Our extended flow
records, then, are sent to the Collector. It aggregates all the flow records collected
from the multiple metering systems and export them to the Analysis server in real-
time or store them in the Storage server for near real-time processing. The Analysis
server classifies applications based on our classification algorithm and stores the
result statistics in the DB. GUI then accesses it for various presentations.
Analysis GUI/Web
Server Seryer

POLLLN v
o », °

K

s,

. G
ACTH Pring
andn
Ol Moo,
», >
o 8
AT T

* Q
» *
LTINS

Statistics

.......... .- DB

(Flow or Packet Pata)
Storage Seryer

Fig. 2. Proposed System Architecture

The Collector is designed to be able to operate on a real-time basis because
reducing the capture-off period as much as possible is essential in most operational
cases. The operation of the Server, however, may not be constrained by time. The
recognition operations can be conducted on a batch basis. Nevertheless, if the
Metering systems and the Collectors are not too highly aggregated onto a Server and
the Server possesses enough computing resources, the Server can also perform
recognition tasks on a real-time basis. For very high-speed links, however, the
Collectors and the Server may be severely overloaded, and accordingly, the way the
Collectors and the Server operate must not be tightly coupled. Thus, our system
architecture is designed to meet the mentioned requirements.

Our system can handle the same flow which goes through different measurement
points. Each Metering system timestamps packets by GPS and the server which
receives flow information from multiple Collectors can perform stateful
classifications based on the accurate timestamps. Due to the space limitation of the
paper, we focused our paper from the view point of novel methodology rather than

system architecture and functional details.

5 Implementation and Experience

The proposed requirements and architecture is implemented as a proof-of-concept

. *TrafVi . .
system, called Wise ™", It has two versions: one for lower and medium speeds
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upto 1 Gbps and the other for higher speed upto 10 Gbps. The former system has
been installed and operated on a number of sites including a large scale campus
network, a medium scale enterprise network (ETRINet), KIX - one of the biggest
public Internet exchange (IX), and some other ISP’s international 1 Gbps links in
Korea. The latter system is under development and the prototype will be available in
the third quarter of 2006 for the testing.

For the former, we have implemented intelligent packet capture (IPCAP) cards
suited for our specific architecture and needs, they include DS-3, FastEthernet, OC-
3/12 ATM/POS, and GigaEthernet Cards. They are PCI type-Il based cards.
Currently, we verified that cards upto 1Gbps can support wire speed packet capture
without a single packet loss even for 64 byte IP packets arriving back-to-back.

In ETRINet, we monitored the most aggregated link which connects ETRINet to
two major ISPs in Korea via two T3 (45 Mbps) links. The number of Internet users in
ETRINet reaches around 2,500. Outgoing and incoming traffic is simultaneously fed
into a Metering system and to a Server from a mirror-enabled Ethernet switch. The
average profile of the consolidated traffic is 46.52 Mbps, 5.325 Kpps, and 174.1 fps,
and the peak profile is 148.23 Mbps, 18.242 Kpps, and 1.359 Kfps. Two logical links
(outgoing and incoming) are monitored by a single metering system. The Collector
and the Server platform is composed of dual Pentium-IV CPUs, 2 GB of memory, and
a 66MHz 64-bit PCI bus respectively.

By using our IPCAP GigaEthernet cards in ISP’s international link, we have
observed 0% packet loss on both incoming and outgoing links during the period of 6
weeks in March and April of 2006. Out-going link has around 200Mbps and incoming
link has around 180Mpbs traffic utilization. Successful application recognition ratio
is around 85% and we are trying to improve the unknown ratio. We have also tested
POS OC-3 cards in another major Korean ISP’s international link. This link was fully
utilized and extensive system improvement and optimization work has been
conducted. Thus, OC-3 card based monitoring system is recently commercialized.
We are attempting various tests with OC-48 and OC-192 systems until the fourth
quarter of 2006 and the performance analysis results can be incorporated in the final
version of this paper.

6 Conclusion and Future Work

Due to highly dynamic nature of the development and the use of the current Internet
applications, accurate application traffic usage accounting in the Internet requires a
cleverly combined mechanism of per-packet payload inspection, flow-based analysis,
correlation of associated sub-transaction flows, and wire-speed packet capturing
performance. In this paper, we proposed the novel approach to meet such challenges.

In addition to designing architecture and proposing technical solutions, we have
embodied them in a series of Wise V¥ systems. We are satisfied with the initial
experiences with our systems.

We have tested our system with upto 1Gbps speed and are currently working for
enhancing it to support much higher speeds such as OC-48 & OC-192. It is very
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challenging that this new system shifts major functionality into hardware level. As
far as we understand, such attempt hasn’t been made by any researches yet. We are
expecting to release our next version by the fourth quarter of 2006. Although we
have focused on the usage-based accounting in this paper, it can be utilized in many
other areas such as traffic profiling and security anomaly detection. These additional
capabilities will be explored as our future work as well.
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Abstract. Recent years have seen an increasing interest in end-to-end available
bandwidth estimation. A number of estimation techniques and tools have been
developed during the last few years. All of them can be classified into two
models: rate-based and gap-based, according to the underlying approaches. The
difference in characteristics of both models is studied in this paper. PathChirp
and /GI are selected to represent each model and they are evaluated on low speed
paths which are typical in today’s local access of the Internet. Finally a hybrid
method adopting both rate-based and gap-based approaches is proposed. The
hybrid method is compared with pathChirp and IGI. Simulation proves that the
hybrid method yields more accurate results and reduces overhead traffic.

1 Introduction

An end-to-end network path consists of a sequence of store-and-forward links that
transfer packets from the source host to the destination host at each end of the path.
Two commonly used throughput-related metrics of a path are the end-fo-end capacity
and the end-to-end available bandwidth.

In an individual link, the capacity is defined as the maximum IP layer transmission
rate at that link. Extending the definition to a network path, the end-to-end capacity of
a path is the maximum IP layer rate that the path can transfer from the source to the
destination. It is determined by the smallest link capacity in the path.

The available bandwidth of a link is the unused portion of its capacity. Since a link
is either idle or transmitting a packet at full capacity at any given instant of time, the
instantaneous utilization of the link can only be either O or 1. Thus reasonable
definition of available bandwidth should be the average unused capacity over some
time interval. The available bandwidth A over a time period (t — 7, t) is

A(t—T,t)z% [ cli-u()x. 1)
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where C is the capacity of the link and u(x) is the instantaneous utilization of the link at
time x. Similarly, the end-fo-end available bandwidth is determined by the smallest
link available bandwidth in the path over certain interval.

End-to-end available bandwidth is usually estimated with active probing techniques
which send probe traffic from the source host to the destination host of the path. Active
probing is free of privileged access requirement and feasible for the end users. Various
active probing techniques have been proposed today. Generally, they can be classified
into two models according to the underlying approaches:

The rate-based model (RM) uses the sending rate of the probe traffic at the sender
(probing rate) to infer end-to-end available bandwidth. The RM techniques usually
send probe packets from an initial low rate and increase the rate gradually. They search
for the turning point at which the arrival rate of probe packets at the receiver strata to be
lower than the probing rate. Such turning point is believed to mirror the end-to-end
available bandwidth over the probing period. RM techniques include pathChirp [1],
Pathload [2] and PTR [3].

The gap-based model (GM) compares the time gap of successive probe packets
between the sender and the receiver to calculate the available bandwidth. Given two
successive probe packets fall in the same queuing period at the single bottleneck of the
path, and they are sent with a time gap 4;, and reach the receiver with a time gap 4y,
then A, should consist of two segments: 4;, and the transmission time of the
cross-traffic between them. The GM techniques use the difference between 4,,,, and 4;,
and end-to-end capacity to calculate the rate of cross-traffic and then end-to-end
available bandwidth. The calculation of GM tools is usually based on a set of
congested probe packets. IGI [3] and Spruce [4] are examples of tools using GM.

2 Comparison Between Rate-Based and Gap-Based Available
Bandwidth Estimation Tools on Typical Internet Paths

2.1 Representative Tools of Two Models

In this section two representative tools of each class are selected to be compared. In the
RM class pathChirp [1] is famous for its chirp structure — a series of exponentially
spaced packets within a single probe train. The chirp structure covers a wide range of
probing rate and thus works with high efficiency. The probing process of pathChirp is
fast and with significantly light overhead traffic. IGI [3]is a tool in the GM class. IGI
sends an even spaced train with carefully selected initial gap and increases the gap
linearly for subsequent trains. /GI estimates available bandwidth when all the gaps of
train at the sender equal to those at the receiver. PathChirp and IGI are selected to
represent their class in our study.

2.2 Test Environment and Methodology

Some evaluation of the existing end-to-end available bandwidth estimation tools has
been done on high speed links (with capacity of 1000 Mbps) environment [5].
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However, high speed end-to-end path does not yet prevail in today’s Internet; most
paths are with a capacity around 10 Mbps, usually constrained by the edge of the
network. For practical purpose, we evaluate and compare the tools on paths with
capacity of 10 Mbps. The test is performed based on simulations with OPNET
Modeler. Simulation environment is crucial for this research as we need complete
control over cross-traffic load on network paths and the ability to monitor link
utilization with high level precision and granularity, which is not possible in real
network environment. The network paths under observation are from 5 to 7 hops long
with a single bottleneck in the middle of the path whose capacity is 10 Mbps.
Admittedly, this topology is primitive and some special artifacts such as multiple
bottlenecks are beyond the scope of our consideration, but the simple topology is
favorable for discovering the fundamental characteristics of the tools.

Most available bandwidth estimation tools work well in stable cross-traffic
environment. When they face highly bursty cross-traffic, however, the performance is
very different for each tool. Therefore the performance in bursty cross-traffic
environment is critical for evaluation. Except the idle path and light traffic scenarios,
most of our test scenarios simulate highly bursty traffic environment. The cross-traffic
is generated in the form of various popular Internet applications such as HTTP web
browsing, FTP file transferring, Email, video conferencing and so on.

Both pathChirp and IGI have tunable parameters. Generally the default values of
those parameters are used in our test. The initial gap of /GI is exceptional, because
some test scenarios with high utilization are performed and the default initial gap is too
large. For pathChirp, the probe packet size is 1000 bytes, the exponential spread factor
is 1.3 and the length of the chirp is 15; for /G, the probe packet size is 500 bytes, the
initial gap is 0.5 ms and the length of a train is 32. This setting remains unchanged for
all the comparison scenarios. Two tools run subsequently on the same path with the
same cross-traffic condition repeated by the simulator.

2.3 Comparison Results

The first test scenario is performed on an idle path. The results are shown in Fig. 1.
Both tools give an estimate around 10 Mbps, which is the end-to-end capacity of the
path. While the estimate of /GI is very close to 10 Mbps, it is interesting to see that the
estimate of pathChirp goes up to 11 Mbps. When pathChirp is evaluated on high speed
links [5] the same phenomenon is also seen. Please note that the actual available
bandwidth (avail-bw for short in the figures) is not 10 Mbps in both pathChirp and IGI
cases. It is because the probe traffic occupies a little bandwidth of the path.

In the second scenario, there is light cross-traffic with average utilization at about
15%. The results of both tools, which are also shown in Fig. 1, are exactly the same as
those on an idle path. It could be understood, because 15% of 10 Mbps is not more than
the probe traffic rate of both tools. It means the cross-traffic is extremely light.
Actually in a path with capacity of 10 Mbps both tools can not sense cross-traffic when
the average utilization is lower than 15%.

Fig. 2 shows the results when the average utilization is 30%. Due to the bursty
cross-traffic, the instantaneous utilization is heavily fluctuating. The accuracy of both
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tools drops in this scenario. However, the estimate results of both tools show different
characteristics. The estimate of pathChirp exhibits highly dynamic feature which
reflects the fluctuation of the cross-traffic. A number of estimate results correctly
follow the change of cross-traffic although some go opposite direction. But pathChirp
is most of time over-reacting: even it follows the change of cross-traffic but the
estimate value is either too high when the available bandwidth increases, or too low
when it decreases. Some estimate results are higher than 10 Mbps which is obviously
over the border. On the other hand, /GI barely corresponds to the change tendency of
the cross-traffic. The range of the estimate results is limited. In this scenario, they are
almost always higher than actual available bandwidth and fall into the area between
actual available bandwidth and end-to-end capacity.

There is more cross-traffic in the next scenario and the average utilization is 50%.
Fig. 3 shows the results in this scenario. Again pathChirp shows its strong ability to
follow the change of cross-traffic but is over-reacting. The performance of /G/ is also
unchanged.

The final scenario is with heavy cross-traffic and the average utilization jumps up to
70%. Fig.4 shows the results in this scenario. Unsurprisingly, the particular
characteristics of both tools exist as the same. But, pathChirp gives less estimates
lower than the actual available bandwidth compared with previous scenarios. And,
there are occasionally extremely high estimate results up to 30 Mbps from pathChirp.

In the above test scenarios, pathChirp and IGI exhibit different characteristics:
pathChirp is good at following changes of cross-traffic but often over-reacts, while /G/
does not catch changes of cross-traffic accordingly but offers a stable estimate. The
different characteristics probably result from the underlying approaches of two models.
The RM tools perform estimation based on a single turning point. For pathChirp, the
turning point is a single packet pair inside the chirp. Therefore, it is fast to discover the
change of cross-traffic but easy to deviate from the actual value. The GM tools estimate
available bandwidth based on a set of congested probe packets. The estimate is
smoother but can not follow changes in cross-traffic promptly.
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3 Hybrid Method Adopting Rate-Based and Gap-Based
Approaches

3.1 Introduction to Hybrid Method

In our experiment, we explore the different characteristics in performance of rate-based
and gap-based available bandwidth estimation tools. In fact, we believe that their
performance characteristics are complementary. Therefore, a tool that combines both
models should have the potential to improve the accuracy of the estimate. A hybrid
method adopting both pathChirp and IGI logic is proposed based on this assumption.

There are two phases in the method: the chirp processing and the /G7 processing.
The first phase is the chirp processing. It uses the same logic of pathChirp with certain
enhancement: The initial rate of the chirp is set to a small portion of end-to-end
capacity. Itis set to cover a wide range of possible results of available bandwidth. The
spread factor is no longer user specified. It is automatically set to ensure the highest
probing rate of the chirp can be slightly higher than the end-to-end capacity.
Self-induced congestion is guaranteed in this way. In this phase, the sender sends a
chirp to the receiver.  And after it receives the chirp, the receiver performs estimate
with the logic of pathChirp.

The second phase is the /67 processing with the logic of IGI. The initial gap of the
probe train is set according to the feedback of the chirp processing, instead of using
default value. This is a significant enhancement in that it can effectively reduce the
number of probe trains for the /G7 processing. The initial gap is set based on the
probing rate of the turning point in the chirp processing. Since the probing rate at the
turning point is expected to reflect the available bandwidth, the initial gap based on this
probing rate can converge faster. Similarly the sender sends probe trains and the
receiver receives them and performs calculation.

After two probing phases are finished, two available bandwidth estimate results are
generated. The /G7 estimate then acts as an anchor for the chirp estimate to prevent the
chirp estimate deviation. In addition, the chirp estimate is cut to be equal to end-to-end
capacity when it is larger than it. A coefficient a is used to control the weight of the
estimate of two phases in the final estimate. The final estimate E is given by

EzaEchirp+(1_U~)Eigi’ (2)

where 0 < o< 1, Eg,y is the chirp estimate and Ej,; is the /G estimate.

3.2 Evaluation of Hybrid Method

We evaluate the hybrid method by comparing it with pathChirp and IGI. The
comparison is performed in the same environment and with the same methodology as
previous tests.

First, the hybrid method is compared with pathChirp and IGI when the average
utilization of the path is 30%. The results are shown in Fig. 5. The coefficient a is 0.5
in this case. The hybrid method yields much closer results to the actual available
bandwidth than the other two tools. It can not only follow changes of cross-traffic but
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also effectively restrain the estimates from overreaction. In addition, the hybrid
method reduces probe traffic in the second phase compared with the original /GI. The
average number of trains of /G/ process in the hybrid method is 1.7 while the number is
6.2 for original /GI.

Fig. 6 shows the comparison when the average utilization is 50%. The coefficient a
is also 0.5. Again the hybrid method performs the best. The average number of /67
trains is 3.5 and that of original /GI is 9.1.

The final comparison is performed when the average utilization is 70%. The results
are shown in Fig. 7. In this scenario, the coefficient a is 0.7. The hybrid method is still
the best among the three. The average number of /67 trains is 3.7 and that of original
IGl is 7.6.

We set the coefficient o with different values to see how it affects the final estimate.
The error rate is used for verification. The error rate is the difference between the
estimate and the actual available bandwidth value in proportion to the total capacity. A
single error rate value is calculated from a number of estimate
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samples of consecutive probes. The results are shown in Fig. 8. When the load is not
heavy (e.g., the average utilization is under 50%), the value of 0.5 yields the best result.
When the load is very heavy, the value of o should also increase because the IGI
estimates are generally high and they should be restricted to a light-weight. Generally
speaking, a network path with normal usage should not see very heavy utilization, so
0.5 is appropriate for the coefficient value. When heavy utilization happens, however,
we can refer to the estimates of IGI as it is stable. For example, we can assume the
utilization is heavy when the average estimate of IGI is no more than 6 Mbps in our test.
This assumption is based on our empirical results.

4 Conclusion

In this paper, the differences in performance between rate-based model and gap-based
model of end-to-end available bandwidth estimation techniques are studied. PathChirp
and /GI are selected to represent each model. The evaluation is performed on low
speed paths which are typical in today’s Internet. A hybrid method adopting both
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pathChirp and IGI logic is proposed. It takes advantage of the complementary
properties of the two models Simulation shows that the proposed hybrid method
significantly improves the estimation accuracy and reduces overhead traffic compared
with original tools. Our future work is to evaluate the hybrid method in real world
environment.
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Abstract. Traffic monitoring is essential for accounting user traffic and detecting
anomaly traffic such as Internet worms or P2P file sharing applications. Since
typical Internet traffic monitoring tools use only TCP/UDP/IP header information,
they cannot effectively classify diverse application traffic, because TCP or UDP
port numbers could be used by different applications. Moreover, under the recent
deployment of firewalls that permits only a few allowed port numbers, P2P or
other non-well-known applications could use the well-known port numbers.
Hence, a port-based traffic measurement scheme may not provide the correct
traffic monitoring results. On the other hand, traffic monitoring has to report not
only the general statistics of traffic usage but also anomaly traffic such as
exploiting traffic, Internet worms, and P2P traffic. Particularly, the anomaly
traffic can be more precisely identified when packet payloads are inspected to find
signatures. Regardless of correct packet-level measurement, flow-level
measurement is generally preferred because of easy deployment and low-cost
operation. In this paper, therefore, we propose a signature-aware flow-level traffic
monitoring method based on the IETF IPFIX standard for the next-generation
routers, where the flow format of monitoring traffic can be dynamically defined
so that signature information could be included. Our experimental results show
that the signature-aware traffic monitoring scheme based on IPFIX performs
better than the traditional port-based traffic monitoring method. That is, hidden
anomaly traffic with the same port number has been revealed.

Keywords: signature, IPFIX, traffic measurement, flow, and security.

1 Introduction

Traffic monitoring is essential for accounting normal user traffic and detecting
anomaly traffic such as Internet worms or P2P file-sharing applications. In general,
simple packet- or byte-counting methods with SNMP have been widely used for easy
and simple network administration. However, as applications become diverse and
anomaly traffic appears quite often, more detailed classification of application traffic
is necessary.

* This research was supported by the MIC (Ministry of Information and Communication),
Korea, under the ITRC (Information Technology Research Center) support program
supervised by the IITA (Institute of Information Technology Assessment). (IITA-2005-
(C1090-0502-0020)).
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Generally, traffic measurement at high-speed networks is challenging because of
fast packet-processing requirement. Though packet-level measurement generates
correct results, it is not easy to support high-speed line rates. In addition, standalone
systems for packet-level traffic monitoring will be expensive for deployment and
management in a large-scale network. Hence, Internet Service Providers (ISPs)
generally prefer routers or switches that have already traffic monitoring functions to
dedicated packet-level traffic monitoring systems. Recently, flow-level measurement
methods at routers such as Cisco NetFlow [1] have become popular, because flow-
level measurement could generate useful traffic statistics with a significantly small
amount of measurement data. Routers with high-speed line cards such as 1Gbps are
supported by Cisco sampled NetFlow. Thus, the standard [2] for traffic monitoring of
routers has been proposed by IETF IP Flow Information eXport (IPFIX) WG, which
defines the flexible and extensible template architecture that can be useful for various
traffic monitoring applications. For example, IPv6 traffic monitoring, intrusion
detection, and QoS measurement have been possible with routers due to the flexible
template structure of IPFIX, which cannot be done with NetFlow v5.

Though flow-level traffic measurement is simple and easy for deployment, its
measurement result may be incorrect, because only IP/TCP/UDP header fields are
considered for traffic classification. Nowadays, due to firewalls that allow only well-
known TCP/UDP port numbers, user and applications tend to change the blocked port
numbers to the allowed well-known port numbers. In addition, recent P2P
applications have begun to use dynamic port numbers instead of fixed port numbers.
Therefore, port-based traffic classification may result in wrong traffic measurement
results. On the other hand, when the payloads of IP packets are inspected to find the
application-specific signatures, the possibility of correct traffic classification is
increasing. Currently, most of intrusion detection systems (IDSes) or intrusion
protection systems (IPSes) are employing packet inspection methods for investigating
anomaly traffic patterns. However, IDSes and IPSes are focusing on only finding the
anomaly traffic pattern as soon as possible and generating the alert messages.

In this paper, we aim at devising a flow-level traffic monitoring scheme that can
utilize the signature information for the correct traffic measurement results while
complying with the IPFIX standard. Thus, we propose a flow-level traffic monitoring
method with extended IPFIX templates that can carry signatures for a flow. Our
proposed method achieves the capability of correct traffic classification even at high-
speed routers through examining the payload signatures as well as IP/TCP/UDP
header fields.

The proposed scheme towards correct and IPFIX-compliant flow-level traffic
monitoring has been verified with real packet traces in a campus network. From the
experiments it was shown that anomaly traffic hiding itself with the well-known ports
could be detected and classified. In addition, we proposed an IPFIX-compliant
template that has been extended for carrying signature identification values.

The remaining paper is organized as follows. Section 2 describes the related work,
and Section 3 explains the IPFIX-compliant signature-aware traffic measurement
scheme. In Section4, we present the experimental results of the proposed method, and
conclude this paper in Section 5.
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2 Related Work

Typically, flow-level traffic measurement was done with Cisco NetFlow. FlowScan
[3], that generates and visualizes traffic with NetFlow, uses port numbers for
classifying applications. However, port-based traffic classification methods may be
incorrect, because port numbers could be used by other applications. Although
packet-level traffic measurement [4] could generate more precise results, it is
expensive and difficult to deploy in a large-scale network.

In general, snort [5], which is a widely-used open IDS, can detect anomaly traffic
such as Internet worms, viruses, or exploiting incidents including signatures. Thus,
alert messages and logs are sent and recorded. However, the purpose of the IPS is to
detect anomaly traffic.

Recently, a few content-aware traffic monitoring methods [6][7] have been
proposed. In [6], signatures were used to classify traffic for accounting, and it was
shown that traffic of well-known ports includes that of non registered applications.
However, it does not support IPFIX. In [7], various traffic classification methods
including packet inspection have been compared, and it was explained that unknown
traffic could be correctly identified through searching signatures of the first packet,
the first a few Kbytes, a few packets, or all the packets of the flow. However, these
two studies use their own proprietary architectures for traffic measurement. In this
paper, we propose a signature-aware traffic monitoring scheme that employs the
IPFIX standard which could be used by next-generation routers.

3 A Proposed Signature-Aware Traffic Monitoring Method
In this section, we explain the proposed signature-aware traffic monitoring method.

3.1 Architecture

Figure 1 illustrates the key components of the signature-aware IPFIX traffic
measurement architecture. Generally, the IPFIX device is embedded into routers or
switches. However, a dedicated IPFIX device could be installed with capturing
packets from the fiber tap or the mirrored port at a switch. The IPFIX collector
gathers and analyzes IPFIX flows from multiple IPFIX devices through reliable
transport protocols.

IPFIX Device \ IPFIX Collector

3
Flow
Flow DB
Classifier
‘ ‘ Flow ‘
Signature
Inspector signature _/

Analyzer
Fig. 1. Signature-aware IPFIX traffic measurement architecture

IPFIX
Flow }» Flow

Packets Exporter Collectar
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3.1.1 Flow Classifier

The flow classifier processes incoming packets with 5-tuples of IP/TCP/UDP header
fields to find the corresponding flow entries stored at the flow table. If the flow entry
corresponding to the incoming packet does not exist, a new flow entry will be created.
Otherwise, attributes of the flow entry such as the number of packets, the number of
bytes, the first/last flow update time, and etc. will be updated. A flow is defined by a
sequence of packet streams sharing 5-tuples (source IP address, source port,
destination IP address, destination port, protocol) of IP/TCP/UDP headers within a
given timeout. A flow expiration timer is set to terminate a flow if a packet belonging
to the same flow specification does not arrive within the timeout. Then, the expired
flow entries will be exported to the flow collector. This flow idle timeout value can be
configurable. For example, in our experiment, a flow idle timeout of 30 seconds was
used as with Cisco routers. In addition to the flow idle timeout, another timer is
required to finish and export long-lived flows residing at the flow table.

3.1.2 Signature Inspector

While packets are processed at the flow classifier, their payloads are simultaneously
investigated by the signature inspector. The found signature will be recorded at the
signature identification field of the corresponding flow entry. For this purpose, we
defined a new IPFIX template with the signature identification field. A typical
example of the signature inspector is snort that has signature identification values. In
this paper, every single packet belonging to a flow is inspected for matching
signatures. According to the given pattern-matching policy of inspecting packet
payloads, it could be determined how many packets or bytes of a flow will be
examined. Therefore, we can find signatures from the first K bytes, or the first K
packets belonging to a flow. It is known that a single or the first few packets of a flow
contain signatures of application protocols. For example, it is enough to examine a
single packet for Internet worms consisting of a single packet, while the first packets
should be investigated to find the patterns of P2P applications.

3.1.3 IPFIX-Compliant Flow Exporter

When flows are expired, the IPFIX-compliant flow exporter will send to the flow
collector flow-exporting packets that contains flow information. Each flow entry
includes data records according to the defined flow template. The flow template,
which will be sent to the flow collector before the flow data are exported, explains
how a flow is organized with several fields. A typical IPFIX-compliant flow data
record consists of S5-tuple of IP/TCP/UDP header fields, the number of bytes, the
number of packets, the flow start time, the flow end time, and the value of signature
ID. In IPFIX, communication between the flow exporter and the flow collector is
done through reliable transport protocols such as Stream Control Transport Protocol
(SCTP) or TCP'.

3.1.4 TIPFIX-Compliant Flow Collector
The flow collector receives the template and data record for flows and saves the
flows. The flow collector can communicate with multiple flow exporters and can

! Optionally, UDP may be used.
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aggregate many flows into a simplified form of flows. Since a lot of flow data are
continuously exported to the flow collector, a post-end database system is integrated
with the flow collector for further analysis.

3.1.5 Flow Analyzer with Signatures as Well as Ports

Given the flow data record, the flow analyzer classifies flows with the signatures as
well as typical port numbers. Thus, signature ID’s are important when flows are
classified. For example, Internet worms or viruses, P2P traffic, and other anomaly
traffic that carry signatures are easily classified due to signature ID’s regardless of
port numbers. In addition, though either a few P2P applications are employing
dynamic port hopping, or non-HTTP applications are using 80 port, they could be
classified with their signatures.

3.2 IPFIX Templates for Carrying Signatures

Every IPFIX message consists of an IPFIX message header, a template set, and a data
set (an option template set and option data set) as shown in Fig. 2. A template set
defines how the data set is organized. A newly created template is sent through an
IPFIX message consisting of interleaved template set and data set (option template set
and option data set). After the template set has been delivered to the IPFIX collector,
following IPFIX messages can be made up with only data sets. When UDP is used as
the transport protocol, template records and option template records must be
periodically sent.

16 byte 56 byte 1252 byte

TCP or UDP IPFIX

Header Header Template Set Data Set

Fig. 2. IPFIX message

We defined a new flow template set including the signature ID field” as shown in
Fig. 3-(a). The FlowSet ID of 0 means that this flow is the template. Basically, the
flow defined by the template in Fig. 3-(a) delivers bytes, packets, flow start/end time,
and signature ID for a flow of (src IP, dst IP, src port, dst port, protocol). Here, we use
the signature ID values same with snort. Therefore, if the signature inspector finds a
signature, it will record the signature ID at this field.

In Fig. 3-(b), the real example of the IPFIX data set which complies with the IPFIX
template in Fig. 3-(a) is shown. The Template ID (=256) in Fig. 3-(a) and the FlowSet
ID (=256) should be same if the flow data record is to be parsed according to the
given template set. The web flow between 168.188.140.87 and 211.115.109.41 has
3,482 bytes, 5 packets, and the signature ID of 1855 which is related with the DDoS
attack. Generally, in a single flow packet, more than one flow data set will be
contained.

% The type of the “signature ID” is defined to 200 and the length of the “signature ID” is 2
bytes.
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1 2 3 1 2 3
01234567890123456789012345678912 01234567690123456789012345678012

| FlowSet ID = 0 | Length = b6 | | FlowSet 1D = 256 | Length = 1262 |

| Template ID = 266 | Field Count = 11 | | 80 | 33310 |

101 L4_DST_PORT = 11 | 2 | | 3482 |

101 L4_SRT_PORT = 7 | 2 | | 580 |

101 OUT_BYTES = 23 | 4 | | 5 |

101 IN_BYTES = 1 | 4 | | 5 |

101 OUT_PKTS = 24 | 4 | | 1855 |

101 IN_PKTS = 2 | 4 | | 3347390236 |

101 SIGNATURE 1D = 200 | 2 | | 3347390277 |

101 FIRST_SWITCHED = 22 | 4 | | 168. 188. 140. 87 |

101 LAST SWITCHED = 21 | 4 | | 211.115.109. 41 |

101 IPV4_SRC_ADDR = 8 | 4 [ | 6 |

101 |PV4_DST_ADDR = 12 | 4 | | |

101 PROTOCOL = 4 | 1 | | |

(a) IPFIX template set (b) IPFIX flow data set

Fig. 3. IPFIX template and flow data message format including signature ID

4 Experiments

4.1 Prototype of a Signature-Aware Traffic Monitoring Tool

In order to evaluate the signature-aware traffic monitoring method, we implemented
the prototype with snort and IPFIX-compliant flow generator, nProbe [8]. The
prototype generates IPFIX flows according to the pre-defined flow template that
includes signatures inspected by snort. For the IPFIX collector, we developed a real-
time flow collector that can analyze the flows with signature ID.

4.2 Experimental Results

We verified the proposed signature-aware traffic monitoring method with packet
traces in Table 1 collected at our campus network. This packet trace was captured at
CNU as shown in Fig. 4 and it consists of mostly TCP traffic. Although many packet
traces have been tested, only the representative set for two days is shown in this
paper.

Overall, the prototype of the proposed traffic monitoring scheme has detected
0.6/0.8% flows with signatures for total inbound/outbound traffic. In the CNU
campus network, since the recent negative firewall policy that opens only well-known
port numbers has been employed, the anomaly traffic is not much reported in the
experiments. Yet, our tool shows hidden anomaly traffic with signatures in Table 2.
For example, “bad traffic with loopback addresses or UDP port 0” was found with
signatures of 528 and 525. Possible exploiting traffic with signature 312 was
observed. In outbound link, hidden P2P traffic called “Soribada” was seen with a
user-defined signature 30004. In addition, possible DDoS attack traffic with signature
1855 was captured.
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Table 1. CNU campus packet trace in the experiments (2006.7.9 — 2006.7.10)

Inbound Outbound
Total bytes 3.2TB 24TB
Total packets 6,812,926,748 7,272,913,398
Total flows 65,130,555 80,017,160

Table 2. Top 10 signatures found in CNU network

Inbound Outbound
Signature ID Number of flows Signature ID Number of flows
528 278,574 528 271,781
483 34,064 30004 255,711
525 19,338 1855 27,890
485 12,669 525 17,575
1419 9,454 1419 12,316
312 8,880 480 11,549
1417 8,871 2586 11,448
1201 4,532 312 8,486
1200 2,460 1417 8,373
486 2,162 2181 6,480

The detailed per-port statistics are shown in Table 3. In inbound traffic, various
ICMP-based attack patterns have been found at port 0. Similarly, signatures are
observed at well-known ports of 20, 22, 80, and 8080 as well as not-well-known ports
of 2420, 2725, 3389, 4075, and 5063. In outbound traffic, one interesting port is

19101 which is used for web disk service of exchanging files.
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Table 3. Top 10 port breakdown of traffic with signatures

Inbound Outbound
Destination nurzgéilo ¢ pa?kgtfs Destination Total number %‘Bi(;lkets
Port packets _ with Port of packets signatures
signatures
0 198,190,150 29 80 1,446,312,138 20.0
80 180,441,016 2.6 19101 338,463,084 47
20 141,035,416 2.1 8080 329,413,874 45
8080 48,638,816 2.1 7132 290,554,498 4.0
2420 48,638,816 0.7 5090 273,500,608 3.8
2725 18,907,224 0.3 7778 182,935,034 2.5
5063 17,004,268 0.3 0 171,201,682 24
3389 16,867,212 0.2 23 154,077,628 2.1
4075 15,295,958 0.2 5004 140,164,098 1.9
22 14,619,240 0.2 6699 113,544,400 1.6
Various Signatures at Port 80 in CNU Inbound Traffic
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At the specific port number, the found signature information is widely distributed.
For example as shown in Fig. 5, “BitTorrent” signature 2180 has been found in
outbound link. In addition, at port 80, other signatures such as “bad traffic with
loopback address (528)”, “web-misc whisker tab splice attack (1087)”, “spyware-put
trackware (5837)”, and “DDoS attack (1855)”. From the experiments, it was shown
that our signature-aware traffic monitoring method can illustrate the hidden P2P or
anomaly traffic patterns.

Figure 6 is a snapshot of our tool [9] which can visualize signature-aware IPFIX
flow data exported from routers. The traffic with signatures of 527 and 2586 has been
shown. The signature ID of 527 is related with a DoS traffic attack with the same
source and destination addresses. The signature ID of 2586 is the eDonkey traffic
which has “E3” signature in the payload as follows.
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Fig. 6. A snapshot of visualizing the signature-aware IPFIX flows

5 Conclusion

In this paper, we proposed a signature-aware traffic monitoring method under the
IETF IPFIX standard, and showed experimental results with the prototype. Our traffic
monitoring scheme can reveal the hidden traffic patterns that are not shown under the
port-based traffic monitoring tools. In order to be compliant with the IPFIX standard,
we defined the signature field by extending the IPFIX template. While the traffic
monitoring function proposed by this paper requires high performance for deep packet
inspection and fast flow classification, it could be supported with network processor
(NP) systems with ASIC or TCAM. In addition, since the proposed method uses the
IPFIX standard, it could easily support IPv6 networks by changing IP address types.
Although this paper has shown the first and realistic security-related application of
IPFIX, the payload inspection algorithm is needed to be further studied for
completeness and correctness. For instance, the false positive of the signature-based
traffic classification method will be further studied in the future work.
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Abstract. It is widely recognized that today’s Internet traffic is mostly
carried by a relatively small number of elephant flows while mice flows
constitute up to 80% of all active flows at any given moment in time.
Although there are many research works that perform structural analysis
of flows based on their size, rate, and lifespan, such analysis says very
little about temporal properties of interactions among multiple flows
originating from different applications. This paper focuses on temporal
analysis of flows in attempt to grasp properties and patterns of flows
that are related to application and user behaviour and can be captured
only in the temporal view of traffic.

1 Introduction

The model of self-similarity is well established in traffic analysis literature. First
parameterized models of aggregated traffic based of self-similarity can be found
in [1] and [9], and were even considered for new queuing and routing disciplines
[6]. The model was verified using LAN and high-speed WAN traffic in [7].

As the attention is mostly focused on flows at the tail of the distribution,
many research works attempt to detect only large-volume traffic. Crovella et al.
[8] developed the AEST tool that is based on self-similarity and finds a point
in the distribution where heavy tail begins. The AEST tool was used by many
researchers to extract large-volume flows [3] [4] [5].

First attempts to find correlation among flow metrics was made in [10], where
correlation of size and rate of flows was sought. Zhang et al. in [10] found strong
correlation between size and rate, as well as additional temporal characteristics,
such as the fact that correlation grew stronger in larger intervals.

Practical results of large-volume traffic detection using heavy-tail model ex-
posed the issue of temporal volatility of elephants [2]. The term volatility refers
to the fact that elephant flows may not always appear at the top list which
makes it difficult to provide steady identification of elephant flows. This artifact
was studied in detail in [5] and a method called “latent heat” was introduced in
order to allow certain freedom to elephant flows as long as temporal gaps were
not too large.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 92-101, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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a) Top 80% flows by size in WAN b) Top 80% flows by size in LAN

Fig. 1. Top flow membership volatility in LAN and WAN environments

In this paper a flow is attributed with a parameter that stands for the intensity
of network interactions of an application or a user at the source. Hereinafter
this parameter will be referred to as interactivity parameter. Applications that
heavily rely on feedback from flow destinations would have low interactivity,
while file transfers and otherwise generally non-stop transmissions creating one-
time large bulks of data are considered to be more interactive. Naturally, human
response would have lowest possible interactivity. The paper proves that elephant
flow volatility can be explained with the introduction of interactivity parameter
at the source. Additionally, the noval concept of interactivity allows to depart
from traditional approach that considers only flows found in the distribution
tail by giving a means to separate flows into groups based on principle flow
metrics.

2 Heavy Tail with Temporal Interactivity

2.1 Problems with Heavy Tail in Practice

Self-similarity property states that most of traffic is confined within a small num-
ber of flows. Many research works use this property to separate elephant flows.
This can be done using AEST method, which finds the point in the distribution
where the tails starts. There is also another method called constant load, which
uses a threshold to separate elephant flows. However, results from both meth-
ods exhibit acute volatility of elephant flows. To give an example, in Fig.1 we
display top flows from LAN and WAN traffic extracted based on 80% constant
load rule. Almost all the flows in the plots are elephant flows, but only a few
are steadily appearing in the top flow list (list of flows with size above 80% of
max size), while most are missing in many intermediate intervals. This problem
is even more obvious in WAN traffic, which means that volatility increases in
higher levels of aggregations. In this paper we attempt to find explanation for
elephant flow volatility in the properties of traffic sources.
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Fig. 2. Model of flow distributions based on heavy-tail and interactivity properties

2.2 Temporal Interactivity

The concept of interactivity can be introduced as follows. Let v denote the
volume of traffic transmitted by application within interval T" using only a part
t of interval, i.e. t < T. In some cases it is possible for ¢ to equal T, in which case
gaps (periods of silence) would be defined only by interactivity parameter. Let «
denote the level of interactivity at the source of the flow with values normalized
to the fraction of 1, i.e. 0 < a < 1. Then, given the transmission rate of the link
R, the volume transmitted by the flow within 7" can be expressed as :

v =atR. (1)

As long as total load within the interval V = Zf\il v; < RT, i.e. the network
is not congested, flows are expected to compete for their share of traffic based
on the value of a parameter. For automatic applications that do not require any
feedback, a takes values close to 1, and low values stand for feedback-intensive
applications or users. Feedback is a combined parameter that accounts not only
for TCP ACK packets, but also for the time that applications may require to
process data, get user response, etc. Parametric study of « is beyond the scope
of this paper, but we perform the analysis of its physical properties and relation
to self-similarity properties.

Physical properties of interactivity in relation to the well established heavy-
tail behaviour are displayed in Fig.2 in form of bandwidth to number of flows
distribution. Upper curve is the normal heavy-tail distribution, where most of
traffic is confined within a few first flows ordered by size. Lower curve represents
distribution as it would be without heavy-tail, i.e. only with « defining results
of multiple-flow interactions. In contrast to conventional approach, we consider
range 1 to consist of not elephants, but rather short flows that do not require
any interactions with destination, that is have very high «. Those flows that are
traditionally considered elephants, i.e. P2P software, file transfer, etc., are placed
in range 2 with moderately high «. As a can vary depending on type of appli-



Temporal Patterns and Properties in Multiple-Flow Interactions 95

cations and even CPU of a particular host, range 2 is considerably wider than
range 1. Ranges 3 and 4 are populated by different large classes of applications,
such as web-browsing, mail, and others. Detailed study of classes is beyond the
scope of this paper.

3 Analysis in LAN and WAN Traffic

To verify the proposed model based on interactivity parameter «, real traffic col-
lected in LAN and WAN environments was analyzed. LAN traffic was collected
in the backbone of Waseda University and WAN packet traces were obtained
at a major WAN node in Japan. Naturally, LAN and WAN traces are delivered
from two different levels of aggregation. Packet traces were processed into uni-
directional IP-port pair flows with 30s timeout. Unidirectional flows are more
prone to clean classification due to the lack of ACK packets that affect packet
size distribution. 1 hour of LAN and 5 minutes of WAN traffic was used resulting
in over 6000 flows in LAN and over 300000 flows in the case of WAN. At any
given point of time 100 flows and 5000 flows in average were found in LAN and
WAN data respectively.

From 5% to 10% of all flows in both traces are confirmed to be elephant flows
in regard to data size and the traffic they carry is normally between 60% to 80%
of all size. This complies to both the theoretical establishments of self-similarity
and data analysis results of other practical research in the field.

3.1 Size, Rate and Lifespan Correlation

To analyze correlation between flow metrics we devised a 2-stage filter, where
each stage uses a flow metric along with a threshold (fraction of the max value)
that is used to filter flows. Flows passing the first stage are filtered through the
second metric in a similar fashion, finally resulting in a number of flows that
is plotted on the Z axis. Flows are always picked in descending order, i.e. the
threshold is used to define the lowest value (low threshold results in less flows
picked from the top). In this filter, the order of metrics used is important and
results in different image of mass distribution. We specifically mark X and Y for
stage 1 and stage 2 of the filter respectively. We include both combinations in a
pair of metrics in each figure.

Fig.3 displays results of size/lifespan filters. WAN plots exhibit perfect con-
formity with heavy-tail properties and results are nearly mirrored. LAN data
behave similarly with the only exception that due to the small number of flows
tail of the distribution is not properly represented. However, the image of heavy-
tail is preserved.

Fig.4 offers a different image of correlation between flow lifespan and rate.
Lifespan used in the first stage still exhibits distribution fairly consistent with
heavy-tail, but rate/lifespan filter offers a different picture in which one can
visually separate a few distinct groupings. This artifact can be explained by the
proposed interactivity parameter «, which does not follow heavy-tail or even
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Fig. 5. Results of size/rate and rate/size filters

exponential distribution, but plays significant role in mass distribution of flows
by rate. Similar conclusion was made in [10] that poses rate as a richer metric
in terms of temporal and structural features than size. In the proposed model,
he grouping between 0.4 and 0.6 of rate should contain only elephants.

Fig.5 displays similar behaviour for rate/size as it was in case of rate/lifespan.
Similar irregularities in distribution can be found and are separated in a similar
fashion. This is natural if to consider that lifespan/size correlation follows heavy-
tail distribution, which is the reason that patterns found in rate/size filter are
also reflected in rate/lifespan. LAN plots in both rate/size and rate/lifespan
filters still lack solid evidence due to shortage of flows, but still exhibit similar
groupings in gaps in rate/size and rate/lifespan parts.

3.2 Analysis of Top Flows by Rate and Size

Temporal analysis of multiple-flow interactions can offer more insight. As in tem-
poral view the lifespan property has little meaning, we use only rate and size.
The device we use for temporal analysis is very simple. For each interval we
select a certain number (fixed or a fraction of total number) of top flows ordered
by rate and those ordered by size. We use the estimate M to identify the ratio
of flows from one list that match flows in the other, i.e. M = n/min(N,, N,),
where n is the number of flow matches, and Ny and N, stand for total num-
ber of flows in size and rate ordered lists. Using a range of values for both metrics,
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Fig. 6. Cumulative match ratio between top N flows ordered by size and rate

we obtain a 3D graph that tells us about cumulative similarity distribution in
both ordered lists. Each point in plots is a mean over 10 samples taken from 10
intervals in a row. We use 2 different intervals to access scaling features.

Fig.6 contains matches obtained in comparing top lists with fixed number of
compared flows. All plots in the figure have one common feature - diagonal area
of low match ratio. This is due to the fact that on the diagonal line sizes of both
lists are the same, and it results in less matches than in cases when one list of
larger than the other. Besides, we are not interested in the diagonal line as much
as we are interested in matches at extreme values of each metric. Thus, WAN
traffic clearly results in poor matches with small number of top flows by rate
regardless of the number of flows by size. This picture deteriorates even more
with the increase of interval (right of Fig.6(a)). Areas of good matches in WAN
case is the area of small number of top flows by size and large number of top
flows by rate, which supports earlier discussed features of both distributions.
This physically means that small number of top flows by size are grouped in the
area of moderate rate values.

Behaviour of LAN in Fig.6 exhibits the same diagonal behaviour as in WAN
data, but the deterioration process in the rate wing is much slower. However, at
30s intervals the rate wing of the plot is considerably smaller than the opposite
size wing. One can expect this process to continue with the increase of interval.
Also, due to the fact that at any given of time there were few flows (around 100
as opposed by 5000 in WAN) completing for shares in traffic, we used fractions
of total number instead of a fixed number in X and Y axes.
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Fig. 7. Cumulative match ratio between threshold-selected top flows ordered by size
and rate

Fig.7 is the result of matching performed using thresholds to create top lists
instead of fixed number of flows. Although this figure generally supports our
argument, it also offers new properties. The perfect parallel alignment along the
size axis stands for the fact of very high variability of size, as for each threshold
of rate almost the same number of matches can be found for almost all sizes. The
smoothness of the plot also comes from the fact that temporal samples collected
over 10 successive intervals vary too much to provide any visual difference. Since,
as opposed to Fig.6, in this figure we have cases of total matches (area of low
threshold of 0.2 for each metric, i.e. all flows from the ordered list). Naturally,
all flows in that area match, thus providing the highest sample at (0.2,0.2). The
LAN part of Fig.7 displays similar pattern, with the only additional feature of
a spike at 0.2 on size axis parallel to rate, which says that when almost all flows
by size are used, they can almost always be found with any length of rate lists.

To prove higher variability in size than in rate, we performed localized match-
ing analysis in Fig.8. As opposed to previous cumulative analysis, this figure can
pinpoint the area where match ratios are higher. Thresholds are used again to
create top lists. We use the window of 0.1 to create local area and the step of
0.05 to provide smooth and detailed map.

Fig.8 contains similar features for both LAN and WAN traffic, but they are
expressed differently in each environment. WAN results clearly convey the mes-
sage that small flows by size, i.e. small number of bytes transmitted within the
interval, are often due to low transmission rate of the flow (low interactivity pa-
rameter «). This feature grows stronger in longer analysis interval. In addition,
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Fig. 8. Localized matches between threshold-selected flows ordered by size and rate

with the increase of the interval another feature gains strength and is positioned
at the top of size list, but in the middle of rate list. Those are elephant flows, and
the fact that they are found in the mid-area of rate axis supports the argument
that large flows are not always fast. There are no matches when both size and
rate lists are very short.

The LAN part of Fig.8 has the same features and additional peak at the area
of short size and rate lists. In this case top flows by size really do match those
by rate and the area of such matches grows with longer intervals. However, LAN
plots also have features found in WAN, such as the fact that short size lists
find good matches in lower parts of the rate list. The lack of feature when both
lists are short in WAN can be potentially explained by high variability of size,
which resulted in samples too scattered to fit in the localized matching window.
However, larger windows will result in smoother/lower matching rates, which
makes it almost impossible to verify whether there are even partial matches
at the top of both lists. In any case, we can state that high levels of traffic
aggregation result in higher variance of size, thus making the task of finding
matches more difficult.

4 Conclusion

This paper proposed a model based on source interactivity that can explain
high temporal volatility in identification of elephant flows. Based on practical
results it is displayed that elephants are not always found at the top of the list
ordered by size. The proposed source interactivity model explains this with short
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traffic spikes coming from highly interactive (no feedback required) applications
that can temporarily overwhelm the list of elephants flows. In this case, the
real elephants transmit less traffic, but preserve transmission rate, which in our
model is dependent on interactivity parameter. This means that identification of
elephants by rate is more stable that that by size. This, however, is left for future
research, as well as a more detailed parameterized interactivity model that would
allow more rigid classification of traffic groups based on source interactivity, and,
subsequently, on source behaviour.
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Abstract. Specifically ubiquitous computing paradigm is based on seamless
connectivity. And also to guarantee the seamless connectivity, an intelligent
network management between heterogeneous network interfaces, called vertical
handoff (VHO), should be designed. Besides, conventional VHO schemes are
based on network information only, and do not provide any service manage-
ment scheme for seamless service. For this reason, this paper proposes a
middleware architecture supporting efficient seamless connectivity with service
management. In this architecture, we define modules to perform VHOs in
accordance with contexts of services, user intention as well as network
information. And also we define profiles used to express the contexts related to
the process of VHOs and service management. With the proposed scheme, we
can reduce the number of unnecessary VHOs and application failures
significantly. This leads to around 130% of enhancement in data throughput,
and also 85% of application failures can be reduced.

Keywords: Vertical handoff, seamless connectivity, application profile,
context-aware processing, and ubiquitous computing.

1 Introduction

With the enormous practical potential of application management and the network
manipulation method, ubiquitous computing has become a hot research area in
computer science. In the ubiquitous computing, the most important assumption is that
every component in a certain environment is connected to each other. So, seamless
connectivity must be regarded as a major challenge for the ubiquitous computing.
Specifically, in the area where heterogeneous network interface is available, it is
recommended to utilize every network interface appropriately. The management
scheme to move from one network interface to another is called vertical handoff (VHO).

Nevertheless, almost every research on VHO introduced recently is based on only
network information, such as bandwidth, signal strength, and packet error rate. And
they try to provide transparent handoff to service layer without considering other
contexts like service quality and user intention. In the aspect of application services,
any ubiquitous computing scheme not considering service quality management based
on network status or heterogeneous network environment leads to the failure of
application services. This may corrupt the continuity or stability of user intended
work.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 102-111, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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To overcome this problem, we propose a middleware approach. The proposed
middleware supports a dynamic service quality management based on the network
information in the upper layer and efficient VHO with the contexts representing the
service requirement or user intention as well as network information in the lower
layer. In this architecture, an application agent supporting the management of service
quality as network status varies, specially designed VHO decision module, and other
necessary modules are introduced. And also, we define some profiles related to the
context of applications services, user intention, and network status. Through the
middleware architecture and profiles we defined, this paper provides an efficient
VHO scheme with dynamic service management, needed for seamless service, based
on not only network information but also profiles reflecting rich contexts of user
intention and environment. In the simulation results, the throughput improvement
obtained by the reduced number of unnecessary VHOs shows about 130%
enhancement, and the number of application failures related to the continuity of
services shows about 85% decrease.

The remaining part of this paper consists of four parts. In Section 2, related work is
introduced. In Section 3, proposed schemes, middleware architecture, and algorithms,
are presented. Section 4 shows evaluation result and, lastly, conclusions are presented
in Section 5.

2 Related Work

In this section, some related research is described. GAIA is one of the most famous
ubiquitous frameworks. It provides dynamic services based on profiles generated by
environmental contexts, e.g., network information, user moving information, and
environmental brightness. In GAIA, they suggest a scheme handling QoS when
network connection status is changed, but they did not mention how to control
network status or service quality. They just assume that every device in heterogeneous
network environments can be connected each other [1]. Aura, another famous
framework, is a good example, too. The aspect they are interested in is not to utilize
network interfaces but to manage services dynamically in a single network
environment [2].

In VHO scheme, a location service server (LSS) to provide mobile terminals with
the information about nearby networks is introduced in [3], where the VHO decision
scheme is based on the network oriented information. Thus, applications passively
receive the consequence of vertical handoff process. This mechanism causes some
unnecessary vertical handoff processes. The integration of WLAN and GSM/GPRS
with multi-tunnel scheme is proposed in [4]. This scheme uses dwell timers and
thresholds to perform the VHO properly. Although it represents QoS oriented scheme,
it does not consider any application requirement. In [6] a system for integration of
802.11 and 3G networks is proposed. The system is constructed in loosely coupled
IOTA (Integration Of Two Access technologies) gateway and IOTA client software.
IOTA gateway manages the network interfaces and prevents network oscillation, but
it only concerns network factors, such as signal strength, priority, threshold, and so
on. In [7], a new handoff protocol for overlay networks, HOPOVER (Handoff
Protocol for Overlay Networks), is proposed. HOPOVER enables smooth handoffs
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intra- and inter-network through three procedures, pre-resource reservation, buffering
and forwarding, but it only focuses on BSs (base stations). In [8], a vertical handoff
system based on Wireless Overlay Networks - a hierarchical structure of room-size,
building-size, and wide area data networks - is proposed. This vertical handoff system
gives mobile devices the ability to roam freely in wireless overlay networks. But, this
system only concerns about tradeoff between latency and cost. In [4][6][7][8], all
proposed schemes consider only network factors under the condition of handoff
among heterogeneous networks, and do not concern application requirements.

A good example is proposed in [5]. It describes active application oriented (AAO)
scheme which performs VHO with application requirements. It performs VHO with
application requirements rather than the issues of network layer, but AAO scheme
assumes that only one application runs on mobile terminal. The QoS factor of AAO
scheme is represented by quantized value of overall network condition. Thus, QoS
problem on each factor required by any specific application is not considered. And
also in [5], they do not consider other methods for service continuity when there is not
any adequate network interface.

3 Proposed Architecture

We design a profile-based middleware architecture supporting seamless connectivity
for ubiquitous computing. The proposed architecture is to use a specially designed
application profile and a profile named as working profile which represents user
intention. With the working profile and the application profile, the proposed
architecture can perform the VHO and the application service management at the
right time. In this way, we can improve the accuracy to initiate VHO and get the best
performance in network utilization. In this section, the newly designed modules and
the profiles are described in detail.

3.1 Proposed Profiles

The principal architectural goal in designing proposed architecture is to achieve the
following two issues. The first is to provide users with the environment for efficient
work progress. The second is to obtain the best performance gain even though user
moves around the region where the network status varies. To achieve these two goals,
we define a working profile and an application profile. As shown in Table 1, the
working profile is a set of names and policies of applications collected for any
particular intended work. The working profile is to be generated by the work
conductor, which is a kind of rule-based context engine inferring user intention based
on information from various contexts [12]. Policy is decided by a work conductor
following the user intention. The policy M means that the application is a mandatory
application to execute the work and R is a recommended application.

Table 1. An example of an working profile : a business trip

Application Name Work Policy

Navigation M
Stock information ticker R
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The application profile is also defined, where service mode description is a key
feature. Each service mode has different network factors. It represents the multi
modal service of an application. As network environment is changed, the application
can change its service mode based on the application profile. An example of the
application profile is presented in Table 2.

3.2 Application Management Middleware Architecture

The proposed application management architecture consists of an application
manager, a VHO decision manager, a working profile manager, an application agent,
and a work conductor. Basically the application manager aggregates all the
requirements of services performed by applications. It also makes the abstracted
profile which is generated from all the requirements of multiple applications. The
abstracted profile is sent to the VHO decision manager after it is generated. The key
role of the VHO decision manager is to compare the abstracted profile with current
network information and to decide whether it is necessary to perform handoff or not.
When there is not a proper network interface to switch, the VHO decision manager
tries to find an adequate network interface and performs the handoff operation. A
detailed description of the VHO decision manager is presented in Section 3.4. The
working profile manager manages the working profile. It supplies the working profile
to the application agent. And the application agent manages application service modes
and requests the work conductor to reconfigure the intended work. The work
conductor manages how to invoke, suspend, and change service mode for any given
application, and also generates a working profile for user intended work. Fig 1. is the
overall architecture of the proposed architecture.
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Fig. 1. Overall architecture of the proposed middleware
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3.3 Overall System Operational Flow

A detailed explanation is followed as shown in Fig 2. In step 1, a work is invoked.
The work conductor invokes all the applications for a certain work and the
applications are running through step 2. The application profiles are passed to the step
3. In step 3, an abstracted profile is generated from the application profiles. In step 4,



106 C.-P. Hong, T.-H. Kang, and S.-D. Kim

working profile is generated and passed to step 7, which facilitates the applications
service mode change. The 5th step performs the VHO decision and if necessary, finds
another proper network. Step 6 is the actual step to perform the VHO and in a certain
case it calls the application agent. The application agent manages the service mode in
the step 7 in a certain situation.

Table 2. An example of application profile

Application . Service Mode
Policy
Name Mode Min Value Max Value
Bandwidth (Kbps) 30 128
Model :
Video based Packet Error Rate (%) 3 1
L Latency (ms) 120 5
Navigation M
Bandwidth 9.6 64
Mode2 :
Audio based Packet Error Rate 20 1
Latency 8 2

3.4 Vertical Handoff Decision Manager

VHO decision manager decides whether it should perform any handoff and requests
the network layer to change any chosen network interface if necessary, based on the
abstracted profile and network information. The abstracted profile is generated by the
application manager and needed to specify any given network environment
supporting all the applications running on any mobile terminal. In this paper, we
assume that network layer provides the information about other available network
interfaces as well as current network interface through control channel.

3.4.1 Application Profiles Abstraction

The application manager gathers profiles of the applications running on any mobile
terminal and keeps those in its repository. An example of running application profile
is shown in Table 3 and its associated abstracted profile obtained from Table 3 is
shown in Table 4. The application profile consists of some network factors, such as
bandwidth and network latency based on current service mode. For the n-th network
factor, denoted by fn, an application profile defines boundaries for that factor and
each factor is described as upper bound, Ufn and lower bound, Lfi. These expressions
are mentioned in [5], and we borrow it in our proposed scheme.

Based on profiles stored in the repository, an abstracted profile is generated. The
process of making abstracted profile is quite simple. In the case of high factor, the
biggest values of Ufns and Lfns are chosen as the abstracted factor of profiles denoted
as AUfn and ALfn. On the contrary, in the case of low factor, the smallest values of
Ufns and Lfns are chosen as the abstracted factor of profiles. High factors are factors
with value that should be as high as possible and low factors are factors with value
that should be as low as possible [5]. The newly generated factors like AUfn and ALfn
constitute abstracted profile and it is sent to VHO decision manager. In this paper, we
do not consider any extra bandwidth required to process applications simultaneously.
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Table 3. An example of running application profile
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Application Poli Service Mode
N olicy - -
ame Mode Min Value(Lfn) | Max Value(Ufn)
Bandwidth (Kbps) 128 500
L Model :
Navigation M Video based Packet Error Rate (%) 8 2
Latency (ms) 20 5
Bandwidth 9.6 64
Stock Info. R Mode4 :
Ticker Text based Packet Error Rate 8 2
Latency 20
Table 4. An example of abstracted profile from Table 3
Abstracted Profile
ALfn AUfn
Bandwidth (Kbps) 128 500
Packet error rate (%) 3 1
Latency (ms) 20 1

3.4.2 Network QoS Measurement

The most important thing before performing VHO is to verify the QoS of current
network environment. In this paper, we will use normalized factors based on the
abstracted profile of factors in network interface m. We can get high and low
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normalized factors from equation (1) and (2). These equations are modified from the
expression in [5].

High factor normalization :

UR,,+LR
L 5 mn < ALF,

1
fun =1{0.ALY, sws AT, 1)

UR, , +LR
Y 5 w5 AUF,

-1

1

Low factor normalization :

UR,, +LR .
—1, 2 5 mn s ALS,

2
P T @

UR,, +LR

LUR + LRy
. /.

URm,n and LRm,n represent the range of real values of factor fn in the network m
and fim,n represents normalized factor in network m.

Normalized factors are updated periodically. VHO decision is activated when more
than one of average normalized factor’s value per system defined time is lower than
zero. In this manner, each factor can be considered more carefully. Thus, more precise
VHO time and QoS oriented verification can be acquired [11][13].

3.4.3 Handoff Decision Algorithm

In most of VHO schemes, VHO algorithm is managed by network layer. Applications
do not consider any VHO process. This paper proposes a scheme that considers
application profile in the first step. Application manager generates the abstracted
profile with abstracted factors. VHO decision manager generates normalized factors
and updates those periodically. When more than one of average factor’s value per
system defined time is lower than zero, VHO decision manager attempts to find
nearby air interfaces available. As maintaining current network, VHO decision
manager verifies new network interfaces in dwelling time if there exist nearby
networks. The dwelling time in the proposed scheme is defined as 60 seconds. It is
defined as a time to move one kilometer if mobile terminal moves at 60km/h. If not,
mobile terminal stays at current network. When one of new interfaces is confirmed to
be steady, VHO decision manager decides to switch to a new network and request the
application agent for the service mode change. We decided to control the service
mode whenever VHO occurs because the new network interface may guarantee the
better QoS level for the higher service modes.

4 Evaluation

In this section, we present simulation results to compare our middleware architecture
with others. Single application based model without service mode management such
as AAO (active application oriented) scheme, single application based model which
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supports service mode management, and multi application supporting scheme which
do not support the service mode management will be employed to be compared.

4.1 Simulation Model

In this section, a scenario based simulation methodology is presented. In this scenario,
user is defined as a stock broker. And the mobile terminal assumed is a dual band
device. GSM/GPRS and WLAN are deployed on the mobile terminal. When the
terminal wakes up, it starts with GSM.

The scenario consists of three parts. Each part corresponds to the work we defined.
The first work is about a way to office or home. The way to office starts at 7:00 and
finishes at 8:00 and the way to home starts at 18:00 and 20:00. In this case, working
profile consists of navigation (M) and broadcasting application(R). (M) and (R)
indicate the mandatory and recommended applications. The second work is to move
to the restaurant for lunch. The user wants the way to the restaurant to be informed
and wants to work on his stock trading as moving to the restaurant. So, in this case,
the user uses applications of navigation, restaurant information, stock trade and stock
information ticker. All the applications used in this case are recommended. And the
final work is an accidental work occurrence. In this paper, we assume that the
accidental work is consists of two applications. One is data transmission (R) and
another is communication (M). This accidental work arises at any time between 7:00
and 20:00 and it carries on from one hour to three hours. The third work can occur
even when other work is processed and it is the dominant work to others. An example
of the working profile is mentioned in Table 1.

About 130% enhanced

—O0—Proposed Scheme —&— Multi application
based VHO scheme
—&— Service mode change —— Single Application
enabled based VHO scheme
16
14

Throughput
(Mbps)

06 07 08 09 10 11 12 13 14 15 16 17 18 19 20
Time (hour)

Fig. 3. Accumulated throughput comparison

4.2 Simulation Result

When discussing the result, we use the total throughput generated by the simulation to
compare several methods. Because it denotes the total amount of information needed
to perform a certain user intended work. And also, we use the measure of the
application failures number as the reason that may cause any problem on the
continuity of the user intended work.
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As shown in Fig. 3, the throughput of the multi application based model is higher
than single application based model by 55%. And the service mode enabled model
offers the 79% higher throughput than single application based model. Finally, the
throughput tends to increase by around 130% with the proposed scheme.

In Fig. 4, the number of application failures is presented. As shown in Fig. 4, the
number of application failures is the smallest when we apply the proposed scheme.
And the conventional scheme which is based on the single application oriented
method has the highest number of application failures. The number of application
failures for the conventional method is decreased by 85%, comparing with that of the
proposed method. It represents that the proposed scheme is an efficient method to
utilize network environment.

About 85% decreased

—0— Proposed Scheme —8— Multi application —a— Service mode change —e— Single Application
based VHO scheme enabled based VHO scheme

70

Frequency
5]

06 07 08 o8] 10 " 12 13 14 15 16 17 18 19 20
Time (hour)

Fig. 4. Application failures number comparison

5 Conclusion

An efficient network management in ubiquitous computing is very important to
provide seamless service. And also, in heterogeneous network environment, a
management scheme should be designed to utilize every network interface properly.
This kind of network management scheme is called as VHO. Conventional VHO
schemes are built based only on an idea representing the transparent handoff between
heterogeneous network interfaces. And it is considered to be a different research area
to the seamless service management, so any way to provide seamless services to users
is not considered. For this reason, we design a middleware architecture with VHO
decision module, application agent, and any necessary modules. In this architecture,
we define several profiles reflecting various contexts required for seamless service.
Whit this architecture we can achieve around 130% of performance enhancement in
data throughput and around 85% of application failures can be reduced compared
with the conventional schemes.
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Abstract. In this paper, we present SBAC (Soft Bound Admission Control) al-
gorithm considering critical bandwidth ratio to reduce handover blocking prob-
ability over WLAN and WAAN (Wide Area Access Network). SBAC algo-
rithm utilizes dynamically optimized resource allocation scheme to decrease the
blocking probability of vertical handover connections within the limited capac-
ity of system. Based on SBAC algorithm, we derive the handover blocking
probability as new traffic load and handover traffic load increase. In order to
evaluate the performance, we compare SBAC algorithm against traditional non-
bounded and fixed bound schemes. Numerical results show that the SBAC
scheme improves handover blocking probability in ubiquitous environment.

1 Introduction

In recent, the internet is expected to support bandwidth intensive services along with
traditional modes of data traffic with the increase of wireless devices (e.g. 3G cellular,
WLAN, Bluetooth). Furthermore, due to the increase of mobile users and environ-
mental limitation, current mobile networks need mechanisms to efficiently handle the
resource management for seamless handover in ubiquitous environment. In such envi-
ronment, a users or network will be able to decide where to handover among the dif-
ferent access technologies based on the bandwidth, cost, and user preferences, appli-
cation requirements and so on. Therefore, efficient radio resource management and
connection admission control (CAC) strategies will be key components in such a
heterogeneous wireless system supporting multiple types of applications with differ-
ent QoS requirements [1].

Many admission control schemes have been proposed to enable the network to pro-
vide the desired QoS requirements by limiting the number of admitted connections to
that network to reduce or avoid connection dropping and blocking [2], [3]. In ubiquitous
environment, other aspects of admission control need to be considered due to handover.
If the wireless network is unable to assign a new channel due to the lack of resources, an
accepted connection may be dropped before it is terminated as a result of the mobile
user moving from its current place to another during handover. Since dropping an ongo-
ing connection is generally more sensitive to a mobile user than blocking a new connec-
tion request, handover connections should have a higher priority over the new

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 112121, 2006.
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connections in order to minimize the handover blocking probability. On the other hand,
reducing the blocking of handover connection by channel reservation or other means
could increase blocking for new connections. There is therefore a trade off between
these two QoS measures [4]. The problem of maintaining the service continuity and
QoS guarantees to the multimedia applications during handover is deteriorated by the
increase of vertical handover in heterogeneous wireless networks.

In the ubiquitous environment, vertical handover considering user preferences, traf-
fic characteristic, user mobility range, and so on could occur more frequently than
horizontal handover. Therefore, vertical handover should have higher priority to sup-
port QoS requirement because it considers more various factors (e.g. cost, bandwidth,
velocity, etc.) than horizontal handover. So we proposed a dynamic admission control
for vertical handover connections in ubiquitous environment.

This paper is organized as follows. In the next section, we describe the architecture
of proposed algorithm. In section 3, we propose a soft admission control algorithm
using softness profile. Numerical results obtained using the traditional methods are
presented and compared in section 4. Finally, we conclude the paper in section 5.

2 The Architecture of Proposed Algorithm

2.1 Network Architecture

Fig. 1 shows the network architecture for mobility service in ubiquitous environment.
This architecture is based on IPv6 networks to support the movement of every user.

i HA(Home Agent) I CN(Correspondent

Node)

Internet

BS(Base
Station)

Horizontal e e
Handover Vertical
Handover

Vertical
Handover

MN
(Mobile Node)

Fig. 1. Network architecture for mobility service in ubiquitous environment
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There are two kinds of users that can handover under this architecture. One is WLAN
to WAAN users and vice versa. Therefore, there will be two handovers between
WLAN and WAAN: vertical handover and horizontal handover.

We assume that a user has multi-interface terminal [5]. As shown in Fig. 1, the
connection initiated in WAAN and mobile node is moving to right side. When the
mobile node jumps into another access area, it requires vertical or horizontal handover
connection to continue their movement or connection, where A, B and C are handover
points respectively. A loosely coupled inter-working approach can be considered for
implementation. In this case, Mobile IP [6] mechanism must be implemented in all
equipment including MNs (Mobile Nodes). This approach also should support more
than one IP address for one mobile user so that one user can access more than one
wireless system simultaneously. Finally, on the top of a network, a suitable resource
allocation mechanism is required to control the traffic and system load. SBAC algo-
rithm is exploited here in this architecture [7].

3 Proposed SBAC Algorithm

3.1 Softness Profile

The softness profile is defined on the scales of two parameters: satisfaction index and
bandwidth ratio [8]. The satisfaction index is a mean-opinion-based (MOS) value
graded from 1 to 5, which is divided by two regions: the acceptable satisfaction region
and low satisfaction region.

Bandwidth ratio graded from O to 1 can be separated by 3 regions. In the region
from 1 to A, it has low degradation of satisfaction index. It means users are not sensi-
tive in this region. However, it has large degradation of satisfaction index in the re-
gion from A to B.

The point indicated as B is called the critical bandwidth ratio (£ ) used in proposed

algorithm. Since this value is the minimum acceptable satisfaction index, it can be
threshold of bandwidth ratio. In the region from B to 0, users do not satisfy their ser-
vices. Therefore, this region should not be assigned to any users. Generally, the criti-
cal bandwidth ratio (&) of Video On Demand (VOD) is 0.6 ~ 0.8 and back ground

traffic is 0.2~0.6 [9].

3.2 Proposed SBAC Algorithm

Proposed SBAC algorithm is illustrated in Fig. 2. This algorithm shows dynamically
optimized bound handover procedure within given total bandwidth Bg.

When a mobile node requires bandwidth for new or handover connections, mobile
agent checks the available bandwidth within some threshold to decide connection
admission or rejection. In this point, handover connections should be treated differ-
ently in terms of resource allocation. Since users tend to be much more sensitive to
connection dropping (e.g. disconnection during VoD service) than to connection
blocking (e.g. fail to initiate connection), handover connections should assign higher
priority than the new connection. Especially, the vertical handover connection needs
to have higher priority than horizontal handover connection because it considers more
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various factors (e.g. cost, bandwidth, velocity, etc.) than horizontal handover connec-
tion. In this time, if there is no available bandwidth to accept vertical handover con-
nection, mobile agent calculates the optimized critical bandwidth ratio. If it is bigger
than threshold based on softness profile, mobile agent reassigns bandwidth based on
decided critical bandwidth ratio (£). As a result, the vertical handover connections

can be accepted more than horizontal handover connections.

Connection
Request

Biotal : Total bandwidth

Boceupied : Assigned bandwidth

Binreshold : Threshold of new connection
r : Required bandwidth

& : Critical bandwidth ratio

no

Is this handover
connection?

Bocoupied * IS Bthreshold

Is this vertical
handover?

Find Critical bandwidth ratio (§)
r* &=Brotar*{Brota(1-E)}

¢ 2 threshold based on
softness profile

Bandwidth reassignment
based on decided ¢

A 4

Reject the
connection

Admit the
connection

Fig. 2. Proposed SBAC algorithm

Fig. 3 shows the system model of the proposed approach. Let C denote the total
capacity and P, P,,, P, denote the blocking probabilities of new connection, hori-

zontal handover and vertical handover connection respectively. The arrival process of
new and handover connections is assumed to be Poisson and denoted by

A, and A, + A . The factor ¢ = | (1-¢&)*C | is bandwidth donated from each user
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within the same coverage without critical degradation of service. From the assump-
tion, we obtain the blocking probability of horizontal handover connection, vertical
handover connection, and new connection.

Pnb I:)hb va

A Connection Admission | _ Ll C1 > Hn
" C Control Scheme

I b Hn

AntAy Mobility Agent 2

Fig. 3. System model

Fig. 4 indicates the transition diagram for the proposed scheme. The detailed nota-
tions used in this diagram are shown in Table. 1.

Table 1. Notations

Notation explanation

/1n Arrival rate of new connection

/?'h Arrival rate of horizontal handover connection

ﬂv Arrival rate of vertical handover connection

17w, Average channel holding time for handover connections

1/, Average channel holding time for new connections

C Maximum number of server capacity

T Threshold (l?ound of the total bandwidth of all accepted
new connections)

& Critical bandwidth ratio

o La-&+c]

n, Number of new connections initiated in the coverage

n,, Number of handover connections in the coverage

In order to analyze the blocking probability of each connection, we use the two-
dimensional Markov chain model with the state space S and M/M/C+0/C+a [10]
model is utilized.
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S={(n,,n,)0<n,<T,(n +n,)<C+a} (1)

=y fﬁxﬂmdabm‘ﬁ?qib
Qn Tu> é\n TIJ> 6“ Tp>
4Gﬁ‘|bﬁm«m: /ﬁW‘IDGP/X‘GHD
* M~ w2 A -
<)\n T 1)“} <)\n T 1)H> <)\n T 1)“} <)\n T 1)P>
<)\n 2|J> <)\n )\n )\n
/)\T‘ )\h+)\ )\h+)\ )\h+)\v )\h+)\ )\,,+)\ AT
(C+1)Hn (C+a)pn
\ S S

2p,,
< CI > < > “<~ :
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Fig. 4. Transition diagram for the proposed SBAC algorithm
Let g(n,.n,, s n

n,, n, ) denote the probability transition rate from state ( n,,n,,)

n’

to(n,,n,,) - Then, we obtain the below.

g(n,,n,,;n,+1,n,)=41, 0<n,<T,0<n, £C)

g(n,,n, sn, —l,n,)=nu  (0<n <T,0<n, <C)
q(nn,n,”,nn,nh‘+l)=/1 +4,0<n, £T,0<n, <C)
g(n,,n, ;n, ,n, —1)=n, 4, (0<n <T,0<n, <C) 2)
qg(n,,n, ;n,.n, +1)=4, 0<n, £T,C<n,, <C+a)

q(n,,n, sn,,n, —1)y=n, 4, (0<n <T,C<n, <C+a)

Let p(n,,n, ) denote the steady-state probability that there are new connections
(n,) and vertical and horizontal handover connections ( ,, ). By using the local bal-

ance equation [10], we can obtain

n, hv
p(n,m,,) = p(0,0)- Lo P
”'.nhv'
where Ioﬁ:ﬂ’ph_;t W T A (0<n, <T,0<n, <C)
Hy M,
P PSP 3)
p(n"’nhv)=p(090)'"h'—'
n,tn, !

where pzﬁ,pzﬁ,(OSnn <T,C<n,<C+a)
H H,,

n
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From the normalization equation, we also obtain

-1
mam=[ 3 ”"ﬁhl

0=n, <T ,n,+n;,, <C+ar I’l,,! nhv
-1 “)
Ly 3P D N
* |
ny= ny,,=0 nhL n,= I’l” . ny, =C n,,-:

From this, we obtain the formulas for new connection blocking probability and
handover connection blocking probability as follows:

p =L §ppm L Sp pt"
nb P(0,0) moo Il n,t P,0) =n! (C-n)!
T n C—ny
P = 1 . Z pn . ph (5)
= P0,0) &y n,! (C—n,)!
n, (C+o)—n,

vb = P(0,0) o, (C+a)-n)!

Obviously, when T is equal to C, the new connection bounding scheme becomes
the non-prioritized scheme. As we expect, we can obtain [3]

(Pupy)"
]
P,=F,=P,= C(/gl'ph)n (6)
,;) n!

4 Numerical Results

In this section, we present the numerical results for the comparison of perfor-
mance. We compared three bounding schemes: non-bound, fixed bound, and SBAC
algorithms.

In Fig. 5, we increase the handover connection traffic load ( p, ). This graph shows
the blocking probability of handover connection under the following parameters:
C=35, T=20, A4, = 1/20, A,=1/60, A =1/60, u, =1/300, u, is varying from 1/100 to
1/1000, and & =0.9.

In this case, traffic load of handover connections ( p, ) are increasing from 0 to 40
and traffic load ( p, ) of the new connection is 15. Since handover connections are not

bounded, as increasing the handover traffic load, the differences among three schemes
become similar.

Fig. 6 shows handover blocking probability under the following parameters: C=35,
T=15, 4, = 1/30, A,=1/60, A =1/60, 1, =1/450, p, is varying from 1/100 to 1/800,

and £ =0.9.
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In Fig. 5 handover connection traffic load is given as p, =15. It is observed that

when traffic load of the handover connection is higher than the new connection traffic
load (e.g. p, > p ), non-bound scheme and fixed bound scheme are not much differ-

ent. On the other hand, when traffic load of the handover connection is lower than the
new connection traffic (e.g. p, < p ), their blocking probabilities become different.

This is the case when the new connections arrive in bursts (say after finishing a class)
[11]. Our proposed SBAC algorithm can offer the seamless handover for ongoing
connections with lower blocking probability.

In summary, the SBAC algorithm could achieve better results than the traditional
bounding schemes, especially for the handover connection. These results can be used
for analysis and design of ubiquitous environment.

5 Conclusion

In this paper, we proposed SBAC algorithm that reduces the blocking probability of
vertical handover connections within the limited capacity of system over ubiquitous
environment (e.g. WLAN and WAAN). Proposed SBAC algorithm considers vertical
handover connections that have higher priority. In order to analyze the blocking prob-
ability of SBAC algorithm, we use the two-dimensional Markov chain model. From
the numerical analysis, we compared SBAC algorithm against traditional non-bound
and fixed bound scheme. As a result, proposed SBAC scheme is able to improve
handover blocking probability in ubiquitous environment. Future work needs to ana-
lyze the utilization based on optimized critical bandwidth ratio.
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Abstract. In this study, an adaptive handoff algorithm with a dynamic hystere-
sis value, based on the distance between the mobile station and the serving base
station, is proposed for cellular communications. Handoff probability is calcu-
lated to evaluate handoff algorithms analytically. The proposed handoff algo-
rithm is compared with an algorithm with fixed hysteresis, an algorithm using
both threshold and hysteresis, and a handoff algorithm based on distance and
hysteresis. Performance is evaluated in terms of the average number of hand-
offs, average handoff delay, standard deviation of handoff location, average
signal strength during handoff, and probability of link degradation. Numerical
results and simulations demonstrate that the proposed algorithm outperforms
other handoff algorithms. The effect of distance error is also discussed.

1 Introduction

In cellular communications, handoff is the process of transferring the serving base
station (BS) of a mobile station (MS) from one to another when the MS moves across
a cell boundary. A call in progress could be forced to abort during handoff if suffi-
cient resources cannot be allocated in the new wireless cell. A properly designed
handoff algorithm is essential in reducing the switching load of the system while
maintaining the quality of service (QoS). In this paper hard handoffs in a cellular
system are concentrated on. The term handoff is henceforth used to refer to hard
handoff.

When an MS is traveling from its serving BS to the target adjacent BS, the prob-
ability of handoff is generally designed to maximize at the cell boundary. The
decision to initiate a handover may be based on different measurements [1]-[4] The
received signal strength (RSS) measurement is one of the most common criteria. Tra-
ditional handoff algorithms depend on comparing the differential signal power level
between the serving BS and target BSs to a fixed handoff hysteresis value h. This
hysteresis value is designed to reduce the ping-pong effect in the handoff procedure.
Therefore, selection of this hysteresis value becomes important for optimizing hand-
off performance. If % is too small, numerous unnecessary handoffs may be processed,
increasing the network burden. However, if 4 is too large, the long handoff delay may
result in a dropped-call or low QoS.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 122-131, 2006.
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Two important performance indicators of a handoff algorithm are the average num-
ber of handoffs and the average handoff delay, both of which are required to be mini-
mized. The size of the handoff area is a very important criterion relating to handoff.
The handoff area should be small enough to avoid cell-penetration or cell-dragging.
Cell-dragging occurs when excessive proportion of mobiles moves a considerable
distance into neighboring cell areas without making a handoff, resulting in an in-
creased level of system interference and a decrease in system throughput. The smaller
the handoff area, the more performance improves. The standard deviation of the hand-
off location is an indicator of the size of the handoff area.

In order to improve handoff performance, various adaptive handoff algorithms
were proposed [5]-[7]. MSs have recently been given the ability to continuously track
the mobile location through various radio location techniques [8]-[10]. In this study,
an adaptive handoff algorithm is developed by dynamically determining the hysteresis
value as a function of the distance between the MS and the serving BS. Since the
handoff hysteresis value is varied based on MS’s location, it can intelligently reduce
the probability of unnecessary handoffs and maintain the QoS.

The paper is organized as follows: First, the adaptive handoff algorithm is pro-
posed in Section 2. Then, Section 3 analyzes the proposed handoff algorithm. Nu-
merical results are presented to demonstrate the performance improvement compared
with handoff algorithms with fixed hysteresis values. Performance evaluation is pre-
sented in Section 4 by comparing key performance criteria. The effect of distance
error is discussed in Section 5. Finally, concluding remarks are presented in Section 6.

2 Proposed Handoff Algorithm

Many authors [11]-[15] analyzing handoff performance consider only two BSs and
omit the effect of other adjacent BSs, which simplify performance analysis but result
in inaccurate conclusions. In this study, the influence of all six adjacent cells is con-
sidered in the hexagonal cell model.

Since a mobile crossing a cell boundary experiences different propagation condi-
tions based on the point at which it crosses the boundary, use of adaptive thresholds
(as opposed to constant thresholds) is an attractive option for handoff algorithms. In
this work, the distance between the MS and its serving BS is assumed to be known. A
simple handoff algorithm with adaptive hysteresis value %, is proposed, which is de-
termined by the distance between the MS and the serving BS, i.e.

h:max{ZO(l—(%)“),O}, ey

where d. is the distance between the MS and serving BS, and R is the cell radius.
Handoff is initiated only if the new BS’s signal strength is sufficiently stronger by
hysteresis value %, than that of the serving BS.

The coefficient is chosen to be 20, to enable the handoff algorithm to control un-
necessary handoff and react to the deep fading simultaneously, resulting in sudden
drop (20~30 dB) of RSS. The large exponent results in a decrease in the number of
handoffs at the cost of increasing handoff delay and probability of link degradation. In
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this paper, 4 is the default exponent for the proposed algorithm, because it is assumed
that the probability of link degradation should not exceed 0.005.

As demonstrated in Equation (1), & decreases from 20 to 0 dB as the MS moves
away from the serving BS. By setting the above dynamic hysteresis value A, the num-
ber of unnecessary handoff is decreased because of a large 4 if the MS is near the
serving BS, and the MS is encouraged to hand over to adjacent cells because of a
small £ if it is near the boundary of the current cell. In this way, handoff area is opti-
mized.

3 Analysis of Handoff Algorithm

3.1 System Model

It is assumed that the RSS is affected by path loss as well as the shadowing effect. In
addition, Rayleigh fading exists. However, this is averaged out and can be ignored
because handoff algorithms cannot respond to short-term fading [11]-[16]. Therefore,
if the transmitted power of BS is normalized to be 0 dB, the signal strengths received
from the current BS and adjacent BSs, denoted R, and R;, are given by

R. =-Klog(d, )+u(d,), 2

R, =-Klog(d,)+v,(d,)),i=12,..6, 3)

where K represents the path loss factor, d. and d; represent the distance from the cur-
rent BS and adjacent BSs respectively, and u(d) and v,(d) model the effect of shadow-
ing fading.

3.2 Handoff Analysis

Handoff occurs if one of the following conditions is satisfied:
[R, >R +h], i=12,...6, 4)

where R; and R, are the RSS of the adjacent BSs and serving BS at the MS’s location,
respectively, and /4 is the hysteresis value. If the handoff condition is satisfied, the call
is handed over to the adjacent cell with the largest R;. Handoff will not occur unless
the RSS from an adjacent BS is greater than that from the serving BS by the hystere-
sis value h. Therefore, the handoff probability Py, is given as:

6
P, =P{{JIR >R, +hl}, 5)

i=1

Remark 1. In order to compute handoff probability analytically at different locations
in the cell, each location is treated independently. Therefore, the correlation distance
deor, Which determines the speed at which correlation of the shadowing process
decays with distance when the link between MS and BS is considered at two time
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instants (or at two different positions of the MS), is not included in the above equa-
tions. However, d.,, must be considered when a moving MS is considered for per-
formance evaluation.

3.3 Numerical Results

Handoff probability for MS under the cover of the BS is computed at different loca-
tions. If signal power is noise free, the hysteresis value can be set to 0 such that the
MS only performs handoff at the cell boundary; in this case, handoff probability is 1
at the cell boundary and 0 elsewhere. When noise is present, the handoff probability is
zero near the center of the cell, and increases as the MS moves away from the serving
BS till handoff occurs. A good handoff algorithm should have a handoff probability
map approaching the ideal case.

1 .
— - h=0dB
h=4 dB
0.8+ | ——--h=10dB
—+—— adaptive h /
b /
= /
g 06 /
Q /
[<} /
Q /
| 0.4
8
<
0.2+
e
OH———+—+—+—+—+F= \/*1 ===~ L
0 500 1000 1500

location (m)

Fig. 1. Comparison of handoff probability for different &

Assuming the distance between two neighboring BS is 2000m, the handoff prob-
ability of the proposed algorithm when the MS moves away from the serving BS to an
adjacent BS along a straight line, is compared with that of handoff algorithm with
fixed h=0,4,10 dB, shown in Fig. 1. The algorithm demonstrates superior perform-
ance, because the handoff probability of the algorithm is smallest when the distance is
less than 950m, and increases most rapidly from O to 1 in the handoff area near the
cell boundary. Therefore, the proposed algorithm has the smallest handoff area.

3.4 Another Handoff Probability

In contrast to the handoff probability discussed above, for the MS locating in a cell
geographically but communicating with the BS of another cell, another performance
metric is the handoff probability from the serving BS to the BS of the cell in which
the MS locates geographically, denoted by P,. In Fig. 2, the MS locates in Cell 0, so
its serving BS should be BS,, in order to balance the system traffic and reduce inter-
ference. However, its serving BS is BS;. In this case, P, is the probability that the MS
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hands over from Cell 1 to Cell 0, i.e., from BS; to BS,. For the ideal case, P, is one
within the cell area and zero elsewhere, if the signal power is noise free. Therefore,
for an effective handoff algorithm, P, should be one in most of the cell area and de-
crease rapidly in the area near the cell boundary.

Fig. 2. Illustration of P,

Assuming the serving BS is BS;, j=1,2,...6, handoff occurs from BS; to BS, if the
following conditions are met:

1) If the RSS from BS, exceeds that of BS; for any i#j;
2)  If the RSS from BS, exceeds that of BS; by hysteresis level .

The corresponding handoff probability is

6
B/ =P{ [[R.>RIN[R. >R, +hl}. (©6)
i=l,i#j
Therefore,
6
b= Z By, B )
j=1

where Pgg; is the probability that the MS’s serving BS is BS;, j=1,2,...,6.

Since Pgg; is extremely difficult to compute, if not impossible, the assumption
that they have the same probability is taken, i.e., Pgs; =1/6, j=1,2,...,6. Fig. 3 illus-
trates the comparison of P, between handoff algorithms with adaptive and fixed
hysteresis when the MS moves away from the serving BS to an adjacent BS along
a straight line. The proposed algorithm demonstrates superior performance, because
the handoff probability of the proposed algorithm is the highest when the distance
is less than 900m, and decreases most rapidly in the handoff area near the cell
boundary.
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4 Performance Evaluation

The parameters used for simulation are presented in Table 1, which are commonly
used to analyze handoff performance [11]-[15]. The MS is assumed to move from the
serving BS to an adjacent BS along a straight line. The average number of handoffs,
average handoff delay, standard deviation of handoff location, average signal strength
during handoff and probability of link degradation are used as criteria for perform-
ance evaluation.

Table 1. Parameters used for simulations

Parameters Description

D=2000 m Distance between two BSs
R=D/sqrt(3) Cell radius
K=30 Path loss factor

0=5dBm Shadow fading standard deviation
d.,=30 m Correlation distance

v=20 m/s Mobile velocity
t=0.5s Sample time

A=-106 dBm Threshold of link degradation

4.1 Comparison with Handoff Algorithm Using Both Threshold and Hysteresis

In regards to the handoff algorithm using both threshold and hysteresis, i.e., the hand-
off algorithm using both absolute and relative signal strength [11], the MS is handed
over from one BS to another if both of the following conditions are met:

1) The RSS of the serving BS falls below an absolute threshold value 7 dB;
2) The RSS of the new BS becomes greater than that of the serving BS by a
hysteresis of 4 dB.
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Fig. 4 illustrates the comparison of handoff probability for handoff algorithms with
adaptive hysteresis, fixed hysteresis, and both threshold and fixed hysteresis when the
MS moves along a straight line from the serving BS to an adjacent BS. The handoff
probability of the proposed algorithm is the smallest when the distance is less than
900m, and is the largest when the distance is greater than 1100m. The proposed algo-
rithm is superior because it can control handoff when the MS is near the serving BS,
and encourages handoff when the MS is leaving the serving cell.
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Table 2. Comparison of key criteria
Number Handoff | Standard Signal Probability
Handoff of Hand- Delay Deviation strength of Link
Algorithm offs (m) (m) during Degradation
handoff
(dB)
adaptive h 1.6521 44.902 85.607 -94.386 0.00458
Fixed h=4dB 8.2868 13.482 223.52 -93.298 0.00686
h=4, T=-80dB 8.3038 13.119 223.3 -93.301 0.00686
h=4, T=-85dB 8.2363 13.637 222.37 -93.415 0.0064
h=4, T=-90dB 7.1517 16.336 214.63 -94.416 0.00646
h=4, T=-95dB 3.7024 35.665 198.05 -97.34 0.00618
h=4, T=-99dB 1.9008 97.765 197.47 -99.834 0.01068
h=4, T=-100dB 1.549 144.54 205.68 -100.72 0.0153

A comparison of simulation results is presented in Table 3 The threshold has little
effect on handoff performance if it is larger than -85dB. The average number of hand-
offs and signal strength during handoff decreases with decreasing threshold 7, ac-
companied by an increase in handoff delay and probability of link degradation. In
other words, the handoff algorithm using both absolute and relative measurements
decreases the number of handoffs at the cost of increasing handoff delay, increasing
probability of link degradation and decreasing signal strength during handoff.

As far as the average number of handoffs is concerned, the proposed algorithm can
achieve similar performance as the handoff algorithm with #=4dB and 7=-100dB. The
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proposed adaptive handoff algorithm has smaller handoff delay and standard devia-
tion of handoff area, which will decrease the interference on the neighboring cell and
increase system throughput. Signal strength during handoff and the probability of link
degradation of the proposed algorithm are much better. The improvements of the
proposed algorithm are remarkable: 68.93% for handoff delay, 58.38% for standard
deviation of handoff location, 6.334dB for average signal strength during handoff,
and 70.07% for probability of link degradation.

4.2 Comparison with Handoff Algorithm Based on Distance and Hysteresis

As for the handoff algorithm based on distance and hysteresis [12], a handoff is per-
formed to the adjacent base station if both the following conditions are met:

1) If the RSS from the adjacent BS exceeds that of the serving BS by a hystere-
sis level i dB;

2) If the measured distance from the serving base station exceeds that of the ad-
jacent station by a threshold distance ym.

Table 4 demonstrates that this handoff algorithm can effectively decrease the num-
ber of handoffs by using a large distance threshold. The average number of handoffs
decreases with increasing distance threshold at the cost of large handoff delay and
high probability of link degradation.

Table 3. Comparison of key criteria

Number Handoff | Standard Signal Probability
Handoff of Hand- Delay Deviation strength of Link
Algorithm offs (m) (m) during hand- Degradation
off (dB)
adaptive h 1.6521 44.902 85.607 -94.386 0.00458
Fixed h=4dB 8.2868 13.482 223.52 -93.298 0.00686
h=4, r=-0m 0.99216 55.916 52.111 -93.503 0.00972
h=4, r=100m 0.98776 95.61 44.176 -93.639 0.01348
h=4, r=200m 0.98364 137.47 37.518 -93.751 0.01696

The probability of link degradation is extremely high for the handoff algorithm
based on distance and hysteresis, because the handoff algorithm cannot react to a sud-
den drop in signal strength when the MS is in the area where the distance condition of
handoff is not satisfied. The call is forced to interrupt even though there is another
feasible link, because handoff is not performed. This is also the reason why the stan-
dard deviation of handoff location is extremely small. From the subscriber’s point of
view, the blocking of handoff is less desirable than the blocking of a new call. There-
fore, the handoff algorithm based on distance and RSS is not feasible because of its
high probability of link degradation when call-drop probability is considered.

5 Effect of Distance Error

In this section, the effect of distance error is considered in the proposed handoff algo-
rithm. The measured distance is assumed to be Gaussian distributed, where the mean
is the accurate distance and the standard deviation is std [12].
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Table 5 presents the results for different levels of location accuracy. The average
number of handoffs increases with std, while average handoff delay decreases as std
increases. There is a little change for the standard deviation of handoff area, signal
strength during handoff and probability of link degradation. It can be concluded that
the adaptive handoff algorithm is stable when the standard deviation of the meas-
ured distance is less than 60m, meaning that the proposed algorithm is still feasible
when only rough distance information rather than accurate distance information is
available.

Table 4. Effect of Distance Error

std (m) Number Handoff Standard Signal strength Probability of
of Hand- Delay (m) | Deviation during handoff Link Degrada-
offs (m) (dB) tion
0 1.6521 44.902 85.607 -94.386 0.00458
10 1.6562 44.505 85.769 -94.412 0.0046
20 1.6827 43.175 86.358 -94.327 0.00506
40 1.787 40.48 86.42 -94.188 0.0053
60 1.9893 36.061 87.761 -93.966 0.00468
80 22772 30.8 90.237 -93.665 0.0051
100 2.678 27.104 94.27 -93.389 0.00534
150 3.9001 19.961 111.37 -92.901 0.00442

6 Conclusion

In this study, an adaptive handoff algorithm is developed by dynamically determining
the hysteresis value as a function of the distance between the MS and the serving BS.
Since the handoff hysteresis value varies, depending on MS’s location, it can intelli-
gently reduce the probability of unnecessary handoffs and maintain quality of service.
Analytical and simulation results demonstrate that the proposed algorithm performs
better than other algorithms with fixed hysteresis value. And the algorithm is better
than the handoff algorithm using both threshold and hysteresis and the handoff algo-
rithm based on distance and hysteresis. It is also demonstrated that the proposed algo-
rithm is stable when location error exists, i.e., it is location-error-resistant. When
distance information is known, the only overhead of the proposed handoff algorithm
is to compute the hysteresis value according to Equation (1), which is extremely sim-
ple. The proposed handoff algorithm is extremely effective and easy to implement
when provided with distance information.
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Abstract. Despite the importance of seamless connectivity in ubiquitous com-
puting, research for seamless connectivity has not been considered properly. To
provide seamless connectivity, this paper proposes an application execution
model for seamless services with an intelligent context-aware handoft scheme
based on context information, such as user intentions and application require-
ments as well as issues of network layer. In this paper, we define several
profiles reflecting various context informations and design basic modules orga-
nizing middleware architecture for seamless service management and efficient
vertical handoff (VHO) management. Consequently, the proposed seamless
service management with context-aware handoff scheme provides service
continuity in ubiquitous computing environment by preventing unnecessary
handoffs, changing application service modes adaptively, and eventually main-
taining optimal network configuration. And also simulation results show about
38% enhanced performance in the processing rate, about 13% enhanced per-
formance from service continuity, and about 29% enhanced performance in the
processing time, compared with conventional schemes.

1 Introduction

Recently, ubiquitous computing is regarded as one of the most attractive research
topics in computer science, and thus both academic and industrial sectors conduct
research in many relevant areas. One of the major premises for ubiquitous computing
is that all components should be connected to the network [1]. For this reason, seam-
less connectivity is an important research issue in ubiquitous computing. Also to pro-
vide seamless connectivity, a handoff management scheme between heterogeneous
network interfaces, called VHO, considering different characteristics of each interface
and various context informations is required.

However, existing approaches only assume that all components are connected with
networks seamlessly, and do not consider how seamless connectivity is provided.
Also in the aspect of seamless service, existing research only focuses on adaptation of
application itself or resource reservation to support quality of service (QoS). And they
only consider one network interface and pay no attention to VHO between heteroge-
neous network interfaces. Thus, if current network interface does not satisfy a given
condition, they cannot keep performing services. At the same time, in VHO schemes,
existing handoff operation is only focused on safe and reliable handoff, and it only
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occurs based on network factors, such as signal strength and latency without consider-
ing any context information, e.g., user intentions.

To provide seamless connectivity, this paper proposes an effective application exe-
cution model to provide seamless service by changing application service mode adap-
tively and proposes an intelligent context-aware handoff management scheme based
on the profiles reflecting various context informations in ubiquitous computing envi-
ronment composed of heterogeneous network interfaces. We define our own profiles
and then we design basic modules organizing a middleware architecture for seamless
service management and efficient VHO management, especially an application agent
that changes application’s service mode to control service quality for seamless ser-
vice. Consequently, proposed seamless service management with context-aware
handoff scheme considering user intentions as well as the issues of network layer
provides service continuity in ubiquitous computing environment by preventing un-
necessary handoffs, changing application service modes adaptively, and eventually
maintaining optimal network configuration. And also simulation results show about
38% enhanced performance in the processing rate, about 13% enhanced performance
from service continuity, and about 29% enhanced performance in the processing time,
compared with conventional schemes.

The remaining part of this paper consists of four parts. In Section 2, related work is
introduced. In Section 3, proposed schemes, middleware architecture, and algorithms,
are presented. Section 4 shows evaluation result and, lastly, conclusions are presented
in Section 5.

2 Related Work

In this section, precious research about ubiquitous computing, handoff schemes and
seamless service will be described.

Pervasive computing infrastructure, GAIA, allows applications to specify different
behaviors in different contexts by gathering of context information from different
sensors, delivering appropriate context information to the applications and providing a
powerful context model that allows complex reasoning to be done on contexts [2]. An
architectural framework, AURA, allows user mobility and adapts computing envi-
ronments proactively to a given situation by using models of tasks consisted of in-
ferred service information and user information [3]. Context Toolkit [4] presents
conceptual model for context-aware applications and enables the construction of pro-
totypes for context-aware applications. Another pervasive computing infrastructure
that exploits Semantic Web technologies to support explicit representation, expressive
querying, and flexible reasoning of contexts in smart spaces, Semantic Space, enables
applications to run proactively [5]. But, these approaches are about techniques for
ubiquitous computing, like sensor abstraction, context reasoning, and so on, based
on the assumption that seamless connectivity is guaranteed. They did not consider
any interaction mechanism between changing environment and network status [2] [3]
(41 [5].

In [6], they propose an adaptive QoS design approach via resource reservation and
rate adaptation to support multimedia over wireless cellular networks. In [7], they
propose the optimization of the QoS offered by real-time multimedia adaptive
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applications through machine learning algorithms. These applications are able to
adapt in real time their internal settings (i.e., video sizes, audio and video codecs,
among others) to the unpredictably changing capacity of the network and guarantee a
good user-perceived QoS even when the network conditions are constantly changing.
But, these approaches only assume one network interface and only focus on resource
reservation to support QoS. And they do not consider providing seamless connectivity
through VHO by configuring applications [6] [7].

In [8], active application oriented (AAQO) scheme performs VHO, based on applica-
tion requirements rather than the issues of network layer, so it provides more efficient
VHO. In [9], they propose a context-based adaptive communication system for use in
heterogeneous networks. By using context information, they provide flexible network
and application control. But in [8] and [9], they assume that only one application runs
on mobile terminal and it does not take into account context information like user
intention. And also in [9], they do not consider service continuity by configuring
application’s service quality.

3 Context-Aware Handoff Management

In this section, we present a seamless service management with context-aware hand-
off scheme considering context information that can configure the optimal network
environment for providing seamless service and seamless connectivity. In Section 3.1,
middleware structure is explained for each module. In Section 3.2 and Section 3.3,
modules and major algorithms of VHO decision manager and application agent are
explained. And Section 3.4, overall operation flow is presented.

| Application Layer

Application Invoke!
User Motificati: Application
Profile
Work Profile -
Manager User Profile Application
T Manager Profile Manager
| Work Profile
. Abstracted Profile User Application
VHO Decision Profile o Update Profile Profile
Manager Application Manager
Wark Profile
T Context Engine
Result! -
Netwark . Servicd
Information | Application Agent S
Change|
HNetwork VHO
Information Conirol

| MNetwork Layer

Fig. 1. Handoff management middleware architecture

3.1 Middleware Architecture

To support seamless service and seamless connectivity, optimal application and net-
work configuration should be guaranteed. Thus, the proposed middleware architecture
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consists of application profile manager, user profile manager, context engine, applica-
tion manager, application agent, and VHO decision manager shown in Fig. 1.
Application profile manager manages application profiles reflecting some impor-
tant application requirements. Application profile consists of several service modes
that represent different service quality and minimum required values for bandwidth,
packet error rate (PER), and latency in each service mode as shown as in Table 1.

Table 1. Example of application profile

Application Name Service mode Bandwidth (kbps) PER (%) Latency(ms)
1 (video-based) 192 5 8
Navigation 2 (audio based) 64 8 12
3 (text based) 16 10 15

User profile manager is to manage user profiles reflecting any specific user informa-
tion and requirements. User profile is composed of using time, transferred data volume
and priority in each work. Using time is the average time for a given work process com-
pletion in the previous work process and transferred data volume is the average amount
of transferred data during the same process. Priority is the degree of preference for appli-
cations in each work. Example of user profile is shown as in Table 2.

Table 2. Example of user profile

Work Using Time (s)

1920

Transferred Data Volume (Kbytes)
8192 1

Application Name Priority

Navigation Navigation

Context engine is an inference module based on application profile, user profile,
and information from various sensors. In this paper, context engine is a simple rule-
based module, and generates work profile. Work is a group of applications in some
given situations, and work profile is the information related to the applications. Ex-
ample of work profile is shown as in Table 3.

Table 3. Example of work profile

Work Name
Navigation
. Using Transferred . Current Band- La-
Applica- . Prior- . . . PER
. Time | Data Volume . Service Service Mode width tency
tion Name ity (%)
(s) (Kbytes) mode (kbps) (ms)
1(video-base) 192 5 10
Naviga-
) 1920 8192 1 1 2(audio-base) 64 8 12
tion
3(text-base) 16 10 15

Work profile manager manages work profile, requests application invocation or the
change of service mode, and notifies application suspension to the application layer.
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Application manager generates abstract profile from the work profile. The abstract
profile consists of bandwidth, packet error rate, latency, and work bandwidth. Band-
width is the sum of all application’s required bandwidths. Packet error rate and la-
tency are determined by all application’s requirements, which may be the minimum
value among all application’s values. Work bandwidth represents a permitted band-
width based on user pattern and is used to prevent unnecessary handoff during VHO
decision procedure. Its example is shown in Table 4.

Work bandwidth is calculated as follows:

sum of all application's Transferred Data Volume

Work bandwidth = - -
Using Time of Work
Table 4. Example of abstract profile
Work Name Bandwidth (kbps) PER (%) Latency (ms) Work bandwidth(kbps)
Navigation 160 5 8 120

3.2 VHO Decision Manager

VHO decision manager decides whether it should perform any handoff and requests
the network layer to change any chosen network interface if necessary, based on the
abstract profile and network information. In this paper, we assume that network layer
provides the information about other available network interfaces as well as current
network interface through control channel. Detailed VHO decision algorithm is de-
scribed as in Fig. 2.

check current network whether bandwidth, PER, latency of Abstract Profile are satisfied
if satisfied all factors then
stay in current network
else
check current network whether work bandwidth, PER, latency of Abstract Profile are satisfied
if satisfied all factors then
stay in current network
else
check available network whether bandwidth, PER, latency are satisfied
if satisfied network exist then
handoff to satisfied network
else
check available network whether work bandwidth, PER, latency are satisfied
if satisfied network exist then
handoff to satisfied network
else
handoff to nearest network to requirement
request Application Agent for Service mode change

Fig. 2. Pseudo code of VHO decision algorithm

3.3 Application Agent

Application agent changes service mode of any application to maintain service quality
for seamless service. When VHO decision manager requests any service mode to
be changed, application agent checks whether current network may satisfy work
bandwidth or not. If current network is satisfied for work bandwidth, then enhance all
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application’s service quality and reactivate any suspended application if exists, and
deliver this result to the context engine to update work profile. If current network does
not satisfy work bandwidth, application agent temporally enhance all application’s
service quality and reactivate any suspended application if exists. Then application
agent changes application’s service mode based on each application’s priority speci-
fied in work profile in the order of lower priority. If current situation is not improved
by changing service mode, then the application agent suspends any application in the
order of lower priority and delivers this result to the context engine to update work
profile. Detailed application’s service configuration procedure of application agent is

described as in Fig. 3.

Acquire abstracted profile

!

Acquire network information

Compare current network
with Work Bandwidth
dissitisiy salsfy

temporally enhance service quality enhance service quality
and reactivate suspended app. if exist and reactivate suspended app. if exist

l

[ reduce service quality or suspend app.]
Change application service mode
in the order of lower priority

Compare current network
with Bandwidth

isfy *
delivers changes of application service mode
to context engine

dissatisfy

Fig. 3. Flowchart of application configuration procedure

3.4 Operation Flow

The overall operation progress based on the proposed scheme is performed as in the
following steps. In the first step, context engine gathers user/application profile to gen-
erate its work profile and delivers it to the work profile manager. In the second step,
work profile manager requests an application invocation to the application layer and
delivers its work profile to the application manager. In this step, work profile manager
requests to changes current service mode with suspension of any application to the ap-
plication layer and notifies this result to user. In the third step, application manager
generates abstract profile based on work profile and delivers it to the VHO decision
manager. In the fourth step, VHO decision manager decides whether it should perform
handoff and requests VHO to the network layer. And then application’s service mode is
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changed by the application agent if necessary based on algorithm described in Section
3.2. In the fifth step, application agent checks current application service mode and
network interface information, and decides next service mode to change or any applica-
tion suspension when VHO decision manager requests. Then the resulting status of any
application is delivered to the context engine. And go to the first step for regenerating its
associated work profile based on result of the fifth step.

4 Evaluation

In this section, we present simulation results to compare the proposed scheme with
some other VHO schemes, conventional VHO scheme that only concerns network
issues, and AAO (Active Application Oriented) scheme that concerns network issues
and applications requirements.

4.1 Simulation Model

Simulation is performed with three network interfaces, seven applications, and four
work groups. The three network interfaces are WWAN, DMB, and Wibro, and network
factors about each interface are based on [10] [11] [12]. While simulation is proceeded,
network factors of these network interfaces, bandwidth, PER, and latency, are randomly
changed based on each interface's characteristics and the list of available network inter-
faces are randomly changed too. And theoretical specification of each network interface
is shown as in Table 5. Seven applications are chosen as navigation service, broadcast-
ing service, data transmission service, Instant Messaging Service (IMS), online game
service, explorer service, and music service. Also four work groups are shown as in
Table 6. In every simulation, applications for each work group have different using
times and transferred data volumes, which are randomly generated.

Table 5. Example of network interfaces

Network Interface Bandwidth PER (%) Latency (ms) Coverage (Km)
WWAN 144 Kbps 35 30 1~10
Wibro 1 Mb 1.5 20 1
DMB 15 Mb 2.5 10 5~30

Table 6. Example of simulation scenarios

Work Groups Applications
Entertainment Broadcasting Service, IMS, Explorer Service
Online game Online Game Service, Explorer Service
Business IMS, Data Transmission Service, Explorer Service
Navigation Navigation Service, Music Service
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4.2 Simulation Result

Through the simulation result, three kinds of data can be obtained, i.e., the number of
VHOs, the number of application failures, and the throughput. And based on these
three kinds of data, we evaluate our proposed scheme compared with conventional
scheme and AAO schemes in terms of three aspects, i.e., processing rate, service
continuity and processing time.

Fig. 4 represents the processing rate, which is the percentage of overall throughput
when ideal network environment exists. And according to the simulation result, the
proposed scheme shows about 38% enhanced performance compared with conven-
tional scheme and AAO scheme.

Processing mte Service Continuity [Conventional Scheme]

™ and B Comvencional Scheme O Proposed Scheme 120

71 N | & ||
] (é :

Wik

Pracessing rafe |5
Continuity (%)

Fig. 4. Processing rate Fig. 5. Service continuity of conventional
scheme

Fig. 5, 6, 7 represents the service continuity, which shows the amount of continu-
ous computation calculated based on VHO delay and application’s status reflecting
any application suspension, namely application failure. In other words, service conti-
nuity represents how seamless service is maintained. And according to the simulation
result, the proposed scheme in Fig. 7 shows about 13% enhanced performance com-
pared with conventional scheme in Fig. 5 and AAO scheme in Fig. 6.

Service Continuity [AAO] Service Continuity [Proposed Scheme]

|

Continuity (%)
Continuity (%]

Fig. 6. Service continuity of AAO scheme Fig. 7. Service continuity of proposed scheme
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Fig. 8 represents the processing time, which is the time required for processing any
specific amount of task. In Fig. 8, processing time of work group-1 shows the time
spent for processing 450Mb task, processing time of work group-2 is the time spent
for processing 600Mb task, processing time of work group-3 is the time spent for
processing 450Mb task, processing time of work group-4 is the time spent for proc-
essing 450Mb task. And according to the simulation result, the proposed scheme
shows about 29% enhanced performance compared with conventional scheme and
AAOQO schemes.

Processing time

D aA0 B Conventional Scheme O Proposed Scheme

50
60
w m
W ’_I_‘ m

50 I
0

0

2

0

2 3 4
Work

Fig. 8. Processing time

Processing time (m)

According to these simulation results, we can verify the effectiveness of proposed
schemes, especially the algorithm of application agent. Application agent contributes
about 70% of whole performance improvement by configuring service quality adap-
tively and by optimizing repercussion on VHO decision manager which reduces un-
necessary handoffs.

5 Conclusion

Seamless connectivity is an important research issue in ubiquitous computing. How-
ever, research for seamless connectivity has not been considered properly and existing
approaches only assume that all components are connected with networks seamlessly
or are only concerned about factors of network issues. The provision of seamless
connectivity requires an intelligent handoff management which builds up the optimal
network environment and an application execution model which guarantees seamless
service by configuring service quality of applications adaptively.

In this paper, we propose a context-aware handoff management scheme for seam-
less connectivity and a seamless service management scheme for continuous service
in ubiquitous computing environment, based on profiles reflecting various context
informations, such as user intentions as well as the issues of network layer. Conse-
quently, the proposed schemes prevent unnecessary handoff operations, provide
service continuity, and eventually enable an optimal network configuration in ubiqui-
tous computing environment. And also simulation results show about 38% enhanced
performance in the processing rate, about 13% enhanced performance from service
continuity, and about 29% enhanced performance in the processing time, compared
with conventional schemes.
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Abstract. In this paper, an adaptive soft handoff algorithm, which dynamically
calculates the threshold values for soft handoff based on the received signal
strength, is proposed for mobile cellular communication systems. An analytical
model is developed to study the performance of soft handoff algorithms. Per-
formance is evaluated in terms of the average number active set updates, the
mean size of the active set, the mean time of soft handoff, the average signal
quality and link degradation probability, where a link degradation is defined to
be the event that the signal strength falls below a level required for satisfactory
communication. The adaptive soft handoff is shown to yield a significantly bet-
ter tradeoff than the handoff algorithm with static thresholds.

1 Introduction

Handoff is an essential component of mobile cellular communication systems [1] [2].
It is the process whereby a mobile station (MS) communicating with one base station
(BS) is switched to another BS when the MS moves across a cell boundary during a
call. A call in progress could be forced to abort during handoff if sufficient resources
cannot be allocated in the new wireless cell. A properly designed handoff algorithm is
essential in reducing the switching load of the system while maintaining the quality of
service (QoS). The design of reliable handoff algorithms is crucial to the operation of
a cellular communication system and is especially important in microcellular systems,
where the MS may traverse several cells during a call. The decision to initiate a hand-
off may be based on different measurements, such as the received signal strength
(RSS) from the serving BS and neighboring BSs, the distance between the MS and the
surrounding BSs, signal to noise ration (SNR), and bit error rate (BER). The RSS
measurement is one of the most common criteria.

There are two types of handoff: hard handoff and soft handoff. Hard handoff is a
break-before-make method, where a new link is set up after the release of the old link.
A certain amount of margin is introduced to eliminate the ping-pong effect, which is
the scenario of repeated handoff between two adjacent BSs caused by rapid fluctua-
tions in the RSS from both of the BSs. Soft handoff is a make-before-break method
[3]-[6]. With soft handoff, an active set is maintained, which is the set of all the BSs
with which an MS is communicating. Depending on the changes in RSS from the two
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© Springer-Verlag Berlin Heidelberg 2006
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or more BSs involved, a hard decision will eventually be made to communicate with
only one BS. This normally happens after it is clear that the signal from one BS is
considerably stronger than those from the others. In the interim period, the MS has
simultaneous communication with all BSs in the active set. Generally, three parame-
ters are specified in a soft handoff algorithm: the add threshold 7,4, the drop thresh-
old T,p, and the drop timer D,;,.. When the pilot signal from a new BS exceeds that
from the serving BS by a threshold value 7,4, a new link to the new BS is established
while maintaining the existing link. In this case, the call is said to be in soft handoff.
We here assume that an MS can be in soft handoff with two strong BSs. When the
RSS from either the old BS or the new BS weakens below T, and remains there for
Dy, the bad connection is released and only a single good connection is maintained.
The MS should reset and disable the timer if the level of RSS goes above the drop
threshold 7, before the timer expires.

The rest of this paper is structured as follows. The proposed adaptive soft handoff
algorithm is presented in Section 2. Performance metrics to measure the performance
of soft handoff are derived in Section 3. In Section 4, the simulation environment is
described and the proposed adaptive handoff algorithm is compared with the static
soft handoff algorithm. Finally, concluding remarks are presented in Section 5.

2 Proposed Adaptive Soft Handoff Algorithm

When an MS is traveling from its serving BS to a target BS, the probability of soft
handoff is generally designed to maximize at the cell boundary. Traditional handoff
decision algorithms compare the RSS to static or fixed handoff thresholds 7, and
T4op [3] [4]. Low thresholds and long drop timer settings ensure that there are a
higher number of BSs in the active set and the call quality also tends to improve be-
cause of the higher diversity gain available. On the other hand, high thresholds and
short drop timer settings increase the rate at which the active set updates but it saves
network resources by maintaining a smaller number of BSs in the active set. How-
ever, the active set update requires signaling between the MS and BSs, which can be
counted as another kind of system load. Therefore, selection of these handoff thresh-
olds becomes very important for improving soft handoff performance.

The primary objective of a soft handoff algorithm is to provide good signal quality.
Signal quality can be improved by including more BSs in the active set, but this
comes at the cost of increased use of system resources. To lower the active set size,
one option is to frequently update the active set so that the smallest active set with
sufficient signal quality is maintained at each time instant. However, frequent updates
or handoffs cause increasing switching overhead. Thus, a tradeoff exists among the
following three metrics: the average number of active set updates, the mean size of
the active set, and the average signal quality.

The algorithm presented here attempts to reduce the average number of active set
updates and the mean size of the active set by dynamically adjusting the soft handoff
thresholds based on RSS. Generally, high RSS means good signal quality, so another
link between the MS and another BS can be considered unnecessary, because the MS
is being served well by the current serving BS. The main idea in this paper is using
high 7,4 to restrain other BSs from entering the active set and using high Ty, to
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encourage other BSs in the active set to leave the active set when the RSS from a
serving BS is much higher than the link degradation threshold.

A simple adaptive soft handoff algorithm with dynamic threshold values is pro-
posed, which is determined by the RSS from the primary BS in the active set, i.e.

T, =min{s, —~A-5, 10}, (1)
Tdrop = Tadd _3 ’ (2)

where the primary BS is the serving BS with the largest RSS in the active set, s, is the
RSS from the primary BS, A is link degradation threshold.
Therefore, the following equation can be derived:

10, s, >A+15

T = .
“ls,—A=15, s, SA+15

3)

As demonstrated above, T,y equals 10 dB for s, larger than A+15, and it de-
creases from 10 dB to -5 dB as the RSS from the primary BS decreasing from A+15
to A. Number 15 is chosen because the link degradation probability at next time
instant, denoted P, is considerably low, if the MS is served by the same BS only. In
this case, P, is approximately equal to Q(15/0), where Q( ) is the Q-function (com-
plementary cumulative distribution function), ¢ is the standard variance of the shadow
fading process. For instance, the link degradation probability is about 0.0062 for o=6.

Since the handoff thresholds are varied based on RSS, it can intelligently reduce
the probability of unnecessary handoffs while maintaining the signal quality. The
handoff performance criterion is based on minimizing both the average number of
active set updates and the mean size of the active set for the given propagation pa-
rameters and mobile path. The tradeoff between these two conflicting criteria is exam-
ined by comparing the proposed algorithm with a handoff algorithm with static
thresholds in Section 4.

3 Performance Metrics

For the sake of simplicity, a basic system consisting of two BSs separated by a dis-
tance of D is considered in this paper [2]-[5]. And it is assumed that the MS is moving
along a straight line with a constant velocity v between the two BSs, labeled BS; and
BS;. It is assumed that the RSS is affected by path loss as well as the shadowing ef-
fect. In addition, Rayleigh fading exists. However, this is averaged out and can be
ignored because handoff algorithms cannot respond to short-term fading [3]-[6].

Let di(n) denote the distance between the MS and BS;, i=1,2 at time instant 7.
Therefore, if the transmitted power of BS is normalized to be 0 dB, the signal strength
from BS;, denoted s;(n), i=1,2, can be written as

s;(n)=—Klogd,(n)+u,(n) “
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where K represents the path loss factor, and u,(n), i=1,2 are zero mean Gaussian ran-
dom processes that model the log-normal shadow fading. The log-normal shadowing
is assumed to have an exponential autocorrelation function [7] [8]

Elu,(n)u, (n+m)]:o'2a""‘ 5)

where o is the standard variance of the shadow fading process, and a is the correlation
coefficient of the discrete-time fading process.

a= e—vf‘\. /d, (6)

where ¢, is the sampling time and d. is the correlation distance determining how fast
the correlation decays with distance.
The difference between s;(n) is defined as

x(n) = s5,(n) = s,(n) (7

Let Plg,]z(}’l), Pzg,]z(ﬂ), PIQ*,](”), and P]zg,g(l’l), be the probabilities that BSZ is
added, BS; is added, BS, is dropped, and BS; is dropped at time instant n, respec-
tively. These probabilities can be computed as the following:

Py (n) =Pri-x(n) > T |- x(n =1 < T, | ®)
P, o (n) = Prix(n) > T, [x(n 1) < T, } )

Py () =Prlx(n-M)<T,, |- x(n-mM -1)>T,, |

rop

, (10)
b ko<1, - xk-1 <1, }
k=n—M+1
P, =Prlx(n—M)<T, [x(n-M-1)>T,, |
\ (11
e <1, xk-n <1,
k=n—M +1

where

M :|_Dlime /l’sJ (12)

Let us define P;(n), P»(n), and P;,(n) as the probabilities that the active set contains
BS; only, BS, only, or both BS; and BS;. Once the above transition probabilities are
found, the assignment probabilities P;(n), Py(n), and P;y(n) can be calculated under
the initial condition P;(0)=1, P»(0)=0, P;»(0)=0.

Two performance measures, average number of BSs in the active set NOgs (i.e.,
average size of the active set) and average number of active set updates NO g, are
given by
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N
NOy = %Z[Fa (n)+P,(n) + 2P, (n)] (13)
n=l

N

NOupdate = Z {A(n=DP_,(n)+P,(n—=DP,_,(n)

4 By (1= D[P, (1) + P, ()]}

However, the analytical results for the proposed adaptive soft handoff are intracta-
ble, because the thresholds 7,4, and T, are changing with the RSS. We will resort to
simulation for performance evaluation in the next section.

(14)

4 Performance Evaluation

The parameters used for simulation are presented in Table 1, which are commonly
used to analyze handoff performance [3]-[6]. The MS is assumed to move from the
serving BS BS; to an adjacent BS BS, along a straight line. The average number of
active set updates, the mean size of the active set, the mean time of soft handoff, the
average signal quality and link degradation probability are used as criteria for per-
formance evaluation. 50000 realizations were used to estimate the performance at
each parameter setting in order to get stable results and smooth curves.

The tradeoff between the average number of active set updates and the mean size
of the active set for soft handoff algorithms with different threshold values is illus-
trated in Fig. 1. T,4 = -1dB and T, = -3dB are denoted as (-1,-3) and so on. It is
clear that the proposed adaptive soft handoff algorithm has better performance than
those with static thresholds. For soft handoff algorithm with static thresholds, the
average number of active set updates NO,4.. decreases with the decrease of the drop
threshold at the cost of increased mean size of active set NOgg for the same add
threshold; On the other hand, as the add threshold increases, both NO,,4.. and NOgg
decrease for the same drop threshold. The cost accompanied with large add threshold
is the increasing link degradation probability, shown in Fig. 2.

Table 1. Parameters used for simulations

Parameters Description

D=2000 m Distance between two BSs
R=D/sqrt(3) Cell radius

K=30 Path loss factor

0=8 dB Shadow fading standard deviation
d.=30m Correlation distance

v=20 m/s Mobile velocity

t,=0.5s Sample time

M=3 Drop timer 1.5s

A=-105dB Threshold of link degradation
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Fig. 1. Average number of active set updates versus average size of the active set
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Fig. 2 shows the effect of the add threshold when the drop threshold is fixed, and
Fig. 3 shows the effect of the drop threshold when the add threshold is fixed. The
benchmark is also shown in the figures as the extreme case where the MS is commu-
nicating with both BSs at all time. The link degradation probability increases with the
increase of either the add threshold or the drop threshold. The performance of the
proposed adaptive handoff algorithm is approaching that of the benchmark, and is
better than the handoff algorithm with static threshold values except the case with
(-5, -7) whose link degradation probability is a litter lower. However, the average
number of active set updates and mean size of active set of the handoff algorithm with
(-5, -7) is much worse than those of the proposed adaptive handoff, shown in Fig. 1.
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Fig. 4 shows the probabilities of assigning the MS to BS; or BS;, and Fig. 5 shows
the probabilities of soft handoff, i.e., the MS is assigned to both BS; and BS,. The
probability of soft handoff of the proposed adaptive algorithm is remarkably lower
than those of static algorithms, so we can expect that the mean time of soft handoff of
the proposed algorithm is shorter, shown in Table 2.

Comparison of link degradation probabilities at different location is shown in
Fig. 6. The proposed adaptive algorithm shows the best performance. The tradeoff
in decreasing the probability of soft handoff and enhancing link degradation
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perfor-mance is a minor decrease in signal strength. Three call quality curves are
compared in Fig. 7. The average signal strength decrease of the proposed algorithm is

around 0.4dB.
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Fig. 6. Link degradation probability

To give a more quantitative comparison, the comparisons of key performance met-
rics, i.e., the average number active set updates, the mean size of the active set, the
mean time of soft handoff, link degradation probability and the average signal quality,
are presented in Table 2 for handoff algorithms with different parameters. We can
conclude that the proposed adaptive algorithm achieves a better tradeoff among these
performance metrics.
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Table 2. Comparisons of key performance metrics

Handoff Average Average Link deg- Mean time Average
. . number of . of soft .

algorithm size of active set radatl'ofl handoff signal

(Taads Tarop) active set updates probability (s) strength
adaptive 1.145 11.02 0.0193 14.52 -75.83
a,-1) 1.218 16.93 0.0353 21.81 -75.55
0, -3) 1.261 15.74 0.0282 26.16 -75.49
0, -5) 1.294 13.32 0.0263 29.40 -75.46
0, -7) 1.327 11.22 0.0251 32.71 -75.44
(-1,-3) 1.274 17.12 0.0252 27.45 -75.46
(-1, -5) 1.307 14.39 0.0237 30.75 -75.44
(-1,-7) 1.341 12.06 0.0227 34.09 -75.42
(-3,-5) 1.334 16.85 0.0206 33.35 -75.41
(-3,-7) 1.367 13.96 0.0199 36.74 -75.39
(-3,-9) 1.401 11.58 0.0195 40.05 -75.37
(-5, -7) 1.393 16.22 0.0188 39.31 -75.36
(-5, -9) 1.426 13.33 0.0186 42.62 -75.35
(-5, -11) 1.458 10.97 0.0184 45.83 -75.34

5 Conclusion

An adaptive soft handoff algorithm with dynamic thresholds based on RSS is pro-
posed in this study. The proposed adaptive soft handoff algorithm can achieve smaller
average number of active set updates, reduce the mean size of the active set, and
lower the link degradation probability at the cost of a minor decrease of the signal
quality. Under the range of the parameters we have considered, the proposed adaptive
handoff algorithm significantly outperforms handoff algorithms with static thresholds.
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The only overhead of the proposed algorithm is calculating the thresholds according
to Eq. (1) and (2), which is extremely simple.
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Abstract. This paper presents a Bandwidth Broker (BB) based admis-
sion control and traffic engineering model for Diffserv supported MPLS
networks. The proposed model uses a multi-path model in which sev-
eral paths are pre-established between each ingress-egress router pair.
As a central agent in each domain, the BB performs admission control
on behalf of its entire domain via pre-established paths. The proposed
model reduces the network congestion by adaptively balancing the load
among multiple paths based on measurement of path utilization state.
It increases the network core scalability by minimizing the core routers’
state maintenance and signaling operation. The experimental results are
provided to verify the achievements of our model.

1 Introduction

A significant research effort has been done to support Quality of Services (QoS)
in the Internet. The research community has focused on three common archi-
tectures: Integrated Services (Intserv), Differentiated Services (Diffserv) [4] and
MultiProtocol Label Switching [3]. While Intserv with RSVP signaling provide
excellent QoS guarantees, it has scalability problems in the network core because
of the per-flow state maintenance and the per-flow operation in routers. Because
of scalability problem with this model, the IETF has proposed Diffserv [4] as
an alternative QoS architecture for the data/forwarding plane. Diffserv does not
have per-flow admission control or signaling and, consequently, routers do not
maintain any per-flow state or operation. Core routers merely keep states for
a small number of classes named Per Hop Behavior(PHB), each of which has
particular scheduling and buffering mechanisms. A packet’s PHB is identified
with the Diffserv code point field (DSCP) assigned by the ingress router.

To this end, Diffserv is relatively scalable with large network sizes because the
number of states in core routers are independent of the network size. Thus, it
is considered as the de facto QoS standard for the next generation of the Inter-
net. However, unlike the Intserv/RSVP, Diffserv only addresses data/forwarding
plane functionality, whereas control plane functions still remain open issues. 1)
A PHB defines the forwarding behavior in a single node. There is no QoS com-
mitment for the traffic traversing multiple nodes; 2) With the exception of Ex-
pedited Forwarding (EF), all the PHBs provide qualitative QoS guarantees (the
QoS metrics value changes with network conditions). Hence, the requirements of

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 152-161, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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real-time applications, which need quantitative bounds on specific QoS metrics,
cannot be guaranteed even in a single node; 3) There is no admission control
mechanism to ensure that the total incoming traffic to a node or domain does
not exceed the resources.

MPLS specifies ways that Layer 3 traffic can be mapped to connection-
oriented Layer 2 transport like ATM and Frame Relay. It adds label containing
specific routing information to each packet and allows routers to assign explicit
paths to various class of traffic. MPLS also provides network traffic engineering
and simplifies data forwarding by establishing explicit paths, Label Switching
Paths (LSPs), between ingress and egress router. However, similar to Diffserv,
MPLS lacks of admission control. It does not address QoS guarantees. Further-
more, providing scalable QoS routing, which is an essential component of MPLS,
is still an open issue.

As seen, neither Diffserv nor MPLS alone can provide QoS guarantees. How-
ever, the combination of both DiffServ and MPLS can be a base for provid-
ing QoS guarantees across a network. In this work we propose an admission
control and traffic engineering framework for quantitative QoS guarantees for
Diffserv-MPLS networks. We introduce a pre-established multi path model in
which several LSPs with a certain bandwidth constraint are established for each
ingress-egress pair in offline. The proposed model uses a Bandwidth Broker (BB)
[1] as a control agent. The BB performs admission control based on the resource
availability in LSPs and dynamically modifies the paths’ capacities according to
network conditions.

2 Network Model and Assumptions

We assume that a set of PHBs providing quantitative QoS guarantees are sup-
ported by each router [11]. A quantitative PHB 4 is associated with an upper
delay bound d;, an upper loss ratio bound /;, and certain percentage of link ca-
pacity C; (e.g., d; < 3ms, l; < 0.01%). Each PHB can use only its share of link
capacity, and the surplus capacity of a PHB can be used by best-effort or quali-
tative services. We also assume that d; and [; are pre-determined at the network
configuration stage [8][9][11], which is done in relatively long time intervals (e.g.,
weeks) and downloaded into routers. A router dynamically adjusts its scheduler
rate and buffer size according to the dynamic traffic rate to meet pre-determined
d; and [; constraints. Under this premise, each router provides the desired QoS
regardless of the utilization rate. (For details on quantitative PHB, the reader
is referred to [8][9][11]).

To extend Diffserv QoS from a single node to across a domain, the IETF has
introduced Per-Domain Behavior (PDB)[5]. A PDB defines the upper bounds of
QoS constraints that identifiable packets will receive across a domain, regardless
of the network utilization, from ingress router to egress router (IR-ER). In this
sense, PDBs associates with QoS characteristics of LSPs.

Note that since the link resources allocated for a PHB can only be used by
that PHB, the network can be considered as if it is divided into multiple virtual
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networks, one for each PHB. Thus, in the rest of this paper, it is assumed that
there is only one PHB within a network.

3 Admission Control and Traffic Engineering

3.1 Overview

Providing QoS guarantees across a network has at least three challenging prob-
lems. First, under dynamic and unpredictable traffic conditions it is difficult to
maintain accurate network state information in a scalable manner. Because net-
work resource availability may change with each flow arrival and departure, and
therefore a high frequent update is required to maintain accurate network state.
Second, performing QoS routing for each request can cause a serious scalability
problem, because QoS routing is a computationally intensive task. Third, QoS
routing may find a different path for each request. Since a path needs a state in
routers, the number of path states may increase accordingly with the number of
accepted requests.

Lirk sfafe and LSF update

CR. core rouler
IR Ingress router
ER: Egress router
L Link

Fig. 1. A Diffserv-MPLS Resource Control Architecture

We propose a pre-established multi-path model that aims to minimize the
above scalability problems while achieving efficient resource utilization and QoS
guarantees. In general, our model has twofold: quantitative QoS guarantees and
load balancing (traffic engineering) across a domain. Similar to [2][7], we assume
that several explicit paths, MPLS paths (LSPs), have been pre-established be-
tween each ingress router (IR) and egress router (ER) with a certain bandwidth
capacity (Fig.1.). The flows arriving at a IR are forwarded along one of these
LSPs associated with IR-ER pair. Note that the multi-path routing model is not
new, it has been proposed by several studies such as [2][7]. However, these stud-
ies have not addressed admission control, meaning that no mechanism to control
incoming traffic. Therefore, they can not provide quantitative QoS guarantees.
To be more specific, our model has the following features:
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— Each LSP has a reserved bandwidth capacity

— The size of LSPs are dynamically adjusted with respect to network traffic
conditions.

— LSPs are PHB-specific, meaning that all the traffic in an LSP belongs to the
same PHB (an LSP is defined with <IR, ER, PHB>). This also means that
all the LSPs associated with a <IR, FR, PHB> has the same PDB (QoS
characteristics).

— The traffic entering an LSP is statistically guaranteed to be delivered to the
other end of the LSP (egress router) within QoS boundaries specified by the
associated PDB, regardless of the network congestion level.

For admission control and LSPs’ resizing, we use a BB [1]. Upon receiving a
reservation request, the proposed BB first determines the corresponding IR and
ER. It then checks the total resource availability in the associated LSPs (with
that particular IR-ER pair). If there is enough resource, it grants the requests,
otherwise it rejects.

As depicted in Figure 1, each router within the domain sends its link state
QoS information (for each interface-PHB pair) directly to the BB rather than
flooding to all other routers as done in traditional link state protocol. The ingress
routers also send the state of their LSPs (i.e., current traffic rate) to the BB.
The BB dynamically checks the traffic rate of LSPs. When the traffic rate of an
LSP reaches its maximum capacity, the BB attempts to resize the LSPs. The
new sizes of LSPs are determined according to their current utilization rate.
By resizing LSP with respect to their current utilization rate, overall network
load is balanced, congestion is minimized and admission control probability is
increased.

Once requests are accepted (by the BB), it is the role of ingress router to
distribute the aggregated load across LSPs according to their perceived path
costs, which reflects their utilization/congestion level. This is done in two phases,
compute the cost of LSPs and balance the load across them. The routers along
LSPs send their link cost to the associated ingress router periodically (e.g.,
every 5 sec). By having the cost of all the links along its LSPs, the ingress
router computes the cost of each LSP by simply adding the cost of all the links
constituting the LSP. It then attempts to equalize the cost of LSPs. The intuition
here is that if utilization of an LSP i is greater than utilization of an LSP j, then
the cost difference is minimized by shifting some load from ¢ to j. This increases
the cost of j and decreases the cost of ¢ and equilibrium state is reached when
they are equal. An important point here is that shifting does not violate QoS
commitments (Sec. 3.3), because the shifting process is done among the LSPs
that have the same QoS characteristics (the same QoS bound/PDB).

3.2 LSP Cost Computation and Update

Each link in a domain has the cost as one of its QoS attributes. The idea behind
using the link and LSP cost is to shift the traffic from the congested path(s)
to the less congested one(s). Thus, the cost of a path should reflect the path’s
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congestion. Among many possible cost functions that exhibit this condition, we
choose a simple one. In this function a link cost for a PHB x is simply computed
as

Cw<t) = Qw/(l - um(t)) (1)

where ¢, is the fixed cost of using the link for x when it is idle, and w,/(t)
represents the link utilization of x at time t. ug(t) = 75(¢t)/ Ry, where r,(t) is
the traffic rate of = at time ¢ and R, represents the link capacity assigned to x.

The idea of the LSP cost update is very simple. Let L1, L2, L3,..LN be the
links on an LSP . The ingress router periodically receives the cost each of these
links. Once the ingress router has the cost of all links, it computes the cost of i

as
N
Ci=)Y ¢ (2)
j=1

3.3 Ingress Equal-Cost Load Balancing

Given the traffic load flowing between an ingress-egress pair, the task of an
ingress router is to distribute the traffic across the candidate LSPs in a way
the loads are balanced and therefore congestion is minimized. This is achieved
through the cost-equalization of the LSPs. As described above, the ingress router
periodically computes its LSPs’ costs. When a persistent cost change is detected,
the ingress router invokes the load balancing/cost-equalization algorithm that
proportionally distributes the load across LSPs with respect to their perceived
cost. The idea here is that upon detecting a consistent and substantial cost
difference among LSPs, the ingress router shifts some of the traffic from the
high-cost LSP(s) to the low-cost LSP(s). The cost equalization can be done
using stochastic approximation theory or gradient projection methods, which
are generally complex to implement in practice. To circumvent this problem, we
use a simple but effective iterative procedure.

Let C1, Cy, ...., Ck be the costs, Ry, Ra, ...., Rk the traffic rate and a1, as, .....,
ak load proportions of LSP;, LSPs, ....., LS Pk between an IR-ER pair and let
V be total load of a IR-ER pair. If all C; are equal, then «a;s are the desired
proportions. If not, we use mean costs of all the paths C~ = > C;/K as the
target cost for each path and obtain new proportions. The new proportions are
computed as

o CT 3)
o = oy
1 1
Ci
. ’ . .
To normalize «;, we define a normalization factor ¢ = _,' . The new values

i=1 "1
are obtained as «; = (;Sa;. The corresponding R;’s are: R; = «; V. This procedure
is repeated iteratively until the costs of LSPs are equal. Because for a constant
LSP size (during the load balancing) the cost C; is increased with its load (o; V),
it can be shown that this procedure will always converge.
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For clarification, consider Figure 1, where there are four LSPs, LSP1, LSP2,
LSP3, and LSP4. Let C1, C2, C3, and C4 be the costs and R1, R2, R3 and R4
be the traffic rate of LSP1, LSP2, LSP3 and LSP4, respectively. Suppose that
the ingress routers IR1 and TR2 detect substantial cost differences between their
LSPs, C2 > C1 and C3 > C4. In this situation, both IR1 and IR2 start shifting
some traffic from LSP2 to LSP1, and from LSP3 to LSP4, respectively. That
is, R1, R2, R3 and R4 will become R1+Arl, R2-Arl, R3-Ar2, and R4+Ar2,
respectively. This process is repeated until there is no appreciable cost difference.

Another important issue is how to assign the load to the LSPs. We use a
flow-based hashing approach in order to avoid out-of-order packet delivery. In
this approach, hashing is applied on source and destination IP addresses and
possibly other fields of the IP header. In the hashing model, the traffic will be
first distributed into N bins by using module-N operation on the hash space [6].
The router performs a modulo-N hash over the packet header fields that identify
a flow. If the total traffic rate is X bps, each bin approximately receives the
amount of X/N bps. The next step is to map N bins to LSPs. The number of
bins assigned to an LSP is determined based on its load portion.

3.4 Dynamic Update of LSP Capacity

As described before, in our model each LSP is assigned to a certain bandwidth
amount. The capacity reserved for an LSP can not be used by others. Thus,
some LSPs may have unused bandwidth while other LSPs rejecting requests
due to the lack of bandwidth. In such cases, the LSPs needs to be resized in
order to increase the network resource utilization. As depicted in Figure 1, when
an LSP reaches its utilization target (e.g., 95% of its maximum capacity), the
ingress router sends a pipe resizing message to the BB. Upon receiving a resizing
message from any of ingress routers, the BB resizes some or all of the LSPs. The
BB performs this task in two stages: It obtains the QoS state information of all
the links along the path and then determines an appropriate path size.

The LSPs are resized based on their current utilization rate. Although the BB
has the knowledge of all the links within the domain, this may not be sufficient
to determine an LSP size because a link (its capacity) may be used by multiple
paths. We therefore use the virtual capacity to define the amount of bandwidth
that can be used by an LSP routed through that link.

Suppose m LSPs, P1, P2...Pm share a bottleneck link %k that has capacity cy.
Let Pfl denote the current traffic load of P; that uses c¢;. The virtual capacity,
veik, of P; on link k can be obtained as

cl
K3
5y
The ve is computed for each link using equation (4). Each LSP has its own
share of a link as if it is the only one that uses that link. As seen in (4), when
several LSPs compute for the same resources, the resources are assigned based

on their utilization rate. After computing the vc of each link, the path size is
determined as

(4)

VCik = Ck



158 H.A. Mantar

Pisize — min(’UCila VCi2,y «-vy UCin) (5)

For clarification, consider the following scenario: The capacities of LSP1,
LSP2, LSP3, LSP4 set to 6, 10, 10, and 6 Mbps, respectively (Fig.1). And the
links L4, L5, L6 have 20Mbps capacity and all the other links have 10Mbps ca-
pacity. Let say after some time the loads of TR1 — ER1 and I R1 — ER2 become
15Mbps and 10Mbps, respectively. After IR1 and IR2 perform the load balanc-
ing, the traffic rate of LSP1, LSP2, LSP3 and LSP4 will approximately become
6, 9, 4, and 6Mbps. (As seen, I R2 assigns more traffic to LSP4 than LSP3 in
order to minimize the cost difference between LSP3 and LSP4, in turn, minimize
congestion and thus increase utilization.) Also as seen, the load of I R1 reaches
its maximum utilization target (the traffic rate of LSP1 reaches its maximum
capacity). In this case, IR1 will send a message to the BB asking to resize its
LSPs’ capacities. Upon receiving the resizing message, the BB will first com-
pute the ve of each LSP in shared links and then set the size of LSPs based on
equation 4 and 5, respectively.

This scheme has several appealing features: First, as long as the traffic rate
in an LSP does not exceed its utilization target, the resizing process is not
invoked. Second, all the traffic that has the same ingress-egress pair is aggregated,
regardless of its source and final destination. This coarse level of aggregation
damps the short-live traffic fluctuations, consequently reduces the frequency of
LSP resizing process.

After the traffic rate of each LSP is computed and sent to the BB, the ad-
mission control becomes very simple. Upon receiving a request, the BB checks
the total available capacity of corresponding LSPs. If the request’s bandwidth
amount is less than the total available bandwidth, it accepts the request other-
wise it rejects.

4 FEvaluation Results

In this section, we present experimental results to verify that the proposed model
is stable, robust and scalable in such a way that it minimizes congestion and
quickly balances the load cross multiple paths between IR-ER pairs in a reason-
able period of time. We modified our previous software tool [11] for this purpose.
We had a network topology consisting 8 edge routers (ingress, egress) and 8 core
routers (CR) (Figure 2). Edge routers had mesh connections. For each IR-ER
pair, two LSP were established, so there were 32 LSPs. Although an IR had LSP
connection to all the ERs, in the figure the connection to a single ER is shown
(for simplicity illustration).

Figure 3 and 4 shows, the load-balancing (cost-equalization) process for cost
update interval of 5 seconds and 1 seconds. In this experiment, the offered average
traffic rate between each IR-ER pair was changed every 60 sec. The figures shows
utilization of L1, 1.2 and L3 under different traffic conditions. As figures shows,
our model achieves load-balancing in few iterations.

Figure 5 shows the importance of our measurement-based paradigm in achiev-
ing the pre-determined QoS constraints. We verified QoS assurance only through
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Fig. 3. The LSPs’ load balancing Fig. 4. The LSPs’ load balancing

loss ratio rate. For measurement intervals of 10 seconds and tolerable loss ra-
tio rate of 0.1%, the priority service met its given loss-ratio constraints with
99.92%. These QoS quantitative achievements come with the strict admission
control mechanism.

Figure 6 shows the comparison of the pre-established path scheme with the
shortest path and on demand path schemes. In on demand models such as [10],
the paths are computed based on requests, and the sessions are not rerouted,
meaning that there is no shifting process. As expected, the proposed model is
much better than the shortest path scheme when the load is high. The interesting
result here is that our scheme is even better than on demand scheme (it accepts
more requests). This is because of the lack of traffic shifting with the on demand
scheme. Note that the on demand path schemes also have serious scalability
problems. Because they performs the QoS routing and path reservation set up
for each individual requests.

As described before, upon receiving a reservation request, the BB performs
the admission control based only on the current utilization of the corresponding
LSPs. It does not check the capacity of the links constituting the LSPs. In on
demand scheme (the traditional approach of a BB), the BB first determines the
path and then check the capacity of all the links along the path. As shown in
Figure 7 and 8, our approach significantly decreases the BB admission control
time.



160 H.A. Mantar

#  Pra-path w On demand path & - Shortest path

b i

Y
e 12 i 120 4’4‘4_4_4—0—’—’—!—0
ERTH g 1o .
=G = i
o & &0 ey
g -
= Al 3: a0 i:;’/o:—f_*.n—a—i—"lﬂrﬂ A kkAad
[ i i.'
0o | 2w
B
k|
4 1 ] M an, g ) i 1 !
0 o 109 150 Lo 200 u 0 i @ o @ A
Tirne: (10 rilisecand) Load {requesteimin]
Fig. 5. Statistical QoS assurance Fig. 6. Resource utilization
—#—pre-campatsd pipe —m—Cn demand 50 q
s a5 f\
BD // a0 / \\
=T d a5 _—r .
j.:.’ B / ﬁ 30 Il,f
E a
B S -~ Hoasg
EA ,/'/ 2 20 4 J/
i, —— : 15 4 i
g - ¥
Bz / e 10
Y /
1 e — % —T E -
u * . . . o sl
-] 50 ow 180 200 o 20 a0 &0 &0 1
Number of requesisisen Netwark load {'%)

Fig. 7. The BB admission control time Fig. 8. The BB pipe resizing frequency

Figure 7 depicts the BB pipe resizing frequency under different network load.
As shown, when the network is lightly-loaded, the resizing frequency is very
small. However, when the network is heavily-loaded (e.g., more than 90%),
the pipe resizing increases exponentially. This can result in serious scalability
problem, because the resizing process is computationally intensive. To reduce
this problem, the BB uses periodic update scheme for heavily-loaded network
conditions. For example, when the pipe resizing frequency exceeds some pre-
determined threshold, the BB resizes the pipes periodically. As shown 8, the
periodic update keeps the the resizing frequency in a reasonable range.

5 Conclusion and Future Work

In this paper we proposed a pre-established multi-path model, in which several
MPLS paths (LSPs) with certain bandwidth constraint are pre-established for
each ingress-egress pair. The proposed model performs admission control based
on the resource availability of the paths without signaling the nodes along the
paths. The loads among paths are balanced based on their utilization costs dy-
namically obtained via measurements. Our model significantly reduces admission
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control time and minimizes scalability problems presented in prior research while
optimizing network resource utilization.

In this work we focused only on the quantitative services, in the future, we will

extend our model for the qualitative services. We will also study the theoretical
verification of stability.
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Abstract. We propose a new method to determine the optimal TXOP
duration (TD) of scheduling algorithm for VBR traffics that guarantees
delay and loss probability in IEEE 802.11e HCCA. In this algorithm, the
TXOP Duration for each Traffic Stream (TS) is determined by the num-
ber (N) of packets to be transmitted during a TXOP duration, which
is found by analyzing M/D" /1/N x | queueing system where the delay
bound of the TS is [ times the Service Interval having D length. Numer-
ical results show that the number of admitted T'Ss with guaranteed loss
probability by new method is greater than the number of admitted TSs
by other known schemes.

1 Introduction

IEEE 802.11 wireless LANs(WLANSs)[1] is one of the most popular wireless
technologies because of low cost and easy deployment. The explosive growth
of real time and multimedia applications arose the problem of the required qual-
ity of service(QoS) of these applications such as guaranteed packet delay and
packet loss probability. However 802.11 DCF protocol does not provide any QoS
support.

Hybrid Coordination Function(HCF) in IEEE 802.11e[2] is to enhance the
QoS Support by combining and extending the DCF and PCF of the MAC sub-
layer. The HCF consists of two channel access mechanisms : a contention-based
channel access(EDCA) providing a probabilistic QoS support and a controlled
channel access(HCCA) providing a parametric QoS support.

This paper is focused on a method to determine an optimal TXOP dura-
tion(TD) for the HCCA mechanism which provides a guaranteed loss probability

* This research is supported by the MIC, under the ITRC support program supervised
by the IITA.
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and delay. As we will describe in more details in the next section, the 802.11e
standard[2] proposes a reference design of the simple scheduler and admission
control that is efficient for traffic with Constant Bit Rate(CBR) characteristic.
However, a lot of applications such as video have VBR characteristic and the
reference design would produce large loss probability for VBR traffic[4].

Several improvements for taking account of guaranteed loss probability were
proposed. Ansel et al.[3] used a new scheduling algorithm called FHCF that
utilizes difference between estimated average queue length at the beginning of
the SI and ideal queue length. Fan et al. [4] proposed a scheme that decides
TXOP duration by inversion of packet loss probability formula. Even if this
scheme guarantees QoS, it has a tendency to overestimate TXOP duration.

In this paper, We propose a new method to determine the effective TXOP du-
ration (TD) of scheduling algorithm for VBR traffics that guarantees delay and
loss probability in IEEE 802.11e HCCA. In this algorithm, the TXOP Duration
for each Traffic Stream (TS) is determined by the number (N) of packets to be
transmitted during a TXOP duration, which is found by analyzing M /D™ /N x
queueing system where the delay bound of the TS is [ times the Service Inter-
val(SI) whose length is D. Numerical results show that the number of admitted
TSs with guaranteed loss probability by our new method is greater than the
number of admitted TSs by other known schemes.

The rest of the paper is organized as follows. Section 2 presents a reference
design of the simple scheduler and admission control for completeness. Section
3 presents our new algorithm for calculation of an effective TXOP duration,
Section 4 gives some numerical results to compare the other schedulers.

2 A Reference Design of the Simple Scheduler of HCF in
the IEEE 802.11e

The IEEE 802.11e standard includes the reference design as an example sched-
uler. This scheduler uses the mandatory set of TSPEC parameters to generate a
schedule: Mean Data Rate, Nominal MSDU Size and Maximum Service Interval
(or Delay Bound). The Definitions of these parameters are as follows:

1. Mean data rate(p) : average bit rate for transfer of the packet, in units of
bits per second.

2. Delay bound(Dy) : maximum delay allowed to transport a packet across the

wireless interface (including queueing delay), in milliseconds.

Nominal MSDU size(L) : nominal size of the packets, in octets.

Maximum MSDU size(M) : maximum size of the packets, in octets.

5. PHY rate(R) : physical bit rate assumed by the scheduler for transmit time
and admission control calculations, in units of bits per second.

Ll

2.1 An Example Scheduler

The first step of the reference design is the calculation of the Scheduled Service
Interval(SI) of QAP. The scheduler chooses a number lower than the minimum of
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all Maximum Service Intervals for all admitted streams, which is a submultiple
of the beacon interval. This value will be the SI for all stations with admitted
streams.

In the second step, the TXOP duration for a given SI is calculated for the
stream. For the calculation of the TXOP duration for an admitted steam, the
scheduler uses the following parameters: Mean Data Rate(p), Nominal MSDU
Size(L) from the negotiated TSPEC, the Scheduled Service Interval(SI) calcu-
lated above, Physical Transmission Rate(R), Maximum allowable Size of MSDU,
i.e., 2304bytes(M) and Overheads in time units(O). The Physical Transmission
Rate is the Minimum PHY Rate negotiated in the TSPEC. If Minimum PHY
Rate is not committed in ADDTS request, the scheduler can use an obseved
PHY rate as R. In order to indicate the parameters of a specific TS ”m”, para-
meters are put subindex ”m” like p,, and L,,. The TXOP duration is calculated
as follows. First, the scheduler calculates the number N,, of MSDUs arriving
during the SI for the traffic TS m with the Mean Data Rate py, :

N,, = [meZSﬂ . (1)

Then the scheduler calculates the TXOP duration(T'D,,) of TS ”m” as the
maximum of (1)time to transmit N, frames at rate R,, and (2) time to transmit
one maximum size MSDU at rate R,, (plus overheads):

Ny - Loy, M
TD,, = O, o) . 2
max( " 40, o +0) 2)
TO TD TD TO TD T TO TD TD
[ I i ]k ik
Sl=50ms Sl=50ms=

Fig. 1. Schedule for streams in the reference design

An example is shown in Figure 1. Three TSs with maximal service interval
50ms, 60ms, 100ms are admitted and the beacon interval is 100ms. Then, a
Scheduled Service Interval(SI) is equal to 50ms using the steps explained above.
Each TXOP duration of the TSs is used to serve only at most IV, packets among
the packets arrived during the time interval from the moment of the beginning
of the previous TXOP to the moment of beginning of current TXOP, which is
equal to SI. Note that the packet arrivals greater than N,, are lost(see Fig.2).

2.2 An Admission Control Unit

This subsection describes a reference design for an admission control unit that
administers admission of TS. When a new stream requests admission, the ad-
mission control process is done in three steps. First, the admission control unit
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Fig. 2. Buffer state and behavior of packet loss in the reference design

calculates the number of MSDUs that arrive at the Mean Data Rate during
the Scheduled Service Interval. Second, the admission control unit calculates
the TXOP duration(TD) that needs to be allocated for the stream. Finally, the
admission control unit determines that the stream can be admitted when the
following in equality is satisfied:

k
TDk+1 TDm Tb - Tcp
< 3
SI +m2::1 s ST, ®)

where k is the number of existing streams and k£ + 1 is used as index for the
newly arriving stream. T}, indicates the superframe duration and T, is the time
used for EDCA during the superfrme.

3 The Proposed Method for Determining an Effective
TXOP Duration of VBR Traffic Which Guarantees
Delay and Loss

In this section, we give a method to determine an effective TD of any TS so as
to satisfy the required QoS conditions on delay and loss probability. The idea
of our scheme is that we allow packets to wait until its own Delay Bound(D),
and so we expect that TD to be assigned will be shorter than one given by
Fan et al.[4] and the number of admitted TS is larger than one given by Fan
et al.[4] These facts will be verified in our numerical examples. Different TSs
have different delay bounds. For example, delay bound for TSy is 50ms and TS,
is 100ms. Then, a Scheduled Service Interval(SI) is determined as 50ms by the
same method with reference design. Packets of T'S; can wait two consecutive SI
instead of dropping packets not served on a SI. We assume that the number of
packet arrivals on consecutive Sls are independent and identically distributed
for this study. Packet size is assumed to be constant, for simplicity.

Let I = L;?IJ be the number of TXOPs, which a packet of TS with delay bound
D can be waited and transmitted after its arrival. SI is determined by the way
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Fig. 3. Buffer state and behavior of packet loss in our scheme when | = 2 (N, =7)

as explained in subsection 2.1. For instance, when [ = 2, an arriving packet can
be transmitted during only next two TXOPs, so that the packet will satisfy its
delay requirement. Note that, in the reference scheme, an arriving packet either
is sent during the next TXOP or is lost(Fig. 2). This characteristic intuitively
implies that packet loss probability of our proposed scheme is less than that
of the reference scheme. Fig. 3(N,,=7) shows the buffer state and behavior of
packet loss when [ = 2 in our scheme. As described in Fig. 3, the packets arriving
at the time when the number of packets in the buffer of the QSTA is less than
or equal to N, x [ will be transmitted, otherwise packets will be lost. So, we
can describe the behavior of packet loss in our scheme by GI/DNm /1/N,, x
queueing system. Note that, by comparing Fig.2 and Fig 3, reference design has
11 packet’s loss and our scheme has 1 packet’s loss and so intuitively our scheme
has less loss probability than reference design.

The packet loss probability of this queueing system is obtained as follows.
Let X be the number of packets in the buffer at beginning of the kth SI and
a; = Prob{ number of arrival packets in a SI =1 }. Then X is a discrete-time
Markov chain whose one-step transition probability P;; = Prob{ Xx41 =j| Xk =
i} is given by

a; it i€[0,Np] , 5E[0, Ny x1—1]
1= Nmxi=1 g, if i€[0,Npm] , j=Nyxl1

Pi=4qo0 if 4€[Npm+1,NpmXI] , GE[0,i—(Npm+1)] (4)
AN 4 if $€[Nm+1,Nmx1] , §E€[i—Np,Nm xI—1]

1= N Xy, i if €[N +1, N X1, =Ny x1

Let 7; = limp_0o P{Xy = j} , 0 < j < N,,, x I, be the stationary distribution
of the markov chain. Then the packet loss probability Py, is

E(number of transmitted packet in a SI)
E(number of arrived packet in a SI)

. Np,—1 Np, X1
J'Zj:o T + NM'ZJ‘:NM Tj

 E(number of arrived packet in a SI)

Pr=1-
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Then we can choose N, as the minimum number that the packet loss probability
is bounded by the required loss probability.

So, the TXOP duration for the TS is decided by
N,, - L., M

+0, +0) . (6)

TD,, =
max( R, R,

After decision of TXOP duration by this procedure, the admission control
process is done by the same way as the reference design.

4 Numerical Results

We obtain the numerical results in the same environments as [4] in order to
compare our results with results of the reference design and the scheme in [4].
PHY and MAC parameters are summarized in table 1 for the numerical results.
According to [2], the PLCP(Physical Layer Convergence Protocol) preamble and
header are transmitted at Minimum Physical Rate to ensure that all stations can
listen to these transmissions regardless of their individual data rates. We assume
that the minimum physical rate in the analysis is 2Mbps and the tprcp is 96us.

Table 1. PHY and MAC parameters

SIF'S 10 us
PHY rate (R) 11 Mbps
Minimum PHY rate (Rmin) 2 Mbps

From [5], the bit rate of the ordinary streaming video over Internet is from
300kbps to 1Mbps. In the numerical analysis, we consider three mean data rate of
video flow: 300kbps, 600kbps and 1Mbps. For each video stream of different mean

Table 2. Numerical Results for reference design and Fan’s scheme[4]

Reference Fan’s
scheme scheme[4]
P L(byte) N TD(ms) P N TD(ms) P
750 5 3.976 0.17547 10 7.953 0.00444
300 Kbps 1000 4 3.908 0.17228 8 7.817 0.00602
1250 3 3477 0.2240 7 8.112 0.00573
750 10 7.953 0.12511 16 12.724 0.00547
600 Kbps 1000 8 7.817 0.11479 13 12.702 0.00529
1250 6 6.953 0.160623 11 12.748 0.00579
750 17 13.520 0.08789 23 18.291 0.00806
1 Mbps 1000 13 12.702 0.09397 18 17.588 0.00950
1250 10 11.589 0.12511 16 18.543 0.00547
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Table 3. Numerical Results for our scheme

Our scheme Our scheme Our scheme
(I=1) (1=2) 1=3

P L(byte) N TD(ms) P; N TD(ms) P; N TD(ms) P,
750 5 7.953 0.0044 6 4.771 0.0089 6 4.771 0.0010
300 Kbps 1000 8 7.817 0.0084 5 4.885 0.0095 5 4.885 0.0011
1250 7 8.112 0.0057 5 5.794 0.0004 4 4.635 0.0011
750 16 12.724 0.0055 11 8.747 0.0065 11 8.747 0.0007
600 Kbps 1000 13 12.702 0.0083 9 8.793 0.0073 9 8.793 0.0009
1250 11 12.748 0.0058 7 8.112 0.0083 7 8.112 0.0010
750 23 18.291 0.0096 18 14.314 0.0047 18 14.314 0.0006
1 Mbps 1000 18 18.564 0.0075 14 13.679 0.0056 14 13.679 0.0007
1250 16 18.543 0.0055 11 12.748 0.0065 11 12.748 0.0007

1 1
Humber of VER tatfic Murnber of VBR raffic
(30tkbps, FE0bwie) 10 ST The preposed (BOKDES. 1000k |
I scheme in [4]
] / a ! The proposed
O ! scherne in (4]
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i
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.
o 2 4 ] i m 12 14
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Fig. 4. Number of admitted TSs

data rate, different packet size are used in the analysis. Nominal MSDU size of
each video stream are 750bytes, 1000bytes and 1250 bytes. The number of packet
arrived during SI of VBR video source is assumed to be Poisson distributed. The
video source is assumed to have a fixed packet length equal to Nominal MSDU
size. The SI is 100ms and the proportion of the contention-free period in a SI
is set to be half of the SI(i.e Tb;bT” = 0.5). We assume that the packet loss
probability requirement is 1%

The numerical results for other schemes and our scheme is presented in table 2
and 3 (N = the number of packets to be transmitted during a TXOP duration),
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respectively. Table 2 quotes from [4]. It shows that the packet loss probability
of the reference scheme for the VBR traffic is quite high, and consequently the
reference scheme is not good for the VBR traffic. For proposed scheme in [4], the
packet loss probability is bounded by 1%. However the required TXOP duration
of this scheme is twice as long as one of the reference design. For our scheme,
the packet loss probability is bounded by 1% and the TXOP duration is remark-
ably shorter than that of proposed scheme in [4]. Note that Fan’s scheme[4] is
essentially the same as our scheme with [ = 1.

Fig. 4 represents the the admission regions of the proposed scheme in [4] and
our scheme when there are two types of traffics, CBR traffics of 50ms delay bound
and VBR traffics of 100ms delay bound. By this figure, we can recognize the fact
that the admission region for our scheme is larger than one for the scheme in [4]
and is a little bit less than the reference design. Therefore our proposed scheme is
better than other two schemes in terms of packet loss probability and admission
region.
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Abstract. The provision of ubiquitous services in Mobile Ad-hoc Networks
(MANETs) is a great challenge, considering the bandwidth, mobility, and
computational-resources constraints exhibited by these networks. Incorporation
of modern delay-sensitive applications has made the task even harder. The
traditional Quality of Service (QoS) provisioning techniques are not applicable
on MANETSs because such networks are highly dynamic in nature. The
available QoS provisioning algorithms are either not efficient or are embedded
into routing protocols adding a high computation and communication load. In
this paper, we propose a Network State Adaptive QoS provision algorithm
(NETSAQ) that works with many underlying routing protocol. It ensures the
QoS provisioning according to the high level policy. NETSAQ is simple to
implement yet minimizes the degradation of the best effort traffic at a
considerable level. Our simulation results show that NETSAQ adapts well in
MANET environments where multiple services are contending for limited
resources.

Keywords: Mobile ad-hoc networks (MANETS), QoS, Network state Adaptive,
QoS routing, Policy-based QoS provisioning.

1 Introduction

The role of Mobile Ad-hoc networks (MANETS) [1], in realization of a ubiquitous
world, is manifold. MANET devices can serve as user interface, provide a distributed
data storage, or act as a mobile infrastructure access point for other nodes. The
MANETsS are infrastructure-less networks that are envisioned to be spontaneously
created whenever two or more nodes come in close proximity to each other. MANETS
are characterized by dynamic topologies, limited processing and storage capacity, and
bandwidth constrained wavering capacity links.

The described inherent characteristics of MANETSs implicate newer requirements
and technical challenges for the management of such networks. The incorporation of
modern real time services, like transfer of audio and video concomitant to delay-
agnostic services has further increased the management complexity. On one hand,
MANET nodes have limited resources to share amongst contending services, on the
other hand such services need and expect high priority on the network in order to
meet higher user expectations about their reliability and quality.
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In order to meet QoS requirements, network managers can attempt to negotiate,
reserve and hard-set capacity for certain types of services (hard QoS), or just
prioritize data without reserving any “capacity setting” (soft QoS). Hard QoS can not
be provided in ad hoc networks due to their dynamic nature. Therefore soft QoS [2] is
provided in ad hoc networks using the QoS routing protocols and the IP Differentiated
Services (DiffServ) framework. Mechanisms such as Integrated Services (IntServ)
that emphasize on flow reservation cannot be implemented per se, in ad hoc networks
because of the resource limitations and dynamic network conditions. DiffServ that
provides aggregated classes of services may be a possible solution but necessitates
some adaptation in order to be applicable in a completely dynamic topology.

Many QoS routing protocols have been proposed for wireless networks. One of the
commonalities of these studies is that these routing protocols reserve the resources
dynamically from source to destination before the application flow starts. If route
breaks due to mobility, same procedure is repeated before a new route is established.
Traditional MANET routing protocols do repair the broken path automatically but
QoS violations can still occur even if the path is not broken due to mobility and
interference etc. Very few QoS routing protocols for MANETS have considered this
phenomenon such as [3]-[7]. The QoS routing protocols for MANETSs are actually
modifications of existing routing protocols to support QoS functionality. As a result,
these QoS routing protocols utilize a lot of MANETS’ resources and are heavier than
traditional protocols [8].

In this paper we propose Network State Adaptive QoS provisioning algorithm
(NETSAQ) that provides soft QoS without making resource reservations. It
implements the high-level policies for QoS provisioning. NETSAQ is independent of
routing protocols and can integrate with most of the routing protocols. On one hand it
provides the high level control in form of policies and on the other hand it is
independent of underlying routing protocol. Our simulation results show that its
performance is a compromise between QoS routing and normal (best-effort) routing.
NETSAQ avoids the degradation of best effort traffic, which is observed in many
QoS routing schemes, while still providing minimum QoS guarantees for
applications.

2 Related Work

Ensuring QoS through routing is relatively a new issue when it comes to MANETS.
QoS routing protocols aim to search for routes with sufficient resources to satisfy
initiating applications. The QoS routing protocols work closely with the resource
management module in order to set up paths through a list of mobile nodes to meet
the end-to-end service requirements in terms of bandwidth, delay, jitter, and loss, etc.
The computational and communication cost of QoS routing is known to be fairly high
and it has raised the questions whether or not should it be tackled in MANETS.

Many proposals have been made for QoS provisioning in MANETS. The In band
Signaling (INSIGNIA) [3], Stateless Wireless Ad hoc Networks (SWAN) [4], Core
Extraction Distributed Ad Hoc Routing (CEDAR) [5], Adaptive Source Routing
(QoS-ASR) [6], and Quality of Service for Ad hoc Optimized Link State Routing
Protocol (QOLSR) [7] are examples of QoS-routing proposals. We have summarized
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various parameters to have an insight into the important features provided by these
protocols. Table 1 describes the distinguishing features of these protocols.

Table 1. Comparison with QoS routing protocols
QOLSR QoS-ASR INSIGNIA SWAN NETSAQ
QoS type Fixed Fixed Dynamic Fixed Dynamic
(degrade to best (degrade to min
effort) QoS)
QoS Delay, Delay, Bandwidth Bandwidth Delay,
parameters bandwidth bandwidth, bandwidth,
packet loss packet loss
Admission Yes Yes No Yes Yes
Control
Resource Priori soft and | Priori hard Posteriori soft | Priori hard Posteriori hard
Reservation posteriori hard | reservation reservation reservation reservation
reservation
Complexity High Highest Low High Low
Application No No Yes No Yes
level support
Nodes doing Source and Source Source and Source Source
rerouting due | intermediate intermediate
to interference | nodes nodes
Nodes Source, Source, Source, Source, Source and
measuring destination and | destination and | destination and | destination and | destination
QoS intermediate intermediate intermediate intermediate
nodes nodes nodes nodes
QoS violation | Path break and | Path break and | Path break Path break and | Path break and
rerouting path path path path
degradation degradation degradation degradation
Best effort High Highest Lowest Low (rate Low (Adaptive
traffic drop (admitted) decreased QoS)
probability gradually)

3 System Model and Assumptions

The system model for NETSAQ can best be implemented by an autonomous policy
based network management architecture that provides a multi-tier management [9]. In
this work we have proposed an architecture for cluster based MANETS. Each cluster
head is equipped with a Domain Policy Manager (DPM). The DPM is responsible to
monitor the overall status of the MANET; making, updating and distributing the
network wide policies for the cluster and correspondingly deploy policies on the
MANET nodes. The DPM’s architecture is shown in fig.2 (a). For simple MANET
nodes, which may exhibit great degree of heterogeneity, are assigned an extended
local agent (ELA) or a simple local agent (SLA). These local agents are responsible to
implement the policies on the nodes they are deployed at. The components of an ELA
are shown in fig. 2(b).

Many QoS policies are defined for various services. Each policy can be associated
with specific types of applications or users or even to a specific user using specific
application.



NETSAQ: Network State Adaptive QoS Provisioning for MANETSs 173

Information reporting to Cluster specific policy
Global Management System from Global Management system S
[ ==
Policies
Notify
Event Event Repository
Generatign f—— Policy Parser
Registe] os
Event g
Monitoring iy peno i p e Condition Evalumc%
Monitoring and £
LT AT — & (b) ELA for normal MANET node
Policy Enforcer &
Configuration Agent | Config.
Filtering Action
Module | | Module Local Mgmt. Services
Legend
Cont Policy Distributor
i Settings MCEE : Mobile code execution environment
- Mgmt. Low level MIB  : Management information base
Monitoring | Logs services o |policies to
rodes ELAS SLA : Simple local agent
‘ Local Configuration and Management Database ELA : Extended local agent

DPM : Domain policy manager

Polling SLAY | Context from SLAs and ELAs

(a) DPM architecture for a MANET cluster head

Fig. 1. Management components for cluster head and normal MANET node

In order to provide QoS to specific application, NETSAQ algorithm is executed and
dynamic QoS is provided to the specific traffic according to the policy. The application
specifies a minimum acceptable and maximum allowed QoS values called b,,;, and b,,,,,
respectively. During adverse network conditions, at least b,,;, is satisfied but if the
network state is good then a higher level of QoS is provided. Thus QoS depends upon
the network state and is automatically adjusted. It is assumed that the nodes exchange
information like packet loss ratio, delay and available bandwidth when building and
maintaining their routing tables. This can be done through hello messages which most
of the protocols exchange for making and updating their routing tables.

3.1 Node Mobility and Interference Scenario

Consider a network that provides services to users that belong to different groups such
as special and ordinary groups. Now a MANET special user starts a video
conferencing application. The QoS of the application can be violated due to: a)
mobility, whenever the source, the destination or any intermediate node moves, the
established QoS path can be broken, b) interference or contention, whenever the
number of nodes around the QoS path increase considerably, interference increases
and contention against wireless channels escalates. In both the situations there is a
possibility of QoS degradation even if the resources were reserved beforehand. In
either case, the alternative path is needed which can facilitate the required QoS
provisioning. This phenomenon is inherent to MANETS, and cannot be eliminated.

4 Network State Adaptive QoS Provisioning Algorithm

In a network, that renders services to multiple user applications, some applications
may spell their QoS. We assume that, any application that starts has certain QoS
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requirements with minimum and maximum QoS bandwidth constraints b,,;,, kbps and
b nax Kbps. In order to admit this application into the network, the average data rate of
the network is checked. A bandwidth threshold s, based on network media access
delay D and Packet Loss Ratio (PLR) is calculated for the application at the initiating
node of the application. The resources are then marked along the path based on s, i,
and if such bandwidth is not available then we use b,,;,. Once all the links along the
path, from source to destination are covered, then we start the application flow. After
the flow is established, resources can be reserved on intermediate nodes according to
threshold s. This, posteriori reservation, is different from reserving the resources
before starting the flow (priori reservation). Posteriori reservation eliminates the
complexity and delay which is inherent to priori reservation and provides better
response time to the application user. The application flow is re-routed if the end-to-
end bandwidth falls below the reserved resources for more than a specific time. The
algorithm is depicted in fig. 4.

Lets i kbps be the initial averaged data rate over t sec
Set a threshold s kbps using network media access delay D and packet loss ratio PLR
s=max[{1-0.5(w, D +w, PLR)} b

max s Prmin |
(Where w, and w2 are the weights associated to D and PLR)
Reserve the bandwidth along the path on every node equal to s kbps
If s kbps bandwidth can’t be reserved, reserve i kbps
If even i kbps bandwidth is not available, reserve b, kbps
Reroute if the end-to-end QoS falls below the reserved resources for more than t sec
Calculate value of s before rerouting
New route is found with resources greater than or equal to s kbps
If no such path exists, find a path with resources greater than or equal to i kbps
(onlyif s > i)

In the worse case, find a path with resources greater than or equal to b, kbps

Fig. 2. NETSAQ algorithm

If the established path is broken due to link failure or mobility of any node(s),
rerouting is done at the node where the path is broken. If this intermediate node can’t
find the QoS path, the next upstream node tries to find the path. If no QoS path can be
established from the upstream node as well, source is notified to broadcast a new
route request with b,,;, kbps and b,,,, kbps QoS constraints.

If the data rate for the application decreases than the reserved bandwidth for more
than ¢ sec, the destination will notify the source. It means all the intermediate nodes
do not need to continuously monitor the data rate violations. Also, in case of
interference, the source has a greater possibility to find new disjoint routes. The
routing agent at the source will then be invoked to find a new route with data rate > s
kbps or > i kbps or > b,,;, kbps as it would be described in the policy.

MANET routing protocols may use link level acknowledgement (ACK) messages
and a timeout period for link level connectivity information. In an area with dense
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population of nodes, hidden terminal problem can become quite significant. Due to
hidden terminal problem and high contention, some nodes will not receive the link
layer ACK packets from the neighboring nodes. When the timeout period expires, a
node declares the link as broken, discards all ongoing communication packets and
generates a route error message [10]. This causes the throughput to drop drastically.
The communication resumes when a new path is found or the same path is eventually
re-discovered. This instability problem is caused by fast declaration of link failures
which is rooted at the link layer. The breaking and rediscovery of the path result in the
drastic throughput oscillations. In order to avoid this problem, we extend the solution
proposed in [11]. This solution uses a “don’t-break before-you-can-make” strategy.
This strategy is based on modifying the routing algorithm so that the routing agent
continues to use the previous route for transmissions before a new route can be found.
When the new route is found or the same route is eventually re-discovered, all nodes
discard the previous route and switch to the new one (or the same one) for
transmissions. An example for the explanation is shown is fig.3.

Let b, = 50 kbps, b,
Then threshold s:
s=max [{1-0.5 (W1 D + w2 PLR)} b,,.,, b.;.]
s=max [{1- 0.5 (0.2 + 0.3)} 100, 50] = 75 kbps

=100 kbps, t=1 min, w,D = 0.2, w,PLR = 0.3 and i=65 kbps

max

Reserve the resources along the path equal to 75 kbps (s)
Else reserve the resources equal to 65 Kbps (i)
Otherwise reserve the resources equal to 50 Kbps (b,
If resources are reserved equal to 75 kbps

when destination node receives data rate < 75 kbps for 1 min

It will notify the source

Source will establish a new route with data rate > s kbps

If no such route is available, a route with data rate > i or minimum bandwidth b,,;,, condition will be set up
If resources are reserved equal to 65 kbps

when destination node receives data rate < 65 kbps for 1 min

It will notify the source

Source will establish a new route with data rate > s kbps

If no such route is available, a route with data rate > i or minimum bandwidth b,,,, condition will be set up
If resources are reserved equal to 50 kbps

when destination node receives data rate < 50 kbps for 1 min

It will notify the source

Source will establish a new route with data rate > s kbps

If no such route is available, a route with data rate > i or minimum bandwidth b,,;,, condition will be set up

'min

Fig. 3. A numerical example for NETSAQ algorithm working

5 Performance Evaluation

The simulations is this section evaluate the suitability of the algorithm to support
adaptive flows in a MANET under various conditions such as traffic, mobility, and
channel characteristics. In particular, we evaluated system wide adaptation dynamics
and the impact of threshold based rerouting mechanisms and mobility on end-to-end
sessions.
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We used OPNET simulator and the simulation environment consists of 20 Ad-hoc
nodes in an area of 500m x 500m. Each mobile node has a transmission range of
300m and shares a 5.5 Mbps air interface between neighboring mobile nodes. The
nodes follow the standard random waypoint mobility model with the maximum speed
of 10m/s used. The underlying routing protocol is Dynamic Source Routing (DSR).
We have used various application flows having different bandwidth requirements
ranging from 90 Kbps to 320 Kbps. An arbitrary number of best effort flows are
randomly generated to introduce different loading conditions distributed randomly
throughout the network. These loading flows are dynamic in nature which helps
analyze the adaptive behavior of NETSAQ.

We measure per-session and aggregate network conditions for a number of
experiments that analyze adaptation, threshold based rerouting, and nodes mobility.
We observe throughput, delay, packet loss, rerouting frequency and degradation, as
the measures of system dynamics during the course.

5.1 Adaptive Flows

We measure the performance of two adaptive flows with User Datagram Protocol
(UDP) and Transmission Control Protocol (TCP). Fig. 4 and 5 show flows with b,
values as 160 and 320 while b,,;, values are 90 and 160 respectively.
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Variable traffic load was generated at random nodes that caused the flows to be
rerouted depending on the dynamic network conditions. Momentary QoS violations
occurred due to rerouting but overall the flow kept its minimum bandwidth guarantee.
We observed that the flow fluctuated between its maximum and minimum bandwidth
constraints. Especially the flows under TCP fall below minimum bandwidth
constraint at times. This is due to the TCP rate adjustment because of large network
delay and packet loss.

5.2 Increasing Number of Nodes

The simulation environment consists of 5, 10 and 15 ad hoc nodes in an area of 200m
x 200m. Each mobile node has a transmission range of 100m and shares 1Mbps air
interface between neighboring mobile nodes within that transmission range. Two
video streams were introduced in the network with different QoS requirements.
Stream 1 has minimum QoS requirement as 150 Kbps and maximum QoS
requirement as 300 Kbps. Similarly, stream 2 has minimum QoS requirement as 40
Kbps and maximum QoS requirement as 100 Kbps. As we compare Fig. 6 and Fig. 7
it is obvious that NETSAQ adapts to the increasing number of nodes very well. As we
increase the number of nodes from without any QoS mechanism, the interference and
contention increase considerably and degrade the performances of both the streams.
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Fig. 6. Increasing number of nodes with no QoS
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Fig. 7. Increasing number of nodes with NETSAQ
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The Fig. 7 shows NETSAQ adapts to the changing conditions and finds a route with
a slightly decreased QoS value within the minimum and maximum QoS constraints for
both the streams. NETSAQ reroutes both the streams to a lower QoS levels to cope up
with the degrading network conditions, but when the loading traffic increases and
saturates the network towards the end, only best effort QoS can be provided.

5.3 Changing Transmission Rate

We evaluated the performance under increasing transmission rates (by changing the
air interface and increasing stream rates as well. The simulation environment consists
of 15 ad hoc nodes in an area of 200m x 200m. Each mobile node has a transmission
range of 100m. The transmission rate or air interface is changed from 1 to 2 and 5.5
Mbps. The comparison between Fig. 8 and Fig. 9 allows us to observe the way
NETSAQ adapts to transmission rate variations.
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6 Conclusion

In this paper we have proposed NETSAQ, a network state adaptive QoS algorithm for
MANETSs. NETSAQ implements the QoS provisioning policies using any underlying



NETSAQ: Network State Adaptive QoS Provisioning for MANETSs 179

routing protocol. It eliminates the bulky computation and communication for QoS in
routing algorithm. It utilizes lesser MANET resources as compared to existing QoS
routing protocols. It is simple yet minimizes the degradation of best effort traffic,
which is observed in many QoS routing schemes.
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Abstract. In this paper, we model the end-to-end QoS provisioning
mechanisms in the WLAN and 3GPP interworking network. For the
end-to-end QoS guaranteed service, we model the control plane and user
plane considering the WLAN and 3GPP interworking network. And we
propose the QoS parameter/class mapping and DPS packet scheduler.
By the simulation results, DPS can provide the low end-to-end delay of
voice traffic, even though a traffic load increases by 96%. Especially, the
end-to-end delay of voice is much smaller when the QoS parameter/class
mapping and DPS are applied to the interworking network.!

1 Introduction

In recent years, many mobile users are demanding anytime and anywhere access
to high-speed multimedia services for next generation communication system.
There are many number of communication technologies for next generation sys-
tem. In order to satisfy the user requirements for the wireless local area network
(WLAN) and third generation partnership project (3GPP) interworking net-
work, the 3GPP is concerned about the WLAN and 3GPP interworking [1].

3GPP has been studying and standardizing the WLAN and 3GPP interwork-
ing mechanism. However, it is insufficient to investigate the quality of service
(QoS) provisioning technology in the WLAN and 3GPP interworking network|[2].

There are various challenges to provide the end-to-end QoS guaranteed ser-
vices through WLAN and 3GPP interworking network [3], [4]. First, there are
many differences between their QoS provisioning technologies such as the QoS
parameters, service classes and so on. Accordingly, the mapping mechanism is
required for a seamless service. Second, a bottleneck may be generated due to
the limited capacity and the overload at a gateway linked with backbone net-
work. In order to solve these problems, we define the functional features based
on the end-to-end QoS architecture in WLAN and 3GPP interworking network.
We also propose the new QoS provisioning technologies, and then analyze the
performance of the proposed mechanism using a simulator.

! This work was supported by the second stage of Brain Korea 21 (BK21) Project in
2006.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 180-189, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 WLAN and 3GPP Interworking Network Proposed by
3GPP

3GPP working groups are enthusiastic about the standardization of the WLAN
and 3GPP interworking technologies. They have proposed standard for the
WLAN and 3GPP interworking network [2], [5], [6].

2.1 WLAN and 3GPP Interworking Network Architecture

3GPP TR 23.882 defines the WLAN and 3GPP interworking network archi-
tecture as shown in Fig. 1. In this network architecture, WLAN is intercon-
nected with 3GPP network based on universal mobile telecommunication system
(UMTS) network. The network elements are added to WLAN network to link
up with 3GPP network such as WLAN access gateway (WAG) and packet data
gateway (PDG). WAG allows visited public land mobile network (VPLMN) to
generate charging information for users accessing via the WLAN access network
(AN) in the roaming case. WAG filters out packets based on unencrypted infor-
mation in the packets. PDG is to directly connect to 3GPP data service network.
PDG has responsibilities that it contains routing information for WLAN-3GPP
connected users and performs address translation and mapping. PDG also ac-
cepts or rejects the requested WLAN access point name (W-APN) according to
the decision made by the 3GPP AAA Server. In the 3GPP standards, they define
the additional WLAN networks as the WLAN Direct IP network and WLAN
3GPP IP access network. The WLAN Direct TP network is directly connected
to internet/intranet, and the WLAN 3GPP IP access network including WAG
and PDG is connected to 3GPP network [6].

2.2 Research Issues for End-to-End QoS Provisioning

In WLAN and 3GPP interworking network architecture, there are various re-
search issues for the end-to-end QoS guaranteed service.
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Fig.1. WLAN and 3GPP interworking end-to-end network architecture
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It is a very important issue to map the QoS provisioning mechanisms of
WLAN and 3GPP. When a WLAN UE transmits packets to a 3GPP subscriber,
the QoS provisioning mechanisms of WLAN and 3GPP may not be worked to-
gether due to the absence of QoS information of transmitted packets. Especially,
the QoS parameter mapping function should be located in the PDG, since the
PDG is the edge node linked with 3GPP network.

The other issue is that a bottleneck can be occurred in the PDG when WLAN
UEs may forward many packets to a PDG. The bottleneck can be a serious prob-
lem, since the end-to-end delay of voice or video traffic can be rapidly increased
by the bottleneck. Therefore, we propose two QoS provisioning mechanisms
which are the QoS parameter/class mapping function and packet scheduler.

3 Proposed QoS Provisioning Mechanisms

In the conventional WLAN and 3GPP interworking standard, the QoS provi-
sioning mechanisms have not been considered in detail [2]. Therefore, we define
the functional features for the end-to-end QoS provisioning based on the end-
to-end QoS architecture and model the control and user plane considering the
detailed functional features. Besides the control and user plane, we propose QoS
parameter /class mapping and packet scheduler (DPS).

3.1 End-to-End QoS Architecture and Functional Features

As shown in Fig. 2, the end-to-end QoS architecture was modeled by 3GPP
[2]. However, the functional features are not defined in the 3GPP standard. We
define the functional features of each element based on the end-to-end QoS archi-
tecture as follows. End-to-FEnd Service provides the end-to-end QoS guaranteed
service through the 3GPP IP Access Bearer Service and External Bearer Service.
3GPP IP Access Bearer Service includes the WLAN Bearer Service, since the
WLAN Bearer Service can provide a QoS guaranteed service in WLAN. For the
QoS guaranteed service in WLAN, we consider the IEEE 802.11e. The Exter-
nal Bearer Service provides the QoS guaranteed service in backbone network.
In backbone network, we consider two QoS provisioning mechanisms, such as a

.__.__._ﬂé-! WCAN AR ererr _PDG | - |TE

I End-to-End Service | {

External Bearer
Service

| 3GPP IF Access Bearer Service |

Fig. 2. End-to-end QoS architecture in WLAN and 3GPP interworking network
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differentiated service (DiffServ) and integrated service (IntServ). When the Diff-
Serv mechanism is applied to the backbone network, the PDG has to perform a
DiffServ edge function.

3.2 Control and User Plane

Based on the end-to-end QoS architecture, we model control and user plane as
shown in Fig. 3 and Fig. 4. In control plane, we define the functional blocks
which manage the signal procedure for the resource reservation. In user plane,
we define the functional blocks that are needed for QoS guaranteed service when
packets are transmitted through the WLAN and 3GPP interworking network.
The definition of the functional features is as follows.

Functional Features in Control Plane. IP bearer service (BS) Manager al-
locates the remote IP address for transmitting packets through end-to-end net-
work. Translation Function is applied to WLAN UE and PDG. In WLAN UE,
Translation Function translates the QoS information of application data to that
of IEEE 802.11e in forward link and vice versa in reverse link. In PDG, Trans-
lation Function translates the QoS information of external network to that of
3GPP IP access BS network in forward link and the opposite in reverse link. The
Admission/Capability Control is located in the WLAN UE, PDG and WLAN
AN. In the WLAN UE and PDG, the Admission/Capability Control decides
whether to admit the received call. In the WLAN AN, the call admission con-
trol (CAC) is applied to manage the wireless resource in IEEE 802.11e. 3GPP
IP Access BS Manager requests the QoS information to Translation Function
or Admission/Capability and manages the tunneling protocol. Access Network
Manager is for routing according to the local IP address. WLAN BS Manager
requests the QoS information considering the wireless resource in WLAN net-
work, and interrogates the available resource. WLAN BS Manager manages the
negotiation process of traffic specification (TSPEC) defined in IEEE 802.11e.
WLAN PHY BS Manager manages the bearer service according to the wireless
environment.

Functional Features in User Plane. In user plane, we define the functional
features when packets are transmitted through WLAN 3GPP IP access network.
Classification Function classifies the packet which is received from the external
network or application layer. Traffic Conditioner controls the uplink or downlink
traffic using the QoS information. Mapping Function performs the service class
mapping of QoS parameters among WLAN, IP and 3GPP. Packet Scheduler
rearranges the transmission order according to the service class.

3.3 QoS Provisioning Technologies

For the QoS provisioning, we propose the QoS parameter/class mapping tech-
nology and DPS packet scheduler based on the control plane and user plane.
The QoS parameter and class mapping technologies are used to translate the
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QoS information in the control plane and user plane. The packet scheduler is
applied to manage the data flow in user plane. We evaluate the performance of
the QoS parameter/class mapping algorithm and packet scheduler in section 4.

QoS Parameter Mapping. The QoS parameter mapping function is located
in WLAN UE and PDG. It translates between the QoS parameters of WLAN and
3GPP. There are many QoS parameters which are similarly defined by WLAN
and 3GPP. For example, Maximum Bit-Rate and Maximum service data unit
(SDU) Size defined in 3GPP is similar to the Peak Data Rate and Maximum
MAC service data unit (MSDU) Size defined in WLAN respectively. Therefore,
we propose the QoS parameter mapping table considering the relation of the
QoS parameters of WLAN and 3GPP as shown in Table 1.

QoS Service Class Mapping. We should consider QoS service class mapping
among WLAN, IEEE 802.1D (IP) and 3GPP for the packet scheduling, because
the data packet would be transmitted through WLAN, IP, and 3GPP network.
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Table 1. The QoS parameter mapping of WLAN and 3GPP

3GPP QoS parameters(3GPP TS 23.107) WLAN QoS parameters(TSPEC)

Maximum bit rate (kbps) Peak data rate (bps)
Maximum SDU size (octects) Maximum MSDU size (octects)
SDU format information Burst size (octects)
Transfer delay (ms) Delay bound (usec)
Traffic handling priority User priority

Table 2. The service class mapping of WLAN, 3GPP, and IP

802.1D 3GPP WLAN
7,6 Conversational Continuous time QoS traffic (HCCA)
5,4 Streaming  Controlled-access CBR traffic (HCCA)
0,3 Interactive Bursty traffic (HCCA)
2,1  Background Unspecified non-QoS traffic (HCCA)

Since the QoS service classes of them are defined for each service requirement,
we can make the QoS service class mapping table considering the similar service
requirements like Table 2.

Dynamic Processor Sharing (DPS). The DPS is proposed for the QoS
guaranteed service. DPS can keep the delay bound of voice traffic by the resource
allocation for voice traffic. In addition, DPS can provide the fairness for the
others. The DPS is shown in Fig 5 and the explanation of DPS operation is as
follows. We define the four service classes as classl, class2, class3, and class4
according to the priority. Classl indicates the highest priority traffic class which
is very sensitive to delay such as voice of internet protocol (VoIP). To support
the classl, the resource manager allocates the resource to guarantee the delay
bound when the classl is generated. Class2 is also sensitive to delay, but the
tolerance of delay is larger than classl like video streaming. Class3 and class4
are insensitive to delay, but they are critical to the packet drop probability
such as hyper text transfer protocol (HTTP) and file transfer protocol (FTP).
Therefore, the weighted round robin (WRR) is applied to the class2, class3,
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Table 3. The service traffic models

Service class Parameters
Voice Voice encoder scheme : G.711
PHY throughput of a voice user : 174 kbps
Silence : exponential (0.65)
Talk spurt : exponential (0.35)
Session duration : constant (30 sec)

Video Frame inter-arrival time : 10 frame/sec
PHY throughput : 1Mbps, 1.3Mbps, 1.5Mbps, and 1.7Mbps
FTP Inter-request time : exponential (30 sec)
File size : 5000 bytes
HTTP HTTP spectification : HTTP 1.1

Page inter-arrival time : exponential (60 sec)
Number of objects : constant (6)

class4 to keep the QoS and fairness. The weight should be selected considering
the traffic load for the efficiency of capacity. Since classl occupies the resource,
the fairness problem may be occurred if the resource limitation is not defined.
To solve this fairness problem, the CAC is applied to the classl.

4 Performance Evaluation

In this section, we present the network model and results of the performance
evaluation for our proposed QoS provisioning technologies. We built the simula-
tor for the QoS provisioning technologies using OPNET.

4.1 Network Model

For the performance evaluation, we simply model the end-to-end reference net-
work architecture which consists of WLAN UEs, three APs, a WAG, a PDG,
a gateway, and an internet server. The WLAN UE and AP include the IEEE
802.11, but we do not consider the IEEE 802.11e in this simulation. We connect
the PDG with the gateway by a PPP-E1 link for implementing the bottleneck
phenomenon. We can expect that the performance of the system rapidly de-
creases as the total traffic load approaches about 2Mbps.

To increase the traffic load in this simulation, we increase the number of voice
users and video traffic load. We model the service traffic based on the traffic
models provided by OPNET as shown in Table 3. Since we are interested in
the performance of the QoS parameter/class mapping and DPS, we compare the
various packet schedulers applied to the PDG. We consider the packet schedulers
as first in first out (FIFO), WRR, strict priority (SP), and DPS. We set up the
weight ratio according to the traffic load ratio for DPS and WRR.
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Fig. 6. End-to-end delay of voice and video traffic according to the packet schedulers
and the number of voice users

4.2 Simulation Results

We present our simulation results to evaluate the DPS through comparing it
with FIFO, WRR, and SP.

In our simulation, we evaluate packet schedulers for three cases. First, we
analyze the voice/video end-to-end delay with increasing a voice traffic load. In
Fig. 6, a total traffic load increases as 62.3%, 70.8%, 79.33%, 87.8%, and 96.3%
according to the increase of the number of voice users. Fig. 6 presents that DPS
can provide the low voice end-to-end delay under 10msec even though a traffic
load increases above 96.3%. The reason is that DPS gives the highest priority
for the voice packet. We can also analyze that DPS is not poor at the video end-
to-end delay from Fig. 6, because the performance difference between others is
very small. Therefore, we found that DPS is suitable for the packet scheduler of
PDG irrespective of the voice traffic load.

Second, we analyze the voice/video end-to-end delay with increasing a video
traffic load. In this case, we can confirm the robustness of DPS according to the
increase of the video traffic. Since DPS gives a highest priority to a voice packet,
the voice end-to-end delay does not increase though the video traffic increases.
In Fig. 7, when a PHY throughput of video traffic increases from 1Mbps to
1.7Mbps, the voice end-to-end delay of DPS does not change at all. And there
are very few differences among packet schedulers for the video end-to-end delay.
Therefore, DPS is extremely suitable to be applied to the packet scheduler of the
PDG compared with FIFO and WRR. The last case is the comparison between
SP and DPS. SP is very similar to DPS, because SP also gives a highest priority
to a voice packet when a voice packet arrives at the PDG. However, SP can
not guarantee the fairness when the number of voice users rapidly increases.
If a number of voice users transmit a number of voice packets to the PDG, the
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Fig. 8. End-to-end delay of video traffic according to the number of voice users

end-to-end delay of video steaming, FTP and HTTP traffic may increase because
of the unfairness of SP. Unlike SP, DPS is able to guarantee the fairness because
of the CAC applied to DPS. For example, if we limit the maximum number of
voice user in DPS, DPS can drop the voice call when the number of voice users
is over the maximum number. Fig. 8 presents the video end-to-end delay when
the maximum number of voice users is equal to 3. DPS guarantees the QoS for
a video streaming even though the number of voice users rapidly increases.
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5 Conclusion

In this paper, we defined the functional features of the network elements and
designed the control plane and user plane considering the end-to-end QoS ar-
chitecture. We proposed the QoS parameter/class mapping and DPS to provide
the end-to-end QoS guaranteed service. We also built the simulation model and
verified the performance of the proposed technologies. The simulation results
show that DPS is superior to FIFO, WRR and SP for the multimedia services
such as voice and video.

Since the WLAN and 3GPP interworking technology is the newly embossed
issue, our proposed end-to-end QoS mechanisms are expected to be a significant
reference. Contributions of this paper are as follows.

— Design the control and user plane

— Propose the QoS parameter/class mapping and DPS

— Build the simulation model using OPNET for the WLAN and 3GPP inter-
working network

Finally, this framework can be applied to the other heterogeneous network be-
tween WiMAX and 3GPP.
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Abstract. In this paper, we propose the localized adaptive QoS routing
scheme using POMDP (partially observable Markov Decision Processes)
and Exploration Bonus. In order to deal with POMDP problem, we use
CEA (Certainty Equivalency Approximation) technique that involves us-
ing the mean value of random variables, since it is intractable to deter-
mine the optimal solution. And we present a new path selection using
the Exploration Bonus method in order to find detour path, which is bet-
ter than current path and more adaptive to network environment. Also
we evaluate performances of service success rate and average hop count
which varies with ¢ and k performance parameters, which are defined as
exploration count and intervals.

Keywords: Localized Adaptive QoS Routing, Reinforcement Learn-
ing, POMDP, Exploration Bonus, Certainty Equivalency Approximation,
Edge-disjoint multi-path.

1 Introduction

In localized routing technique, each node in the network makes local routing
decisions based just on local information, i.e., information on the status of the
network that has been obtained from the neighbor nodes. Also, routing policies
alm to minimize the average overall blocking probability based on local informa-
tion. If local information is used, it is difficult to determine how a routing decision
made on a single node may influence the network’s overall performance. It has
been demonstrated that localized QoS routing is simple, stable, adaptive and
effective in comparison to global QoS routing schemes[1]. [2,3] have proposed a
localized QoS routing scheme, proportional sticky routing(psr). The psr scheme
maintains self-adaptivity by using the maximum permissible flow blocking para-
meter and controlling the number of flows routed along a path in each cycle and
by re-adjusting flow proportions after every observation period. But, this ap-
proach has three main drawbacks. Firstly, the traffic pattern is always unknown
in practical networks. Secondly, we need to know the precise information along
the path to calculate the blocking probability. Thirdly, even though we are able
to identify the traffic pattern and calculate the blocking probability, the iteration
time needed to solve the global optimization problem can be significant[4]. To
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overcome the above problems, [4] proposes a reinforcement learning(RL) based
scheme( @-Learning) to make path selection in the absence of network traffic
pattern and global information in the core networks.

In general, an environment of RL is formalized as MDP (finite-state Markov
Decision Process), which calculates the long term values of state action pairs
using a temporal difference method for approximating solutions to dynamic pro-
gramming. But a current optimal action is not guaranteed at future because
environments connected with agent can change stochastically over time. In real-
world environments, it will not be possible for the agent to have perfect and
complete perception of the state of the environment. Unfortunately, complete
observability is necessary for learning methods based on MDPs. In this paper,
we consider the case in which the agent makes observations of the state of the
environments, but these observations may be noisy and provide incomplete in-
formation. We will consider extensions to the basic MDP framework for solving
partially observable problems. The resulting formal model is called a partially
observable Markov Decision Process or POMDP, which starts from a probabilis-
tic characterization of the uncertainty the agent has about the world. Performing
dynamic programming to solve a POMDP is highly computationally expensive,
and is intractable to determine the optimal solution. Therefor,e we make a form
of CEA(Certainty Equivalence Approximation), in which the stochasticity in
the world is simplified through the use of expectations. In this paper, we adapt
these techniques to routing problems because network environments can change
stochastically over time and in absence of global information on each node. We
provide a localized routing technique as using POMDP with CEA and a new
way of path selection using the exploration bonus method which is more adaptive
to network environments. For this, this paper presents the multi-path searching
algorithm for the shortest pairs of edge-disjoint paths that revised [10]. Also we
evaluate performances of service success rate and average hop count relevant
with and performance parameters, which are defined as exploration count and
intervals. The organization of this paper is as follows. In chapter 2, we show the
proposed routing techniques, updating routing information rules using POMDP
with CEA and decision making process with exploration bonus and the multi-
path searching algorithm for the shortest pairs of edge-disjoint paths. This is
followed by the presentation of performance evaluation in chapter 3. We con-
clude the paper in chapter 4.

2 Proposed Algorithm

In localized routing technique, each node in the network makes local routing de-
cisions based just on local information. From this viewpoint, it can be connected
with POMDP problem which its agent ignores about its environments. That is,
that the agent knows a) its own state zf(n) € X at all times n within trial ¢, b)
the costs Cy(a) of taking the actions, ¢) the states that are absorbing, and d)
the distribution governing the way the transition probabilities change. But, the
agent does not know transition probabilities and its knowledge as to how they
change. This ignorance turns a Markov decision problem into a POMDP.
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2.1 Routing Model based on POMDP

In order to obtain a proposed network routing model usefully, it is possible to
make that the following network’s elements correspond to the basic elements of
a POMDP : an agent(node which receives a request), the set of actions available
to the agent(A4, a set of predefined paths to a destination), the state set(X, each
network node), a value iteration(V,"(z,y), at time n during trial ¢, the local
routing policy which state x for destination node y should be choose). Also,
because a source node is ignorant of information about network environments,
let p;y(a) be a routing success probability(ie, transition probability) when a
source node(state x € X)) takes a predefined path(action a € A) to destination
node(state y € X)), where ¢ is the trial number. The network environments are
non-stationary in the sense that between routing trials, the transition probabil-
ities can change in a Markovian manner, according to a probability distribution
U[PL ' (a)|PL,(a)](belief state). The agent maintains a distribution over them
which it updates based on Bayes’s rule in the light of information collected
from the environment, uses it for routing decision on state. Therefore, the agent
can infer the unknown transition probabilities pf, (a) through the distribution
over the transition probabilities. And Cyy(a) is hop count from state x to des-
tination y when taking action a. Performing dynamic programming to solve a
POMDP is highly computationally expensive, and therefore we make a form
of CEA, in which the stochasticity in the world is simplified through the use of
expectations (i, (a) = Eyin[pry(a)]) instead of all the pL, (a), where v""[py, (a)]
is probability distribution at time n during trial ¢. Fig. 1 shows the network en-
vironments using POMDP and CEA techniques in this paper.

q'5(1) = E[ P ()]

¢ie(ry) = E[ P’ (ry)]

Fig. 1. The network environments using POMDP and CEA techniques

Under the approximation, the agent performs value iteration in the assumed
mean process as follows:



Network-Adaptive QoS Routing Using Local Information 193

Vali(z,y) = min{Cuy(a) + VZyexdyy (@)Va (@)} (1)

where 0 < v < 1 is discount factor and « is the number of the dynamic pro-
graaming iteration.

2.2 Updating Routing Information Rules

The course of updating routing information is as follows : Once the agent picks
one of the possible actions that minimizes the right-hand side of equation (1),
performs it, uses Bayes’ rule to compute the posterior distribution over the
transition probabilities based on the transition actually observed, and calculates
qi’;“(a). The agent attempts to take such an action for admitting a request
with certain bandwidth requirement if there is enough bandwidth in the chosen
action, so it is possible to route a request on that action. In this paper, we define
that such an action is termed as effective action and is defined as el (a) = 1.
And if otherwise, ineffective action and e;’g(a) = 0. In this paper, the agent
does not know etw’;(a), ie it does not know whether it is possible to route on such
an action because it does not absent of global information. Therefore, we define
a probabilistic model(¢) of the efficacy of the transitions ie, the probabilities of
routing success on each path. Specifically, let g, (a)be the agent’s estimate of
the efficacy of action a at x for y at time n during trial ¢. And the agent assumes
that between each trial with some small arrival rate(r), each e (a) gets set to
a new probability value, independent of its previous value. After trial ¢ — 1, the
updating routing information at x occurs as follows:

ko + (1 - rk)g;" %) (2-1),
gz"(a) = {1 = k(1 9) (2-2), 2)
Kk} (2-3).

When a was not tried at « during the trial, we can define as (2-1). When a
was tried at x and was successful, we also define as (2-2). And (2-3) means when
a was tried at x and was unsuccessful. qg;(a) is reset when the agent tries a at
x to whatever actually happened. For actions that were not attempted, qf;;‘(a)
relaxes towards ¢ at a rate governed by the arrival rate k. And others cases,
q;'(a) is reset as each values.

2.3 Decision Making Process(Exploration Bonus)

The decision-making process consists of selecting the path through which the
request will be connected. The agent’s initial uncertainty about the transition
or reward structure of the world should drive the initial experimentation, and, if
the world can change stochastically over time, then this further source of uncer-
tainty should drive continuing exploration. Unfortunately, it is computationally
intractable for the agent to determine the correct experiments even if it knows
what it does not know. And in using this mean process, the approximation fails
to directly account for the fact that if a transition on the way to the destination
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is blocked because of QoS problem, then the agent will have to choose some
other path to that destination. To solve this problem in this paper, we shows the
heuristic algorithm, exploration bonus method which is added to the immediate
value of a number that is a function of this how long it has been since the agent
has tried that action in that state. Therefore, rather than have the agent model
the efficacy of transitions, we had it directly add to the immediate cost for a
move an exploration bonus of ay/n,(a) for trying action a at state z, if that
action had not been tried for n,(a) trials.

Table 1. Shortest Edge-disjoint Multi-path Searching Algorithm

Initialization] Let § = ¢ be the desired path set.
Step 1 [Computation of shortest path]
We obtain the shortest path tree 1" rooted at source s using Dijkstra’s
algorithm.
Let the shortest path from s to destination v be denoted as P, and the
cost of the shortest path from s to each vertex x be denoted by C(s, ).
Step 2 [Cost transformation and Modification of graph)]
The cost of every edge (a,b) in G is transformed to c/(a, b) = c(a,b)+
C(s,a) — C(s,b).
All the edges belonging to T" will have a reduced cost equal to 0 due to
this transformation.
And reverse the orientation of all edges of G which lie in P; to form
a new graph G,.
Step 3 [Computation of shortest path]
Compute the shortest path from s to v in GG,,. Let it be denoted as Ps.
Step 4 [Shortest path pair Generation]
The desired path pair, say Pll and P2/ is obtained by {P1 U P,}—
{P1 N P>}.
And compute § = {Pll7 Pgl} + 0.
Step 5 [Reduction of graph]
We generate new graph G by deleting all edges belonging to § from G.
And let G =G,
Step 6 [Repeat]
We repeat the previous Steps from 1 to 5 until there are no edges
connected with s.

2.4 Shortest Edge-Disjoint Multi-path Searching Algorithm

In this paper, we propose a SEMA (Shortest Edge-disjoint Multi-path searching
Algorithm) which revises a SSP(Single-Sink Problem) algorithm that S.Banerjee
proposed [10] and is used for routing on POMDP routing model This algorithm of
finding multiple disjoint path from source to a destination can be formulated as a
the minimum-cost flow problem and solved by successive iterations of Dijkstra’s
shortest path algorithm. Let G = (V, E) be a directed graph having a non-
negative cost c¢(u, v) as associated with each edge (u,v) € E and let |V| = n and
|E| = m. The SEMA is as follows Table 1.
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If the upper bound of an efficient implementation of Dijkstra’s algorithm is
denote by O(n,m) , SEMA can also be solved in O(n, m) time sequentially.

3 Simulation and Results

This section illustrates how the amount of exploration depends on the perfor-
mance parameters ¢ and x using POMDP, CEA algorithms that adapted Ex-
ploration Bonus. For this, we will provide the test environments as follows.

3.1 Simulation Environments

As seen in Fig. 2, we use two test network for simulation, and conduct out
experiment under the network environment of [1] and the request requirement
of [2]. All the links are assumed to be bi-directional and of the same capacity,
with C units of bandwidth in each direction. Flows arriving into the network are
assumed to require one unit of bandwidth. Hence each link can accommodate at
most C flows simultaneously. The flow dynamics of the network are modeled as
follows. Flows arrive at a source node according to a Poisson process with rate
k. The destination node of a flow is chosen randomly from the set of all nodes
except the source node. The holding time of a flow is exponentially distributed
with mean !. The offered network load is given by p = ﬁgg where N is the
number of source nodes, L is the number of links and h is the mean number
of hops per flow, averaged across all source-destination pairs. The parameters
used in this simulation are C' = 20, h = 2.36 and * = 60 seconds. We also use
multi-paths that generated by SEMA as feasible paths for requests. When we
evaluate the Exploration Bonus method, we use the greedy policy until blocking
happens and then apply the Exploration Bonus method.

WO—0—0—1w—
@ @3

5—8
—E@—O0—u—W

(a) Simple Test Network

(b) The ISP Network

Fig. 2. The Test Networks
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3.2 Results Analysis

The agent’s experience was divided into a number of routing trials on feasible
path. In each trial, the agent starts at the source node and takes actions until it
reaches the destination node. In all cases, complete synchronous value iteration
was performed before each step in each trial using equation (1) to convert the
current model of the world into a suggested action. The value function produced
at the previous step was used to initialize value iteration, so convergence took
only a few iterations unless the agent found out in the previous step that the
world was substantially different from what it expected. The model was updated
in the course of a trial as the agent discovered that transitions were effective or
ineffective. At the end of a trial, all the expected efficacies ¢%™(a) were updated
to take account of the chance that each transition might have been changed.

—_
S

average hop counts
O = D W kA N 0O
T
*
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—0— (a) Network —X— (b) Network ¢ value

Fig. 3. The performance of routing average hop count on test network which varies
with ¢ value

Fig. 3 shows the performance of routing average hop count on each test net-
work which varies with a ¢ value. As ¢ gets bigger, the system will always
eventually explore to find paths that might be longer than its current one - ie it
will find the detours when the current path will be blocked because of various
QoS parameters. But as ¢ gets smaller, the system becomes more pessimistic.
It will not bother to find large detours to try possibly better paths. Therefore,
the lower ¢, the more restricted the excursions. As seen in Fig. 3, the actual
average length of the shortest paths also increased(from 3.5 hop counts at the
real value of ¢ = 0.2 to 5 hop counts at the real value of ¢ = 0.9 in the Fig. 2
(a) test network). It is attributed to the fact that it will find detours other than
the current path as ¢ increases(x was fixed at 0.03 and was known to the agent).
Also the Fig. 2 (b) test network that has relatively many links between the nodes
has more hop counts than the Fig. 2 (a) test network.
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Fig. 4. The performance of routing success rate on test network which varies with ¢
value
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Fig. 5. The performance of routing success rate on test network which varies with s
value

Fig. 4 shows the performance of routing success rate on each test network
which varies with a ¢ value. As seen in the result of Fig. 3, the more ¢ increases,
the more detours other than the current path the agent explore. Therefore, the
performance of routing success rate will be improved. Also x was fixed at 0.03
and was known to the agent.

Fig. 5 shows the performance of routing success rate on each test network
which varies with a k value. As indicated above, the other parameter « also has
an effect on the relative amounts of exploration and exploitation, but in a more
indirect way. Whereas ¢ determines the ultimate amount of exploration about
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the current best-known path, x controls how soon that exploration happens.
Therefore, the more frequent explorations, the higher service success rate because
it will be clear that increasing x increased the amount of exploration. ¢ was fixed
at 0.5. As seen in Fig. 5, the actual average success rate also increased (from
38% at the real value of k = 0.03 to about 50% at the real value of x = 0.05
in the Fig. 2 (b) test network). It is attributed to the fact that the amount of
exploration will increase.

4 Conclusion

In this paper, we present the new Localized Adaptive QoS routing technology
without the knowledge of network global information. For this, we proposed the
POMDP model and CEA technology that provide a better QoS routing method
using only local information on source nodes and provide a much more adaptive
way of path selection depending on a network environment. We also proposed an
edge-disjoint multi-path searching algorithm, SEMA. As with POMDPs, we start
from a probabilistic characterization of the uncertainty the agent has about the
network environment, apply this model to the Localized QoS routing method.
And we make a use of CEA, which use the mean values of random variables,
because performing dynamic programming to solve a POMDP is highly com-
putationally expensive and is intractable to determine the optimal solution. For
better path selection, we propose Exploration Bonus because network environ-
ment connected with agent can change over time, so a current optimal action
is not guaranteed at future. Also we evaluate performances of service success
rate and average hop count which varies with ¢ and x performance parameters,
which are defined as exploration count and intervals. As a result, whereas the
parameter ¢ determines the amounts of exploration to find a better path than
the current one, x controls how soon that exploration happens. As ¢ gets bigger,
the system will always find the detours when the current path will be blocked
because of various QoS parameters. But as ¢ gets smaller, the system becomes
more pessimistic. It will not bother to find large detours to try possibly better
paths. Therefore, if ¢ gets closer to 1, the success rate and the average hop
counts will get higher. Also, the higher k, the higher service success rate because
the amounts of exploration will increase.
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Abstract. In Grid service, resource management is important to support capa-
bility for good quality and efficiency for the computing and storage service. In
order to provide this resource management which has low complexity, high per-
formance and high throughput with guaranteeing QoS, the well defined network
resource management architecture and scheme have to be considered. Thus, we
propose the integrated grid resource management architecture based on QoS-
constraint policy and we derive cost-sensitivity policy enforcement procedure
which can be applied to this architecture in Grid network. Finally, the results
show that the proposed scheme outperforms the conventional scheme in the
network performance such as a blocking rate of resource request messages and
the operation cost.

1 Introduction

The global growth of Grid computing means the growth in application part reflecting
the needs of users. The traditional Grid computing (Computational, Data, Access) [1]-
[3] is more specialized, and consist of very various and complex grid services. All the
more Resource management need to correspond with the need of users or application
and policy based resource management system is one of the most promising candi-
dates for solving requirement of resource management.

For the reliable management of physically distributed and heterogeneous resources,
policy-based management [4] has been suggested. The connection between lower
network and the resource management system is mandatory for such a grid policy-
based resource management system. In other words, it is requisite to make the re-
source management system abstract because it is hard to manage heterogeneous lower
management system managed by local policy of different subject like a grid plane.
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However, this [4] isn’t consider about network resource management of lower net-
work layer such as L3/L2/L1. Actually, since the high performance and throughput
and QoS-constraint service requested with a specific Service Level Agreement (SLA)
can be supported throughout Grid service networks, the network resource manage-
ment is also considered importantly. For this network resource management, there are
many studies [8]-[10]. Especially, for high throughput issue, optical network is
mainly considered. [10] Moreover, as mentioned in [11], optical network with using
GMPLS give more efficient management and control scheme for Grid and network
resource management in Grid service networks.

In this paper, we propose the integrated grid resource management system architec-
ture based on Quality of Service (QoS) constraint configuration management policy in
Grid networks. This QoS-constraint configuration management policy is based on the
cost sensitivity using the cost according to providing network resources. Thus, we
define the cost function and cost sensitivity function for guaranteeing the QoS in
using network resources in this paper, and then, we derive the configuration manage-
ment policy rule. Also, we propose the policy enforcement process using this policy
rule in proposed grid resource management system architecture which is possible to
implement in Grid networks. Finally, through the theoretical and experimental analy-
sis, we can show that the proposed scheme outperforms the conventional scheme in
network performance and cost performance.

2 Related Works

The Policy Quorum based Resource Management Architecture is a kind of grid re-
source broker and scheduler that manage resources and jobs in the virtual Grid envi-
ronment based on Globus Core.[4] Policy quorum, be generated finally, represents the
collection of the resources that is adapted by individual policies according to private
request. Thus a user is satisfied with QoS by Policy Quorum. And several papers have
showed the resource reconfiguration algorithm based on temporal execution time
estimation method. Resource reconfiguration performs the reshuffling of the current
available resource set for maintaining the quality level of the resources. However
there is no consideration of the cost when reallocation job.

The policy-based Grid management middleware sits on the top of Gird Supporting
Environment and serves as the first access point for Gird administrator, or software on
its behalf, to configure and manage intra-domain and inter-domain Grid resources.

In order to deploy Policy-based management technology in Grid architecture, a
policy-based management standard architecture of the Internet Engineering Task
Force (IETF) can be used. These policy based management (PBM) system is origi-
nated from network management groups to reduce the complexity of management in
terms of QoS guarantees. It is suitable to complex management environment such as
large scale heterogeneous management in Grid networks. Quorum is a collection of
the elements which always intersects. It has been used to maintain the consistency of
replicated data, mutual exclusion. In PQRM the intersection property of Quorum is
used to make complex resource elements abstracted Grid resource which satisfies
various QoS requirements. The main result of PQRM is that QoS-constraint policy
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has an advanced method to satisfy QoS requirements requested by applications or
services [4].

Although this PQRM has many benefits for Grid resource management, Grid man-
agement considered about network resource and service isn’t considered like many
other Grid resource management architecture. Actually, it is important to consider
these network issues in general Grid resource management for supporting better QoS
of Grid service. These issues are proposed in GGF, and then, now many researches
are going on. [8]-[10] Most of them have an overlay model in a point of architecture
view. However, since the integrated architecture is more efficient ultimately, we focus
on an integrated model. In this architecture, the GMPLS is supposed for management
of network resource in L1/L2/L.3. Control and management capability of GMPLS is
important to create new services by enhancing the controllability of optical networks.
As mentioned in [11], geographically-distributed computing applications for science
and enterprise are emerging services for providers, and the optical network is ex-
pected to be involved in such the Grid computing applications by using GMPLS pro-
tocol. This GMPLS can accept dynamical application specific requirement such as
network delay and fault recover time which is requested by geographically-distributed
application. Thus, [11] consider a network resource management function block based
on management and control scheme in GMPLS networks. Throughout this method,
this architecture can get the integrated framework between Grid resource management
and network resource management. Similar to this architecture, in this paper, we pro-
pose more detailed and modified architecture and procedure in order to manage net-
work resource cost-effectively and consider QoS guaranteed by providing efficient
network enforcement scheme based on this architecture. That is, in this paper, we
propose the policy based Grid resource management architecture and the cost sensi-
tivity based policy enforcement scheme for the QoS constraint Grid management
based on PQRM in proposed architecture.

3 Policy Enforcement Scheme Based on Cost Sensitivity

When a user requests some jobs with a specific SLA, the Grid resource manager se-
lect proper resources and reserve selected resources. After that, the job is distributed
by a job scheduler and then, is executed in distributed resources. In order to select and
reserve proper resources, the policy based resource management scheme using QoS
constraint Quorum can be considered in [4]. As mentioned in a previous part, the
reservation of network resource can be considered as an important performance factor
when the QoS guaranteed grid service is considered. Thus, in this paper, we consider
Grid resource management architecture with network enforcement policy based on
cost sensitivity referring the PQRM architecture in [4]. We propose the policy en-
forcement scheme based on cost sensitivity (PES-CS) in this paper. In order to pro-
vide our proposed PES-CS, we define the cost sensitivity based network policy en-
forcement engine (CS-NPEE), which interacts with Grid resource management engine
based on QoS constraint Quorum. Namely, throughout this CS-NPEE, the policy
determined by Grid resource management engine can enforce to network resources
directly. In this process, the proposed PES-CS can be applied in order to select and
configure network resources for providing the Grid service when a specific job is
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requested. In this section, we define operation cost function and cost sensitivity func-
tion. Also, from this function, we derive the policy scheme for the PES-CS and pro-
pose the basic procedure for this PES-CS.

3.1 Cost Sensitivity

For network enforcement, we can consider the cost sensitivity based policy enforce-
ment scheme. This scheme is based on network status and cost function when a net-
work node is under a contention because of resource competition. In this section, we
define some network cost function, and then, derive cost sensitivity based policy
enforcement scheme.

For underlying network, we suppose optical networks based on GMPLS for its
control and management process. For this network, we can consider network status

such as a status under guaranteeing QoS, NS,  and a status under contention but

guaranteeing tolerable QoS by providing alternative path, NS . [5] Using this net-
work status, we can define a function x(#) , which means the binary value according

to those two statuses, NS, . and NS, as follows.

S

1, when NS = NSM
x(1) = (H

0, when NS = NS,

Also, we can derive an operation cost model under various statuses in [5]. Using
Eq.(1) and this cost function, the total cost function when providing the service
throughout the path between the source s and the destination d is derived as follows,

F, (1) = x(1) Cgps (1) + (1= x(1)) - (Cp (1) + C,,, (1)) )

where C;S (?) is a cost based on a Deterministic Effective Bandwidth (DEB) concept

in order to guaranteeing QoS by the SLA (Service Level Agreement) of a Grid service

requested by clients and C  (¢) is a additional cost of providing a alternate path in

alt
order to guarantee the QoS under contention situation in underlying networks [5][6].
This total cost function means the cost in order to provide the path which guarantees
the QoS.

When the data for supporting a Grid service is transmitted from source s to destina-
tion d through a network controlled by GMPLS, if the bandwidth for guaranteeing the
QoS constraint of this data is assigned, only the cost based on DEB is considered for
the total cost function. However, if the bandwidth for guaranteeing the QoS constraint
of this data can’t be assigned by the reason such as contention of resource or blocking
status, the alternate path is needed to guarantee the QoS. Thus, in this case, the total
cost function is represented by the sum of the cost based on DEB and the cost resulted
from providing the alternate path. Moreover, when it is no meaning that guarantees
the QoS because of a continuous increment of the operation cost, the total cost is
represented by the penalty cost applied differently according to the service type
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because of dropping the data [5]. However, as mentioned in previous section, we
assume that the value in the drop status NS, in which the required QoS by SLA is

not guaranteed is not considered since our proposed configuration management
scheme relates to guarantee the QoS.

When the total cost from Eq. (2) is considered between source and destination, to
increase this cost means that the cost for guaranteeing the required QoS increase,
especially when the network status changes such as the case of providing the alternate
path. When the amount of traffic per each channel is expected by the data scanning in
previous section, we can define the sensitivity of the total cost from Eq. (2) as
follows:

sd — aF;d (l) 3
Toack @ )

when the F, () is given by Eq. (2) and C;‘is () means a cost according to DEB cost

[5], respectively. ¢ ;d means the variance of total cost according to the variance of the

cost based on DEB when traffic flows throughout the path between source s and des-
tination d.

When the sensitivity of the total cost is given by Eq. (3), we can derive the sensi-
tivity according to the network status using the total cost function, F.

9C,;, (1)

= 1-x(t))-(1
¢r =x(O+A-x@®)-(+ G

) “)

When we consider the sensitivity according to C Q‘; (1), the sensitivity value of the
total cost F is dominant to the variation value of both C: (t) . Therefore, when the
node is under a contention situation, this is, x(¢#) =0, { ;d dominantly depends on the

term, A =dC, (1)/9C, (1) , which represents the variation of the cost for providing the

alternate path according to the cost based on DEB.

When the alternate path is used at contention situation in Grid networks, the cost
for providing this alternate path occurs. This cost increases when the number of hops
in provided alternate path increases [5]. In high channel utilization of overall network,
selected alternate path includes many hops since the high channel utilization means
that most of channels has the traffic load which is closer to the boundary so that most
of nodes is under the contention situation. Therefore, the value of A can have a posi-
tive value because the cost for the alternate path increases. However, if the utilization
of channels in overall network is closer the boundary, it becomes hard to reserve the
resource for the data. Accordingly, the selected alternate path has to include more
hops. This increment of the number of hops causes the increment of the cost. Thus,
the value of A increases, so that the point in which this value exceeds the upper
bound occurs. This upper bound is given by SLA. By this upper boundary, to provide

the alternate path is determined. When the sensitivity of total cost, ¢ ;d , has the
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boundary by ¢ “ <1+ A, the value exceeding this boundary has no meaning in the

network operation cost point of view, so that it needs not to provide the alternate path
in this case.

3.2 Policy Enforcement Scheme Based on Cost Sensitivity with PQRM

In this section, we describe the PES-CS procedure and PES-CS algorithm which can
apply to Grid networks using proposed Policy based Resource Management Architec-
ture using PQRM.

. P
Cost Sansitivity basad p |
RPED) e el

HNetwo E;
Ei

Grid Ennbled GMPLS Network.

Fig. 1. The basic procedure for policy enforcement scheme based on cost sensitivity with the
Policy based Resource Management using PQRM

Fig. 1 shows the basic procedure of this PES-CS for applying to Grid over GMPLS
networks. A Network Status Information Base (NSIB) is a kind of data base for col-
lected network status information and a Network Status Table (NST) is an updatable
table for selecting network resources. As shown in Fig. 1, the network status informa-
tion is saved and updated by monitoring procedure in NSIB, and NST in CS-NPEE is
created and updated by this information of the NSIB periodically. Moreover, when-
ever this NST is updated, this updated NST is enforced in that network throughout the
CS-NPEE. Moreover, as shown in a top part of Fig. 1, this update and enforcement
process interact with QoS Quorum calculated and selected by Policy based Resource
Management using PQRM. If the QoS Quorum, which matches with a specific SLA
requested by user, is selected by QoS Quorum Generator, this information is reflected
in a network enforcement process. Also, during generation of QoS Quorum in QoS
Quorum Generator, NST and network status information in NSIB are used in this
process like an upper side of Fig. 1.

In the CS-NPEE procedure, the value of NST reflects the network status informa-
tion which is represented by three network statuses. [5] That is, the value of NST,

NS, , changes according to the network status, and is then updated by the proposed

decision algorithm.
When it is assumed that a job with a specific SLA is requested and the contention
information in nodes is given for the update of NST, we propose the decision
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algorithm in order to provide proper network resources by PES-CS. For these algo-
rithms or procedures, we define some factors in this section. We have the condition

factor by the number of hops, Q, , as follows:

Q= &)

1 if H'-H" >0
0  otherwise

where H" and H' are the number of passed nodes before a current nodes in this path
and the number of remaining nodes after a current node in this path, respectively [5].
If the current node is closer to destination d, the value of Q, is one, otherwise, the

value of Q, is zero. Also we can obtain the other condition factor, Q.. from the

boundary in a previous section and it is defined as follows:
Q.=

s

¥

1 if¢’ <l+Aand x(t)=0
{ : (6)

0  otherwise

where A=09C (1)/0C

the decision factor is represented by a sum of above two condition factors, the com-
bined threshold check function can then be stated as

{1 ifQ =w, +w,

“ (r) and x(t) is value according to network statuses. When

DEB

C =

ALT

)

0 otherwise

Using previous parameters, we can determine the threshold check function. When
the current node between source and destination is under a contention situation, if the

node that is closer to destination d and the value of ¢ ;d , which represents the sensitiv-
ity of the total operation cost, is within the tolerable range, the combined threshold

check function C  is one, so that the node makes a decision to deflect the alternate

path. Otherwise, C,  is zero, so that the node makes a decision to drop the data

packet. When information is obtained from NST and NSIB, the threshold check func-
tion is determined.

Finally, when the current node is under the contention situation, the node makes
a decision whether the data is to be deflected to an alternate path or dropped accord-

ing to the threshold check function, C . As mentioned in a previous part, the pro-

cedure for updating and enforcement in CS-NPEE relates to the upper part — the
Policy based Resource Management using PQRM. Fig. 2 shows the flow chart used
in CS-NPEE.

This procedure is applied by the CS-NPEE when the job with a specific SLA is re-
quested and the resource scheduling is performed by the Grid resource management
engine in the Policy based Resource Management using PQRM.
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Job (or Service) Request

_[L cnsr
Q"'ln. otherwise N
where C,, (1) means the additional
es

cost with historical failure rate.

Enforce d

rce determined QoS
ARQ to Network PEP.

Fig. 2. The Policy Enforcement Scheme based on Cost Sensitivity (PES-CS) procedure with
QoS Quorum information by the Policy based Resource Management using PQRM

4 Simulation and Results

In order to evaluate the performance of the proposed policy enforcement scheme, a
simulation model is developed. We use the Grid network underlying optical network
based on GMPLS in our simulation. The data sources were individually simulated
with the on-off model. The simulation is carried out using a 14-node NSFNET net-
work topology. The transmission rate is 10 Gb/s, the switching time is 10 us, and the
data header processing time at each node is 2.5 us. The primary paths are computed
using the shortest-path routing algorithm, while the alternate paths are the link-
disjoint next shortest paths for all node pairs. [5]

Fig 3 shows the results from this simulation. The basic mechanism of proposed
PES-CS is different from schemes in general optical network. As mentioned in previ-
ous parts, when the node is under the contention situation, the alternate path is pro-
vided by threshold value. On the other hand, the conventional general schemes pro-
vide retransmitting service at that time. This affects blocking rate in Grid networks.
As shown in Fig 3, the blocking rate of the proposed scheme decreases about average
23.679% compared with the general scheme.

Moreover, in order to evaluate the PES-CS scheme in terms of cost, we consider
the traffic source that is leaky bucket constrained with an additional constraint in the
peak rate based on [7]. We consider 50 different network status tables according to
randomly generated traffic patterns under the given conditions. We assume an interval
among incoming traffic scenarios is a monitoring interval. For each scenario, we
compare the values of total operation cost function between the existing general
scheme and the proposed PES-CS. For a comparison, the upper boundary for PES-CS,
1+ A, is assumed to be 100. In the case of existing general scheme, the total cost is
about 4 times that of the proposed policy decision in terms of average total cost. This
means that existing general scheme provides an alternate path in spite of high cost
value. In addition, from the point of view of variation, the cost of existing general
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scheme fluctuates widely as shown in (a) of Fig 4. Also, (b) of Fig 4 shows that most
of the sensitivity values in the case of PES-CS are constant, at 100.

B

-

Oy
2

06 065 07 075 08 085 09
Traffic Load

[ =< general scheme propused PES-CS_|

Fig. 3. Blocking rate comparison of general scheme and proposed PES-CS

Fig. 4. (a) The total operation cost comparison, (b) The sensitivity comparison

5 Conclusion

In this paper, we proposed policy based Grid resource management architecture based
on existing PQRM and procedure in order to manage network resource and consider
QoS guaranteed by providing efficient network enforcement scheme based on this
architecture. For this policy enforcement scheme for the modified policy based Grid
resource management architecture, we developed a modified operation cost model
according to the network status information changed by guaranteed QoS. In addition,
using the bounded range of the sensitivity of this cost, we proposed a network status
decision algorithm, and developed policy decision criteria for policy enforcement in
Grid networks by providing an alternate path. As shown in the comparison of the cost
performance between our proposed scheme and conventional schemes, our scheme is
performed under a stable state. As well, in comparing the blocking rate between our
proposed scheme and conventional schemes, ours has good performance in terms of
blocking rate. Finally, by using the bounded range of the sensitivity of the total opera-
tion cost, our proposed scheme has a reducing effect of about 24% in terms of total
operation cost.
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Abstract. For the efficient development of Operation Support Systems
(OSSs), we propose a requirement definition method to help specifiers
create high quality specifications easily and quickly. A feature of the
method is that it uses requirement definition patterns based on common
knowledge. The patterns provide solutions to problems in the definition
process and help specifiers. We construct requirement definition patterns
for Element / Network Management Systems, such as a pattern with
effectiveness to unify sequence diagrams related to system behavior. The
method also includes a mechanism to help anyone to use the patterns
easily that is characterized in using roles in sequence diagrams. To verify
the effectiveness of our proposal, we use two case studies to show that
our method has reduced the time needed to create specifications, and
has improved their quality.

1 Introduction

Telecommunication service providers are using Operation Support Systems
(OSSs) to realize quick and appropriate provision of, for example, broadband
services. Recently, acute competition between providers has led to a demand for
a more effective way to develop OSSs. However, OSS development is becoming
more complex, costly and time consuming.

Therefore, many technologies are being studied with a view to improving
OSS development. For example, source code generation from models such as
the Model Driven Architecture (MDA) [1] is helping to improve implementa-
tion productivity. However, OSS development is not always improved even if
the implementation productivity is improved. This is because the required de-
velopment and the actual development might differ. If there is a difference, the
implementation is repeated. Additionally, research shows that incorrect, missing
and unclear requirement specifications lead to a post-process overrun in terms
of cost and time [2]. This implies that the overall improvement of OSS develop-
ment is not achieved solely by an improvement in implementation productivity.
Additionally, because the cost of rectifying errors in implementation corresponds

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 210-220, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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to 10-20 times the cost of rectifying errors in the requirement definition [3], it
is possible to improve the overall OSS development by improving requirement
definition. We therefore focus on improving the requirement definition process
in order to reduce the cost and time of OSS development.

We analyze the requirement definition process to enable us to improve it as
described below. In general, it is difficult to elicit complex requirement of OSSs
and create a requirement specification precisely. Consequently, an inexperienced
specifier creates low quality specifications that include errors, omissions and
lack of clarity. We believe that if the differences between knowledge possessed
by specifiers are reduced and every specifier has a high level of skill based on
that knowledge, the specifications will be of high quality. For that purpose, we
patternize some common knowledge used for creating specifications. Specifiers
refer to the patterns and can find certain solutions to problems in the requirement
definition phase.

Recently, software patterns have been used in various software development
phases, such as software design [4], and software architecture [5]. We apply such
patterns to the requirement definition phase. In fact, four patterns were intro-
duced in the requirement definition phase and their effectiveness was reported
[6]. Moreover, technologies for using patterns are required. For example, certain
development tools [7] have a function for defining patterns, and applying them to
design specifications or source codes. However, these tools don’t have functions
for the requirement definition patterns.

We propose a mechanism to facilitate pattern use in the requirement defini-
tion phases. The mechanism has functions to help specifiers select appropriate
patterns and use them unconsciously. A feature of the mechanism is the use of
roles in sequence diagrams. We aim to improve OSS development through the
requirement definition patterns and the related mechanism.

In this paper, we propose a requirement definition method that includes the
above patterns and mechanism. That is, a specifier of any skill level who uses
the method will be able to create high quality specifications easily and quickly.
First, we outline the problems related to the requirement definition phase. Then,
we detail a method for solving these problems by using patterns. After that, we
describe a mechanism that assists anyone to use the patterns easily. Finally, we
evaluate our proposed method using two case studies.

2 Problems of Requirement Definition

We describe the problems related to the requirement definition phase and why
requirement specifications are difficult to create.

If specifications include errors and these errors are discovered in later phases,
specifiers must rectify them. Moreover, if specifications are lacking, the specifiers
must redefine the requirement by returning to the requirement definition phase.
Essentially, rectifying and redefining are unnecessary and require extra cost and
time.
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In addition, even if there are no errors or omissions, there is another prob-
lem, namely, the specifications content differs depending on the specifier or the
development project. The differences related to the nature of the content, the
notation that is used, and the specifiers’ policy. These differences lead to the
specifications becoming unclear. Therefore, it may take another person a long
time to understand them and misunderstanding may occur. This also results in
additional cost and time.

To overcome these problems, we need a requirement definition method that
helps specifiers to avoid errors omissions and lack of clarity. Certain methods
have been developed to achieve these goals. For example, the standard content
that should be included has been defined [8]. In the Unified Process [9], a re-
quirement definition process is constructed, which includes procedures, roles,
and viewpoints. However, these methods are not employed by many software
development projects. We believe that one of the reasons for this is that they
are unsuitable for the developed OSS or the scale or the development project.
As a result, the proposed method must be customized by each project and so is
unlikely to be employed.

Therefore, we propose a method specified for OSSs of a particular domain, and
solve the problem posed by the general methods. That is, the method specified
for OSSs of a particular domain does not need to be customized according to the
project. In this paper, we focus on OSSs for element / network management.

To develop a method specified for the OSSs, we analyze a feature of the OSSs.
To achieve the objective of managing network elements (NE) such as equipment,
the OSSs must register the network element as a managed element. By neces-
sity, any management OSS has a function for registering elements. Similarly, to
achieve the objective of managing a network, the OSS also registers network el-
ements, such as equipments or other OSSs. And, this function is classified under
Telecommunications Management Network (TMN) in ITU-T [10] and is called
Configuration Management.

In consideration of the above-mentioned feature, we assume that there is
certain common knowledge available for defining the element / network man-
agement requirement. This knowledge provides what the specifiers should define
and how they should define it. Usually, specifiers obtain such knowledge through
experience of the requirement definition process. Therefore, this knowledge is dif-
ferent for each person and the results of requirement definition are therefore also
different.

In consequence, we believe that the different degrees of knowledge possessed
by the specifiers are a problem in terms of the requirement definition phase.

3 Overall Image of Proposed Method

We show the overall image of proposed method.
To reduce the difference between the specifiers’ knowledge levels, we employ
a method for sharing common knowledge. By sharing common knowledge,
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— It is possible to reduce knowledge-include differences between requirement
definition results. This implies that we can suppress any lack of clarity as
regards the specification.

— It is possible to enhance knowledge of immature specifiers. This implies that
errors and the omissions of specifications will be prevented and the time
needed to think about unknown topics will be reduced.

In order to share common knowledge, we patternize the knowledge used for
creating specifications. Generally, a pattern in software development is defined
as follows. “A software pattern is a solution to the problem that appears re-
peatedly in each phase of the software development”. In this work, we construct
requirement definition patterns based on common knowledge, and the patterns
provide specifiers with solutions to create specifications. Specifiers will share this
common knowledge by using patterns unconsciously.

Moreover, technologies are required that enable us to use patterns because it
is difficult to select appropriate patterns. So, we propose a mechanism designed
to help anyone select appropriate patterns and use them easily. If the mechanism
does not exist, specifiers cannot completely share common knowledge and there
are differences in pattern usage according to the specifiers’ skill.

In summary, our proposed method includes the following two features.

— The use of patterns based on common knowledge.
— A mechanism to help anyone select appropriate patterns and use them easily.

We detail our requirement definition process in section 4 and show our con-
structed patterns for element / network management in section 5. We describe
about the mechanism in section 6.

4 Defining Requirement Definition Process

First, we define the requirement definition process and artifacts created as a

result of that process. Note that there are two types of requirement, a functional

requirement and a nonfunctional requirement, and we do not deal with the latter.
Our requirement definition process demands the following artifacts:

(A) Business Flow

(B) Usecase Diagram
(C) Data Analysis Model
(D) Sequence Diagram

The artifacts are created in the following flows.

1. A business task flow is described as a Business Flow.

2. For the each business task in the business flow, the specifier extracts a func-
tion that operators operate. Then, a Usecase Diagram is described that ag-
gregates extracted usecases.

3. The specifier extracts OSS’s management data to achieve usecases and
input / output through a screen. Then, a Data Analysis Model is described
that aggregates extracted data.
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4. The specifier describes the behavior of the OSSs to realize each usecase as a
Sequence Diagram.

And, the relationships between the artifacts are as follows (Fig 1).

Usecase Sequence  Data Analysis
Business Flow Diagram Diagram Model

o> p{FET,
T>

\‘./

Fig. 1. Relationships between artifacts

It should be remembered that the specifier does not always create these dia-
grams with the above procedure. In addition, the diagrams are modified repeat-
edly after their creation and it is necessary to maintain their mutual consistency.

5 Patterns for Element / Network Management

We define the requirement definition patterns for element / network manage-
ment. As shown in section 3, we first patternize the common knowledge related
to creating specifications. Specifiers refer to the patterns and use them. Pattern
use means to share common knowledge unconsciously.

A pattern based on common knowledge includes a solution to a problem that
appears repeatedly while creating artifacts for the requirement definition phase.
An example of the solution is as follows. When a specifier encounters such prob-
lems as “How do I divide it?” “What structure is suitable?” “In what order
should I use them?”, a pattern provides a solution to the problem such as “This
is the size” “Connect A and B” “The order is 1234”. By obtaining these so-
lutions, the specifiers reduce the time they need to think about problems and
unify the specifications and know what should be done even if their skill level
is not high. As a result, using patterns helps specifiers to create high quality
specifications easily and quickly.

In addition, in this paper a pattern consists of a problem, a solution, an
explanation and effectiveness. The problem describes what specifiers will try
to do and the solution instructs the specifier as to how to solve the problem. For
the purpose of defining patterns, we investigate the requirement specifications
of six OSSs constructed in our division and construct 25 requirement definition
patterns.
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One of these patterns is as follows.

Problem. When an OSS registers certain management data to a database and
a NE, the OSS has a possibility of both registering it to a DB after a NE
and registering it to a NE after a DB. When both orders of registering to
a DB and a NE exist in the specification, the specification loses unity. If a
registering order is changed depending on diagrams, it is hard to understand
the semantics of the diagram

Solution. First, the OSS registers to the DB. Then, the OSS registers to the
NE.

Explanation. The order of access to the DB and access to the NE is inter-
changeable. The OSS can access either first but the order should not be
changed in the OSS. So, we decided that the DB access is first.

Effectiveness. The pattern unifies the order and eliminates the lack of semantic
clarity.

An example of a sequence diagram to which the pattern was applied is shown in

Fig. 2.
Registration | Client | | Server| | DB | | NE |
Equipment - —> Register (Equipment Name, Equipment ID)

Register (Hquipment Name)

Equipment| |Equipment

Configure',Equipment Name)
Name ID >

Fig. 2. Example of a sequence

We defined other patterns in relation to creating artifacts but the details
are omitted here. The patterns are also effective for such purpose as reducing
creation time, and unifying diagrams.

6 Mechanism for Facilitating Pattern Use

As described in section 3, we propose a mechanism to help anyone select appro-
priate patterns and use them easily. If the mechanism does not exist, there are
differences in pattern usage according to the specifiers’ skill. This mechanism is
an element of our proposed method.

In particular, we think sequence diagrams are more difficult to create because
they are more complex than other diagrams. Here, we propose the Join Point
concept, which is described in the next section, as a mechanism that facilitates
pattern use. Join Point is effective in the following ways.

— Join Points reveal what the specifier should do and think about in terms of
using patterns. So, Join Points help any specifier to create sequence diagrams
easily.

— Sequence diagrams that satisfy patterns can be created.
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6.1 Analysis of Sequence Diagrams

Figure 3 shows a sequence diagram describing “register equipment”.

First, we notice that the meaning is different although the same ” Equipment
ID” is used depending on the message. For example, “Equipment ID” in the
message “l. Register (Equipment Name, Equipment ID, IP Address)” means
data are input through a client. On the other hand, “Equipment ID” in message
2 indicates the search condition of the DB and “Equipment ID” in message 5
means the configuration data of the equipment.

|Client| |Server| | DB | | NE |

1. Register (Equipment Name, Equipment ID, IP Address)

" |2. Retrieve (Equigment ID)
3. Send (Equipment Name)

4. Register (Equipment Name, Equ{pment ID)

5. Configure (EqUipment ID)

6. Notify complgtion

e

Fig. 3. Example of “register equipment” sequence diagram

Therefore, we think that the management data in OSSs have various roles
in a sequence diagram. For example, a role in the message 1 is “User Input”,
the role in message 2 is “Search condition of DB”, the role in the message 5 is
“Configuration data for Equipment”. We think that such roles are common in
element / network management OSSs.

In the following section we detail the mechanism to help anyone to employ
the method by using such roles

6.2 Using Roles in Sequence Diagrams

The management data roles are common to all OSSs but each OSS has certain
differences. The differences consist of which management data have roles. Figure
4 shows an example. “Equipment ID” has a role of “Configuration data for
Equipment” in System A while “Equipment No” has the role in System B.

In other words, a sequence diagram means a relationship in which management
data have roles. We named the role “Join Point” and a specifier makes a new
diagram by changing the relationship.

The procedure is as follows. We extract the roles in sequence diagram as Join
Point in advance and define the notation and structure of sequence diagram
related to Join Point. Then, we use the Join Point to generate sequence diagrams.
For example, the role “Configuration data for Equipment” generates a message
whose name is “configure ( )” from Server to NE. At this time, the generated
messages in the diagrams are defined to satisfy the notations and structures
defined by patterns. That is, specifiers can use various words (e.g. configure, set,
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[a sequence diagram [a sequence diagram
of System A] of System B]
Server NE Server NE

5. Configure (Equipﬂ ent ID) 5. Configlire (Equippent No)

Configuration data C Equipment Configuration data |, .. S d »| Equipment
for Equipment ID for Equipment No

Role Role

Fig. 4. Differences in roles

register, increase) as “to configure equipments” but patterns define only the use
“configure”. Additionally, it concerns the word as well as the structure.

In addition, a sequence diagram is generated by not only a single Join Point
but also relationships between multiple Join Points. In a simple example, a
messages order is defined by the relationships. That is, when an OSS obtains
data from a DB, there are two Join Points “search condition of DB” and “taking
data from DB”. These Join Points have a relationship whereby “search condition
of DB” comes earlier than “taking data from DB”.

Additionally, these Join Points generate some elements of a sequence diagram
and a frame of sequence diagrams can be constructed by collecting them. The
frame is not a complete sequence diagram and has some blanks that mean it is
unknown which management data have roles in Join Points (Fig.5).

Join Point Serﬂ

search condition of DB ) Which management
..... »
[ ] |$ 1. Retrieve data?
[ taking data from DB ] 2. S¢

Fig. 5. An example of a frame

By associating management data with a Join Point, the management data
have roles in the Join Point and the blanks are filled. Then, the frame becomes
a complete sequence diagrams. That is, a sequence diagram is generated by
the relationship between Join Points and management data automatically after
associating management data with Join Points.

In consequence of this automatic generation, specifiers need not create dia-
grams and only have to associate. (Fig. 6)

Even if specifiers do not know OSSs well and are inexperienced, they can create
sequence diagrams satisfying patterns easily and quickly by using automatic
generation.

In summary, Join Points provide the following effectiveness.

— Specifiers do not have to select patterns because Join Points include them
in advance.
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A frame of
sequence diagrams|

Management Data 2 | ..o Jon Point J}¢— Management Data
of System A i Join Point of System B
* > Join Point J4]

I ¢

Automatic Automatic
fgoun comey generation generation

Fig. 6. Creating sequence diagrams by Join Point

— Join Points conceal the existence of sequence diagrams from specifiers be-
cause a sequence diagram is generated automatically.
— Sequence diagrams that satisfy patterns are generated.

As a result, specifiers can create sequence diagrams satisfying patterns easily
and quickly.

7 Case Study

Next, we evaluate our proposed method by applying it to the development of
two OSSs, specifically to make sequence diagrams by using Join Point. One of
the OSSs manages layer 2 networks and the other manages ATM networks. The
evaluation points are time reduction, quality of sequence diagrams such as unity,
and whether or not the method helps specifiers to make sequence diagrams.

Prior to the evaluation, we made a tool that generates sequence diagrams
by using Join Point. The tool is capable of reading relationships between man-
agement data and Join Point and generates sequence diagrams with an XML
Metadata Interchange (XMI) format.

7.1 Outline

We assume that two OSSs are developed by two specifiers who have the same
level skill and they create sequence diagrams related to the OSSs. Specifier A
uses our proposed method (patterns and Join Points) and specifier B uses the
conventional method to create the diagrams by himself. After both specifiers
finish the creation, we measure the time until the sequence diagrams are created
and their quality. Finally, we compare the time and quality, and consider whether
or not the proposed method help in the creation process.

The two specifiers create under two different conditions. One is to create new
diagrams related to OSS C. We call this case 1. The other is to change existing
diagrams to adapt to other OSS D. We call this case 2.

7.2 Result

In case 1, specifier A took 55 minutes to create five sequence diagrams while
specifier B took 93 minutes. In case 2, specifier A took 28 minutes while specifier
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B took 55 minutes. In both cases, specifier A created diagrams more quickly than
specifier B. Moreover, the quality of the sequence diagrams created by specifier
B was poorer than that of the diagrams created by specifier A in both cases.
This was because the words used in the diagrams were varied in some places.
For example, different words were used for the same meaning, such as “access to
NE” and “get from NE”. Additionally, the diagram structures were not uniform,
for example the order of messages was different in each diagram. The two case
studies revealed that our method reduced the time and improved the quality of
diagram creation.

In addition, we wanted to evaluate whether or not the method helps specifiers
to create sequence diagrams. In order to evaluate this, we considered the spec-
ifiers” impressions to be major indicators and we collected their comments. For
example, specifier A said that he could create and change diagrams by consid-
ering the management data that relate Join Points, and that the approach was
easier than the conventional method. This comment indicates that our method
helped him to create sequence diagrams.

Case Study 1 Case Study 2
Time (min) Quality Easy to create Time (min) Quality Easy to change
Proposed Method 55 Good Good 28 Good Good
Conventional Method 93 Average Average 55 Average Average

Fig. 7. Results of two case studies

According to these two case studies, we got a result our method reduces time
to create sequence diagrams and improves quality of them and helps specifiers.

8 Summary and Future Work

With a view to developing OSSs more efficiently, we proposed a requirement
definition method to help specifiers to create high quality specifications easily
and quickly. A feature of the method is its use of requirement definition pat-
terns based on common knowledge. The patterns provide solutions to problems
in the definition process and help specifiers. Additionally, our proposed method
includes a mechanism to assist anyone to create sequence diagrams easily, char-
acterized in using Join Points which indicate roles in sequence diagrams. When
specifiers use Join Points, they can know what they should do and think about
in terms of pattern use, and they can create sequence diagrams that satisfy the
patterns. We used two case studies to show that our method reduces the time
required to create specifications and improves their quality. A specifier that used
our proposed method commented that he was able to create specifications by
using patterns and the proposed mechanism. In the future, we will define exhaus-
tive patterns to create requirement specifications and verify their effectiveness.
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Abstract. Distributed fault management and event notification are essential in
Inter-AS Traffic Engineering (TE). In this paper we design and implement
distributed fault management for WBEM based inter-AS TE. We designed
DMTF Managed Object Format (MOF) based Managed Object (MO) for fault
management. Using the Event Model in standard Common Information Model
(CIM) in DMTF WBEM we implemented fault indication and SNMP trap
handling mechanisms in indication and SNMP providers accordingly on
OpenPegasus [1]. We extended existing providers with new SNMP provider
which is not supported by OpenPegasus WBEM, and SNMP manager
functionalities. The detailed design and implementation of SNMP, indication,
instance and other C++ based providers on OpenPegasus WBEM for inter-AS
TE are explained.

1 Introduction

Recently, traffic engineering has been increasingly emphasized in end-to-end QoS
guaranteed multimedia service provisioning in next generation Internet. MPLS can
provide efficient traffic engineering by configuration of Traffic Engineering - Label
Switched Path (TE_LSP) among MPLS Label Switched Routers (LSR) [2]. In
traditional IP network, the failure in link/node has been restored after long delay from
the fault occurrence by Link State Advertisement (LSA) of routing protocol, which is
notified by flooding mechanism among adjacent routers, where each router changes
routing table to by-pass the erroneous link or node. In MPLS network, unlike the
connectionless IP network, we can achieve the high restoration performance using
protection switching function that establishes backup LSP for working LSP
dynamically or explicitly.

In 1:1 or 1+1 path protection switching scheme, the backup path should be pre-
established to provide the fast protection switching performance. However, the
backup LSP for fast restoration is not used in normal traffic transmission until any

* This research was supported by the MIC, under the ITRC support program supervised by the
~1ITA.
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Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 221-231, 2006.
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LSP reduces the link utilization. The primary goals of fast restoration by fault
management function are (i) fast restoration of quality of service (QoS) guaranteed
differentiated path, and (ii) the guaranteed bandwidth of backup LSP at fault
occurrence.

In this paper, we design and implement distributed fault management in WBEM
based inter-AS TE for QoS guaranteed DiffServ-over-MPLS service provisioning.
We extend WBEM server with new functionality such as fault manager and SNMP
provider. SNMP provider includes SNMP trap handler module which receives SNMP
trap from the network device and fault manager to provide distributed fault
management in inter_domain DiffServ-over-MPLS network. We also propose the
design and implementation of MOF based MO for fault management in WBEM-based
inter-AS TE.

The rest of this paper is organized as follows. In section II, the related work on
WBEM-based CIM-MOF for fault management and SNMP trap notification are
briefly introduced. In section III the proposed functional architecture for WBEM-
based fault management is explained with fault protection and restoration schemes. In
section IV we explain detailed implementation of distributed fault mananagement in
WBEM-based inter-AS TE and the performance analysis. Finally, section V
concludes the paper.

2 Related Work

2.1 WBEM CIM-MOF for Fault Management

The DMTF has developed a core set of standards that makes up WBEM, which
includes the Common Information Model, CIM-XML, CIM Query Language, WBEM
Discovery using Service Location Protocol (SLP) and WBEM Universal Resource
Identifier (URI) mapping [3]. CIM Core Model has CIM Event Model, which
contains a mechanism to precisely identify the occurrence of the phenomenon of
interests. This model has been implemented in OpenPegasus, which is an Open
Source Software (OSS) implementation of the DMTF WBEM standard.

Fig.1 depicts OpenPegasus indication mechanism. Indication provider and
indication consumer should register on CIM server and CIM listener, respectively.
Then CIM client creates Subscription to CIM server which loads the Indication
provider. From this time, when an event occurs, the indication provider creates an
instance of the indication.

Then CIM Server checks the filters in order to determine which one allows it
through and finds those handlers which are interested in this event. The indication
consumer receives the information about indication from that handler.

The MOF for Indication hierarchy is shown in Fig. 2, and is used to describe the
type of events that can be detected. Here CIM_Indication is an abstract class and
serves as the base class for all Indication classes. This hierarchy is extensible, so new
classes can be added to capture vendor-specific properties and event types. In this
hierarchy the subclasses denote the occurrence of an action on an instance, on a class
definition and a phenomenon of interests.
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Fig. 1. The fault indication mechanism
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Fig. 2. MOF for fault indication
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An indication filter can contain condition or property list of fault notifications to
sort indications and if created indication is not satisfied by the any filters, it can not be
delivered, and just deleted. If indication filter does not have any query or condition to
sort indications, every indication will be delivered to all handlers which are
subscribed with that Filter. The format of this query in the filter depends on the
language chosen to express it. OpenPegasus supports Web Query Language (WQL)
and CIM Query Language (CQL).

Table 1. MPLS Traps

# Trap

Alarm Description

LdpSessionUp LDP session up between <LdpEntityLdpld> <LdpEntityIndex>
<LdpPeerLdpld>

LdpSessionDown LDP session down between <LdpEntityLdpld>
<LdpEntitylndex> <LdpPeerLdpld>

VrflfUp Interface <ifIndex> associated with VRF <VpnVrfName> is up

VrflfDown Interface <ifIndex> associated with VRF <VpnVrfName> is
down

TunnelUp Tunnel <Tunnellndex> up

TunnelDown Tunnel <Tunnellndex> down

TunnelRerouted

Tunnel <Tunnellndex> rerouted
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2.2 SNMP Trap Notification

A SNMP trap [4] is basically asynchronous notification set from an SNMP agent to a
network management system. Like other messages in SNMP, traps are sent using
UDP. A trap is a bundle of data that’s defined by a managed information base (MIB).
Trap falls into two categories: generic and enterprise-specific. We are more interested
on MPLS layer specific traps supported by Cisco routers, as shown in Table 1.

3 Architecture of WBEM-Based Fault Management
3.1 WBEM Based Distributed Fault Management Functional Architecture

Fig.3 depicts WBEM based distributed fault management architecture for inter-AS
TE. In addition to traditional WBEM main components [5], there are several new
extended modules such as Fault Manager. SNMP provider is used for fault
management. The upper part of Fig.4 is WBEM Server (i.e., NMS) and lower side is a
real network element (NE) that includes nodes such as IP/MPLS router.

WBEM/CIM Server

Inter-domain
Fault Restoration

1
Inter-AS QoS Provider :

Method Association

S Provider Provider

Indication
Provider

Classifier

Instance Provider |

CIM Client

[ L CIM Client (CIM-XML |

] T\\ [ SNMP Provider |

| J

[ | SNMP Trap Handler | | SNMP Manager |
|

|

| Net-SNMP |

| S s e Mo

NE NE NE Element |

Fig. 3. Functional architecture of WBEM-based distributed fault management

WBEM Server has three components. SNMP provider, which includes SNMP trap
handler to receive SNMP traps from SNMP agent supported network devices, and
then sends that trap to fault manager. Fault Manager, upon receiving trap, classifies
the fault, and logs to file or displays it. According to fault type it invokes local or
ingress NMS’s method provider, which includes fault restoration and fault correction
functions. According to the configuration of fault management strategy, NMS
redirects the user packet flow through the backup LSP.
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The proposed WBEM-based distributed fault management system is basically
designed for inter domain MPLS networks, but also includes intra domain fault
management functions. Since we are considering inter-AS TE, distributed fault
restoration schemes (i.e., path restoration) are used.

When there is any link/node/path failure, SNMP trap handler receives the trap from
the network device. Using CIM-XML, it relays the trap to the Fault manager module,
which in turn identifies trap, classifies the failure and generates the corresponding
indication instance. Indication provider in the fault manager checks the content and
creates necessary indication instance. Once the corresponding indication instance is
created, it is subjected to process by the filters. The filters are classifying the faults,
i.e. acting as a classifier. Based on the scope of the faults (fault classification and fault
notification), the faults will be delivered to the corresponding handlers. Faults with
respect to the intra-domain are locally handled and if fault requires end-to-end path
restoration in inter-domain network, it should be delivered to the ingress NMS. Once
fault is received by the CIM Server from remote fault manager, appropriate fault
restoration method from inter-AS QoS provider is invoked.

3.2 CIM MOF-Based MO Design for Fault Management

Fig.4 shows the important CIM classes and associations designed for distributed fault
management in inter-domain traffic engineering.
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Classes with CIM prefix are supported by DMTF CIM, and CIM classes with QoS
prefix are newly designed MOF-based extensions for fault management in inter
domain networks. Most of the classes related to MPLS TE are derived from
CIM_EnabledLogicalElement and they have RequestStateChange() method. For
example, when MPLSTunnel down trap is received by the SNMP Trap handler, the
association class CIM_MPLSCurrenltyAssignedLSP (shown in Fig.4) is enumerated
to find the associated CIM_MPLSLSPs in that CIM_MPLSTunnel MO. The MO state
is changed to reflect the current status update. Based on the trap location and severity,
the fault manager notifies the trap to remote NMS InterASQoSProvider, where the
MPLSTunnel is originated. When the recovery is done for MOs, the notification for
recovery will also be sent to the concerned providers.

For each MPLS LSP, we can specify protection path option according to the
protection requirement of differentiated user traffic, such as 1:1, 1:N, M:N. The
backup LSP is defined by CIM_MPLSBackupLSP, which associates
CIM_MPLSTunnel and CIM_MPLSLSP. During Service level agreement between
the providers, the fault restoration method has also been negotiated and the backup
path has been configured. The backup LSP from ingress NMS to egress NMS is
usually specified to be SRLG (Shared Risk Link Group) — disjoint for the working
LSP.
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Fig. 5. DMTF CIM based MOF classes of MPLS OAM services

The fault management service is defined in QoS_InterASNet_FMSrv class (shown
in Fig.5.), and it has the external methods for notifying the faults/recovery on
managed objects. QoS_OAMService MOF has been designed for fault manage-
ment. The QoS_interASNet_PMSrv is used to configure the start and stop of
performance monitoring operation, and the collection of results statistics. The
QoS_interASNet_FMSrv is used to configure the fault & alarm notification functions
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for abnormal conditions on the established inter-AS TE-LSPs and also for fault
restoration. The QoS _interASNet_CMSrv is used to AS connection establishment and
gather traffic engineering information. Moreover QoS_OAMPolicy and
QoS_OAMController classes were designed to define OAM policy for distributed
fault management. All the classes are inherited from QoS_OAMService class.

The CIM_IPProtocolEndpoint MOs are associated with the link and the router’s
interfaces. For each router, which can be QoS_ASBRouter MOF (shown in Fig.6), it
should have specific identification ID attached. This ID can be used as
ingressLSRID/egressLSR 1D in the MPLS Tunnels. QoS_ASBRouter contains
CIM_DeviceConnectivity_Collection and CIM_IPConnetivitySubnet MOFs which are
defined by the CIM_HostedCollection. These associations and collection classes
represent the necessary MOs for link, node and MPLS TE_LSP, which are used in
fault management.
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Fig. 6. DMTF CIM based MOF classes of physical node/link

3.3 Fault Restoration Procedure

Fault restoration procedure consists of three steps: fault detection step, fault
notification step and fault restoration step. Fault detection is performed by physical
layer detection capabilities such as Network Interface Card (NIC), MPLS signaling
such as constraint based label distribution protocol (CR-LDP) and resource
reservation protocol with traffic extensions (RSVP-TE) [8], and MPLS Operations,
Administration, and Maintenance (OAM) functions [9].
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Fault notification message using the SNMP for accurate fault localization and
diagnostics can be received from various network nodes such as router when NMS
receives SNMP trap message. However, as SNMP notification is UDP based
protocol, fault monitoring system may not receive all fault notification messages
correctly, and may not be accurate.

Fig.7 shows root cause graph in fault correlation. In this figure, we classified fault
occurrence's causes into three categories such as physical layer failure, MPLS layer
failure, and virtual private network (VPN) layer failure. The shaded box in this figure
is SNMP trap information and the others are known from each MOs. In fault
localization module, basically we used trap messages for finding upper side of failure.
For example, if path failure trap in MPLS layer is occurred, we continually analyze
whether its MO of upper layer is failure and then we have confidence of root cause of
failure.

Fig.8 shows the sequence diagram of an MPLS TE-LSP restoration. Physical layer
fault recovery is also implemented in the same manner. When SNMP handler obtains
SNMP trap from network device, it redirects this trap to fault manager’s indication
provider. Then indication provider creates instance of that trap and is redirected to
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Fig. 8. Sequence diagram of MPLS TE LSP restoration
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classifier function, which classifies fault type. According to fault type, it redirects to
one of the registered handlers based on filters. Classifier checks two kind of
parameters such as fault scope (intra domain or inter domain), and also type of fault
(physical or MPLS layer). In the case of physical layer fault QoS_ASBRouter MO can
be used to obtain working MPLS tunnel and accordingly failed LSP ID. In the second
case, CIM_MPLSLSP MO can be used.

As mentioned earlier, handler invokes appropriate method of CIMOM method
provider, which stores faults. Currently, four methods are used in fault re-
storation: NotifylnterDomainFaultindication(), NotifylntraDomainFaultIndication(),
NotifyInterDomainFaultRecovery(), and NotifylntraDomainFaultRecovery().

4 Implementation of Distributed Fault Management in
WBEM-Based Inter-AS TE

We are currently implementing WBEM Server using OpenPegasus WBEM open
source code in Linux platform, the MOF instances are implemented using C++. For
the SNMP manager, we use Net-SNMP [6].

4.1 Fault Manager Implementation

The NMS of each domain is equipped with WBEM server and client functions for
inter-AS traffic engineering. When fault manager module calls fault restoration
function according to occurred fault (from local or remote NMS), it uses CIM-Client
interface. The fault management operations of fault manager module for intra-AS
traffic engineering are not open to other NMSs, but can be co-located with inter-AS
traffic engineering modules.

In this implementation the MOFs are implemented in C++ objects, and are
supported by instance providers. Currently we have implemented simple indication
provider for fault manager module to handle and process the faults, and
modified existing method provider by adding extrinsic functions, such as
NotifylnterDomainFaultIndication() or NotifyIntraDomainFaultRecovery(), which are
used for fault restoration.

4.2 SNMP Provider and SNMP Trap Handler Implementations

Since OpenPegasus does not support SNMP manager/agent model yet, SNMP
Provider has been implemented based on Net-SNMP open source module, by
integrating it to the WBEM architecture. When instance provider calls SNMP
manager, SNMP provider acts as server, and using simple method provider interface
it provides corresponding functionality to get information from SNMP Agent. While
sending information/trap to inter-AS QoS provider or fault manager, it acts as client.
When SNMP trap handler receives trap message from SNMP agent, it triggers fault
manager by invoking notifyTrap() method of indication provider.

4.3 Performance Evaluations on Trap Handling

Currently we are implementing the proposed and designed distributed fault
management for WBEM-based inter-AS TE. Initial analysis shows that, the trap
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message will be delivered within 10-15 msec from SNMP trap handler to
fault manager. Then the fault manager immediately generates indication and
sends it to appropriate server by calling NotifylnterDomainFaultIndication() or
NotifylntraDomainFaultIndication() functions according to fault scope. With the help
of filters and handlers, the local notification of the indication takes 60-80 msec, and in
the case of remote CIM Server it takes 350-400 msec.

@ min boundary @ max boundary

Time [ms]
()
o
o

From SNMP to FM  Delivery to local  Delivery to remote Activation of
NMS NMS backup path

Fig. 9. Performance results

Notification about fault will be simultaneously delivered to the consumer also
within 60-80 msec, and it prints out some log data (Fig. 9). Since the backup path is
pre-configured, the end-to-end fault restoration does not take much time. The ingress
NMS has backup pathinformation and it reconfigures the end-to-end path. As a result,
we expected that the MPLS TE_LSP restoration will be completed within 1 sec.

5 Conclusion

In this paper we proposed design and implementation of distributed fault management
for WBEM-based Inter-AS Traffic Engineering for QoS guaranteed DiffServ-over-
MPLS using existing CIM MOFs with hierarchical inheritance. QoS_OAMService
MOF, which designed for interASNET OAM functions, has been extended with fault
management functionalities. We also extended existing providers with SNMP
Provider, which is not supported by OpenPegasus and NET-SNMP has been
integrated into WBEM Fault Management. Also the detailed interaction scenario
among NMSs with WBEM server and client function of different AS domain
networks for fault management have been designed. Currently we are implementing
the proposed distributed fault management based OpenPegasus WBEM source code
and Net-SNMP open source tool. From initial stage performance analysis, it takes less
then 1 sec to detect, notify and restore the occurred fault.

Our future plan is to the integrate proposed distributed fault management with
Service Level Agreement and improve the performance.
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Abstract. Web Services and Service-Oriented Architecture (SOA) has
been playing an important role as a middleware for interoperable trans-
actions such as Business-to-Business and Enterprise Application Integra-
tion. Popular Web Services frameworks, such as Apache Axis, did not
consider the Quality of Service (QoS), though these aspects are high
demands in practice. In this paper, we present a framework support-
ing QoS built on the top of Axis. The framework is transparent with
developers on both client and server side, and supports QoS including
performance, accessibility, reliability, and security for SOA-based trans-
actions. The design and implementation of our framework provide an
easily integrated and flexibly extended approach to SOA-based applica-
tions. The key features and implementation methodology are described,
with scenarios provided as usage examples of the framework.

1 Introduction

Service-Oriented Architecture (SOA) is the new trend in distributed systems
aiming at building loosely-coupled systems that are extendible, flexible and fit
well with existing legacy systems [1] [2]. SOA is based on Web Services frame-
work, which intends to provide a standards-based realization of the service-
oriented computing (SOC) paradigm. The real value of SOA is the ability to
automate large-scale business processes, mixing a variety of technologies. SOA
is based on Web Services technology and Web Services technology is based on
XML; therefore, it is possible for any platform and programming language to
build applications using Web Services. These features of Web Services technol-
ogy can solve the weaknesses of other distributed technologies such as language
and platform dependence, inflexibility, disruption to existing interfaces of old
systems [3].

In the SOA-based approach, each system specifies the interoperability with
others for the integration and machine-to-machine interactions. The transactions
of interoperability are created as services using Web Services/SOAP interface [6].
Services can be published for integration communications thanks to UDDI spec-
ification. Each system, depending on particular business rules, might communi-
cate with other systems by requesting services via SOAP/HTTP transactions.

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 232-241, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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In general, SOA approach gains the flexibility and scalability, extensibility as
well as trust and security in interoperability.

Although SOA supplies an architecture for software interoperability in effec-
tive manner, there are many challenges that need to be investigated to develop
the infrastructure for such an architecture. One of the challenges is Quality
of Service (QoS) for SOA-based transactions. Normally, developers use a Web
Services framework to build SOA-based applications since such frameworks sup-
ply simple approach for creating, deploying as well as consuming Web Services.
However, most Web Services frameworks have not been considered the aspects of
QoS; therefore, it is very difficult for developers when considering these aspects
in their applications. In this work, two aspects of QoS in SOA-based transactions
are considered: reliability and security.

In our point of view, to support QoS in SOA-based applications, a framework
for service management is needed. A common framework identifies specific func-
tions that need to be addressed in order to achieve decentralized interoperability.
The aim of this research is to build a framework that supports QoS for SOA-
based applications. The proposed framework supports both client side and server
side and is designed in extensible and flexible manner based on open standards
supporting Web Services transactions. Developers could use the framework by
transparently configuring framework mechanisms and could manage services on
concrete scenarios.

The rest of this paper is organized as follows. We present the design of modules
in the framework in section 2. In section 3, the implementation of the framework
is detailed. Section 4 gives the evaluation and shows how the framework can be
used by giving some real scenarios using our framework. We conclude the paper
and specify future work in section 5.

2 The Design of the Framework

2.1 Goals

Recently, there are a number of Web Services frameworks but they were not con-
sidered QoS. For instance, Apache Axis framework [4] only provides the way for
constructing SOAP processors such as clients, servers, gateways. GLUE frame-
work offers a more simple invocation model by generating an interface automat-
ically and providing it remotely, i.e. only supports client side [11]. Asynchronous
Invocation Framework [15], which is built on top of Axis and provides asynchro-
nous invocation on client side without using asynchronous message protocols,
or Web Services Invocation Framework (WSIF) [12] support only on client side
and did not consider QoS for transactions. Therefore, the goal of this work is to
propose a framework that supports QoS properties for SOA-based transactions.
The main aim of our proposed framework is that the transactions of services
are guaranteed the reliability and security. The aspects are transparent with
application layer; thus, Web Services applications built on this framework are
guaranteed the reliability and security without considering these aspects in ap-
plication code. In reliability aspect, the framework deals with the problems such
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as system or network failures in transactions of the architecture and resolves
the problems by managing and recovering failed long-running transactions. In
the view of security, data transferred within the framework are guaranteed the
integrity, confidential, and non-repudiation. Access control of services is also
considered via authentication mechanism. Besides, the proposed framework also
aims to resolve the following issues such as: providing the better performance
of Web Services applications, giving simple and flexible usage on client side and
server side, and supporting for multiple Web Services implementations.

Moreover, a framework design should support the heterogeneity of services,
infrastructures, and protocols, as this is the main design goal of Web Services.
And as the technology continues to evolve, a number of specifications are being
proposed to address the areas necessary to support Web Services. Therefore, the
design of framework should provide the extensibility, which is important feature
of a framework for extending additional functions in future.

2.2 Modules

Figure 1 shows the structure of our proposed model for the framework. There
are three main blocks in this framework: interoperability control, security control
and reliability control. The purpose of interoperability control is to create SOAP
message based on service description and business rules. The SOAP message is
transferred to security control module if a secure exchange of message is required;
otherwise, the message will be transferred to reliability control module. Since the
interoperability control is supported by most popular Web Services frameworks
such as Axis or WSIF, our design does not investigate on this module. The fol-
lowing subsections present the detailed design of security and reliability modules
in our framework.

XEMACA Application server!
Service provider

Fublic Serrice [ SOAP FOAF
TENtRT THARE

Service calling
module

Fig. 1. The structure of the framework
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Security Module. A Web application needs to be defended with a number of
threats. In this work, the framework is built for Web Services transactions which
use SOAP message protocol working over the HTTP protocol. Supposing that
HTTP relies on a secure network (i.e. the network is guaranteed the security
in the perimeter, network, host layer), this work focuses on security challenges
of application layer in interoperable transactions in SOA infrastructure. In this
case, SOAP messages need to be protected to ensure a high degree of confidential
and integrity.

In this framework, a security model that combines of XKMS [7], XML En-
cryption [8] and XML signature [9] has been proposed for transactions in SOA.
This model follows WS-Security [10] by using credentials in SOAP message with
XML Encryption and XML Signature. In this model, XKMS is used as a pro-
tocol for public key distribution center. The XKMS host plays the role as a CA
in interoperable transactions to distribute and to check the trust of public key
in XML signature and as a key distribution center for public key cryptography
using XML Encryption.

Since using XKMS, which is similar to Public Key Infrastructure, each par-
ticipant in this model must have key pair (public and private key) and register
the public key to a XKMS server. Thus, data transferred in this model inher-
its authentication, data integrity and non-repudiation of PKI architecture and
XML signature. It also supplies confidential thanks to XML Encryption. XML
information of transactions stored in each system is used to check after transac-
tions, warrantee auditing of security policy. This model fulfills the requirement
of Web Services interoperability in SOA architecture.

Reliability Module. Reliability is one of the important QoS properties for
Web Services transactions. This module deals with the problems of failed Web
Services requests over time, duplicated request, and the ordered delivery of mes-
sages. Since Web Services transactions are transferred normally on HT'TP, which
provides only best-effort delivery, it is necessary to consider reliability in SOAP
message transactions. The structure of SOAP message offers the way to fulfill re-
liability by describing additional information and inserting it to SOAP message
headers. Although WS-Reliability [5] (former version is WS-ReliableMessaging)
is the specification proposed to guarantee the reliability of SOAP message deliv-
ery, it is much sophisticated for deployment. More, these specifications did not
provide solutions to incorporate with other properties of QoS such as security,
accessibility and performance. In this framework, reliability module is designed
on the basic of the Messaging Model [5].

Based on this model, additional fields are added to SOAP message headers
in our framework. On client side, these fields are embedded into the request
message before sending to Web Services provider:

MessagelD: used to identify the request message to avoid the duplication request.

Sequence Number: used in the case of re-sending an invocation which has been
failed before
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Time-to-live: time within which the client program should receive an acknowl-
edgment or result from the server provider from invoking a request.

This module also provides asynchronous invocation for client application for
better performance and loose coupling, i.e. the client should not depend on the
processing times of the Web Services. To provide these properties, this mod-
ule will be implemented in multi-thread model for communicating reliably with
server. When timeout event happen without receiving expected response, this
module re-invokes the request until the result is received.

On server side, upon receiving the request message, the module extracts Re-
liability fields (MessageID and Sequence Number) to check for duplication. The
fault message is sent back to client if the request is duplicated, otherwise, the
module dispatches SOAP message to an appropriate handler for invoking the
requested service, starts its timer. The module sends back data to appropri-
ate module when receiving result from requested service or timeout event from
timer. Fields for managing reliability are also added to headers of the response
message before sending back to another module for returning result to the client.

Additional Properties. In the context of Web Services, in addition to security
and reliability which are solved by proposed modules, performance, accessibility,
availability and integrity are other properties of Web Services needed to be inves-
tigated. Integrity property is gained in security module where data transferred is
guaranteed the confidential, integrity and non-repudiation. Our proposed frame-
work supports monitoring mechanism, therefore, it allows for a weak control of
availability by checking times of unavailability and long response in monitoring
log. Performance is an important QoS property in Web Services. Performance
is influenced by client and server processing times and network latency. In this
framework, more processing time is required in modules, therefore, we apply the
multi-thread and thread pooling paradigm to reduce overhead in transactions.

3 The Implementation of the Framework

3.1 Implementation Methodology

To build a framework for Web Services from scratch is a huge work and is
not the main aim of this research. Our implementation focuses on the QoS as
mentioned, therefore, the implementation should be built on top of a general
framework. For that purpose, we choose the popular Apache Axis framework for
extending additional functions to support QoS properties as designed.

Apache Axis is a distributed computing framework, much like CORBA,
DCOM, RMI, for Web Services. Axis shields Web Services developers from the
details of dealing with SOAP and WSDL. Developers could use Axis on the
server side to write service and deploy (using tools in the framework) it as a
web application on a web server; also, developers could use Axis on the client
side to consume Web services by using simple APIs. Based on the architecture
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of Axis, our proposed framework is implemented by extending the Axis both on
client and server side to gain the intended properties of QoS. Since Axis is built
on Java, it could be used in multiple platforms thanks to this property of Java
language.

< <instantiate » >

AxisClient tlientjosHander | -
L Seeurity
Reliabilty <<ipbarface> >

—=#» ClientHandler

%3

centafams>

Runnable

Fig. 2. The framework on client side

3.2 The Implementation of the Framework on Client Side

In Axis framework on client side, data after processed into SOAP messages is
dispatched to class AxisClient to invoke a service request via Handlers in Axis.
In our framework, some classes are added to the Axis framework on client side in
order to control the quality of service for Web Services transactions. The figure
2 shows the relationship of the implementation.

The aim of class ClientQoSHandler is to handle the quality of services for
the proposed framework on client side. When receiving message from AxisClient
class, this class instantiates the class Security, which handles security module,
and class Reliability, which handles reliability module and performance for client
side of the framework. The ClientQoSHandler invokes security module to encrypt
and sign the SOAP message for the invocation. The algorithm for encrypting
and signing is loaded from a configuration file which is exchanged by partners in
advanced. The message returned from security model is dispatched to Reliability
class. This class implements the Runnable interface and associates handler object
to process the result back to the client thread.

3.3 The Implementation of the Framework on Server Side

On server side, our framework also is implemented on the top of popular Axis
framework. In this implementation, MessageContext received from AxisServer is
dispatched to ServerQoSHandler which is responsible for handling the aspects
of quality of service on server side within the framework. The figure 3 shows the
relationship of modules in the customized framework.
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Fig. 3. The framework on server side

The functionalities of additional modules on server side are similar to those
on client side. Security module handles MessageContext dispatched from Server-
QoSHandler to de-encapsulate (validates the signature and decrypts SOAP mes-
sage according to designed security model). Reliability module interacts with
Handlers on server side. This module implements Runnable interface and be
responsible for performance considerations as showed in the following section.
Besides, the framework on server side implements a QoSMonitor module to mon-
itor Web Services execution and performance.

3.4 Performance Considerations

To reduce the overhead in the framework, multi-thread and thread pooling mech-
anism is used in implementation both on client and server side.

On client side, multi-thread technique provides an asynchronous invocation
so that the framework can improve performance since the client could resume
its work after sending an invocation.

On server side, on receiving a request, the request message is dispatched to
the QoS Handler before invoking the appropriate remote object; new thread is
instantiated to process QoS properties as designed. The multi-thread mechanism
can be used in order to process concurrent invocations, however, it also incur
more overhead due to instantiating the threads. Thread pooling technique [15]
can be used to reduce this overhead. In this technique, threads are shared in a
pool, when needing the handlers can get a thread-worker from the pool and then
release a thread back into the pool when finishing. The pool eagerly acquires a
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Fig. 4. Thread pooling used in the framework

pre-defined number of workers. If the demand exceeds the available resources,
the pool would instantiate more resources to execute. Figure 4 shows thread
pooling model used in the framework.

4 The Evaluation of the Framework and Case Studies

In the context of security, the framework provides the authentication, integrity
and non-repudiation for transactions thanks to that data is signed using XML
Signature and keys are certified by XKMS system. The confidential of data
is also ensured by XML Encryption. In this framework, various cryptography
algorithms can be used by editing configuration files, without rebuilding the
framework.

In the context of reliability, the framework provides fault-tolerant for trans-
actions in SOA-based applications. The framework on client side could monitor
requests, and guarantee that any requests receives appropriate response mes-
sage, otherwise, it tries to re-send requests or report the fault for system re-
covery. Fields added into reliability headers in SOAP headers make sure that
messages are transacted in a reliable environment. Reliability module also pro-
vides asynchronous invocation for client application for better performance and
loose coupling, i.e. the client should not depend on the processing times of the
Web Services.

Since our framework is built on top of Axis framework, we can use all functions
of Axis. Axis framework is implemented in Java language; therefore, it can run
in any application server supporting Java. Developers could use APIs of the
framework on both client and server side in the similar way to Axis (see [4] for
detail).

To demonstrate the use of our framework in practice, we have developed a
number of scenarios. For example, a two-tier transactions application in Inter-
net banking transactions has been developed using our framework. Once using
the framework for Web Services applications, transactions transferred among
the Internet banking systems are guaranteed QoS properties provided by the
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framework. A long-running transactions application scenario has also consid-
ered and built based on our framework. In this scenario, security is guaranteed in
message-level and can be configured in a file without customizing the framework.
The properties of security such as integrity, confidential and non-repudiation are
guaranteed in transitive manner through point-to-point transactions between
each two contiguous systems. Reliability of transactions is also guaranteed in
point-to-point manner in a long-running transaction. The framework provides
asynchronous invocation on client side; therefore the performance penalty of such
a long-running transaction could be reduced. Clients can significantly resume
faster its work when transaction is dispatched to a next system. Multi-thread
and thread pooling mechanism on server side of the framework offers the better
performance for Web Services transaction processing. Readers can refer [14] for
more details.

5 Conclusion and Future Work

This work proposes a framework supporting QoS for Web Services transactions
in SOA infrastructure. The transactions in SOA-based applications built on top
of this framework are guaranteed the security and reliability without caring of
application developers. In addition, the framework on client side is designed
and implemented in multi-thread mechanism so that a client can significantly
resume faster its work, therefore, the performance penalty of Web Service can
be reduced, especially in long-transaction Web Services applications. On server
side, the properties of availability and performance are also reached by using
thread pooling technique. The implementation of the framework is based on top
of popular Axis framework, thus, the framework automatically inherits Axis’s
heterogeneity regarding communication protocols and back-ends of Web Ser-
vices.

Providing end-to-end QoS in a heterogeneous, potentially cross-organizational
SOA is a particular challenge and still needs to be investigated. In the future,
we will investigate on QoS for SOA-based applications both on qualitative and
quantitative. We will refine and evaluate QoS properties in particular application
areas so that these aspects can be applied in real world SOA-based applications.
QoS negotiation and agreement, contracts, composition of QoS requirements and
appropriate evaluations will be also considered in future work.
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Abstract. IETF's NETCONF WG has taken efforts in standardizing
configuration management protocol, which allows high interoperability of
configuration management. In addition to interoperability, high performance is
also required in configuration management, but many researches have often
discarded the performance aspect of it. In order to fill that void, this paper
proposes methods to improve performance with layers of NETCONF. It
demonstrates and compares the performance evaluations to verify the efficiency
of the proposed methods. This evaluation can be used as a guideline to
effectively implement NETCONF. Moreover, it also demonstrates the process
of performance evaluation of configuration management.

1 Introduction

The network configuration management sets up operation values of devices that
constitute the network and collects and analyzes the values. For example, it sets up
routing parameters of routers or security values of firewalls and monitors the values.
A centralized server manages various remote devices for configuration management,
which is essential on current networks. IETF has proposed the Network Configuration
(NETCONF) [1] standard for configuration management of remote devices. The
NETCONEF standard [2] assumes that the current network is composed of various
devices from diverse vendors. These standards can formulate the remote configuration
management more effectively.

Along with interoperability, the efficiency of configuration management is an
important factor to consider. Since the configuration management is carried out
against many devices, the efficiency is required thus more. For instance, when
monitoring the values of many devices, an efficient process is mandatory to achieve
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correct values. Moreover, fast configuration management is essential to avoid
causing distress in networks when modifying operation values of devices. The
NETCONTF standard has been explored for functional requirements in various ways,
whereas there is little discussion on the efficiency issue. So far, the performance
enhancement methods for configuration management using NETCONF have yet to be
proposed in any literature. Furthermore, NETCONF performance evaluation result
and its analysis, along with the methods for efficient use of NETCONF have not been
discussed, while existing technical reports on NETCONF implementation do not
report on its performance.

This paper proposes several methods that improve NETCONF protocol
performance. NETCONF can be conceptually partitioned into four layers by its
functions. This paper considers three core layers that have a great effect on
NETCONF performance; the application protocol layer, the RPC layer and the
operations layer. These three layers are used to propose methods to improve
performance in each layer and the performance is evaluated to verify the effect of the
methods. The proposed methods include the ones that follow the original NETCONF
standards, as well as the ones that do not. In addition, since the method of
approaching by layers is applied, these methods can be adopted to various
configuration environments.

To achieve statistical significance, we have measured the response time, network
usages, and computer resource usages of each layer. Our methods manage smallest
network usages to reduce the response time and the load on network, which produces
rapid configuration management. Furthermore, computing resource usages are
reduced to enable the manager system to manage many devices, and the NETCONF
agent system to apply to the embedded devices.

The remainder of this paper is organized as follows. Section 2 introduces
NETCONF implementations and research of network management performance.
Section 3 presents the testing environment and architecture of XCMS used for the
test. Section 4 presents the performance evaluation results of transport protocol layer.
Section 5 presents the performance evaluation results of RPC protocol layer. Section
6 presents the performance evaluation results of operations layer. Finally, we
summarize our work and discuss future work in section 7.

2 Related Work

In this section, we present implementations of XML-based network configuration
management using NETCONF by various earlier works. We also present related work
on network management performance.

2.1 Implementations of NETCONF

The NETCONF standard is an early stage that does not have many implementations
yet. This section briefly introduces a system that is implemented by our previous
work and an open source project called EnSuite [7].
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In our previous work, we have developed an XML-based configuration
management system, XCMS [8], which implemented the first internet draft of IETF
NETCONF for IP network devices. XCMS used the XPath [8], which has been
standardized since the fourth draft and SOAP over HTTP [3] as a transport
mechanism. XCMS supports the latest internet draft of IETF NETCONF protocol [2]
as well as three transport protocols; SOAP over HTTP [3], BEEP [5] and SSH [4]. In
XCMS, a centralized manager controls the configuration information of network
devices equipped with NETCONF agents. XCMS can manage configuration
information of diverse devices depending on the proprietary operating systems of the
vendors.

EnSuite [7] is a network management platform prototype based on NETCONF
and is an open source project from LORIA-INRIA in France. LORIA-INRIA had
developed a NETCONF agent called YENCA, in their previous work. YENCA was
implemented by C language but had limited functions. LORIA-INRIA then
developed a new configuration management system, EnSuite, which has improved
upon its functions and architecture. EnSuite consists of a NETCONF web-based
manager, a NETCONF agent and a set of extension modules that are implemented
in Python.

2.2 Research on Network Management Performance

This section discusses research work that focus on the performance of network
management using XML technologies.

Aiko Pras et al have presented Web Services for management on the performance
differences between SNMP and Web Services-based management [13]. To compare
their performances, they investigated bandwidth usage, CPU time, memory
requirements, and round trip delay. To conduct the tests, they implemented several
Web Services-based prototypes and compared their performance to various SNMP
agents. These tests showed that there is a significant difference in the bandwidth
requirements of SNMP and Web services. They concluded that SNMP is more
efficient for cases where only a single object is retrieved although Web Services-
based management is more efficient for larger number of objects. Thus, Web
Services-based management is more suitable for large scale networks.

Another interesting study on the performance of network management has been
conducted by Apostolos E. Nikolaidis et al [12]. This study mentions that the
Universal Plug and Play (UPnP) protocol undertakes the Lan configuration and
management. Due to relatively high bandwidth and the limited number of devices in
this paper, the traffic issues are of secondary importance. They examined the
unnecessary management traffic volume that may occur due to the verbose nature of
XML technology, used by the protocol. Their solution exploits some capabilities
provided by the protocol and uses real-time compression in order to effectively reduce
the management traffic, while keeping the response times at the same or even lower
levels. The solution mainly comes from the application of the Lempel-Ziv
compression algorithm, with minimal additions in the proposed DSL Forum standard.
They evaluate the performance and usability of the solution, implementing a typical
configuration example with the CPE WAN management protocol [12].
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3 Measurement Environment and Implementations

We applied our XML-based configuration manager and agent, XCMS, as NETCONF
implementations. Our XCMS manager and agent are connected by a 100Mbps
Ethernet and run on Linux servers with Pentium IV 2.4GHz CPU and 512MB RAM.
The XCMS agent manages network information of Linux system configuration;
‘interface’. For the statistical significance, we have measured the response time and
memory usage of XCMS manager and agent for 1000 times and averaged the results.
The NETCONF standards specify a communication process of the XCMS manager
and the agent as follows: First, the manager attempts to correspond with the agent.
When the session is opened, each peer (both the manager and the agent) must send a
<hello> element containing a list of the peer's capabilities. If the <hello> element does
not have any wrong elements, the session is a NETCONF session and a manager
begins sending NETCONF request messages. Each transport protocol has a different
process for opening a NETCONF session. Hence, we only measured the
communication between NETCONF request messages and response messages.

Manager v

essage
oo Parser Agent Message ]
 Web B parser N
! Interfaces |xsLT||: | T $
: 1 Request R
B occcoccocsooooooootoooooiy i Analyzer U
s Request
. Request ! < [N [ ] o M
i Generator ; Compress/ | .—--------oon- | . E
Secssrsrzzzziziziiiiioii: i‘ E Decgln‘lpl:ess Operations| ' N
{Operations ‘ Respons og i dispatcher I
. dispatcher ' =R () C-- D T
] i
:
XML Parser N J

Repository Repository
File RPC Operatlon File RPC Operatlon
\
- Configurations Confuguratuons

Fig. 1. Architecture of XCMS

As mentioned earlier, the experiments are performed by using our XML-based
configuration management system; XCMS. Figure 1 illustrates the architecture of
XCMS consisting of a manager and an agent. The XCMS manager and the agent are
implemented in C. They use ZLIB for compression and decompression and open
source implementations for transport protocol. They use gSOAP implemented with
C/C++ languages to exchange SOAP over HTTP RPC messages and Roadrunner
implemented with C/C++ languages for BEEP and a port forwarding method for SSH.
We used the libxml, which is the lightweight one among existing XML parsers as an
XML parser in the manager and the agent. The XCMS agent is implemented with the
latest NETCONTF drafts and we have added our proposed solutions to XCMS.
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4 Transport Protocol Layer

The transport protocol layer of NETCONF provides a communication path between
the manager and the agent. The NETCONF protocol allows multiple sessions and
transport protocols. The NETCONF protocol [2] is currently considering three
separate transport protocol bindings for transport; Secure Shell (SSH) [4], Block
Extensible Exchange Protocol (BEEP) [5] and SOAP over HTTP [3]. Both the
functions and the performance of the protocols are examined to select a transport
protocol for configuration management. This section demonstrates how the
performance of transport protocol affects the overall performance, and proposes a
mechanism to improve the application protocol layer. Finally, the performance is
evaluated to verify the effect of the proposed mechanism. We have performed several
'get-config' operations, which read configuration information of various sizes to check
the transport protocol performance. The manager constructs a request message, which
performs 'get-config' operation with a subtree filtering and sends the message to the
agent. We operated the network interface configuration management for this
experiment. The number of network interface is increased in intervals of 2 due to the
changed information on sizes.
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Fig. 2. Network usages and Response time by Transport Protocols

The network usages and the response time have been measured to examine
NETCONTF transport protocol performance. First, each transport protocol’s network
usage is examined. SOAP over HTTP has the heaviest network usages, whereas SSH
has the least, as illustrated in Figure 2 left graph. Both SOAP over HTTP and BEEP
are based on XML technology, and they both append extra messages for header
contents. Despite the fact that a message conveys only one parameter and one value,
the size of the corresponding XML message is bigger.

Next, by using each transport protocol, the response time of configuration
management is measured. In our analysis, the response time is defined as the time
interval between sending and receiving a NETCONF message. Although it was
predicted that the result of the response time would be similar to the network usage, it
has been found to differ, as Figure 2 right graph demonstrates.
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The implementation methods are considered as the reason for such result. The
XCMS manager and agent use the port forwarding mechanism for SSH. It is a simple
implementation mechanism but due to the port forwarding process, some overhead
occurs. However, the actual time difference is very little in the consideration of the
unit of time and the time is round trip time.

Although the response time of the three transport protocols are similar, the network
usages are quite different. When the network usages in configuration management
have an immense effect on the network traffic, a mechanism for reducing the sizes of
NETCONF messages is needed. For solution, we used the compression method since
the repetitive nature of text patterns in typical XML message are produced by
NETCONF. Moreover, many papers have also proposed the compression mechanism
for reducing the sizes of XML. We have compressed payloads using the ZLIB library.
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Fig. 3. The Network Usage and Response time of NETCONF Messages Compression

Experiments were conducted with the increasing sizes of messages to test the effect
of the compression mechanism. The response time and the network usage were
measured. Figure 3 left graph illustrates that the size difference between the original
data and the compressed data increases as the size of the data increases. Figure 3 right
graph shows that the response time depends on the network usage. Although the
process for compressing data produces overhead time, the large size data can ignore
this fact, as the number of packet fragmentations reduces.

5 RPC Layer

The NETCONF uses an RPC-based communication model. The RPC layer provides a
simple, transport-independent framing mechanism for encoding RPCs. The <rpc>
element is used to enclose a NETCONF request sent from the manager to the agent.
Next, the <rpc-reply> element encloses a NETCONF message sent in response to the
<rpc> operation on the RPC layer. The <rpc> element can only have a NETCONF
method and should have one-to-one communication with the response message. The
NETCONF provides two mechanisms for operating commands, with no pipelining
and pipelining. With no pipelining, a NETCONF manager waits for a response
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message of the previous request before sending next request message. This
mechanism has some inter-request time and low efficiency. Therefore, NETCONF
provides pipelining in order to lower the elapsed time and to improve the efficiency.
The pipelining mechanism serially sends request messages before the previous
requests have been completed, instead of waiting on a response with pipelining.
Furthermore, the NETCONF agent must send the responses only in the order the
requests were received. We investigate the effect of pipelining and propose a
mechanism for improving the efficiency on RPC layer.

We increased the number of requests containing a NETCONF command to
measure the effect of the pipelining mechanism. The command processes the ‘get-
config’ operation to obtain interface information and has a response message of
around 465bytes. The response time is measured by SSH and the other protocols have
the same result. Figure 4 demonstrates that the performance of pipelining is better
than the one of no pipelining. However, the pipelining mechanism has some risks.
The configuration management process could be destroyed if a request message is
corrupted during processing.
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The pipelining mechanism does not improve the network usage performance. The
number of packets at a point of time on the network increases compared to the case
without the pipelining mechanism. The NETCONF protocol draft states that the
<rpc> element only has the NETCONF operation for its sub element. However,
several NETCONF operations related with each other are needed for a completed
configuration management. For instance, in order to complete setting the
configuration, operations for obtaining the current data as well as for setting the new
data are required.

We propose the Multi-Command mechanism for improving the efficiency of
network usage. Multi-Command is a NETCONF request message with several
commands under an <rpc> element. For example, the following three operations can
be put into a <rpc> element with Multi Command: an <edit-config> operation to
<candidate> data, <commit> operation for applying the <candidate> data to the
<running> data and <get-config> operation for checking the result of previous
operations. An agent sequentially provides the Multi-Command mechanism processes
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on the request operations and creates a response. This mechanism also has some risks
that are similar to the pipelining mechanism. If any errors occur while processing a
request message, all operations of the request message are canceled by the <roll-
back> function.

The network usages and the response time have been measured to verify the effect
of the Multi-Command mechanism. We have performed a similar process to the
experiment of the pipelining mechanism and compared to three communication
mechanisms on a RPC layer. Three protocols show similar results of using the Multi-
Command mechanism, which does not have a great effect on SSH, since it adds a
small header to a payload. However, SOAP over HTTP and BEEP show larger
difference of network usages. Moreover, the communication process of the multi
command mechanism and the pipelining mechanism is similar. This mechanism also
has no inter request time but has a little additional processing time.

We have compared our results with the pipelining of HTTP. The NETCONF
pipelining has similar effect to the HTTP pipelining on response time. The requests
are buffered before transmission so that multiple HTTP requests can be sent with the
same TCP segment. As a result, HTTP pipelining does not generate unnecessary
headers and reduces the number of packets required to transmit the payload. On the
other hand, the NETCONF pipelining uses the RPC communication and transfers a
request message containing an operation at once. The NETCONF pipelining cannot
reduce the number of packets or network usages. The proposed Multi Command
mechanism uses the RPC communication and transfers a request message containing
several operations at once. Therefore, this mechanism can reduce the number of
packets and the total network usages similar to the HTTP pipelining.

6 Operation Layer

The NETCONF operations for managing configuration information of devices are
processed on an operation layer. The NETCONF protocol provides filtering methods
in selecting particular XML nodes. In particular, both of <get> and <get-config>
operations use two different filtering mechanisms. One is the subtree filtering, stated
as default by NETCONF specific and another is the XPath capability of NETCONF
protocol. These two mechanisms have their own advantages and disadvantages. The
subtree filtering is easy to comprehend but difficult to implement correctly, since the
NETCONF draft has ambiguous pats and is short of examples of accuracy on its
usage.. On the other hand, the XPath allows common XPath expressions. Thus, it is
simple to implement, but rather difficult to comprehend.

Subtree filtering and the XPath demonstrate the difference of performance.
NETCONF WG has pointed out that the XPath has a heavy memory usage and
response time for configuration management, and suggested subtree filtering as a
substitute for the XPath. The XPath requires loading the whole XML message to
DOM document before applying the request. This process efficiently creates XML
messages, but the XPath uses many memory usages regardless of complexity and
sizes. NETCONF WG has proposed that the subtree filtering is lighter than the
XPath and has the same results with the XPath. We have experimented in order to
verify these claims to confirm the difference of performance between the subtree
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filtering and the XPath. We have referenced other researches [15] of the difference
between the subtree filtering and the XPath and compared with ours. We used the
<get-config> operation and two sets of equivalent requests. The ‘Request
Message_1° shown in Figure 5 needs to merge different processes. The result of this
request includes all interfaces whose name equals 'ethQ' along with the interface
names which ‘mtu’ equals '1000". The subtree filtering and the XPath expression
are 'Request Message_1" in Figure 5. The ‘Request Message_2’ shown in Figure 5
needs to parse simply and does not need to merge. The result of this request
includes the names of all interfaces.

Figure 5 demonstrates our experiment results of processing time and memory
usauge. The two experiments have produced rather different results. In the first
experiment, the subtree filter takes a longer time than the XPath, with the merging.
However, in the second experiment, the XPath takes a longer time than the subtree
filtering, without the merging. Moreover, these two experiments have different
XPath results. As mentioned above, the XPath [9] builds a DOM document and then
applies the XPath expression on the DOM tree. It can travel efficiently on the DOM
tree for selecting property nodes and shows more power in complicated structure. In
contrast, the subtree filtering is reliant on our implementation, which uses a
recursive top down approach for selecting nodes. The subtree filtering process is
repeated when different nodes need to be merged, which takes more time. The
XPath uses the same memory usage on both of two experiments, but it uses more
memory than the subtree filtering.

Subtree Filtering XPath

<filter type=“subtree">
<interfaces>

<iface>
<name>eth0</name>
Request </iface> <filter type="xpath">
Message 1 <iface> //name[ ='eth0'1|//mtu[ ='1000']
(Using merge) <mtu>1000</mtu> </filter>
<name/>
</iface>
</interfaces>
</filter>
Processing Time 2 085 ms 1 901 ms
Memory Usage 1816 KB 1828 KB

<filter type=“subtree">
<interfaces>

Request <iface> <filter type="xpath">
Message 2 <name/> //name
(Using simple) </iface> </filter>
</interfaces>
</filter>
Processing Time 1716 ms 1 954 ms
Memory Usage 1812 KB 1828 KB

Fig. 5. Subtree Filtering/XPath
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7 Concluding Remarks

In this paper, we have proposed mechanisms for effective reduction of traffic volume,
response time and computer resource usage in configuration management using
NETCONF. We have also provided an analysis of performance results by NETCONF
layers in our implementation; XCMS. In particular, we have investigated network
usages, memory requirements and response times.

The response time of transport protocol layer is hardly affected by the transport
protocols. The network usage of transport protocol layer is the sum of the
request/response message that is used to manage configuration information and the
headers of each transport protocol. Also, according to our experiments, clearly, the
response time depends on the network usages. We presented the compression
mechanism for reducing both the network usages and the response time. We also
compared our experiments to other researches of XML compression.

RPC layer provides the pipelining mechanism for more efficient configuration
management. The pipelining mechanism can reduce the total response time, but it
cannot affect the network usage. We proposed the solution of Multi-Command for
reducing total network usage, which is similar to HTTP pipelining. Our solution
reduces the response time as well as the network usages from our measurements.
Naturally, this mechanism follows a RPC communication method.

We have measured and compared the processing time and the memory usages of
the XPath and subtree filtering in our implementation. The XPATH is suitable for
processing messages since it requires fewer sources in merging the results as well as
in embedding the systems.
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Abstract. Setting up an IDS architecture on ad-hoc network is hard because it
is not easy to find suitable locations to setup IDS’s. One way is to divide the
network into a set of clusters and put IDS on each cluster head. However
traditional clustering techniques for ad-hoc network have been developed for
routing purpose, and they tend to produce duplicate nodes or fragmented
clusters as a result of utilizing maximum connectivity for routing. Most of
recent clustering algorithm for IDS are also based on them and show similar
problems. In this paper, we suggest to divide the network first into zones which
are supersets of clusters and to control the clustering process globally within
each zone to produce more efficient clusters in terms of connectivity and load
balance. The algorithm is explained in detail and shows about 32% less load
concentration in cluster heads than traditional techniques.

Keywords: Intrusion detection architecture, Ad-hoc Network, Clustering.

1 Introduction

Detecting intrusion in ad-hoc networks is harder than in regular networks. In wired or
LAN/WAN, we have a gateway where network traffic is concentrated, and an
IDS(Intrusion Detection System) can be installed there. In ad-hoc networks, we don’t
have such a convenient point. A candidate for IDS installation in ad-hoc networks
would be a node that has relatively large number of neighboring nodes located within
communication range. There should be multiple of them since we have to cover all
participating nodes in the network, and these nodes need to communicate with each
other to convey the local intrusion-related information. Finding such nodes and
allowing them to exchange information efficiently is not easy. To make the situation
worse, the nodes are mobile, and the network topology can change frequently: we
may have to repeat the hard process of setting up intrusion detection architecture
again and again.

The problem of computing efficient clusters and maintaining them in spite of
frequent changes in network topology is studied in relation with routing in ad-hoc
networks. For routing purpose, the most important parameter that determines the
efficiency of a cluster is connectivity, and the suggested techniques tend to allow
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duplicate nodes (nodes belonging to more than one cluster at the same time) and to
produce many fragmented clusters (clusters with only one or two members). For
intrusion detection point of view, the critical parameter should be the number of
nodes since the cluster head is responsible for collecting security-related data from all
member nodes. Many researchers studied the above clustering problem for Ad-Hoc
IDS[1-4]. However the existing clustering techniques for IDS are simple adaptations
of ones used in Ad-Hoc routing and still have the similar problem of duplicate nodes
and fragmented cluster.

We propose a zone-based clustering technique for Ad-Hoc IDS. The aim is to
avoid duplicate nodes or fragmented clusters and to control the size of clusters to
prevent excessive load in cluster heads. Our technique clusters the given network of
nodes in two steps. In the first step, the network is divided into a set of sub-networks,
called zones. Clusters are formed within a zone in the second step; that is no cluster is
formed across zones. Zoning helps us to group geographically adjacent nodes;
clustering within this zone is a much easier problem than clustering for the whole
networks. Zoning also helps us to maintain the clusters. The replacement of a cluster
head can be handled within the corresponding zone only. The proposed algorithm has
been implemented and tested using GloMoSim simulator[5], and the result shows a
significant reduction in the cluster header’s packet processing load.

The rest of the paper is organized as follows: Section 2 examines previous studied
on Ad-Hoc IDS clustering, Section 3 explains the proposed clustering techniques in
detail, Section 4 describes experimental results, and Section 5 contains the concluding
remarks.

2 Related Work

[6] classifies IDS architectures for Ad-Hoc networks into Stand-Alone, Distributed
and Cooperative, and Hierarchical. In Stand-Alone type, all nodes have IDS, but each
node performs intrusion detection independently. A watchdog program can be
combined with Stand-Alone architecture [7]. It can monitor the packet exchange
between adjacent nodes and prevent communication with suspicious nodes.
Distributed and Cooperative type also allows all nodes to have IDS, but they should
cooperate in collecting global intrusion-related data [1].

Hierarchical architecture is one that uses clustering technique [2, 3, 4]. Fig. 1
shows an example of Hierarchical architecture. Each cluster has a cluster head, and
adjacent clusters share a gateway node as shown in Fig. 1(a). IDS’s are installed in
cluster heads as shown in Fig. 1(b). Various techniques have been developed to build
an efficient cluster and to select a cluster head. [3] suggests a technique in which the
number of neighboring nodes is computed for all nodes and one with the maximum
number becomes a cluster head. Neighboring nodes are computed based on pre-
determined number of hops: if the number of hops is 2, all nodes within 2 hops from a
node become neighboring nodes for that node. Once a cluster head is determined, the
head itself and the surrounding nodes (located within the pre-determined number of
hops from the head) form a cluster. The same process to find a cluster head and the
corresponding cluster, then, repeats for the rest of nodes. [4] suggests to build cliques
first. A clique is a set of nodes that are within 1 hop from each other and corresponds
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to a cluster in general term. A random cluster head, then, is elected from the clique.
To protect the identity of a cluster head (for security reason), all nodes within a clique
have the same probability to be elected.
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Fig. 1. Clustering for IDS

Clustering for the purpose of intrusion detection is reported to be effective in
reducing the load on CPU. To achieve the same detection rate, clustering technique
helps to reduce the CPU usage by 29% compared to the case when no clustering is
performed [4]. However, we still observe unnecessary monitoring overhead in
previous techniques such as duplicate nodes and excessive number of small cluster
fragments. Duplicate nodes happen in the gateway nodes existing in the overlapped
area between two adjacent clusters, and they increase the overhead on cluster heads
because of multiple monitoring by at least two neighboring cluster heads. Fragmented
clusters are generated since the clustering algorithm prefers a set of well-connected
nodes as a cluster and tends to leave boundary nodes not belonging to any cluster as
single-node clusters.

3 Zone-Based Clustering Technique

We prevent cluster fragmentation by first dividing the network of nodes into zones. A
zone is a set of nodes that are located close to each other. Clusters are built within
each zone not allowing inter-zone clusters. Node sharing between clusters is
prohibited to prevent duplicate nodes.

3.1 Zoning

Zoning process is distributed: seed nodes that are located at the boundary of the
network announce themselves as initiators and start to build zones at the same time.
We assume all nodes in the network know their neighbor nodes within one hop before
starting the zoning process. A node becomes a seed node if it has 1 or 2 neighbors; we
prefer lonely nodes as starting points to avoid the formation of fragmented clusters.
The seed nodes start to form zones following the algorithm shown in Fig. 2.

In the beginning all nodes are themselves zones, a one-member zone. A node can
be in several states; initially all nodes are in SLEEP state as shown in Fig. 3. A zone
must have a coordinator which determines whether to merge or not with neighbor
zones. A coordinator that actively starts the zone-merging process is called an
initiator; one that passively responds to this merging request is called a participant.
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So, zoning process is a negotiation process between two coordinators that represent
two neighboring zones: one of them is an initiator, the other a participant. The state
changes of these two nodes are shown in Fig. 3.

1 Send setup_init to all neighbor nodes belonging to different zones other
than the current one

2 Collect setup_request from them for a pre determined time Each
setup_request message has the zone size the sender belongs to This and
the arrival time of message will be used to compute its priority The
messages are inserted to a message queue in the priority order

3 Pop a message from the queue, and mark all the nodes in the zone the
sender belongs to as a new member of the current zone Repeat this
process until the pre determined zone size is reached If the maximum
zone size has been reached, exit the zoning algorithm, and start the
clustering algorithm

4 Send coordinator_election_request to all members in the current zone

5 Collect coordinator_election_reply from them for some pre determined
time FEach coordinator_election_reply message includes a number for

neighbor nodes that are not in the current zone

6 Elect one with the maximum such number Report this node as a new
coordinator to all members

Fig. 2. Zoning algorithm performed by the coordinator

AWAKEN

REQUEST

PERMIT

ACCEPTED

INIT SLEEP
or or
COMPLETE COMPLETE

Zone selup zone setup
initiator participant

Fig. 3. State transition of a node

When zoning process begins, the seed nodes send setup_init messages to their
neighbors. The seed nodes in this case act as initiators, and the neighbors become
participant. The participants send back the size of the zone they belong to. The
initiator examines the size and determines whether to merge or not. The basic
criterion is zone size after merging; if it becomes greater than some threshold, the
merging is abandoned.

Merging decision may be made for several neighbor zones at the same time. The
setup_init messages are sent to all neighboring coordinators, and if multiple responses
arrive within the same time period the initiator would consider all the corresponding
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participants as possible candidates for merging. The response from the participant is a
setup_request message, and it contains the responder’s zone size. The initiator use this
information to give a preference to smaller participants: it is again to deter the
formation of fragmented clusters. The participant does a similar selection based on the
size of a zone. The sefup_init message also contains the zone size of the initiator, and
when the participant has received a number of setup_init messages, it prefers the
initiator with the smallest zone size and sends sefup_request to it. The merging process
is shown in Fig. 4(a), and the preference of the smaller zone is shown in Fig. 4(b).

. »
e ) © T

Fig. 4. Zone building

When a new zone is formed through merging, a new coordinator has to be elected.
For this purpose, the old coordinator broadcasts a coordinator_election_request
message to all zone members. Each zone member responds with the neighbor node
table it has. The old coordinator counts only the neighbor nodes that do not belonging
to the current zone, and the member with the largest neighbor node number
(excluding ones within the current zone) will be elected as the new coordinator. The
node number of the new coordinator will be notified to all zone members, and this
new coordinator will start the next phase of zone merging process.

Merging process stops when all the neighbor zones are merged to the initiator’s
zone or when the size of zone has reached the maximum. When the maximum size is
reached, we have a final zone, and the state of all nodes within this zone becomes
COMPLETE. When the maximum size is not yet reached, we repeat the process of
zone merging again.

3.2 Zone Building Example

Fig. 5 shows an example of zone building process. Initially there are 26 nodes in
900m x 400m area. All of them are coordinators and form a zone by themselves as
explained in Section 3.1. When the zoning process begins, node 0, 3, 10, and 24
become the initiators because they have less than or equal to 2 neighboring nodes as
shown in Fig. 5(a). These nodes send sefup_init messages to their neighbors (or
participants) and merge them. The initiators are shown in shaded circles. They are
also shown in the tables of nodes in the right side of the figure. For each table, the
shaded entry is the initiator and other entries are the participants for the initiator. The
result is shown in Fig. 5(b). In the figure, 4 new zones and the corresponding new
coordinators of them (in shaded circle) are shown.
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The new coordinators tend to exist at the boundary of the zone since they have a
more number of neighbor nodes (neighbors belonging to the same zone are excluded
when computing the number of neighbor nodes). These new coordinators act as
initiators to start the next merging process. This process of merging and selecting a
new coordinator is repeated again and again until the size of all zones reach the
maximum or there is no more neighbor zone to merge. The final zones are shown in

Fig. 5(f).
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Fig. 5. An example of zone building process

3.2 Clustering

Clustering is the process of selecting a cluster head and including the neighbor nodes of
this head into the cluster. For security reason, an outsider should have no clue about who
will be and is the cluster head, and, therefore, all nodes should have an equal chance of
becoming a cluster head. Once the head is elected, the neighbor nodes are included to the
corresponding cluster until the maximum size is reached. Sharing of nodes between
clusters is prohibited, and collecting nodes from other zone is also prohibited.

Clustering is performed at each zone independently. The coordinator at each zone
at the time of completion of the zone will act as the zone manager. This manager
performs the algorithm in Fig. 6.

Basically it repeats the process of selecting a cluster head and building a cluster. In
the beginning, it sends cluster_init message to all zone members. All members
respond with a random number as shown in Fig. 7. The node which sent the biggest
random number will be chosen as a cluster head. In Fig. 7, there are 5 nodes in the
zone, and node 4 has the largest random number. Since it has neighbor node 3 and 5
as shown in figure, the first cluster will be node 3, 4, and 5 with node 4 being the
head. The clustering manager repeats the same process for the rest of nodes. The
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second table in Fig. 7 shows node 1 and 2 become the second cluster with node 1
being cluster head.

1. Send cluster_init to all zone members.

2. Collect cluster_init reply from them for some pre determined time.
Each cluster_init_reply message contains the number of neighbor nodes
and a random number the sender has generated. Put all sender nodes in a
table with the number of neighbor nodes and the random numbers.

3. In the table, mark a node with the maximum random number as a cluster
head. Mark the neighbor nodes of this cluster head one by one as cluster
members until there arc no more neighbors or the cluster maximum size is
reached.

4. Remove the cluster head and its cluster members from the table, and go
to step 3. If the table becomes empty, exit the algorithm.

Fig. 6. An algorithm performed by the zone manager

random | Node ID | Neighbor

363 1 3,5
327 3 1,5, 2
258 1 2,3
150 5 4,3
112 2 1,3

random | Node ID | Neighbor
258 1 2
112 2 1

Fig. 7. Clustering process

3.3 Zone/Cluster Maintenance

The zones and clusters are dynamic entities. Their members may move out of them,
or new members come and join. More seriously, the zone manager or the cluster head
may move out of the region, or we may need to replace them for security reasons'. All
these events may require rebuilding of the zone or the cluster. Rebuilding is processed
in the form of merge or split — a zone or cluster whose size is below some minimum
threshold will be merged to the neighbor zone or cluster while one whose size
becomes greater than some maximum threshold will be split. The moving-out or
moving-in of a node is detected by short-term or long-term hello message. A short-
term message is a one-hop broadcast. All nodes issue short-term messages regularly
to detect the membership change. Upon receiving, it all nodes respond with their zone
and cluster identifiers. A long-term message is issued by the zone manager to all
cluster heads in the corresponding zone periodically. The cluster heads responds with
a message containing updating information such as membership change.

' In fact, we replace the zone manager and the cluster head periodically to avoid their exposure

to persistent packet observers.
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The merging of a cluster is initiated by the cluster head whose cluster size has
shrunk below some threshold. It sends a merge request to its neighbor cluster head.
When two clusters are merged successfully, a report about this change will be sent to
the zone manager by the combined cluster head. The split of a cluster is also initiated
by the corresponding cluster head. The cluster head sends a split request to the zone
manager, and the manager will start the cluster-forming algorithm in Fig. 6, but in this
case only for the members in the corresponding cluster. The merge or split of a zone
is initiated by the corresponding zone manager. Merging is essentially the same
process as the zone building process in Fig. 2.

The moving of a cluster head or a zone manager is dealt with a new election. A
new cluster head is elected when the members do not hear a short-term message from
the head for some time period. They broadcast a random number to each other, and
one issued the largest number will become the new head. Similar election is
performed at zone level when the current zone manager disappears; again this absence
of a manager is detected by the silence of the long-term message.

4 Experiments

We have implemented our zone-based clustering technique in simulated network of
mobile nodes using GloMoSim [5]. On the same network we also have implemented
two previous clustering techniques for IDS in mobile network proposed in [4] and [8].
The aims of experiments are two folds. First we compare the cluster size, and
secondly we compare the load in cluster heads. Cluster size is an important parameter
to evaluate the performance of IDS. To avoid traffic concentration on a few cluster
heads, the size should be evenly distributed among the cluster heads. Also to reduce
inter-cluster-head traffic, the number of clusters should be controlled, and for this
reason fragmented clusters (that has only one or two members) should be avoided as
much as possible. Finally to avoid unnecessary traffic monitoring, node sharing
between clusters should be prevented.

The result for cluster size comparison is shown in Table 1. In the table, WCL and
CIDS represent the clustering technique in [8] and [4] respectively, and ZIDS our
technique. Three figures are compared: number of clusters, average cluster size, and
number of single cluster. For each category, we varied the number of participating
nodes by 30, 50, and 100. The first column in the table shows the number of
clusters produced by each technique. "n" shows the number of nodes in the
network. As can be seen in the table, ZIDS is producing the least number of
clusters. The next column shows the average cluster size. This data becomes
meaningful when combined with that in the third column, which shows the number
of fragmented clusters produced by each technique. For example CIDS is producing
lots of fragmented clusters, but the average size is between those of WCL and
ZIDS. This means that CIDS is producing two kinds of clusters most of time — very
large ones and very small ones. Very large clusters will penalize the cluster head;
very small ones will increase traffic between cluster heads. On the other hand WCL
produces almost no fragmented clusters as shown in the third column. However its
average cluster size is relatively high.
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Table 1. Result for cluster size comparison

Number of Clusters Avg. Cluster Size Number of Single Clusters
n=30 n=50 n=100 n=30 n=50 | n=100 | n=30 n=50 n=100
WCL 15 18 35 2.71 4.40 7.90 1 0 0
CIDS 14 17 33 2.45 4.00 4.90 3 6 16
ZIDS 13 15 32 2.89 2.71 3.32 4 3 7

Fig. 8 shows the numbers of packets monitored by cluster heads in CIDS and
ZIDS. The traffic was generated using CBR(Constant Bit Rate) application. We
defined a pattern file that contain 50 CBR traffic pattern, generated 10 such files, and
applied them to 50 and 100 node network respectively. As can be seen in figure, ZIDS
shows the minimum packet monitoring load: the amount of packets in ZIDS is about
32% less than that in CIDS.

observed packets
observed packets

Fig. 8. Number of monitored packets for 50 and 100 node network

5 Conclusion

In this paper, we have proposed a zone based clustering technique for intrusion
detection in Ad-Hoc network. Clustering process is essentially a distributed process
since it is hard to control all the nodes in a mobile network. However, by dividing the
network into a set of zones that contain geographically close nodes, we can control
the clustering process globally within each zone and produce more efficient clusters.
This zoning helps to produce clusters with evenly distributed size; it also facilitates
better management of clusters when the nodes move across the cluster boundary. We
have measured the performance of our technique in terms of traffic load on cluster
heads which was about 32% lighter than that in traditional clustering techniques.
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Abstract. In any (D)DoS attack, invaders may use incorrect or spoofed IP
addresses in the attacking packets and thus disguise the factual origin of the
attacks. Due to the stateless nature of the internet, it is an intricate problem to
determine the source of these spoofed IP packets. This is where; we need the IP
traceback mechanism i.e. identifying the true source of an IP datagram in
internet. While many IP traceback techniques have been proposed, but most of
the previous studies focus and offer solutions for DDoS attacks done on IPv4
environment. Significant differences exist between the IPv4 and IPv6 Networks
for instance, absence of option in basic IPv6 header. Thus, the mechanisms of
IP Traceback for IPv4 networks may not be applied to IPv6 networks. In this
paper, we extended our previous work i.e. PPM for IPv6 and removed its
drawback by using Policy Based IP Traceback (PBIT) mechanism. We also
discussed problems related to previously proposed IPv4 traceback schemes and
practical subtleties in implementing traceback techniques for IPv6 networks.

Keywords: DDoS, Traceback, IPv6, Network Security.

1 Introduction

To deter (D)DoS attacks, technologies like Intrusion Detection System (IDS) [13],
Intrusion Prevention System (IPS) [14] and the Firewalls [15] are good solutions.
However, in reality, prevention of all attacks on the internet is nearly impossible and
the situation gets worse due to anonymous nature of IP protocol i.e. an attacker may
hide its identity if he wants to. Moreover, the routing decisions are taken on
destination addresses and none of the network unit makes sure the legitimacy of
source address. Therefore, when prevention fails, a mechanism to identify the
source(s) of the attack is needed to at least ensure accountability for these attacks and
here we need the traceback techniques.

The elements that were threatening for IPv4 networks can also be intimidating for
the future IPv6 network. To cope with IPv6 networks, we need to modify IPv4's
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traceback technologies to be suited to IPv6 network. The reasons behind this
amendment are the technological differences between these two network-layer
protocols for instance, change in header size or fragmentation mechanism.

As mentioned before, the goal of traceback scheme is to identify the true source of
a datagram. To achieve this task we try to pass the info of a packet or a path taken by
a packet to the victim. One of the ways is that routers probabilistically or
deterministically mark path information in packets as they travel through the Internet.
Victims reconstruct attack paths from path information embedded in received packets.
Packet marking techniques can be subdivided in Deterministic Packet Marking
(DPM) [10] and Probabilistic Packet Marking (PPM) [2, 3, 4, 9]. In messaging routers
probabilistically send ICMP messages, which contain the information of forwarding
nodes the packet travels through, to the destination node. Victims reconstruct attack
paths from received ICMP messages [1]. Another way of tracking the source of a
packet is Packet Digesting in which routers probabilistically or deterministically store
audit logs of forwarded packets to support tracing attack flows. Victims consult
upstream routers to reconstruct attack paths [5, 8].

In this paper, we start our discussion with our previous work i.e. PPM algorithm
for IPv6 networks [17]. Later on, to eliminate the deficiency of IPv6 PPM, we
propose an IP traceback mechanism using Policy Based Management System. The
rest of this paper is articulated as follows: In section 2, we describe related work.
Section 3 outlines our previously proposed technique [17]. Section 4 covers the IP
traceback technique using Policy Based Management System. Section 5 provides the
simulation results and finally, we summarize our findings in Section 6.

2 Related Work

2.1 Packet Marking

Packet Marking [1][3][4][10] algorithms are based on the idea that intermediate
routers mark packets that pass through them with their addresses or a part of their
addresses. Packets can be marked randomly with any given probability or
deterministically. The victim can reconstruct the full path with given mark packets,
even though the IP address of the attacker is spoofed. This scheme was improved in
several different ways; some of them introduced improved coding methods and
security. All of the IPv4 marking algorithms suffered by the space limitation of IPv4
header. Therefore they have to utilize encoding or fragmentation of intermediate
router’s address. The encoding of each and every packet of course degrades the
routing performance while fragmentation of address in small chunks may lead to state
explosion problem that is discussed in [7]. As a result, none of the packet marking
traceback techniques has been adapted for the practical work or implementation so
far. In our previous work, we presented a PPM algorithm for IPv6 environment which
is discussed in Section 3.

2.2 ICMP Traceback

ICMP traceback [1] scheme lies under the messaging category. Every router on the
network is configured to pick a packet statistically (1 in every 20,000 packets
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recommended) and generate an ICMP traceback message or iTrace directed to the
same destination as the selected packet. The iTrace message itself consists of the next
and previous hop information, and a timestamp. As many bytes of the traced packet as
possible are also copied in the payload of iTrace. The time to live (TTL) field is set to
255, and is then used to identify the actual path of the attack.

This scheme can also be deployed on IPv6 networks and presents a very
expandable technology if implemented with encryption and key distribution schemes.
However, the additional traffic generated consumes a lot of bandwidth even with very
low frequency (1/20,000). Without encryption, an attacker can inject false ICMP tra
ceback messages. In addition, ICMP traffic is filtered in many organization to avoid
several attack scenarios which make iTrace not that much useful.

2.3 Hash Based IP Traceback

It comes under packet digesting technique. In Hash-based traceback [5][6], officially
called Source Path Isolation Engine(SPIE), specialized router confines partial
information of every packet that passes through them in the form of hash, to be able in
the future to determine if that packet passed through it. In this scheme such routers are
called data generation agents (DGAs). DGA functionality is implemented on the
routers. The network is logically divided into regions. In every region SPIE
Collection and Reduction Agents (SCARSs) connect to all DGAs, and are able to query
them for necessary information. The SPIE Traceback Manager (STM) is a central
management unit that communicates to IDSs of the victims and SCARs.

This technique is very effective and capable of identifying a single packet source as
well as, according to best of our knowledge, the only scheme that also has solution for
IPv6 networks [8]. This scheme, on the other hand, is very computational and
resource intensive because tens of thousands of packets can traverse a router every
second, the digested data can grow quickly to an enormous size, which is especially
problematic for high-speed links.

Action Change 5 bits
00 enroute <IANA assigned
0 number>
8 octets
A
r B
Next | SHemsion | pagn optdata 0 0 option | Option
Header Length Option =1 Length=2 Type =X Data =16
i TLAID Res NLA 1D SLAID
3re bits 13 bits 8 bits 24 bits 16 bits
Interface ID

Fig. 1. Proposed Marking Field

3 Probabilistic Packet Marking (PPM) for IPv6 Traceback

This section will briefly discuss our previous work i.e. PPM for IPv6. In PPM for
IPv6, router en route probabilistically marks the incoming packets with the Global
unicast IPv6 address of that router. We used Hop-by-Hop Header [16] to store a mark
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the reasons were two folds; first, the Hop-by-Hop option is processed by every router
en-route. Second, it provides the larger space to store a mark. Proposed option in Hop
by hop option header is shown in Figure 1.

Use of extension headers gave us great flexibility to pass the information to the
victim. As we marked the packet with complete address, our scheme is not vulnerable
to state explosion problem [7]. We used these marked packets to construct the reverse
routing table from victim to attackers. For this purpose, on victim side, we proposed a
data structure called Reverse Lookup Table (RLT). Following steps were taken to
complete the traceback.

1. The victim will sort the RLT by distance field; as shown in figure 2.

2. Observe the discontinuity in distance field and apply the error correction
algorithm (ECA) to find the missing nodes.

3. Finally, victim will resolve the last hop field to complete the RLT.

The resultant sorted tuples of routers can provide a complete path from Victim to
attacker.
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l .; B P.dataAOMP=R1 P .dataDistance = 1 —+  P.dataAOMP = R4 | P data Distance = 2
; . « P.data. AOMP =RY | P.data Distance = 3 E « P.data, AOMP =R7 | P.data Distance = 3

+ P.data. AOMP = R16 , P.data Distance = 5 [E =+ P.data AOMP = R12 |, P.data.Distance = 4

. —+  P.data AOMP = R4, P data.Distance = 2 fm » P.data. AOMP = R16 , P.data Distance = 5

Bl = ReRi RT—R12RIE

Fig. 2. Reconstructed path using AOMP value and Distance value

This algorithm worked under the assumption that victim is in DDoS attack so the
number of evading packets would be sufficient to provide the information of all
routes. However, it is quite practical the victim does not have complete route
information of the attacker. For this purpose, we also introduced the Error Correction
Algorithm [17]. Marking the packet with extra 20 bytes might increases the size of
packet than PMTU, and since intermediate routers cannot do fragmentation, the
packets will be dropped. Therefore, we also proposed a modified Path MTU (PMTU)
discovery algorithm discussed in detail in [17].

4 Policy Based IP Traceback (PBIT)

4.1 Motivation of Another Traceback Technique

Thousands of packets traverse through one router in a second and marking of every
packet, even probabilistically, may affect routing performance. Therefore, the
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cooperation in implementing the traceback algorithm will not be tempting for ISPs.
Because it is obvious, none of the ISP provides security to other networks by
sacrificing their own customers’ satisfaction. To cope with these problems, there
should be a mechanism to minimize the burden of packet marking and initiate packet
marking only when a victim is under (D)DoS attack.

One of the ways to accomplish this is to deploy IDS on victim side and once this
IDS detects an attack it sends message to intermediate routers to initiate marking.
However, since we do not have any information of path (because we are not using
PPM here that is discussed above) we cannot send the message to desired routers to
start marking. The other option left is to multicast the message to all backbone routers
that is quite impractical due to many reason such as increase in network traffic that
may lead to network congestion. Moreover, if going along with standards, we will
have to use ICMP to send these messages and ICMP traffic is mainly filtered in many
ISPs. Therefore, there are much greater chances that these messages will be dropped
by most of the ISPs.

Another possible way is that IDSs are deployed on intermediate routers and starts
marking packets, once they detect congestion or high packet rate on any specific
interface. This scheme seems appealing by keeping in mind that most of the routers
now come with IDS functionality or we may plug-in the IDS functionality in a router
as a separate module (if this feature is present in router). The problem with this
architecture that these types of router or routers with IDS are normally deployed on
the edges of network due to the fact that adding IDS support to backbone routers will
degrade the routing performance as IDS requires high end processing to infer
something about attacks.

4.2 PBIT Mechanism

To mitigate the above problems we utilized the power of Policy Based Management
System [12]. Policy-based management is an administrative approach that is used to
simplify the management of a given endeavor by establishing policies to deal with
situations that are likely to occur. The description of Policy Based Management is out
of scope of this paper but it would be worthy to mention two basic building blocks of
Policy Based Management architecture i.e. Policy Decision Point (PDP) and Policy
Enforcement Point (PEP). PDP is a resource manager or policy server that is
accountable for handling events and making decisions based on those events (for
instance; at time ¢ do x), and updating the PEP configuration appropriately. While the
PEP exists in network nodes such as hosts, routers and firewall. It enforces the
policies based on the "if condition then action" rule sets given by the PDP. Both PDP
and PEP communicates with each other through COPS (Common Open Policy
Service) that is a typical protocol [12], although DIAMETER or even SNMP may be
used.

To go with policy based management framework, of course due to standard, we
slightly modified our architecture. Instead of probabilistically marking of every
packet by intermediate routers, we maintain a list of participating edge routers (the
router closest to the sender) on PDP and placed an IDS along with traceback agent
near to the victim as shown in Fig. 3.
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Once the IDS detects a (D)DoS attack on victim, it generates the request to PDP to
enforce policy which in turns, send message to all participating routers (i.e. PEP)
found in the list to initiate packet marking deterministically. Most of the IDSs detect
an attack after observing a huge traffic volume, and if we start probabilistic packet
marking after this point, we might not have large amount of marked packets to
construct the complete path. Therefore, in PBIT, we deterministically mark the
packets so one packet would be enough to get the entire path. Actually, through this
algorithm, we are not getting the entire path of an attack instead; we will be able to
get only the injection point of an attack but finding the address of an ingress point is
as good as full path traceback.

Policy Repository, Policy Manager (PDP)
(DDoS Control Server) oo

COPS o " .
Request N

= DS-R Router

+ = COPS Response

Attacker!!

Fig. 3. Network architecture of policy based traceback system

The foremost improvement through this modification is obviously the lesser
burden on intermediate routers of marking packets even they are not under (D)DoS
attack hence will not affect the routing performance. Moreover, by using COPS, we
are not deviating ourselves from standards else we could have a specialized server
which maintains the list of participating routers and signal them to start packet
marking after getting an indication from IDS. The complete pseudo code of PBIT is
given below.

At source:

M = max (PMTU, 1280) - 26 bytes;
for every packet pf{
if p.size > M{
fplil=fragment (p, M) ;
send(fp[i]);
lelse
send(p) ;
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At edge routers (PEP):

Marking procedure at edge router R:
Let attack is set to 1 when R got a signal from PDP:
for every packet p{
if (attack=1l)
mark_packet (p) ;

forward(p) ;
}
At Victim:
For traffic logging:

for every marked packet pm
if (pm.interface_addr is in RLT)
incr_packetcount (if_addr, current_time) ;
else{
add_in_ RLT(if_addr) ;
set_packet_count (if_addr, 1, current_time) ;
}
For Traceback:
If packet gm is given
If _addr=Get_ifaddrr (gm) ;
Else
If_addrr=max_count (RLT, time_period) ;

5 Implementation and Evaluation

In this paper, we presented both of our architectures for IPv6 traceback i.e. PPM and
PBIT. In case of PPM, we were interested in the number of packets required to get the
full path to the victim. For this, we developed a simulator in Java, as there is no good
support for IPv6 networks in current network simulators. On the other hand, the
efficiency of PBIT depends on the IDS that how accurately and quickly it detects an
attack. For PBIT evaluation, we integrated our traceback agent to IDS as shown in
Fig. 4 developed by our lab. The performance of this IDS system has already been
evaluated in [11].

Below we are comparing the efficiency of implemented scheme with key
evaluation metrics discussed in [1]; this paper gave several evaluation metrics but
here we are judging our scheme to only those attributes that can be affected by
proposed algorithm. The detail comparison is shown in Table 1.

Processing Overhead: The processing can take place either at victim side or at
intermediate nodes. For an ideal traceback scheme, the processing overhead of
traceback should be minimum. Although the Figure 4 represents the traceback agent
as an integrated part but in fact it is acting as a separate component. Therefore, in
PBIT the processing overhead at intermediate nodes and victim side is almost none.
Although during traceback intermediate nodes will consume a little processing power
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to mark a packet however, this kind of processing can be seen in Time To Live (TTL)
and Hop Limit calculations in IPv4 and IPv6 networks respectively. Furthermore; it is
apparent; the proposed scheme does not require any calculation of hash values or
message digests, encoding/decoding or any other computational intensive job either
on intermediate routers or at victim side.

1IDS | Traceback Detecting Agent |
Agent

. ‘ Signature Detector

I

|

|

[

1

I ‘ Snort IDS] RS 1o

I Monitoring | | i
I| WPCAP) | Statistical Detector [ ____l_ __...4 _r-_ isualization
I

|

|

Attack Signature DB

‘ Entropy Alg ! |
| I .l
‘ Chi Square Alg i :
|
|
I
|

Mark Extractor

ATTACK DETECTED

A ——

@ !quu Stait m. Tracsback Controller Traceback report
Sender PH" E
'
‘.

Sender Route Table Creator [T | Ttttttssssssssscccccces

Ta Policy Decision Paint
(POP)

Fig. 4. Block diagram of overall architecture on victim side

Number of Attacking Packets: In PBIT, after (D)DoS attack detection, only one
packet is enough to complete traceback which also eliminates the path reconstruction
problem; one of the major weakness of PPM techniques.

ISP Involvement: As discussed above the traceback scheme should be tempting
enough for ISPs because none of the ISP will compromise on quality of service and
provide accountability of its user to other ISPs. If you ponder, you may realize that
this is the motivation of PBIT. If any of the edge routers is not participating in
traceback it can sincerely inform others ISPs or an ISP can also examine by observing
the absence of the traceback option in this case the ISP which is not implementing
PBIT would be considered as potential hacker and marking should be implemented on
the interface(s) connected to that client ISP. It is pertinent to mention that for other IP
traceback mechanism if intermediate nodes don’t participate than it’s nearly
impossible to trace back an attack path.

Bandwidth Overhead: During traceback, we might need to slightly compromise on
bandwidth consumption due to addition of one option header but this is acceptable as
we already have much bigger routing header in IPv6 specification.
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Table 1. Comparison of PBIT with other Traceback schemes

iTrace Hash- | ppy PBIT
based
Number of
attacking Thousands 1 | Thousands 1
packets
!SP Low Fair Low Low
involvement
Network
processing Every packet Low Low Low None
overhead
During
Traceback None Low None Low
Victim t
processing Every packet None None None None
overhead
During ) .
Traceback High None High Low
Bandwidth Every packet Low None None None
overhead
During Very
Traceback None Low None Low
Me“?"'y Network Low Fair None None
requirement
Victim High None High Low
Ease. of High Low Low Low
vasion
Protection High Fair High High
Can handle
attacks other No Yes No No
then DDoS

Ease of Evasion: Refers how easily an attacker can circumvent the traceback
technique. In the case of PBIT we assume that edge routers are not compromised. For
such instances, PPM algorithm will work best due to its distributed nature.

Protection: Relates to produce the meaningful traces if some of the devices included
in traceback are undermined. PBIT is highly protective as intermediate routers don’t
participate in traceback and the single point of consideration is the router interface
closest to the attacker if this interface or a router is down then there would be no way
for an attacker to invade.

6 Conclusion

In this paper, we gave an introduction of IP traceback and a brief overview of current
IP traceback trends. These schemes were not adapted widely for IPv4 networks. One
of the main reasons was degradation in routing performance, as encoding should be
applied to pass the path information through a limited space IPv4 header.

In this paper, we discussed two Packet Marking algorithms for IPv6 network. The
extension header gave us great flexibility to pass the path information to the victim

" Considering IDS as an external component.
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and since in both of our algorithms, information of routers are not distributed in
different fragments as proposed in [3], our schemes are not affected by the state
explosion problem that is discussed in [7]. We believe that PBIT is more appealing
than PPM as it requires minimum ISP intervention and doesn’t harm the routing
performance. However, in the case of PBIT we assume that edge routers are not
compromised. For such instances, PPM algorithm will work best due to its distributed
nature.
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Abstract. Recently the concept of personal PKI was introduced to de-
scribe a public key infrastructure specifically designed to support the dis-
tribution of public keys in a personal area network. However, traditional
public key signature schemes and certificate status management schemes
used in the personal PKI concept cause formidable overheads to compo-
nents in the personal area network since mobile devices constituting the
personal area network have limited computational and communication
capabilities. In this paper we propose an efficient authentication protocol
that eliminates the traditional public key operations on mobile devices
without any assistance of a signature server. Moreover, the proposed pro-
tocol provides a simplified procedure for certificate status management
to alleviate communication and computational costs on mobile devices
in the personal area network.

1 Introduction

A Personal Area Network (PAN) is the interconnection of fixed, portable, or
moving components within a range of an individual operating space, typically
within a range of 10 meters. In PAN the communication between components
should be secure and authenticated since private information and personal data
will be transmitted over radio links. Secure and authenticated communication
can be achieved by means of proper security protocols and appropriate security
associations among PAN components.

For the sake of supporting key management in a PAN, a personal CA, which
is responsible for generating public key certificates for all mobile devices within
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the PAN, was introduced in [3]. The personal CA is used by an ordinary user
at home or small office deployment distinguished from large scale or global CA
functions. Nevertheless, in order to use a personal PKI technology as like a
conventional PKI technology, this concept assumes that at least one device in
the PAN acts as a personal CA so as to issue certificates and provide certificate
status management to all other devices. Therefore, all the personal devices can
be equipped with certificates issued by the same CA, i.e., the personal CA, while
sharing a common root public key. As a result, mobile devices in the PAN can
establish secure and authenticated communications with each other by means of
certificates. The initialization phase of [3] extends the concept of imprinting [12]
to bootstrap all mobile devices with public key certificates. After all the mobile
devices have been imprinted with their public key certificates, mobile devices
may launch routine operations of the PAN by means of the traditional public
key signature schemes.

The personal PKI concept seems to be properly applied to PAN environment.
However, the personal PKI concept leaves at least two important challenging
problems unaddressed. The first challenging problem to think about is that: The
traditional public key signature schemes put resource-constrained mobile devices
to formidable workloads since a digital signature is a computationally complex
operation. The second challenging problem is that: To manage certificate sta-
tus information, no optimization was devised and the conventional certificate
status management schemes were considered. Consequently, to design efficient
authentication protocol and certificate status management that addresses the
aforementioned problems is a promising challenge for PAN environment.

In this paper, we propose an efficient authentication protocol that reduces
computational overheads for generating and verifying signatures on mobile de-
vices. Especially, we focus on eliminating the traditional public key operations
on mobile devices by means of one-time signature scheme, and we differentiate
it from previously proposed server-assisted computation approaches relied on
assistances of a signature server. As a result, the proposed protocol gets rid of
inherent drawbacks of server-assisted computation approaches such as problem-
atic disputes, and high computational and storage requirements on a server side.
Moreover, our protocol provides simplified certificate status management based
on hash chain technique to alleviate communication and computational costs for
checking certificate status information.

2 Preliminaries

2.1 One-Time Signatures and Fractal Merkle Tree Traveral

One-time signature (OTS for short) schemes are digital signature mechanisms
which can be used to sign, at most, one message[7]. One-time signature schemes
have the advantages that signature generation and verification are very efficient,
and further, more secure since these schemes are only based on one-way func-
tions, as opposed to trapdoor functions that are used in traditional public key
signature schemes.
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Despite of aforementioned advantages, one-time signature schemes have been
considered to be impractical due to two main reasons: (1) the signature size is
relatively long in comparison with traditional public key signatures. (2) their
”one-timed-ness”, i.e., key generation is required for each usage, thus implying
that the public key must be distributed in an authentic fashion which is done
most typically using a public key signature. As a result, the benefit of usefulness
of quick and efficient one-way function is apparently lost.

In order to decrease the length of one-time signatures, a message digest should
be calculated using hash function, just like traditional public key signature
schemes, and then one-time signature scheme should be applied to the mes-
sage digest. In this case, if a message digest would be the SHA-1 function which
has a 160 bits output, we need 168 secrets to sign the message digest[7].

Merkle introduced the idea of using a hash tree to authenticate a large number
of one-time signatures[8]. An important notion in Merkle’s proposal is that of an
authentication path: the values of all the nodes that are siblings of nodes on the
path between a given leaf and the root. In [5], Jakobsson et al. presented a fractal
Merkle trees for the sequential traversal of such a Merkle hash tree, which pro-
vides the authentication path for each leaf when the leaves are used one after the
other. In this scheme, the total space required is bounded by 1.5log>N/loglogN
hash values, and the worst-case computational effort is 2logN/loglogN hash
function evaluations per output. Recently, Naor et al. showed that the combined
scheme of Merkle’s one-time signature scheme with Jakobsson et al.’s algorithm
provides fast signature times with low signature sizes and storage requirements
through experimental results[9].

2.2 Hash Chain

The idea of hash chain concept is based on the property of a one-way hash
function h() that operates on arbitrary-length inputs to produce a fixed length
value. One-way hash functions can be recursively applied to an input string. The
notation A" (z) denotes the result of applying h() n times recursively to an input
x. That is,

h™(x) = h(h(h(...h(x)...)))

N~ -~ -
n times

Such recursive application results in a hash chain that is generated from the
original input string:

RO(z) = x, At (x),..., h"(z)

In most of the hash chain applications, first h™(z) is securely distributed and
then the elements of the hash chain is spent one by one starting form A"~ !(z)
and continuing until the value of z is reached.

2.3 Modified Efficient Public Key Framework

In [13], Zhou et al. proposed a new public-key framework, in which the max-
imum lifetime of a certificate is divided into short periods and the certificate
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could expire at the end of any period under the control of the certificate owner.
They intended to establish a new public key framework that exempts the CA
from testifying the validity of a certificate, once the certificate has been issued
by the CA. However, Zhou’s framework has considerable problems for practical
implementation. That is, it is an unreasonable framework to authenticate an
unidentified user based on some information submitted by the unidentified user
in exempting CA. In particular, a malicious user can always generate valid sig-
natures without any restriction. To overcome this drawback, they introduced a
new trust party called security server. However, the security server is not only a
redundant entity, but also requires an additional cost to be maintained securely.

Alternatively, we introduce control window mechanism to make Zhou’s public-
key framework above more suitable for realistic implementation.

Definition 1 (Control Window). Control Window describes a time period
that the verifier can trust the status of the sender’s certificate only based on the
sender’s hash chain.

Upon control window mechanism, CA sets the size of the control window of
the user at the certificate issuance. The user can control the status of his/her
certificate by using hash chain, and the verifier only trusts the user’s hash chain
during the control window. At the end point of the control window, the verifier
queries certificate status information to CA.

3 System Model

3.1 Design Principles and Architecture

In this section, we firstly clarify our design principles in order to efficiently
provide authentication and certificate status management among mobile devices
in PAN environment. The concerns of our design are summarized as follows:

— Eliminating Public Key Operations on Mobile Devices. Since traditional pub-
lic key signature schemes generally require computationally complex opera-
tions in terms of signature generation and even verification, they may not
even be appropriate for resource-constrained mobile devices in PAN, which
may have 8-bit or 16-bit microcontrollers running at very low CPU speeds.
Therefore, designing an authentication protocol which does not perform any
public key operations is a promising challenge in PAN environment.

— No Assistance of a Signature Server. To avoid cumbersome public key sig-
nature generations, some cryptographic protocols which depend upon a sig-
nature server were presented[1][2]. However, these approaches put a heavy
burden on the server side or, both the server and the mobile device side in
terms of high storage requirement for resolving problematic disputes. Fur-
thermore, these approaches do not eliminate public key operation on verifier
side and suffer from round-trip delay since all signing procedures are carried
out through the signature server. Consequently, it is desirable to design an
authentication protocol without assistances of the signature server.
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— Small Computational and Communication Overheads for Validating Certifi-
cate Status. Although online certificate status checking mechanism such as
OCSP[11] seems a good choice since mobile devices can retrieve timely cer-
tificate status information with moderate resources usages in comparison
with CRLs[4], the personal CA suffers from heavy communication work-
loads as well as computational overheads as it requires computing lots of
signatures. Therefore, to mitigate the personal CA’s workloads, it is neces-
sary to reduce the number of the personal CA’s signature generations and
total communication passes.

To define architectural model more clearly, we assume the followings:

— A PAN consists of portable or moving components that communicate with
each other via wireless interfaces.

— At the constituting the PAN, all the security associations required for mak-
ing PAN routine operations secure are set up. That is, every mobile device
equipped with the PAN is bootstrapped with these security quantities and
certificates during the initial phase.

A PAN is composed of a personal CA and mobile devices in our system model.
The descriptions of system components are as follows:

— Personal CA: Personal CA is a unique trusted third party in the PAN,
and it has a display and a simple input device to give its commands. Also, it
is permanently available online to provide all other PAN components with
certificates and certificate status information.

— Mobile Devices: Components equipped with the PAN, which have net-
working capability and likely low computing power.

3.2 Notations
We use the following notations to describe the protocols:

— PCA, M : the identities of personal CA and mobile device, respectively.

— h() : a cryptographic secure one-way hash function.

— SKx : arandomly chosen secret key of the mobile device X.

— ski’(j : the secrets of each one-time signature of the mobile device X, where

sk = h(SKxlilj)

¢ is the signature number, j is the index of the secret, and | is the concatenation
of messages.

— pk% = h(sk%’) : the commitments for each sk%/.

— PLCY% := h(pk%'|--- |pkY’) : the i-th public leaf commitment, which is the hash
of all the commitments of a single one-time signature.

— PKx : a public key of the mobile device X, which is the tree root of a fractal
Merkle hash tree.

— AuthPath’ : the authentication path of the i-th public leaf commitment of the
mobile device X.
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— VK%' : the i-th validation key of the mobile device X. Based on a randomly
chosen secret quantity V Kx from the range of h(), the mobile device X computes
the hash chain VK, VK%, -, VK%, where

VK% = VEx,VKk = hx(VKx) = hx (VKK ")

VK_}} constitutes X’s root validation key, VK;L{i is X'’s current validation key.
— Sig% : the i-th one-time signature of the mobile device X.
— Certx : a certificate of the mobile device X.

4 Proposed Protocol

In this section, we present an efficient authentication protocol that provides
fast signature generation and verification without any assistance of a signature
server, and offers simplified certificate status checking by means of control win-
dow mechanism.

Initialization. The initialization of mobile devices is the modified version of
manual authentication protocol[3] that inherently settles key distribution prob-
lem in one-time signature scheme. The detailed steps are as follows:

Personal CA Mobile Device

PCA ,PK ,,

v

M,PK, ,nVK'

Compute Recompute

MAC , (PCA , PK o, ,M,PK ,,,n,VK ) MAC ,(PCA,PK ,.,,M,PK, ,n,VK )

Mmoo

Cert ,, , AuthPath |

PCA

v

Fig. 1. System Initialization

1. The personal CA sends its identifier and public key to a mobile device.
2. The mobile device randomly generates two secret quantities SK; and VK.
Starting with these values, the mobile device performs the followings:

— Generates the one-time secrets/commitments pairs and the corresponding pub-
lic leaf commitments according to the total number of signatures n (Taking
into account the PAN environment, we assume that the total number of sig-
nature is less than 2'6).

— Initializes a fractal Merkle hash tree of height logn, and computes a public key
PKyr, with the public leaf commitments values PLC%, as its leaves, where
i=1,---,n.

— Generates VKy; = h"(VK) as the root validation key.

— Sets the signature number i = 0.

Then, the mobile device submits M, PKs,n, VK}; to the personal CA.
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3. Both the personal CA and the mobile device carry out the following manual
authentication:

— The personal CA generates a random key k£ and computes a MAC as a function
of PCA,PKpca, M,PKu,n,V K} by using the random key k. The MAC and
the key k are then displayed by the personal CA.

— The user now types MAC and k into the mobile device, which uses k to recom-
pute MAC value (using its stored versions of the public keys and associated
data as input).

If two values agree then the mobile device gives a success signal to the user.
Otherwise it gives a failure signal.

4. If the mobile device emits a success indication, the user instructs the personal
CA to generate a certificate. In order to generate the certificate, the personal
CA sets up a control window CW according to the system security policy
and issues the certificate signed by one-time signature for the mobile device
together with the authentication path AuthPath's. 4 of the certificate.

Certyr = {Ser#, M, PKyr,n, VK, CW, Sighca},

where Ser# is a serial number.
5. The mobile device checks the followings to verify the correctness of the issued
certificate.
— Verifies the one-time signature of the personal CA on the certificate by the use
of PKpca and AuthPathbg 4.
— Checks whether the data fields within the certificate are valid as expected.
If all the checks are successful, the protocol is now completed.

As described above, every mobile device is bootstrapped with a pair of pub-
lic/secret key and its own certificate during the initial phase. After all mobile
devices have been imprinted with their security quantities, mobile devices which
wish to sign and verify a message carry out the following signature genera-
tion/verification phase.

Signature Generation. A mobile device M, which wishes to sign a message
m performs the followings:

— Proceeds Merkle’s one-time signature scheme[7] as follows:
e Increments the signature number ¢
e Calculates a message digest md = h(m) and sets C' = number of ’0’-bits in
md, and then sets msg = md||C.
o Generates {sk}fs }_, and the corresponding {pk}fs Y1, where ¢ = [msgl.
e Calculates Sigh,, = {sk:j\’ngj € {jlmsg; = 1}, pk:j(ngj € {jlmsg; = 0}}.
— Computes AuthPath}'wS and updates authentication path using fractal Merkle tree
algorithm(5]. ‘
— Calculates the current validation key VK, .

Then, sends m, Sig), , AuthPath}, together with the signature counter i and

the current validation key VK x[_l to an intended mobile device M,,.

Signature Verification. The mobile device M,, proceeds the followings to check
the status of the mobile device M,:
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— Obtains Certa, and queries whether the status of Certys, is valid or not.

— Verifies the current validation key based on the root validation key in the obtained
certificate, i.e., hi(VKIT\Zi) e VKyy,.

— If all the checks are successful, the mobile device M, caches Certyr, and sets the
current local time as starting trust time and the ending trust time based on the
control window in Certyy,.

To verify the received signature, the mobile device M, performs as follows:

— Calculates a message digest md’ = h(m) and sets C' = number of ’0’-bits in md’,
and then sets msg’ = md'||C".

— Sets Sigh, = Sigm, by denoting Sigh,, = {sigj}i=,, where t = |msg’| and
updates sig; «— h(sigj),Vj € {jlmsgj; = 1}, and then calculates PLC},, =
{sigi|--|sig:}.

— Iteratively hashes PLC}'V[S with AuthPath’Ms and compares the result to PKy, in
the certificate Certy,.

In comparison with previously proposed server-assisted computation approaches
[1][2] to reduce computational overheads on resource-constrained mobile devices,
the proposed protocol does not need to perform any public key operations and
employ any signature server at all.

Also, the verifier needs not to query the signer’s certificate status informa-
tion to the personal CA during the period of control window since the verifier
trusts the signer’s certificate based on the hash chain in the certificate up to
the ending trust point. As a result, our protocol provides moderate communi-
cation and computational overheads for validating certificate status compared
with OCSP[11] and CRLs[4].

5 Evaluations

In this section, we give evaluations of the proposed protocol in terms of the se-
curity and performance points of view.

Security Evaluations. To provide secure operations, it is necessary to prove the
security of both one-time signature scheme and control window mechanism used
in the proposed protocols. Clearly, we require that message digest hash function
h() is collision-resistant. Then, it is sufficient that: if the one-way hash function
h() used for committing secrets and hash operations in the Merkle’s one-time sig-
nature scheme is a collision-resistant function which implies preimage-resistant,
no signature for a message m’ # m can be forged.

Regarding the security of control window mechanism, it is obvious that: to
forge the mobile device’s current validation key corresponding to the i-th one-
time signature, an adversary should compute on his own the (n — i)-th h()-
inverse of the root validation key VK™ in the mobile device’s certificate, which
is computationally infeasible work.
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Performance FEvaluations. Firstly, we compare the proposed protocol with the
most efficient server-assisted computation approach[1] in terms of computational
and storage requirements on system components. Note that computational re-
quirement of our protocol for signer is comparable with [1] without putting a
heavy burden on the server. Furthermore, signature verification of our protocol
is more efficient than [1] since verifier does not perform traditional signature
verification, but only needs to perform one-way hash computations. In particu-
lar, we solve the main problem in [1], which is the high storage requirement on
the server by removing the signature server. Recall server-assisted computation
approaches must store all signatures for resolving problematic disputes. In ad-
dition, considering storage requirement on the signer, our protocol only requires
1.9 KB approximately. (two 20 bytes security quantities and 1920 bytes hash tree
along with 4 bytes signature counter) while [1] requires about 3.3 KB (168 * 20
bytes = 3.3 KB approximately.)

Upon taking into consideration of the efficiency of control window mechanism,
clearly our protocol reduces the number of signature generations and commu-
nication passes of the personal CA since the verifier does not query certificate
status information to the personal CA during the period of control window.
To have concrete and general measurements in terms of communication costs,
we consider the following parameters[10] to compare communication costs with
CRLs and OCSP:

— n : Estimated total number of certificates (n = 300, 000).

— p : Estimated fraction of certificate that will be revoked prior to their expiration
(p=0.1).

— ¢ : Estimated number of certificate status queries issued per day (¢ = 300, 000).

T : Number of updates per day (T = 2, the periodic update occurs per 12 hours).

— C': Size of control window in our protocol (C' = 2, the length of control window is
two days).

— lsn : Number of bits needed to hold a certificate serial number (s, = 20).

— lsigy lhash : Length of signature and hash value (ls;g = 1,024,lp45n = 160).

Table 1. gives the estimated daily communication costs according to three certifi-
cate status management schemes. If we make use of control window mechanism
instead of OCSP, then communication cost for certificate status management
can be diminished by 65%.

Table 1. Comparisons of Daily Communication Costs

Scheme Communication Cost (bits)
CRLs 1.803 x 10*!
OCSP 3.132 x 108

Our Proposal 2.046 x 108

CRLs daily cost: T (p-n-lsn +lsig) +q- (p-1-lsn + lsig)
OCSP daily cost: q - lsn +q - lsig
Our protocol daily cost: ™ + q'l(f;ig +q - lhash
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6 Conclusion

In this paper, we have proposed an efficient protocol to reduce a burden of com-
putation for digital signature generation and verification on the PAN compo-
nents, and simplify the procedure of certificate status management in the PAN.
Compared with sever-assisted computation approaches, the proposed protocol
does not require performing any public key operations at all without assistances
of a signature server. Based on hash chain technique, and further, the proposed
protocol alleviates communication and computational costs for checking certifi-
cate status information.
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Abstract. Conditional Access System (CAS) performs entitlement management
to make only legitimate subscribers watch pay-services. Generally, CAS uses
passive entitlement management to fulfill that entitlement control, and various
schemes are existed for that. Among them, Tu introduced two schemes in [1],
which are the simple scheme and complete scheme of four levels hierarchy. The
advantage of the simple scheme of four levels hierarchy is a small key
generation and encryption load for a CAS, but it is not good for the dynamic
entitlement management. On the other hand, the complete scheme of four levels
hierarchy is good for the dynamic entitlement management, but key generation
and encryption load for CAS is considerable when it is compared to the simple
scheme. In this circumstance, we proposed a novel scheme, which is an active
entitlement key management. The proposed scheme not only performs the
dynamic entitlement management very efficiently, but also generates and
encrypts keys with a small load for CAS, which is just the same as the load of
the simple scheme.

Keywords: Conditional Access System, Key Management, Digital TV
Broadcasting System.

1 Introduction

Digital broadcasting system utilizes CAS with hierarchic key distribution model for
access control. And 3 or 4 levels hierarchic key distribution model is a popularly used
[1]-[6]. In case of 3 levels key distribution model, control word (CW), authorization
key (AK), and master private key (MPK) are used [2], [5]. On the other hand, CW,
AK, receiving group key (RGK), and MPK are used for 4 levels key distribution
model. Note that, a disadvantage of 3 levels key distribution model compared to 4
levels one is a heavy system load in a key transmission point of view [1]-[3]. And
entitlement control message (ECM) and entitlement management message (EMM) are
used for delivering hierarchic keys [1]-[9].

CAS based on hierarchic key distribution model refreshes keys regularly and
irregularly [6]. First of all, CAS refreshes keys regularly because it provides key

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 283 -292, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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security and efficient billing. CAS performs efficient billing by synchronizing key
refreshment period and service charging time period (CTP) [1]. However, since such
frequent key refreshment causes a big system load, a trade-off between key security
and frequent key refreshment is necessary. This regular key refreshment scheme is
called periodic entitlement management. Second of all, CAS refreshes keys
irregularly when extra key refreshment is necessary. For example, if a user wants to
terminate his/her pay service or to change his/her current entitlement to another pay
service before the entitlement is originally supposed to be expired, CAS performs
irregular key refreshment. In this circumstances, CAS generally refreshes a key
related to a channel or service group which a user wants to leave, and periodically
sends refreshed keys to all users except the one who leave his/her entitlement. This
irregular key refreshment scheme is called non-periodic or dynamic entitlement
management. Note that CAS has to send keys periodically because all digital
broadcasting standards [7]-[9] specifies one-way system as a mandatory requirement,
and two-way system as an optional one. In other words, since CAS can’t assure a
reception of refreshed keys at a host’s side in one-way system, there is no way but to
send keys periodically for reliable key transmission. Unfortunately, this mechanism
sometimes causes a big system load.

An existing solution for periodic and dynamic entitlement management has a big
flaw when it is applied to a big system with tens or hundreds pay-per-channel (PPC)
and hundreds of thousand or millions of subscribers. That is a heavy system load for
key generation and encryption [1]-[4]. Especially in case of dynamic entitlement
management, system load problem is getting more serious because a probability of
occurring extra entitlement status change events definitely will goes up compared to a
small system. This problem is what we resolved with the proposed scheme. With an
active entitlement key management proposed in this paper, CAS can handle periodic
and dynamic entitlement management with a small load and securely, even though a
system is huge.

2 An Active Entitlement Key Management

In passive entitlement management, CAS refreshes keys and broadcasts them to a
subscriber who leaves his/her entitlement. Note that a subscriber who leaves his/her
entitlement is an old subscriber being deleted by system or any subscriber adapting or
pausing his/her receiving group. However, in the proposed active entitlement key
management (we will call this scheme as the active scheme in the rest of this paper),
CAS just broadcast entitlement control information, Authorization Revocation List
(ARL), including identifications of unauthorized subscribers, to subscribers when a
subscriber leaves his/her entitlement. In other word, CAS with the active scheme
doesn’t need to refresh keys and broadcast them whenever dynamic entitlement
management is necessary. But, since the active scheme should transmit additional
ARL via EMM g, CAS requires more transmission bandwidth comparing to passive
entitlement management. Therefore, we also propose the bandwidth efficient ARL
transmission scheme by organizing ARL transmission table.
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2.1 Key Hierarchy and Distribution Model

As shown in figure 1, the active scheme has four levels key hierarchy, such as MPK,
RGK, AK, and CW. This key hierarchy model is exactly the same as the complete
scheme, but the refreshment period of AK is not CTU, but CTP. In the complete
scheme, it has to refresh AK per CTU to support dynamic entitlement management
because it is based on passive entitlement management scheme. However, our
proposed scheme broadcasts ARL to unauthorized subscribers to delete their invalid
entitlement, so we don’t need to refresh AK when a subscriber leaves his/her
entitlement.

Head-end CA server broadcasts keys via EMM after generating them. In our
scheme, there are two kinds of EMMs, which are EMM sx and EMMggk. EMM sk and
EMMggk are used for delivering encrypted AK, i.e., Exgx{AKs}, and RGK, i.e.,
Empk{RGK]}, respectively. These messages have periodic broadcast frequency for
reliable transmission of them. In case of EMM,k, it is broadcasted per AK
retransmission period (ARP), e.g., 0.1 ~ 15 seconds [2], and EMMggk is transmitted
per CTP or when a subscriber subscribes new package service. Note that head-end
CA server has to generate EMM ,k as many as the number of RG, and each EMM is
broadcasted to the corresponding RG. And there is no notation for CW and ECM in
figure 1 because they are out of the scope of this paper. Additionally, our scheme
provides the message authentication mechanism using MAC for EMM,g because it
contains ARL, and utilizes EMM ¢ authentication key (EAK) for the authentication
key of MAC. The details are described in the next section.

Fig. 1. Key Hierarchy and Distribution Model
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2.2 Reliable Transmission of ARL

In this section, we describe the concept of ARL, the scheme of periodic transmission
of ARL over EMMk for reliable transmission of ARL, and ARL authentication
scheme with MAC algorithm.

2.2.1 Authentication Revocation List (ARL)

ARL is the list of the record which includes the identification code of an unauthorized
subscriber. We can denote ARL as a group like {record 1, record 2, ... , record M},
where M is the time variant number which varies according to the accumulated
number of unauthorized subscribers during a CTP. Each RG has its own ARL, and
head-end CA server generates N ARLs, where N is the number of RGs, then
broadcasts them to the associated subscribers. We can define a group of ARLs as ARL
set (ARLS) and denotes it as ARLS={arllj=1,2,...,N}, where the arl; is the ARL for
the receiving group j. And we will use ARL, notation in the rest of this paper for a arl;
of a certain receiving group. For example, at a subscriber’s side which is included in
ARL,, after receiving ARL,, security processor in ACU parses the ARL, which is
embedded in the EMM 4k, and verifies whether records in ARL, include a matched
identification with the ACU. If there is a matched record in ARL,, the security
processor deletes the entitlement stored in the memory immediately.

2.2.2 Periodic Transmission of ARLS over EMM ¢

One of the reliable transmission schemes of ARLS is periodic transmission of it via
EMM,k. because there is no way to confirm whether subscribers receive ARLS
correctly or not in a one-way digital TV broadcasting system. Note that a two-way
digital TV broadcasting system is optional in all type of digital TV broadcasting
systems [7]-[10].

The refreshment period of ARLS is CTP as shown in figure 2. Head-end CA server
starts to generate new ARLS at every starting point of CTP and discards the old
ARLS for previous CTP. And CA server updates ARLS only per AUP to reduce a
system load for ARLS processing because subscribers leave their entitlement
randomly during a CTP. Therefore, if CA server updates ARLS whenever subscribers
leave their entitlement, it might cause a system load problem. Thus, in the proposed
scheme, CA server temporarily stores incoming subscriber’s leaving of his/her
entitlement request and updates ARLS per AUP.

CAS takes advantage of EMM i for periodic transmission of ARLS because CAS
originally retransmits EMM sk per ARP, e.g., 0.1 ~ 15 seconds [2]. As a result, we can
transmit ARLS periodically per ARP embedded in EMMjk, and guarantee a reliable
ARL transmission with a benefit of such a frequent retransmission period. Beside, we
don’t broadcast any messages specialized for ARLS, we can reduce the system
complexity.

Despite the benefit of ARL update, there is a drawback of periodic ARLS
broadcasting for the active scheme. That is an additional bandwidth consumption
problem because ARLS is additional information when it is compared to passive
entitlement management, its periodic transmission surly needs extra transmission
bandwidth consumption. Therefore, we also proposed the efficient ARLS
transmission scheme based on ARLS transmission table in 2.3, and describes the
simulation result in chapter 3.
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2.3 ARL Transmission Table

As described in previous section, CAS requires extra transmission bandwidth
consumption in the active scheme. Therefore, we propose ARL transmission table to
reduce the transmission bandwidth consumption efficiently.

Figure 3 shows the way to organize ARLS transmission table for ARL,, i.e., one
receiving group j Note that head-end CA server should generate ARLS transmission
tables for all element of ARLS, {arllj=1, 2, ... , N}, where N is the number of RG,
even though figure 3 depicts only for one of them.

There are two different ways of organizing the ARLS transmission table based on
the size of ARL, and the quotient of AUP divided by ARP, i.e., AUP/ARP. First of
all, if the size of ARL, is smaller than the AUP/ARP, head-end CA server organizes
the table having a size of AUP/ARP by locating each records of the ARL, recursively
(see figure 3.(a)). For example, if the value of AUP/ARP is 5 and the number of
records in ARL, is 2, then the ARLS transmission table for ARL, will be {record,,
record,, record,, record,, record, }.

AUP

<
<

\4

ARP

‘ record, record,

record, ‘ ‘ recordy

(a) the size of ARP; < AUP/ARP

Write

recordy; | recordsz records recordyy

recorday record; recordak recordan

recordys | recorduz recordux

(b) the size of ARP; > AUP/ARP

«—
pesy

Fig. 3. Update and EMM , refreshment per AUP

Table 1. Example of Broadcasting ARL Transmission Table

ARP timeout order Case 1 Case 2

1°* ARP timeout Send EMM ,k with {record, } Send EMM xk with { record;, records}
2" ARP timeout Send EMM ,k with {record,} Send EMM xk with { record,, record;}
39 ARP timeout Send EMM 4k with {record, } Send EMM sk with { records}

4™ ARP timeout Send EMM ,k with {record,} Send EMM sk with { record,}

5™ ARP timeout Send EMM ,k with {record, } Send EMM 4k with { records}

Second of all, if the size of ARL, is greater than the AUP/ARP, head-end CA
server organizes the table having a shape of matrix like figure 3.(b), where N is the
quotient of AUP/ARP. Note that the last row of the table might have fewer rows than
N. For example, if the value of AUP/ARP is 5 and the number of records in ARL is
7, the ARLS transmission table for ARL, will be
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{recordl record, records record, recordS}

recordg record,

After the completion of organizing ARLS transmission table, CA server broadcasts
the tables to subscribers by using two different ways according to the size of ARL,.
First, if the size of ARL, is smaller than the AUP/ARP, head-end CA server
broadcasts each element of the table at every ARP using the EMM x;. For example, if
the ARLS transmission table is {record,, record,, record,, record,, record,}, it is
broadcasted like Table 1, case 1.

Second, if the size of ARL, is greater than the AUP/ARP, head-end CA server
broadcasts each column of the table at every ARP using the EMM ;. For example, if
the ARLS transmission table is

{recordl record, records record, recordS}

recordg record,

’

it is broadcasted like Table 1, case 2.

3 Performance Analysis

Table 2 shows the number of times of key generation based on the key refreshment
frequency of the complete scheme and the active scheme with T channels, M charging
groups, and N receiving groups. Note that, the value of M is the same as the number
of days in a month [1], i.e., 30 days. First of all, the complete scheme generates AK T
times per CTU because it refreshes AK per CTU, and TxM times per CTP. In case of
RGK, the complete scheme generates RGK N+{(t) times. Here, N is the number of
columns in a row of the receiving group key matrix [1], and f(t), 1<t<M, indicates the
number of subscribers who leave his/her entitlement per CTU. Additionally, the

complete scheme generates RGK per CTP NxM+ :f(D) times with the value of M
which indicates a total number of days in a month. On the other hand, the active
scheme doesn’t generate AK and RGK per CTU because it refreshes AK and RGK
per CTP, and generates AK and RGK per CTP T and N times, respectively.

Figure 4 shows the simulation results of key generation load for a system with the
assumptions like below.

1. Number of Subscribers (S) = one million, Number of Channels (T) = 100,
Number of Receiving Groups (N) = 100, and Number of Charging Groups (M) =
30.

2. The number of subscribers who leave their entitlement is 1% of S, i.e., 10,000,
and those leave events occur uniformly over a CTP. In other words, f(t) in Table
2 has a constant value of 10,000/M. at every CTU.

As shown in figure 4, the complete scheme has to generate AK and RGK about 533
(T+N+10,000/M) times per CTU, and about 16,000 (533xM) times per CTP. Besides,
it is clear that as the number of subscribers who leave their entitlement increases, the
complete scheme has to generate more keys than that the active scheme. On the other
hand, the active scheme just generates AK and RGK 200 (T+N) times per CTP. Note
that, CAS can generate them not only once in a CTP as shown in figure 4, but also
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every each day by distributing the key generation load to every day’s work. In this
situation, if we choose second approach, CAS only has to generate keys about 7 times
per CTU.
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Fig. 4. The number of times of key generation Fig. 5. The number of times of key encryption

Table 2. The number of times of key generation

The complete Active scheme proposed

scheme [1]

AK per CTU T None
AK per CTP TxM T
RGK per CTU N+£(t) None

M
RGK per CTP NxM+ > f(t) N
t=1

Table 3 shows the number of times of key encryption of AK and RGK with S
subscribers, N receiving groups, and M charging groups. First of all, the complete
scheme has to encrypt AKs with RGK NxM times per CTU because there are NxM
packages [1] to be broadcast per CTU. When we consider it for a CTP, the complete
scheme has to encrypt AKS with RGK NxMxM times because CTP consists of M
days. In case of RGK encryption with MPK in the complete scheme, CA system
encrypts 'ty times per CTP, and S'(t) consists of S+ :f(t) +¥f{(t), 1<t<M, here f(t)
indicates the number of subscribers who leave his/her entitlement per CTU and f{t)
means the number of subscribers who add his/her entitlement per CTU. On the other
hand, the active scheme doesn’t need to encrypt AKs with RGK per CTU because it
doesn’t refresh AKs per CTU, and it encrypts AKs with RGK N times per CTP
because there are N receiving groups. In case of RGK encryption with MPK in the
active scheme, CA system encrypts S(t) times per CTP, and S(t) consists of S+ ¥f{t),
1<t<M, here f{t) means the number of subscribers who add his/her entitlement per
CTU.
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Table 3. The number of times of key encryption

The complete Active scheme
scheme [1] proposed
Ercr{AKs} per CTU NxM N/A
Ercx{AKs} per CTP NxMxM N
Ewrk{RGK} per CTP S'(t) S(t)

Figure 5 shows the simulation results of key encryption load for a system with the
assumptions like below.

1. The same as the first and second assumptions in the key generation simulation.

2. The number of subscribers who adds their entitlement is 1% of S, i.e., 10,000,
and those add events occur uniformly over a CTP. In other words, f{t) in Table 3
has a constant value of 10,000/M at every CTU.

With above assumptions, the complete scheme encrypts 37,000 (NxM +
(S+ if(t) + if(t) M) times per CTU, and 1,110,000 times per CTP. On the other
hand, the active scheme encrypts about 33,767 ((N+ S+ if{t))/M) times per CTU,
and bout 1,013,010 times per CTP. As the simulation result shows, the active scheme
encrypts about 3,233 times less per CTU, and about 96,990 times less per CTU. Note
that if the number of subscribers who leave their entitlement increases, the complete
scheme has to encrypt more keys than the case of active scheme.

Since the active scheme additionally broadcast ARLS periodically, extra
transmission channel bandwidth consumption existed inevitably. However, the
needed amount is just negligible, and we simulate it by calculating the average bit rate
for the last AUP by varying AUP (see figure 6) to simulate it in the worst case. In
other words, the size of ARLS will be a definitely maximum at that period, and this
causes the greatest transmission channel consumption during a CTP. We assumed the
size of record in an ARL and the value of ARP as 20 bits and 15 seconds,
respectively. Note that the size of record in an ARL, 20 bits, is determined to make it
possible to identify each subscriber among one million users, and the period of ARP,

—&— 15% of 1 million

10F —& 10% of 1 million [
—&— 5% of 1 million
9r —&~ 1% of 1 million

Average Bit Rate at the Last AUP [khps]

0 & 10 15 20 25 30 35 40 45 50 55 &0
AUP [minutes]

Fig. 6. Average bit rate for the last AUP by varying AUP
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15 seconds, is selected among 0.1 ~ 15 seconds [2] to simulate in the worst
circumstance. It is clear that we can see better result if we pick another ARP value,
smaller than 15 seconds, eg., 0.1 seconds. As you can see in figure 6, if we choose 30
minutes for the AUP, and assume 1% of one million subscribers, 10,000, are leaving
during a CTP, the necessary bandwidth for the transmission of ARLS is only about
0.11 kbps. Even though this result value could be increased as the number of
subscribers who leave their entitlement goes up, the required bandwidth is very small,
e.g., only about 1.67 kbps is necessary when we assume 15% of one million
subscribers, 150,000, are leaving during a CTP.

4 Conclusion

In this paper, we proposed an active entitlement key management scheme for CAS on
digital TV broadcasting system. We not only introduced a novel concept of ARL for
dynamic entitlement management, but also designed key distribution model, including
ARL, based on four levels key hierarchy, ARL authentication scheme for secure
transmission of ARL, and ARL transmission table for efficient transmission
bandwidth consumption. With the proposed scheme, we can reduce key generation
and encryption load considerably compared to the complete scheme. Further, we can
manage randomly changed users entitlement status securely and efficiently with the
proposed scheme. We simulated this remarkable performance improvement by
comparing the active scheme and the complete scheme with assumptions of one
million subscribers, and one hundred PPC and receiving groups.
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Abstract. Recently, most of information systems such as customer management
systems have been worked via networks. Encoding characters in databases or
files is essential to prevent from leaking or stealing important information such
as customer information. These systems, however, need the highest security
level as well as higher performance. We propose a new method to improve
performance without sacrificing security level. The key idea is encrypting only
important information and using double common-key encryption with two types
of keys, i.e. static keys and dynamic keys in order to shorten encrypting time
and to secure systems. Our experiments revealed that high performance was
realized at the same security level as a traditional way.

Keywords: Security, Network security, Database security, Common key
encryption.

1 Introduction

Recently, most of information systems have worked via networks. In those systems,
important information is transferred via networks. For example, users send their
personal information to a customer management system on the Web in order to enjoy
services. So, those systems need high security level in order to prevent from stealing,
leaking or tampering with customer information. Encryption is essential to protect
information through networks. Those systems also require high performance because
many customers should be able to use those systems with no stresses. However, high
security conflicts with high performance. As a system gets higher security,
performance would be lower.

Our goal is to improve performance in network systems without sacrificing
security. A network system consists of file servers and client terminals. We propose a
new approach to encrypt information in network systems. We assume that not all
information is important and need to encrypt. What is important can be defined in
advance. It would take less time to encrypt only important information. On the other
hands, we must consider keeping up security level. The key idea is encrypting only
important information and using double common-key encryption with two types of

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 293 -301, 2006.
© Springer-Verlag Berlin Heidelberg 2006



294 K. Yanagimoto, T. Hasegawa, and M. Takano

keys i.e. static common keys and dynamic common keys in order to shorten
encrypting time and to secure systems.

The rest of this paper is organized as follows. We discuss prior work and their
limitations in section 2. We propose a new approach for system security in section 3.
Then, we describe experiments and evaluations in section 4, and discuss the approach
in section 5. Finally, we conclude with future work.

2 Prior Work

There were two approaches in system security. One is network security and the other
is database security. A lot of encrypting methods were proposed in network security.
Network security were proposed and standardized at each layer of network, such as
the application layer, the transport layer, the network layer and the data link layer [1,
2]. In those methods, payloads in each layer are encrypted. In high layers such as the
application layer, only data are encrypted. In contrast, much information is encrypted
in low layers. For example, IP addresses are encrypted in the network layer. So,
encrypting in low layer has high security but it needs more machine resources.
Encrypting payloads in low layers is secure but it would be inefficient since those
methods encrypt not only important information but also non-important information.
It also needs encrypting and decrypting at each server. Another limitation is that
performance falls when encryption keys are changed every communication in order to
secure data through network.

In database security, two popular methods were proposed. One is encrypting the all
of a database. A disadvantage of this method is low performance because stored data
need to be decrypted in data accesses. The other is encrypting fields in a database [3,
4]. This method is more efficient than encrypting all of a database. However, field
indexing is still an open problem.

3 Double Common Encryption

3.1 Overview

We propose a new approach for security in networks and databases. Our approach is
based on double encryption to only important information. We assume that not all
information is important and need to encrypt. What is important information can be
defined in advance. It would take less time to encrypt only important information. We
must also consider keeping up security level. In order to realize it, we have two
constraints. One constraint is to store encrypted data in a database. The other
constraint is to encrypt the data so as to change the encrypted data through networks
at each communication even if the same data are sent. We propose to use two types of
common encryption keys. One is static common keys and the other is dynamic
common keys. We assume that the static common keys are common to client
terminals. We use the static common keys to store the encrypted data in a database.
We propose to use a part of network information as the dynamic common keys.
Network information is common to both a client terminal and a server, and it is
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different at each communication. Since the dynamic common keys continually vary
according to network information, we use the dynamic keys to change the encrypted
data through networks at each communication. We propose double encryption using
two types of keys. First, we encrypt important information by the static common keys.
Then, we doubly encrypt the encrypted data by the dynamic common keys in order to
secure the encrypted data through network moreover. The encrypted data does not
need to be decrypted by the static common keys at the server, because we do not
encrypt the data necessary to communication such as session information and we can
store the encrypted data in a database as it is. So, performance would improve
because only decryption by the dynamic common keys is needed at the server.
Our basic idea is as follows:

1. extracting important fields from a payload in a client terminal according to
predefined information types and encrypting only the values in the important fields
by the static common keys

2. encrypting the encrypted information by the dynamic common keys moreover and
sending the doubly encrypted information to a server from the client terminal

3. decrypting the doubly encrypted information by the dynamic common key and
stored it in a database (i.e. the stored information is still encrypted by the static
common keys)

We show an example in Fig. 1. In step (1), the important data (abc) is extracted
from the payload data (abc, def, ghi) at a client terminal. In step (2), the data is
encrypted into the data (ikj) by the static common keys. In step (3), the data is
moreover encrypted into the data (pos) by the dynamic common keys. In step (4), the
payload data (pos, def, ghi) is sending to a server and the data (pos) is extracted. In
step (5), the data (pos) is decrypted into the data (ikj) by the dynamic common keys.
So, the encrypted data is stored in a database.

3.2 Encryption by Static Common Keys

Our proposing method needs to define a table in order to recognize important
information. We show an example in Fig. 2. The table contains important information
types as well as the static common encryption keys. It also contains IP addresses and
HTTP (Hyper Text Transfer Protocol) port numbers of target host and origin host.
Payloads containing important information are efficiently selected since IP headers
are filtered according to IP addresses and port numbers. First, important information
is extracted from a payload according to important information types in the table. We
do not define the size of important information in the table since we can use
identifiers in the payload in order to get the sizes of important information. Then,
important information is encrypted by the static common keys in the table. Encryption
is done by the byte so as to index encrypted information. In the upper row of this
example shown in Fig.2, target IP address means the address of the server and origin
IP address means the address of the client terminal. The filed “Name” is extracted
from a payload and the value of this field is encrypted at the client terminal before
sending to the server.
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3.3 Encryption by Dynamic Common keys

The encrypted information by the static common keys is doubly encrypted by the
dynamic common keys at the client terminal before sending to the server. As the
dynamic common keys, we use the identification of IP header in communication
between the client terminal and the server. The dynamic common keys are variable
since the identification of IP header is different at each communication. So the
encrypted information is continually changed even if the original information is the
same. The advantage of our method is that it does not need to exchange keys, since
the identification of IP header is known to both the client terminals and the servers.
Prior work proposed to change keys so as to change encrypted information at each
communication in order to raise security level. In order to keep the strength of the

Session information Common [Direction off Important
encryption | process filed name
key

Target IP|Origin IP|Protocol| Target | Origin
address | address port | port

10.1.1.2]10.1.1.1| TCP 0 10000 | XSDEDM | encryption Name

10.1.1.1}10.1.1.2 TCP | 10000 0 XSDEDM | decryption Name

Fig. 2. Information for static common key encryption
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encryption in network security, the sum of key length of a static common key and a
dynamic common key is set to the same as prior work in network security. Even
though the key length of a dynamic common key is enough short, the encrypted
information varies at each communication and the strength of security is the same
level as that of the prior work. So, another advantage of our method is that it would
not take time as long as prior work.

3.4 Storage of Encrypted Information

The doubly encrypted information is sent from the client terminal to the server and
then it is decrypted by the dynamic common keys at the server. The decrypted
information by the dynamic common keys is stored to a database as it is. The
decrypted information is secure because it is still encrypted by the static common
keys. So, system performance never falls in database access, since our approach does
not need to encrypt databases. Since encryption is done by the byte in our method, we
can access the database rightly. If the static common keys are common among another
client terminal, we can also access the database rightly by another client terminal.

4 Evaluation

We experimented with simulation based on designed systems. The system consists of
a client terminal, load balancer, a file server, a database and networks. We simulate
multi client access to a file server by using a load balancer. The system architecture of
the proposing method and prior method are shown in Fig. 3. In prior method, first, the
whole payload is encrypted at a client terminal, and then the encrypted payload is
decrypted and encrypted again at the load balancer. Finally the whole encrypted
payload is decrypted and extracted a field to data access. Note that the database is
encrypted. On the other hand, encryptions by the static common keys and the dynamic
common keys are done at a client terminal in our method. No encryptions are done at
a load balancer. Only decryption by the dynamic common keys is done at a file
server. Note that the database itself is not encrypted but important information is
encrypted. We compare the time at each component in prior method and our method.

We set the network band to 100 Mbps, and we set the average packet size to 1,200
bytes. We assume that important information exists 500 bytes from the beginning of a
payload and the size of important information is 100 byte. We used 56 bytes in DES
(Data Encryption Standard) as prior method. In our method, we set the sum of the key
length of a static key and a dynamic key to 56 bytes based on DES. 3 packets are
needed in a request and a response to a database from a client terminal respectively. A
client terminal frequently accessed to a file server up to 30 times. We used a relational
database. Data structure is shown in Table 1. 128 bit key length in AES (Advanced
Encryption Standard) was used as prior work in database security. Ten thousand
records were stored in the database.

We compared performance of each system by timing at each component, i.e. a
client terminal, a load balancer, and a file server. First, we evaluated each time in a
client terminal. The results are shown in Table 2. The time of prior method was
0.201ms and the time of our method was 0.024ms. So, the results showed that
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performance improved about 8 times. Second, we evaluated each time in a load
balancer. In prior method, encrypted packets should be decrypted and encrypt again
because cookie information in packets needs to be extract. Our method does not need
to decrypt and encrypt at a load balancer since the cookie information were not
encrypted. It took time to select a file server and send to the server according to
cookie information. The time of prior method was 0.435ms and the time of our
method was 0.267ms. So, the results showed that our method reduced 0.168ms and
performance improved about 1.6 times. Finally, we evaluated each time in a file
server. The time of prior method was 247.2ms and the time of our method was
155.0ms. So, the results showed that our method reduced 92.2ms and the performance
improved about 1.6 times. At all, our method reduced 92.5ms and the performance
improved about 1.6 times.
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Table 1. Data structure in experiments

Columns Type Size (byte) | Encryption
Name varchar 100 | yes
Address varchar 300 | no
Telephone | varchar 12 | no

Credit card | int 15 | no

Table 2. Evaluation of performance

Average transaction time | Prior method (ms) | Our method (ms)

Client terminal 0.201 0.024
Load balancer 0.435 0.267
File server 247.2 155.0
Total 247.8 155.3

5 Discussion

5.1 System Performance

299

Our experiments showed that the transaction time at a file server is dominant and our
method successfully reduced the transaction time at a file server. We found data
access time was dominant at a file server. So, we investigated the time in data access
by varying amount of stored data in the database. We show the results in Table 3.
When the amount of stored data increased, the time increased in prior methods, while
performance does not fall in our method. Our method does not need an encrypted
database while a prior method needs an encrypted database. The result said it took
more time to access to an encrypted database when the amount of stored data
increased. So, the effect of our method does not need an encrypted database without
lowering security level. Our method also reduced the processing time at a client
terminal and a load balancer respectively.

Table 3. Time in data access

Stored data | Prior method | Our method
(#record) (second) (second)
1000 0.171 0.146
5000 0.204 0.153
10000 0.247 0.155

In addition, prior method needs to exchange keys at a client terminal and a load
balancer. Our experiments showed it took extra 4.15ms to exchange keys. Our method
does not need to exchange keys because it does not need to share the keys at anytime.
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5.2 Strength of Security

Our experiments revealed that performance improved. Now we discuss the strength of
security. We compared the strength of security in prior method and our method. The
results are shown in Table 4. The encrypted block size is short in our method since the
information needs to be encrypted by the byte. It is because we can access to the
database without encrypting the database itself. However, the sum of the length of a
static encryption key and the length of a dynamic encryption key is equal to the length
of the encryption key in prior method. Our method also has an advantage of not
needing to exchange encryption keys and not needing to keep them. So, the strength
of encryption in our method would be the same level as in prior method.

5.3 Limitations

We discuss limitations of our method. One of the limitations of our method is multi
client access to a database. While the advantage of our method is not to need to keep
static encryption keys in the file server, our method forces to keep static encryption
keys in the client terminal instead. So, if multi client terminal need to access the file
server, the static common encryption keys must be shared among multi client

Table 4. Strength of security

Prior method Our method
Encryption block size (byte) 7or8 1
Key .len'gth in network 56 56
communication
Key length in database (bit) 56 54
Need to exchange encryption keys yes no
Need to keep encryption keys yes no
10
- 87
2
Q
£ s
g 4
g 2
0

0 300 600 900 1200
Position of important field from payload (byte)

Fig. 4. Time in extraction important fields from a payload
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terminals. Our future work is to research how the static encryption key can be shared
in multi client terminals.

We did not investigate to extract an important field from a payload. As we simply
extracted an important field from the beginning of a payload, the extracting time
depended on the position of the payload. We show the extracting time according to
the position of the payload in Fig. 4. The extraction time increased in proportion to
the position of the payload. We have still room for improvement in extracting
important fields.

6 Conclusion

We proposed a double common encrypting method to only important information.
The key idea was extracting the values of important fields from a payload and
encrypting doubly the values of important fields by static common keys and dynamic
common keys. The most advantage was that our method did not need encrypt the
database itself. The experiments using a network simulator revealed that the
performance improved without falling security level. In the future, we are planning to
improve our method by tuning parameters as well as to investigate the method for
distributing the static common keys to multi client terminals when one of the client
terminals accesses to a file server for the first time.

References

1. IEEE (Institute of Electrical and Electronic Engineers), “802.1AE - Media Access Control
(MAC) Security”, http://www.ieee802. org/1/pages/802.1ae.html

2. IETF (Internet Engineering Task Force), “IETF Homepage”, http://www.ietf.org/

3. Oracle, “Transparent Data Encryption”, http://www.oracle.com/technology/oramag/
oracle/05-sep/o55security.html

4. “eCipherGate”, Hitachi System and Services, http://www.hitachi-system.co.jp/eciphergate/
(In Japanese)



GMPLS-Based VPN Service to Realize End-to-End
QoS and Resilient Paths

. . .2
Hiroshi Matsuura! and Kazumasa Takami

'NTT Service Integration Laboratories
9-11, Midori-Cho 3-Chome, Musashino-Shi, Tokyo 180-8585, Japan
matsuura.hiroshi@lab.ntt.co.jp
% Faculty of Engineering Soka University
k_takami@t.soka.ac.jp

Abstract. We propose hierarchically distributed path computation elements
(HDPCEs) that manage a multilayered GMPLS network and provide traffic
engineering paths for end-to-end routes. We apply HDPCE:s to provide a VPN
service on optical networks for IP customers. One of the VPN services that
HDPCE:s provide is individual-flow-based bandwidth allocation, which assures
end-to-end QoS. However, conducting flow-based bandwidth assurance has
been difficult because of the heavy burden on the admission controller (AC)
and its routing delay. We made conducting flow-based bandwidth assurance
possible by distributing ACs and advanced route creation. Another service
provides resilient paths that are free from failure in the optical domain. There is
no clear SLA on an individual path basis for the path backup policy. HDPCEs
provide backup methods, such as protection, preplanned restoration, and active
restoration according to the SLA with the customer.

Keywords: GMPLS, QoS, SLA, PCE, VPN.

1 Introduction

Generalized multiprotocol label switching (GMPLS) [1] is now being applied to
multilayered networks that include IP and optical network domains. In particular, for
the core domain of the GMPLS network, optical fibers are used, and they facilitate
communication among IP domains that are connected to the core domain. In this
situation, a customer in one IP domain can communicate with another customer via a
virtual private network (VPN) on the optical core domain. From the VPN provider’s
point of view, assuring quality of service (QoS), security, and providing resilient
paths for customers is important. We apply our previously proposed hierarchically
distributed path computation elements (HDPCEs) [2] [3] to a VPN service and to
achieve these requirements.

To achieve end-to-end QoS, bandwidth assurance for each flow in an IP domain
and in a multidomain environment is indispensable. End-to-end QoS was assured
mainly by applying Differentiated Services (Diffserv) [4] [5] and Bandwidth Broker
(BB) because Diffserv aggregates many flows into a small number of Diffserv classes
and reduces the control plane burden. On the other hand, Diffserv has difficulty
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assuring QoS on an individual-flow basis. HDPCEs conduct individual-flow-based
call admission control and determine an end-to-end multidomain route for each flow.
At the same time, HDPCEs have a function to assure required bandwidth of the flow;
thus, there is no need to use BB. Appropriate routes in each domain are calculated in
advance and maintained in the route list in the corresponding HDPCE; thus, each
routing burden can be minimized.

To provide robust security to each customer, maintaining the secrecy of customer
information, including link-state information from other customer domains, is
important. If the legacy OSPF routing protocol is applied to interdomain route
determination, link-state information of an IP domain is required by the PCE in the
source domain because the PCE has to conduct multidomain routing. Therefore,
maintaining link-state information within a domain is difficult. On the contrary,
interdomain HDPCE, which conducts route determination in the interdomain,
eliminates the need for link-state flooding among IP domains. Therefore, link-state
information in one IP domain is kept secret from other domains.

Legacy PCEs do not have a backup function that provides an appropriate backup
strategy for each end-to-end path of a customer. HDPCEs provide each customer with
three different backup methods: protection, preplanned restoration, and active
restoration depending on the service level agreement (SLA) between a VPN provider
and its customer.

In Section 2, we describe the HDPCE deployment architecture and a procedure of
creating an interdomain route using HDPCEs. We also show the SLA terms that are
agreed upon between a VPN provider and a customer who uses the VPN service. In
Sections 3 and 4, we show how HDPCEs provide end-to-end QoS and backup
methods to IP customers depending on the SLA with them. Section 5 concludes our

paper.

2 HDPCE Architecture

First, the authorized HDPCE deployment server distributes an HDPCE software
module to HDPCE servers using the function of online Enterprise Java Bean (EJB)
[6] deployment. HDPCE modules are distributed to the interdomain HDPCE server,
which manages the VPN provider’s optical interdomain, and to the customer HDPCE
server, which is used for the customer IP domain. An example of this distribution is
shown in Fig. 1. After the distribution of the HDPCEs, each network operator
registers domain routers, optical cross connecters (OXCs), links between the routers
and OXCs, initial bandwidths, and costs of links in the distributed HDPCE. After the
registration of these links, the interdomain HDPCE establishes optical lambda paths
through optical fibers in the optical interdomain. The HDPCE can find the shortest
route for the lambda path from one domain to another using the interdomain shortest
path first (SPF) algorithm [2] [3], and bandwidths reserved between two domains are
determined by the SLA with the customer.

After the establishment of necessary lambda paths for the customer, the VPN
provider allows the customer to communicate with other IP domains via the VPN. An
example of establishing an end-to-end IP path by using HDPCEs is shown in Fig. 1.
In this example, we suppose that source IP router R1 in IP domain D_1 asks HDPCE



304 H. Matsuura and K. Takami

1 to determine the route from R1 to R11 in IP domain D_3 by a PCEP request [7]. In
this case, HDPCE 1 judges that there is no R11 in D_1 and forwards the request to the
interdomain HDPCE. The interdomain HDPCE 21 selects the appropriate lambda
path between D_1 and D_3 from its interdomain route list. Once the lambda path
whose route is R2-OXCI1-R9 is chosen, the interdomain HDPCE delegates the
underlying routing to the underlying HDPCE 1 and HDPCE 3 specifying border
routers R2 and R9, respectively. The underlying HDPCEs choose the best routes in
their domains from their route lists. Finally, the optimal end-to-end route is chosen.
This route is sent back to source router R1 in the PCEP reply message [7]. Among
HDPCEs, RMI over IIOP [8] protocol is used for the interaction of EJBs.
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Fig. 1. HDPCEs deployment and their interdomain routing
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Traffic Amount of individual traffic from customer IP domain to other IP domains via VPN.

End-to- | Non- No link-state information is revealed from the customer IP domain.

end revelation

routin; . . . . .

policyg Partial- Cost From the customer IP domain, BVLs, which are virtual links between
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Full- Cost From the customer IP domain, BVLs and IVLs, which are virtual links
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Backup | Protection | In the optical interdomain, a customer-specified path is backed up by a 1:1
policy protection path which is SRLG-disjointed from the path.

Preplanned | In the optical interdomain, a customer-specified path is backed up by a N:1
restoration | restoration path which is SRLG-disjointed from the path.

Active In the optical interdomain, once the customer-specified path malfunctions, an
restoration | alternate path is dynamically chosen.

Fig. 2. SLA terms between a VPN provider and a customer
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As shown in Fig. 2, SLA terms are determined between a VPN provider and its
customer. Besides the traffic from the customer domain to other domains, there are
two main policies in SLA.

For the end-to-end routing policy, the customer can chose three options. The first
option is the “nonrevelation” policy, which reveals no virtual links (VLs) from a
customer’s IP domain. Thus, interdomain route-selection is conducted without using
link states in the customer IP domain, only the costs of interdomain lambda paths are
considered. This policy is the cheapest among the three options because the burden of
interdomain HDPCE is the lightest and the interdomain HDPCE can use effective
lambda paths for the optical domain without consideration of the customer IP domain.

The second option is the “partial-revelation” policy, which reveals border virtual
links (BVLs), which are VLs between two border routers (BRs) in the customer IP
domain. It is more expensive than the “nonrevelation” policy because an interdomain
HDPCE takes account of the VLs from the domain in addition to the interdomain
lambda paths. Applying this policy to a domain that performs the role of a hub for
other domains is very useful. For example, once a customer has three IP domains that
are connected by the VPN and one of the IP domains is mainly used for transit
between the other two domains, setting a “partial-revelation” policy in the transit
domain is a good strategy.

The third option is a “full-revelation” policy, which reveals BVLs and inner virtual
links (IVLs), which are VLs between an inner router (IR) and a BR. It is the most
expensive among the three options because the interdomain HDPCE creates all
possible routes from all registered IRs and BRs in the customer IP domain to other
domains and from other domains to all IRs and BRs in the domain.

4 DBVLs and IVLs

No Vg Interdomain

HDPCE 21 BVLs

o= :interdomain lamhda path, semans lnner virmal link (IVL) (between R and BR)

mm  w  horder wirtual link (BVL) {hetween two BRs), -----. runretrieval link

Fig. 3. Underlying route information retrieval performed by an interdomain HDPCE

An example in which a VPN provider has three customer IP domains that have
these three policies is shown in Fig. 3. These retrievals of VLs from underlying
HDPCEs are conducted when the interdomain HDPCE renews its interdomain route
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list. An underlying HDPCE copies the corresponding route cost in its route list as the
cost of a VL when it sends VLs to the interdomain HDPCE.

In the “partial-revelation” and “full-revelation” policies, the parameter ‘“cost
weight” should also be determined in the SLA. As shown in Eq. 1, the sum of lambda
path costs “lambda,,s’s and VL costs “VL,,"’s of lambda paths and VLs, which are
on the interdomain route, is the cost of the interdomain route “Route,,’.

Routecoss: = x Zlambda cost F Zy(VL cos 1) €))

lambda Sroute VLSroute

Parameter x is the cost weight of “lambda.,,’s and y is the cost weight of “VL,,’s,
and the value of y is varied depending on the SLA contract with each customer.
Therefore, if cost weight y of the VLs in a customer domain is larger than those of
other IP domains, the domain is not likely to be used for the transit domain because
Route,,;;, which passes through the domain is more expensive than other route costs.
Therefore, this high-cost-weight method is advantageous for the customer for
reserving link capacity.

There are three options in the SLA for backup policies.

The first option is protection that provides 1:1 protection for the primary path. This
option imposes a minimum delay in the case of switching paths from primary to
protection because streaming data for the primary path is copied to the protection path
in the optical domain. On the other hand, this option is expensive because 1:1
protection requires ample bandwidth in the optical network. In this option, 1:1
protection means each primary path is protected by one protection path.

The second option is preplanned restoration in which multiple primary paths share
one restoration path. Even though this option does not assure recovery from
simultaneous failures in multiple primary paths, it is cheaper than the protection
option because the restoration path is shared.

The third option is active restoration, which does not prepare the backup path
beforehand and search the restoration path when a malfunction occurs in the
customer’s path. This option is the cheapest among the three options, even though it
does not assure the backup path and has routing overhead when the path is switched
to the restoration path.

For each customer, the path backup policy can be determined on an individual-path
basis; therefore, protection, or preplanned restoration policy is likely to be applied to
important paths. We discuss these backup policies further in Section 4.

3 End-to-End QoS Management Performed by HDPCEs

Legacy QoS management systems mainly combine DiffServ with Bandwidth Broker
(BB), though conducting flow-based QoS management is difficult. On the other hand,
legacy PCEs [9] [10] try to determine each flow-based end-to-end explicit route by
traffic engineering based on the OSPF protocol. The OSPF protocol is, however,
designed for hop-by-hop routing and is not necessarily suitable for PCE-based
multidomain source routing, especially for a GMPLS-based VPN service.

For example, in the OSPF protocol, link states of a domain are not usually visible
from other domains; therefore, assuring end-to-end QoS is difficult. If one domain
reveals its link states to other IP domains using OSPF virtual links, secret information
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such as the link state of a domain is not kept secret with respect to other domains. To
make matters worse, optical interdomain link states of a VPN provider are revealed to
IP domains as forwarding adjacency (FA) LSPs; thus, the VPN provider cannot assure
security.

In addition, in OSPF-based legacy PCEs, Dijkstra’s shortest path first (SPF)
algorithm [11] runs whenever a PCEP setup route request comes, and it calculates the
shortest path from the source router to the destination router. The source domain PCE,
however, has an overhead of calculating the shortest path, especially if there are many
domains and links involved. In addition, in end-to-end QoS, Dijkstra’s SPF algorithm
does not check the available bandwidth of each link, so it requires the help of BB to
check whether the path has sufficient bandwidth to satisfy the QoS of each application
flow. BB, however, only checks the bandwidth of the path and does not propose the
alternative path that satisfies the bandwidth requirement.

HDPCE:s resolve these problems of the OSPF protocol, and each flow-based QoS
is assured. First, HDPCEs enable the removal of link-state information flooding
among domains including the optical interdomain. This is because, as shown in Fig. 1,
each HDPCE manages the link states in its own domain and updates the link costs and
remaining bandwidth of each link after the establishment of a path in the link. VLs are
revealed by an HDPCE of an IP domain to the interdomain HCPCE, but the revelation
is restricted to the VPN provider and never revealed to other customers.

Routing delay is minimized because each HDPCE calculates the shortest routes
between possible source and destination routers/domains in its own domain and
updates these routes in its route list asynchronously with the route-setup request.
Distributed and parallel processing of HDPCEs also contributes to lighten the burden
of routing and increase the speed of the routing. In the case shown in Fig. 1, parallel
processing is conducted by HDPCE 1 and HDPCE 3 for the route selection in D_1
and D_3, respectively. If the number of VPN customers increases, dividing the
interdomain HDPCE further and preventing the concentration of the burden on one
interdomain HDPCE is also possible. For example, as shown in Fig. 1, if three new
customers join the VPN service, allocating these three customer domains under
another interdomain HDPCE and placing the inter-interdomain HDPCE on top of the
two interdomain HDPCEs is possible.

As shown in Fig. 1, an interdomain route is determined in a hierarchical manner. In
Fig. 4, we explain route-selection flow details in an HDPCE. As shown in Step 3, an
HDPCE chooses the route on a route-cost basis and on an available bandwidth basis
from the routes in its route list. After the determination of the route in the domain, the
HDPCE updates the remaining bandwidth and cost of the links on the route, as shown
in Step 4. Therefore, the probability of finding the path that satisfies the bandwidth
requirement becomes greater compared with that of the combination of the OSPF
protocol and BB.

The SLA of the end-to-end routing policy, “full revelation policy,” has the highest
probability of accommodating the most paths that satisfy the required bandwidth in
the customer domain. This is because the cost of a VL is determined by the least-
loaded (LL) algorithm [12], where the cost is defined as the inverse of the remaining
bandwidth. Therefore, VLs that have less remaining bandwidth are not likely to be
used. On the other hand, links in a customer domain that has a “nonrevelation policy”
are likely to be used without consideration of remaining bandwidth; thus,
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4 Backup Strategies Provided by HDPCEs

The interdomain HDPCE for the optical domain of the VPN provider offers three
methods for backing up individual IP paths based on the SLA with the customer who
owns these paths.

A shared risk link group (SRLG) [13], whose unit is mainly an optical fiber or a
conduit of fibers, is introduced to define the group of links that share the risk of failure
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Fig. 5. SRLG management by interdomain HDPCE
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with other group members. In legacy OSPF-based routing, however, selecting an SRLG
disjointed from the primary path is difficult because Dijkstra’s SPF algorithm does not
take SRLG information into account and only considers link costs [14].

As is shown in Fig. 5, interdomain HDPCE establishes lambda paths based on the
required traffic among IP customer domains and the interdomain route-costs. Each
lambda path is related to its component SRLG sequence and its cost in the lambda
path list. Sometimes a lambda path passes through one or more than one IP domains,
which are transit domains. lambda,, is defined as

lambda ., (n,B,a, ) =af/B+(100-a)n, 2)

where n indicates the number of route components of the lambda path such as OXCs
and optical fibers, B indicates the available bandwidth of the lambda path, o is used to
weight of the inverse of B against n within the range between 0 and 100. £ is used for
compensating between the inverse of B and n before the IP paths are accommodated
in the lambda path. On the other hand, o is flexibly changed depending on the
conditions of the applied interdomain. For example, if the number of disjointed SRLG
pairs between any two IP domains becomes limited, setting o to a small value for
effective accommodation of the IP paths in the lambda paths is better. That is because
selecting a lambda path that has a small number of route components for a primary IP
path helps to select a protection IP path, which is SRLG-disjointed from the primary
path. On the other hand, for large networks that have many alternative disjointed
SRLG routes between any two packet domains, setting a to a large value for effective
accommodation of the IP paths in the lambda paths is better. That is because available
bandwidth B is weighted more and balanced use of lambda paths is conducted.

A flowchart of how an interdomain HDPCE provides three different backup
methods for individual IP paths is shown in Fig. 6. Step 1 shows the flow for the
selection of a primary IP path, but if some optical fiber of the primary IP path has a
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disjointed from the primary path and create a new restoration group. cost and its order in path list,
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Fig. 6. Disjoint SRLG backup flowchart in an interdomain HDPCS
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malfunction, Step 1 is also used to select an active restoration path excluding the
malfunctioning SRLG. The protection IP path for the primary IP path is selected in
Step 4 in which a disjointed SRLG lambda path is chosen from the lambda path list to
accommodate the protection IP path.

In addition to the lambda path list, the interdomain HDPCE maintains a list of
restoration groups. A restoration group consists of SRLG-disjointed primary lambda
paths and their shared restoration lambda path. In Step 6, the interdomain HDPCE
searches the restoration group that includes the same lambda path in which the
primary IP path is accommodated. If such a group exists, the restoration lambda path
in the restoration group is used for the backup of primary IP path. If there is no such
group, the primary lambda path is added to another restoration group, or a new
restoration group is created in Step 8.

The GMPLS network shown in Fig. 7(a) is used for the evaluation of two proposed
backup methods: protection and preplanned restoration methods. The network has an
optical interdomain managed by an interdomain HDPCE and two underlying IP
domains, namely D_1 and D_2, managed by two corresponding HDPCEs. First, we
set up lambda paths that have ten units of bandwidth from each BR in D_1 to each BR
in D_2. Therefore, after the lambda path setups, there are nine lambda paths in the
network, as shown in Fig. 7(a). After setting up lambda paths in the GMPLS
networks, we set up IP paths that require one unit of bandwidth from the underlying
inner router, R1, to the other inner router, R2, using two different backup methods.

In this evaluation, f in Eq. 2 is set to 10. As shown in the figure, preplanned
restoration backup accommodates 20 — 80% more primary IP paths than protection
backup at the expense of vulnerability against simultaneous malfunctions. The larger
the value of a is, the lower the accommodation rate of primary IP paths is in the
protection method, because this network, which has only 9 lambda paths, is a
relatively small network. Preplanned restoration, however, has a consistent
accommodation rate regardless of the value of a; thus, the network operator of a VPN
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provider does not have to adjust the value of a. The active restoration method
accommodates the most primary paths among the three methods, though the SRLG-
disjointed backup path is not necessarily assured.

5 Conclusion

We described an HDPCE-based VPN service that provides IP domain customers with
end-to-end QoS assurance, security, and three flexibly chosen backup methods.

First, HDPCEs provide individual-flow-based multidomain routing, which assures
the required bandwidth of each flow. Second, link-state information of each customer
is never revealed to other customers, so security is assured. Third, three backup
methods: protection, preplanned restoration, and active restoration are flexibly chosen
depending on the priority and backup strategy of each path of the customer.

References

1. A. Bonerjee, J. Drake, J. P. Lang, and B. Turner, “Generalized multiprotocol label
switching: an overview of routing and management enhancements,” IEEE Commun. Mag.,
vol. 39, no. 1, pp. 144-150, Jan. 2001.

2. H. Matsuura, T. Murakami, and K. Takami, “An Interdomain Path Computation Server for
GMPLS Networks,” IEICE Trans. Commun., Vol. E88-B, No. 8, pp. 3329-3342, August
2005.

3. H. Matsuura, N. Morita, T. Murakami, and K. Takami, ‘“Hierarchically Distributed PCE
for GMPLS Multilayered Networks,” IEEE Globecom 2005, St. Louis, Missouri, USA,
Nov. 2005.

4. R. Bless, “Towards Scalable Management of QoS-based End-to-End Services,” IEEE/IFIP
Network Operations and Management Symposium, April 2004.

5. Performance Evaluation for a DiffServ Network’s PHBs EF, AF, BE and Scavenger,”
IFIP/IEEE International Symposium on Integrated Network Management, May 2005.

6. Sun Microsystems, “Enterprise JavaBeans™ Specification Version 2.1,” August 2002.

7. J. P. Vasseur, J. L. Roux, A. Ayyangar, E. Oki, A. Atlas, and A. Dolganow, “Path
Computation Element (PCE) communication Protocol (PCEP) Version 1,” IETF Internet
Draft, draft-vasseur-pce-pcep-02.txt, Sep. 2005.

8. Object Management Group, “CORBA V2.3.1,” Oct. 1999.

9. N. Bitar, R. Zhang, and K. Kumaki, “Intar-AS PCE Requirements,” IETF Internet Draft,
draft-bitar-zhang-inter-AS-PCE-req-011.txt, Oct. 2005.

10. J. L. Roux, “PCE Communication Protocol (PCECP) specific requirements for Inter-Area
(G)MPLS Traffic Engineering,” draft-leroux-pce-pcep-interarea-reqs-00.txt, Oct. 2005.

11. E. W. Dijkstra, “A Note on Two Problems in Connexion with Graphs,” Numerische
Mathemakik, 1, pp. 299-271, 1959.

12. Q. Ma and P. Steenkiste, “On Path Selection for Traffic with Bandwidth Guarantees,” In
Proceedings of IEEE International Conference on Network Protocols, October 1997.

13. D. Xu, Y. Xiong, C.Qiao, and G. Li, “Trap avoidance and protection schemes in networks
with shared risk link groups,” in IEEE Journal of Lightwave Technology, Special issue on
Optical Network, Nov. 2003.

14. E. Oki et al., “A Disjoint Path Selection Scheme with SRLG in GMPLS networks,” Proc.
of IEEE HPSR’2002, 88-92, May 2002.



WBEM-Based SLLA Management Across Multi-domain
Networks for QoS-Guaranteed DiffServ-over-MPLS
Provisioning*

Jong-Cheol Seo', Hyung-Soo Kim?*, Dong-Sik Yun?, and Young-Tak Kim'*#*

! Dept. of Information and Communication Engineering,
Graduate School, Yeungnam University
214-1, Dae-Dong, Kyungsan-Si, Kyungbook, 712-749, Korea
% Network Technology Laboratory, System Architecture Research Division,
Solution Research Department, Korea Telecom (KT)
463-1, Jeonmin-dong, Yuseong-gu, Daejeon, 305-811, Korea
sjc2305@paran.com, essencel@kt.co.kr,
dsyun@kt.co.kr, ytkim@yu.ac.kr

Abstract. For QoS guaranteed DiffServ-over-MPLS connection provisioning in
multi-domain networks, the managed objects in each domain should be globally
standardized and publicly accessible by other NMSs. And each NMS
participating in the inter-domain networking should negotiate with other NMSs
for end-to-end service provisioning. In this paper, we propose SLA negotiation
by COPS protocol and design the managed objects by expanding existing
experimental DMTF CIM MOFs. We propose service location protocol based
directory agent to register/discover the NMSs’ that participate in the multi-
domain TE-LSP connection provisioning. For better performance, we design
the multi-threaded provider implementations on OpenPegasus WBEM platform.
The detailed implementations of the providers with performance analysis are
explained.

1 Introduction

In order to provide on demand QoS-guaranteed DiffServ-over-MPLS service
provisioning across multiple autonomous system (AS) domain networks, the network
management system (NMS) should be able to collect the information of inter-AS
connectivity and available network resources among autonomous system boundary
router (ASBR) ports, and fault restoration capability of the traffic engineering label
switched path (TE-LSP) [1]. For this end-to-end QoS-guaranteed DiffServ
provisioning management, NMS must establish service level agreement (SLA) with
other providers and with the customers. The NMS needs to interact with other NMSs
of different network providers for the QoS-guaranteed TE-LSP connection
establishment and this interaction is required to be platform and network resource
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independent. The managed objects (MOs) in inter-AS traffic engineering should be
standardized in public domain, thus can be easily accessible by other network
providers. Currently, network management MOs for QoS-guaranteed DiffServ
connection provisioning is not well standardized in public domain. Most currently
available commercial IPP/MPLS Systems are supporting simple network management
protocol (SNMP) or command line interface (CLI) based management function
without globally standardized MO definitions. As a result, it is not possible to easily
collect the networking resource information of inter-AS transit networks from other
NMSs, negotiate the possible differentiated service provisioning on SLA negotiation,
and establish and manage flexible TE-LSPs across multiple domain networks.

Since web-based enterprise management (WBEM) and common information
model (CIM) are platform and resource independent distributed management task
force (DMTF) standard, they can provide a good framework for design and
implementation of the MOs for inter-AS traffic engineering [1]. WBEM defines both
a common model (i.e., description) and protocol (i.e., interface) for monitoring and
controlling resources from diverse sources (e.g., different types of platforms or
different types of resources on the same platform). The inheritance and object-
oriented design from CIM MOF (managed object format) can reduce development
time, and also provide independence in platform and programming language [2].

The DMTF CIM MOFs are used as base classes for inter-operability among
management systems that would be implemented by different network operators. The
MOF design with inheritance enables simple implementation of new MOs for new
management function with reusable common information of base MO, as the object-
oriented design approach provides. Also, the polymorphism for easy networking
enables easy access to new MO by remote manager who has limited knowledge on
the actual implementation of inter-AS traffic engineering MIB (management
information base). Currently CIM has some experimental MPLS (multi-protocol label
switching) and DiffServ (differentiated service) related MOFs, but detailed MOFs for
QoS-guaranteed DiffServ provisioning are not available.

We have designed MOs for SLA management, and inter-AS TE-LSP connection
management with several extensions on existing experimental DMTF CIM MOFs
with inheritance. With WBEM architecture, we have designed and implemented SLA
negotiation. We have used directory agent (DA) [3], a centralized repository for
storing the details of NMSs and their corresponding service location information. In
this paper, we explain the detailed implementation approaches of WBEM-based TE-
LSP connection management and SLA negotiation across multiple domain networks
using OpenPegasus [4], OpenSLP [3], and COPS (common open policy service) [5].

The rest of this paper is organized as follows. In section II, the related work on
WBEM and service level subscriptions (SLS) management are briefly introduced.
In section III, WBEM based architecture for TE-LSP connection establishment and
SLA negotiation are explained. The DMTF CIM-based extended MOF design for
SLS negotiation, connection establishment and necessary WBEM providers are
explained in section IV. In section V, the performance analysis of WBEM-based
architecture for connection establishment is explained. We finally conclude this
paper in section VI.
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2 Background

2.1 Web-Based Enterprise Management (WBEM)

WBEM is a platform and resource independent DMTF standard that defines both a
common model and protocol for monitoring and controlling resources from diverse
sources. DMTF defines the CIM that defines the management information for system,
networks, application and services, etc. CIM includes the description of a meta-
language for describing data (i.e., CIM specification) and a description of the
resources to be managed (i.e., CIM schema and vendor extensions). CIM-XML is a
DMTF standard for WBEM communication protocol that uses the CIM specification
and CIM schema for the representation of managed resources, defines the encoding of
CIM data and operations into XML, and uses HTTP transport protocol for exchanging
CIM-XML encoded requests and responses [2]. CIM MOF is the language defined by
the DMTF for describing classes and instances.

2.2 Service Level Specification (SLS) Management

The SLS is used to denote the technical characteristics of the service offered in the
context of an SLA. The service technical characteristics refer to the provisioning aspects
of the service, such as request, activation and delivery aspects from network perspectives.
Non-technical service provisioning aspects such as billing and payment aspects, are not
part of the SLS; they are part of the overall SLA. SLS forms the basis of the agreements
between providers for traffic exchange in the Internet. SLS include SLS identification,
scope (geographical/topological region), flow identification, traffic conformance, excess
treatment, performance guarantees, schedule, etc. Our work draws from the SLS template
specification work of the MESCAL SLS specification [6 - 8].

QoS-based services are offered on the basis of the SLAs, which set the terms and
conditions on behalf of both providers and customers in providing and requested
services, respectively. Before committing any connection establishment, SLA
negotiation should have been made between the providers. There is a performance
monitoring part, for each negotiated QoS parameters (such as delay, jitter, packet loss,
and throughput), which is composed of (i) Measurement Period, (ii) Reporting, and
(i) Notification Threshold [7]. The performance management would perform
monitoring the QoS parameters that had been negotiated in the SLA so as to check
that whether SLA is violated or not.

3 Architecture of WBEM-Based SLA Management on
Multi-domain Networks

3.1 WBEM Based SLLA Management Functional Architecture

Fig.1 depicts the functional block of WBEM-based SLA management for inter-AS
TE-LSP connection establishment. The OpenSLP server acts as a dedicated DA
where all NMSs register and discover the service contact points using service location
protocol (SLP).
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Fig. 1. WBEM-based SLA Negotiation Functional Block

Each NMS is configured with OpenPegasus WBEM Server. OpenPegasus 2.5.1
supports service agent (SA) functionality for service registration to DA. The API
(application programming interface) for OpenPegasus client includes user agent (UA)
functionality such as service lookup and request. The SLP provider has SA
functionality for service registering and CIM client has UA functionality for service
request. During the NMS’s WBEM initialization, the SA in SLP provider tries to
detect DA and then it registers itself to the DA. The service type has been defined as
“service:wbem.InterAS:pegasus”. Once the service registration is successful, the UA
can directly request service discovery to DA, and get information about interested
service contact points.

For SLA negotiation, we have designed the SLA Provider with COPS PDP and
PEP functionalities. The Inter-ASQoSProvider is designed and implemented for the
purpose of inter-AS Traffic Engineering for QoS-guaranteed DiffServ-over-MPLS
provisioning. SNMP Provider can interact with SNMP supported network element
(NE) directly, using SNMP protocol. SNMP Trap Handler is included in SNMP
Provider, and is used for fault detection mechanism by Fault Manager.

3.2 Interaction Among NMSs for SLA Management

The interaction among the NMSs, DA and CNM (customer network manager) for SLA
negotiation is shown in the Fig. 2 Before the interaction among NMSs is done, the NMS
need to perform initialization of its providers. During NMS provider initialization, it
tries to register itself to the DA, and to discover other NMSs that participate in inter-AS
TE from the DA using SLP protocol. Each NMS tries to gather the resource details from
other NMSs to make inter-AS topology configuration. After the topology configuration
is accomplished, SLA negotiation for inter-AS TE can be handled.
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Fig. 2. Interaction sequence diagram for SLA negotiation in inter domain networks

When on demand QoS-guaranteed TE-LSP connection request is made from any
CNM, the ingress NMS performs constraint-based shortest path first (CSPF) routing.
Then it makes SLA negotiation among the providers which manages the
corresponding domains that are in the path to the destination. Once the ingress NMS
receives successful decision from other providers for the negotiated parameters, it can
make QoS enforcement in its domain, i.e., it can configure its managed resources for
accommodating the traffic agreed on the negotiated SLA. All the service providers
who agreed with the SLA will perform QoS enforcement on their managed domains.
The data transfer can take place at the scheduled time mentioned as one of the SLA
parameters during SLA negotiation.

4 Design and Implementation of CIM MOF-Based MOs and
Providers for WBEM-Based SLA Management

4.1 Extended CIM MOs for SLA Management

Fig.3 depicts unified modeling language (UML) representation of CIM classes and
associations designed for SLA negotiation and connection establishment in inter-AS
TE. Some classes are designed as abstract classes and other classes inherit from the
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super classes. The classes QoS_interASNet_SLASrv, QoS_InterDomain_SLS, and
Qos_DiffServOver MPLS-InterDomain_SLS are designed for SLA negotiation
between the NMSs. The SLS parameters such as scope, flow-id, traffic conformance,
excess treatment (drop/remark/shape), performance guarantees (delay, jitter, loss,
throughput), schedule (time, day, year etc.) and performance monitoring para-
meters are defined in the base class QoS_InterDomain_SLS. The class
Qos_DiffServOverMPLS-Inter-Domain_SLS extends from QoS_InterDomain_SLS
with TE parameters.

For inter-AS traffic engineering, we designed QoS_OAM_Service MO which
acts as super class and the services such as QoS_interASNet_PMSrv,
QoS_interASNet_FMSrv, QoS_interASNet_CMSrv for performance management,
fault management and connection management respectively. The class
QoS_interASNet_SLASrv has the SLA negotiation module with both customer and
provider implementation.

CiM_ManagedEiement CIM_EnabledLogicalElement
[-Caption - string [EnabledState - uint = 5
Description : siring | OtherEnabledState : string
| ElemeniName - siring ——HRequesiedStale : uint = 12
|EnabledDefault : uint = 2
| TimeOfLastStateChange : Date
[fRequesiSiateChange() - uint

CIM_ManagedSystemElement [IS.
[nstalDate : Date
Name : string
| operationalStatus : uint
|-statusDeseriptions(] : string
Status : string
HealthState : uint

QoS_InterDomain_SLS
FScope_Model : uint
Scope_ingress[] © string
scope_egress(): string
FlowlD_DSCP : vint
Flow_SrvAddr : string
Flow_DestAddr : sting
Flow_Applinfo : uint
Flow_ProtocolNo : uint
Flow_Protocal - uint
Flow_SrcPort : uint
Flow_DestPort : uint
Excess_Treatment ; uint

CiM_Service
FSystemCreatonClassName : sting
LSystemName : string
FCreationClasshame : string
(-Mame : string
HPrimaryOwnerMame : string

Performance_Guarantees_delay : double
Parformance_Guarantess_jitter : double
Performance_Guaranteas_packelLoss * double
Performance_Guarantees_throughput : double:
[-StartMode : siring Service_schedule_time_start : uint
| Started : booleand) [ Service_scheduile_time_and : uint

Yo uint |-Service_schedule_day_start : uint

PrimaryOwnerContact : string

CIM_LogicalElement

|+ StopService() - uint
AN

QoS_interASNet_SLSSHY

[tgeiSubscribedSLS() : uint
IvproviderSLSUpdateRequsti) : uint
[+enforceSLSParameters() : uint
[+providerSLSOrderRequest) : uint

[relientSLSOrGerReqesi() : uint

QoS_DiffServ_NCT

QoS_DiffServ_EF

QoS_OAMService

T

CIM_QoSService

CIM_DiffServService

QoS_i _PMSry

+StopPMService() : uint

+StartPMService{) - uint

HPRMomalBurst : uint

[OSCP - uint
|-PHBID : uint QoS_interASNet_FMSrv
[FStarFMSenvice(]  uint
Qo8 DiffSery +StopFMService() : uint
PRRate : uint

Service_schedule_day_end : uint
|-Service_schedule_year_start - uint
[Service_schedule_year_end : uint
Dalay_Reparting : Data
tter_Reporting : Date
Packet_Loss_Reporting ; Date
Throughput_Reporting : Date
Delay_Measurement : Date
jtter_Measurement : Date
Packst_Loss_Measurement : Date
Throughput_Measuremant : Date
Delay_Threshold : uint
jtter_Thresheld : uint
Packet_Loss_Threshold : uint
Throughput_Threshold : uint

QoS_interASNet_CMSrv

| PeakDataRate - uint

QoS_DiffServOverMPLS _interAS_SLS

i : uint
uint _ FCommitedDataRata : uint
L treqConnSetup() : int lCommitedBurstSize : wint
tgelTEInfo{) : uint [ExcessBursiSiza  uint

Ldelay : uint

QoS._DiffServ_AFx piitter : wint )
LDiffServClassTypa : string

onn() : uint
+establishinterASConni) : uint

Fig. 3. DMTF CIM based MOF classes for SLA negotiation

4.2 Inter-AS QoS Provider Implementation

The inter-AS QoS provider which is shown in Fig.1, acts as core part of our WBEM
architecture. This provider includes instance provider, association provider and
method provider functions for inter-AS TE (traffic engineering). When WBEM server
is loaded, the Inter-AS QoS Provider gets service location list of other providers from
SLP provider and configures the inter-AS connectivity topology. When SLA is
negotiated by the customer (or other providers) with requested parameters, it
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computes CSPF routing for the requested destination based on the up-to-date inter-AS
topology details. When NMS needs to establish TE-LSP connection setup and backup
path, the method provider starts to establish connection by interacting with SNMP
provider or CLI Provider in the WBEM server. All the provider modules are
implemented using C++.

4.3 SLP Provider Implementation

SLP provider in NMS consists of a service agent, user agent and CIM client. When
the WBEM server is loaded, the SLP provider registers Inter-AS supported WBEM
Pegasus service to statically registered DA. SLP provider periodically sends unicast
service request message to DA to get the service location list of registered NMSs.
Using CIM SLP Template instances, the SLP provider stores the details of the
registered NMSs.

Service Request

Client/UA OpenSLP DA

Service Reply

Service Registration

Reposit
ory

Fig. 4. Service Discovery by SLP Provider

Fig.4 shows the SLP provider operation for service register and discovery. In our
implementation, DA address is statically configured in the NMS’s SLP provider. The
DA is implemented in Linux platform using OpenSLP[3]. The UA functionalities are
provided by the OpenPegasus 2.5.1 client APL

4.4 SLA Provider Implementation

SLA provider is used to negotiate the SLA between the providers and the customers.
Before establishing any data transfer for on-demand connection request, the providers
and customers negotiate each other for the mutual agreement on the proposed
parameters in the SLS. The SLA negotiation between the providers and customers are
implemented using the WBEM CIM model. Fig.2 explains the SLA negotiation
process between the customers and the providers. The client initiates the negotiation
by SLA_Open() to the provider. The SLA provider accepts the negotiation session by
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SLA_Accept(). When the client sends the SLA_Request() with the required
parameters for on-demand TE-LSP connection provisioning, the SLP provider checks
whether the managed domain has enough resource for the new connection. This is
done by calling getTEInfo(), which in-turn calls getUptodateLocalStateInfo() method
of Inter-AS QoS provider. The current network resources are checked and if the
managed domain has enough resource, the service level negotiator will initiate the
service level negotiations to other SLP providers who are in the route to the
destination. If there is not sufficient resources available, the SLP provider can re-
negotiate to the requested parties by calling SLA_Decision() request with re-
negotiation option. Once the ingress NMS receives successful SLA_Decision() from
all the NMSs, they can enforce the NE configuration by using SNMP provider or CLI
provider. The ingress NMS calls the customer with the decision by SLA_Desicion().
The decision could be either accept/reject or re-negotiate. The customer can send the
report by SLA_Report() to the ingress-NMS, which conveys that the customers
decision to the provider about the negotiation.

5 Performance Evaluations on SLLA Negotiation for TE-LSP
Connection Establishment in Inter-domain Networks

In our current implementation with OpenPegasus based WBEM architecture for SLA
negotiation in 5 AS domain networks (as shown in Fig. 2), the overall negotiation
time among the providers takes around 6~8 seconds. On the average it takes around
1.8 sec for successful provider-to-provider negotiation.

5.1 SLA Negotiation for TE-LSP Connection Establishment

Fig. 5 shows time taken by the SLA negotiation process with five NMS. When the
ingress NMS gets a request for SLA negotiation for TE-LSP connection
establishment, it checks itself with getTEInfo(). The request will perform association
traversals and instance enumerations on the repository. The graph depicts the time
taken for enumerating the instances the CIMOM repository.
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Fig. 5. SLA negotiation request processing
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From the graph, it is clear that there is not much variance in time taken and the
time taken is irrespective to the number of instances enumerated. On the average, it
takes almost 1.78 seconds. It shows the better scalability for the number of instances
to be enumerated. The ingress SLA provider will interact with other four NMSs SLA
providers sequentially and the cumulative time taken is around 6~8 sec for end-to-end
negotiation.

5.2 Performance Measurements for All Activities in End-to-End SLA
Negotiation

Fig. 6 shows the complete time taken by each functions of WBEM architecture
involved for SLA negotiation for TE-LSP connection establishment in inter-domain
networks. The service discovery using SLP protocol took around 7 ms and the CSPF
computation for the given topology with five NMS took around 0.252. In general the
method invocation such as SLA_Open(), SLA_Report(), and SLA_Decision() take
few milliseconds (30~40 ms).
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Fig. 6. Complete SLA negotiation activities

From the performance analysis, we found that the instance creation time depends
on the hardware specification and method invocation does not take much time. The
Provider API function for association traversals and enumerating instances also does
not take much time. We are developing multi-thread based parallelism in
implementation to improve the overall performance.

4 Conclusions

In this paper, we designed MOs for SLA negotiation for inter-AS TE-LSP connection
establishment with extensions on existing experimental DMTF CIM MOFs with
hierarchical inheritance. We designed MOs to represent SLA negotiations, service
registration/discovery, interASNet & QoSDiffServNet. We also designed MOs related
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to interASNet OAM functions, such as connection management, performance
monitoring and fault management.

The interaction scenario among DA, NMSs with WBEM server/client function of
different AS domain networks for SLA negotiations and inter-AS TE are explained.
The SLA negotiation is done by using COPS protocol. Currently we are implementing
the providers illustrated in the proposed inter-AS traffic engineering system based on
OpenPegasus WBEM. The implementation is done on Linux based OpenPegasus
WBEM. From the performance analysis, the overall time taken for SLA negotiation
for TE-LSP connection establishment between the provider and the customer is
around 1.7~2 seconds. Currently we are doing the detailed performance analysis.
From the result of the analysis and the standardized WBEM based architecture, we
can conclude that WBEM-based SLA negotiation architecture for inter-AS traffic
engineering can be successfully applied for inter-AS QoS-guaranteed DiffServ-over-
MPLS connection provisioning.
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Abstract. Recently, new versions of the TCP protocols such as HSTCP
(High Speed TCP) has proposed to adopt the rapid growth of the In-
ternet. However, it is important to consider a deployment scenario to
shift gradually from the current to the new versions of TCP. A fairness
problem between the performance of both current and new versions of
TCP will be arisen when they share the same bottleneck link, which
leads some complaints from people using the current version of TCP. In
this paper, we first clarify the relation between the deployment share of
HSTCP and the negative impact to TCP Reno users. We then propose
a new management mechanism which supports TCP version migration
from TCP Reno to HSTCP based on the relation. Through simulation,
we also show that our mechanism enables to accelerate a gradual migra-
tion of TCP versions by achieving the end users’ complaints as little as
possible.

1 Introduction

In recent years, speedup of backbone line progresses in the Internet, and, in
congestion controls of TCP (Transmission Control Protocol) used in the Internet
mainly, it is considered a technique to improve to be able to follow a broadband
of backbone line.

Currently a version called Reno is widely used for TCP about a congestion
control in the Internet. However, with a broadband of the Internet, it becomes
clear that we cannot deal with speedup of a network only by just using conges-
tion control algorithm of TCP Reno. Therefore there are number of researches
about new version of TCP to make improvement to TCP Reno. As such a new
TCP, HighSpeed TCP (HSTCP) [1]Fast TCP [2]Scalable TCP [3] are proposed.
HSTCP, for example, does increase spreading of a congestion window size greatly
for every one RTT in comparison with the one of Reno, and decrease small of
window size when a congestion occurred. It thus keeps a large quantity of win-
dow sizes during a communication. As a result, a HSTCP can support a line
speed of Gbps order.

However, because TCP is a congestion control protocol performed between
transmit and receive end nodes, it is necessary to replace the TCP protocol
stack running on the transmit or the receive (or sometimes both) node in order
to use a new version of TCP. As a result, more than one versions of TCPs coexist
in the same network line in the migration stage. At this time problem of fairness
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about communication performance occurs between the users who use different
version of TCP, because difference in performance occurs between both versions
even under a similar network environment [4,5].

There are following two important issues to complete a step by step migration
between existing and new TCP versions.

1. A new version is to be good in performance compared to the existing version:
It is an end user or a service-provider (and not a network provider) that
judges whether it replaces TCP stack to a new version. There is no incentive
for users to shift a new version of TCP unless explicit effect (e.g., gain
additional throughput, or speed does not fall even if packet loss occurs) is
shown.

2. Not bringing remarkable performance degradation for a user using the ex-
isting version: A user (or service provider) cannot but become careful for
introduction of a new version from a viewpoint of stability use of network, if
a congestion control of a new version gives the one of the existing version big
effect, and, as a result, remarkable deterioration produces it in performance.
It has been considered much TCP versions by many researchers, but TCP
Reno is still used as the mainstream till now. It is because the effect that
would be occurred is not investigated enough in the environment where the
new version is in conjunction with TCP Reno. Currently there are enormous
nodes connected to the Internet, and it also indicates that the instability of
the control of TCP Reno directly means the instability of the Internet. From
the viewpoint of network operation, it is undesirable to do a version change
only by the reason of a respect to be efficient in performance.

These have a relationship to disagree each other. In other words, an incentive
to introduce a new version would be increasing according to its performance
advantage, while it would also be careful from the viewpoint of stability use of
a network. On the other hand, it can drive forward with safe when the com-
patibility between a new and the existing TCP versions is high, but if there is
no remarkable improvement in performance, merit of migration is not felt for a
user.

We propose a new model for TCP version migration by the network support
in this paper. We consider how a network provider (ISP) should promote a
migration to a new version of TCP with minimizing complaints from subscribers
who use the existing version. The advantage on a step-by-step migration of
TCP version by support of the network is that a new congestion control can be
designed more suitable without being conscious of an upper compatibility of the
existing version. It is possible that the network provider promotes the advantage
of a new version widely while minimizing complaints from existing version users.

We consider a step-by-step migration model of TCP version as shown in Fig. 1.
In this figure, the horizontal axis shows a time progress, and the vertical axis
shows the deployment share of each version. We can divide migration roughly
into following four phases.
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Fig. 1. Strategy on TCP version migration

1. Preliminary Stage: There are extremely a few users deploy a new version
experimentally. Because it is important that in this phase the advantage of
a new version should be recognized widely, we should not do any constraints
for a new version.

2. Migration Stage: The validity of a new version is recognized by some users,
and the number of users who updated to a new version is slowly. Fairness
with the existing version users becomes the problem in this phase. Therefore,
it becomes important to control complaints by the existing version users as
minimum as possible to recognize validity of a new version more widely.

3. Inversion Stage: When the merit of a new version is recognized widely, many
users are starting a change to a new version. It is expected that the number
of the updating users suddenly increases in this phase. It is because a new
version is implemented into standard function (APIs) of operating systems
(OS), and users can make a change to a new version by only invoking an
update of the operating system.

4. Final Stage: Most users have completed the change to a new version. We can
complete the change by recommending transference (in other words, update
of OS) to a new version for the existing version user individually.

Among the above-mentioned stage, it is migration stage that ISP has to support
mainly. It becomes important that we show an advantage in performance of a
new version while minimizing complaints of the existing version users. Therefore,
in this paper, we introduce subjective value (MOS:Mean Opinion Score) for a file
download as a metric to show the degree of complaints from the existing version
users. We then propose a new network support model to realize performance
advantages of a new version while achieving the MOS value where the existing
version users do not complaint. In this paper, we consider about step-by-step
migration from TCP Reno to HSTCP.

This paper is organized as follows. We first describe the impact HSTCP on
the migration stage in Section 2. We next model the relation between the perfor-
mance degradation for a file download and subjective scores in Section 3. Based
on these results, we propose a network support model to promote migration from
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Fig. 2. Simulation environment

TCP Reno to HSTCP while maintaining subjective value in Section 4. Finally,
we describe a summary with future topics in Section 5.

2 Influence of HSTCP to TCP Reno

In this section, we show some simulation results to investigate the impact of
HSTCP to TCP Reno flows.

We use uses ns-2 (ns-2.1b9) for simulation. The network topology we used
is shown in Fig. 2. All nodes between the sender and the receiver sides share
a single (Bottleneck) link, whose capacity is 1 Gbps and transmission delay
is set to be 50 msec. We also set the size of router buffer to 12,500 packets.
We use two principles (RED; Random Early Detection and Drop-tail) as queue
management algorithm in the router. We enable a SACK (Selective ACK) option
in both TCP Reno and HSTCP. Due to the space limitation we omitted results
without SACK option because simulation results are the same. We use FTP
(File Transfer Protocol) as application. Furthermore, we setup small TCP flows
and a set of Web flows as back traffic.

We first investigate the degree of throughput degradation by increasing the
number of HSTCP flows. We set total number of sender-receiver pairs to be 20,
i.e., total 20 flows share the bottleneck link in Fig. 2. First, we set all flows to
TCP Reno, and obtain the throughput of each flow. We then change the version
of TCP for one flow to HSTCP, and obtain the throughput. We define the ratio
of the throughput when HSTCP and TCP Reno flows are mixed to the one
when all flows are TCP Reno as satisfaction ratio. For example, the average of
throughput of TCP Reno when one flow is changed to HSTCP is 8 Mbps, and
the average throughput when all flows are TCP Reno is 10 Mbps, the satisfaction
ratio is 80%.

By increasing the number of flows changed to HSTCP from 1 to 20, we evalu-
ate the satisfaction ratio for TCP Reno flows. Figs. 3(a) and 3(b) show results of
satisfaction ratio according to the number of HSTCP flows with RED and Drop-
tail routers respectively. From these figures, we can observe that the satisfaction
ratio is decreasing when the number of HSTCP flows increases. Moreover, we
cannot observe any significant difference on the degradation of the satisfaction



326 S. Ata, K. Nagai, and 1. Oka

100 . - 100 -
* trial 1 + triall
90 17 trial 2 1 90 13 trial2
< 80 I 4 trial 3 = 1 < 80 | trial3  *
g Ty trial4 o g B triald o
g 70 Lo wrial 5 g 0Ty rials
= 60 s, trial 6 = 60 trial6
82 L ;
S 50 Pryegeg . tral 7 S 50 | trial7 .
3 © Vi 83, 3 s trial§ -
T 40 trial 9 T 40 g wial9, -
° 30 | trial 10~ 1 ° 30 L a . , trial10y
= Average e £ . v g AV oe
g 20f ¢ g 20¢ S A
10 | 10
0 0
0 5 10 15 0 5 10 15
HSTCP [flows] HSTCP [flows]
(a) RED (b) Drop-tail

Fig. 3. Satisfaction ratio according to number of HSTCP flows (20 flows)

100 T T T T 100 T T r T
Flow_num 10 = Flow_num 10 =
90 r Flow_num 11 - -] 90 r Flow_num 11 1
< 80 Flow_num 12 = < 80 Flow_num 12
< | Flow_num 13 = N L %) Flow_num 13w
g 70 Flow_num 14 g 70 Flow_num 14
s 60 | Flow_num 15 s 60 | Flow_num 15
S 50 b % 16 S 50 b Flow_num 16
3 PO e 3 Flow_num 17
g 407 Flow N i g 407 w_num 18
L Flow_num 19 L f ¢
g Flow_num 20 g Flow )
& 20 & 20
10 10
0O 10 20 30 40 50 60 70 80 90 0O 10 20 30 40 50 60 70 80 90
HSTCP flow rate (%) HSTCP flow rate (%)
(a) RED (b) Drop-tail

Fig. 4. Satisfaction ratio according to ratio of HSTCP flows

ratio when the number of HSTCP flows is 15 or above. By comparing these
figures, a Drop-tail router makes more significant impact to TCP Reno flows
than a RED router.

We next investigate the impact of the ratio of HSTCP flows to all flows with
changing total number of all flows from 10 to 20. The result is shown in Fig. 4(a)
and 4(b), where the satisfaction ratio dependent on the ratio of HSTCP flows
are plotted in both RED and Drop-tail cases. The same tendency can be found
from these figure, however, one additional observation is that the impact to TCP
Reno is not characterized by the number of HSTCP flows, but by the ratio of
HSTCP flows in all flows.

3 Modeling Users’ Satisfaction with Subjective Score

In this section we clarify how much a user feels complaint due to transmission
rate of TCP Reno limited by HSTCP with subjective score.
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MOS value Validation criterion Satisfied?
5 Almost the same as base rate Yes
4 Feel delays but negligible Yes
3 Sometimes feel delays but marginal Yes
2 Sometimes feel unacceptable delays No
1 Almost delayed or feel significant delays ~ No

3.1 Experiment Summary

For subjective evaluation experiment we use a MOS (Mean Opinion Score) value
that is a mean value of subjective satisfactory of users. The objective of the
experiment is to model a relation between the performance degradation of TCP
Reno flows and the degree of end users’ complaints.
In this paper we focus on the difference subjective score of users by changing
the speed of transmission in data download application.
We configure a dymmynet running on FreeBSD [6] between server and client
in order to emulate the bandwidth of the link between the server and the client.
For each evaluator, we proceed following steps to obtain the subjective score.

1. Set the bandwidth to 10 Mbps (we call it as base transmission rate) and
invoke a file download of 10 MB by FTP to understand the speed of 10 Mbps.

2.

Set the bandwidth on the link with a random value from 0.1 Mbps to 10 Mbps

by changing the configuration on Dummynet (we refer as examined trans-

mission rate).

in Table 1 compared with the speed of 10 Mbps.

Invoke the 10 MB file download again and ask the score (one to five) shown

We repeat fifteen tests for each evaluator, i.e., totally 165 samples are obtained.
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3.2 Impact of Subjective Scores Against Satisfaction Ratio

We show the relation between subjective scores and throughput degradations in
Fig. 6. We use the normalized ratio (called degradation ratio) of the examined
transmission rate to the base transmission rate (10 Mbps) instead of the direct
value of the examined transmission rate, so that we directly map this ratio to
the satisfaction ratio. In this figure, the horizontal percentage is the degradation
ratio of the examined transmission rate.

As observed in Fig. 6, most of people do not feel complaint when the degra-
dation ratio is more than 80%, however, the MOS value decreases significantly
at the region where the degradation ratio decreases 80% to 40%, and the MOS
value becomes under 3 when people receive 50% of performance degradation
compared with their usual cases. When the degradation ratio is around 30%,
most of people feel bad on their performance, and nobody feels satisfied when
the ratio becomes 10% of the original performance. To model the relation be-
tween the degradation ratio and the MOS value we apply an exponential function
by using a least square method, which is the same approach shown in [7]. The
result of applying an exponential function is shown by the curve in Fig. 6. As the
result of fitting, we give the subjective score (MOS) S(Ry4) for the degradation
ratio R4 by

S(Rg) = 1.416x 00138 Ra, (1)

3.3 Impact of HSTCP Flows to Subjective Scores

By using both two relations (i.e., relation between the satisfaction ratio and the
ratio of HSTCP flows, and relation between the degradation (satisfaction) ratio
and the subjective score), we finally obtain the relation how the ratio of HSTCP
flows affects the MOS value. For simplicity we directly map the degradation
ratio to the satisfaction ratio. We also use the average value of satisfaction ratios
which are obtained by changing the total number of flows from 10 to 20, because
as previously described the satisfaction ratio is mainly affected by the ratio of
HSTCP flows (i.e., not by the number of HSTCP flows). By applying Eq. (1) we
derive the relation between the ratio of HSTCP flows and MOS values shown in
Fig. 7.

In this paper, we suppose that users feel complaint when the MOS value
becomes less than three. Under such definition we can observe that end users’
complaint occurs when the ratio of HSTCP flows becomes around 40% to 50%
of all flows in RED router case. However, the MOS value still remains about
2.4 even if the ratio of HSTCP flows becomes 90% of all flows. In other words,
RED routers are more suitable than Drop-tail routers when we consider the
migration of TCP versions. On the other hand, with Drop-tail routers, the MOS
value becomes less than 3 though the ratio of HSTCP flows is a few (i.e., 10%
to 20%). Moreover when the ratio of HSTCP flows reaches to 80% the MOS
value becomes less than 2, where most people have strong complaints on their
performance. From these results we propose a method to achieve the MOS value
for TCP Reno users more than 3 by the network support in the following section.
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4 Migration Scheme by Network Support

4.1 Architectural Overview

We show the mechanism on router to realize the network support to maintain
the MOS value for TCP Reno users in Fig. 8. We perform our network support
at the edge router of the ISP. We focus on egress flows (i.e., flows outbound to
the Internet) as the target traffic for the network support, because the network
support should be only performed at the first edge of the network.

For each packet arrival, the router classifies the packet into HSTCP or TCP
Reno flows. Note here that it requires an identification method for HSTCP traffic
in addition to a generic flow classification mechanism. However in this paper we
do not consider the detail of identification method, which is one of our future
research topics. One promising approach is to identify HSTCP flow by comparing
the growth of its rate for each round trip time.

If the packet is identified as HSTCP flow, the packet is forward to the drop
module, otherwise it is forwarded to the pass module. The drop module drops the
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forwarded packet with the random probability pg, i.e., the packet is forwarded to
the buffer of the router with the probability 1 — pg. The pass module is a single
packet buffer and simply passes the packet to the router buffer. The purpose
of the pass module is to keep the order of packet arrivals. After stored into the
buffer, the packet is forwarded to the next hop by the normal operation on the
router.

4.2 Determination of Packet Dropping Rate

The key of the network support is how to set the dropping probability py.
Based on the results shown in Fig. 4, we first model the relation between the
ratio of HSTCP flows and the satisfaction ratio of TCP Reno flows by us-
ing an exponential function. With the least square method, the satisfaction
ratio on RED and Drop-tail are given by frep(H) = 91.41xe~0012xH and
fDrop—tait(H) = 87.68xe~0-020xH | regpectively, where H is the ratio of HSTCP
flows. Then, the ratio of occupancy U(H) by HSTCP flows can be calculated
from

100
By using Eq. (1) inversely, the target satisfaction rate T(S;) with achieving the
target MOS value S is given by

_log St —log1.416
R(S) = 0.038 ' )
Therefore, the difference of the satisfaction ratio A(U) which should be con-

trolled by the network support is

U(H) = f(H) x <1 H ) 2)

A(U) = R(S)) — U(H). (4)

To achieve total A(U)B of throughput degradation of HSTCP traffic where
B is the bandwidth of the egress link, we degrade the throughput with the
ratio of A(U) equally for each HSTCP flow. From the bandwidth-delay product,
the appropriate size of the congestion window can be obtained. We therefore
calculate the target packet dropping probability pg from

0.078

((s3)0)"

where Ny is the number of HSTCP flows.

®)

Pa =

4.3 Effect of Network Support

We show the result of MOS values by applying the propose network support in
Fig. 9. We set the target MOS value to be 3 (i.e., most people are satisfied).
From this figure, the network support starts when the ratio of HSTCP flows
exceeds 40%, and the proposed approach can achieve the MOS value more than
3 by increasing the ratio of HSTCP flows.
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5 Concluding Remarks

In this paper, we have proposed a model for TCP version migration with the
network support. In this model we have introduced MOS which is the subjective
score with end users’ point of view. Through experiments we have clarified the
relation how the performance degradation make impacts to the subjective scores.
Based on the results we propose a model of network support with keeping the
target subjective score for TCP Reno users, and have shown that our model can
achieve the advantage of HSTCP with minimizing complaints from TCP Reno
users.

For future research topics, we need to improve the accuracy on the determi-
nation of packet dropping probability, and investigate the effect of the network
support in drop-tail router cases.
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Abstract. This paper intends to introduce the development of a terminal agent
for QoS measurement that is suitable for an NGN environment, and to
summarize the results of its performance test. Using the terminal agent for
service quality measurement, it is possible to measure the QoE-based end-to-
end service quality of voice phone, video phone, and VoD services. In addition,
the terminal agent, installed in the user terminal (IP-based audio and video
phones), as a software or hardware chip, measures the quality index for voice
and video related multimedia services, such as R-value, MOS value, call
success rate, one-way delay, jitter, packet loss, resolution. The terminal agent
also applies the packet capturing method when using the actual service, and
analyzes SIP, RTP, and RTCP protocol headers of the received packet. When
the terminal agent was implemented in the IP video phone and compared with
the performance of a general QoS measurement tool, there were barely any
errors in the measurement value. It has also been identified that end-to-end
service quality management, which is close to QoE, was possible.

Keywords: QoS, QoE, QoS Measurement, SQM(Service Quality Management).

1 Introduction

Due to rapid technological developments and the increasing diversity of user-based
needs, current information & communication services are expected to evolve into a
ubiquitous society, based on the Next Generation Network (NGN), in which
communications will be enabled anywhere and any time. Accordingly, both the
backbone and access networks have been highly advanced. In order to support
application services with different traffic characteristics, next-generation protocols,
such as QoS (Quality of Service), IPv6, security, and mobility protocols are
being introduced. Individual services, including e-commerce, games, telephony,
education, and broadcasting are being combined into, and developed as integrated
services[11][12].

Led by the international organizations for standardization, such as ITU-T, IETF,
and 3GPP, the standardization of QoS guarantee technologies, the basis of the NGN,
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including the QoS Framework and DiffServ/MPLS/RACF[6][14], as well as
multimedia service protocols, such as SIP[1][2], is underway. Since 2004,
furthermore, domestic fixed & wireless carriers and equipment & terminal
manufacturers have attempted to provide high-quality BcN trial services, such as the
Broadband Convergence Network (BcN), voice & video phone, VoD, and IP-TV,
through the BcN testbed projects. As existing individual wire & wireless broadcasting
services, such as high-speed internet, PSTN, W-CDMA, and terrestrial broadcasting,
have now been integrated into a single network, NGN needs to be able to support
these individual services. Therefore, it is becoming increasingly vital to build a QoS
network as well as support next-generation communication protocols, such as address
(IPv6), security, and mobility protocols[15][16]. A QoS network provides different
classes of service in terms of bandwidth, loss, delay, and jitter. It is therefore
necessary to develop related technologies, such as QoS guarantee technologies
(DiffServ, MPLS, and RACF), and a Service Level Agreement (SLA), as well as to
support the standardization required. In particular, Service Quality Management
(SQM) technology allows the core factors, such as QoS and SLA technologies, to be
provided.

In existing networks, such as high-speed internet, service quality management has
been carried out with a focus on the network through Probe, OAM, and common
quality measurement tools. In an NGN environment, however, it is important to
conduct end-to-end quality management by applying the degree of user satisfaction,
based on Quality of Experience (QoE)[3], as well as for different network service
classes. In order to provide end user SLA, the quality of actual service may be
measured on a regular basis. Most existing service quality measurement tools,
however, focus on network quality. Even the tool measuring end-to-end service
quality is not able to provide a regular quality management service for all users.

Therefore, this paper intends to introduce the development of a terminal agent for
QoS measurement that is suitable for an NGN environment, and to summarize the
results of its performance test. Using the terminal agent for service quality
measurement, it is possible to measure the QoE-based end-to-end service quality of
voice phone, video phone, and VoD services. In addition, the terminal agent, installed
in the user terminal (IP-based audio and video phones), as a software or hardware
chip, measures the quality index for voice and video related multimedia services, such
as R-value[4], MOS value[4], call success rate[2], one-way delay[7][8], jitter[7],
packet loss[7][10] and resolution. The terminal agent also applies the packet capturing
method when using the actual service, and analyzes SIP, RTP[5], and RTCP[S5]
protocol headers of the received packet. When the terminal agent was implemented in
the TP video phone and compared with the performance of a general QoS
measurement tool, there were barely any errors in the measurement value. It has also
been identified that end-to-end service quality management, which is close to QoE,
was possible. This is because the agent was easily implemented to SIP and
RTP/RTCP-based service terminals in an NGN environment.

This paper comprises four chapters: Chapter 2 to the design of a terminal agent for
NGN QoS measurement, Chapter 3 to the implementation and performance analysis,
and Chapter 4 provides the conclusions and directions of future work.
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2 Design of a Terminal Agent for NGN QoS Measurement

This chapter describes the design of a terminal agent for end-to-end QoS
measurement for voice and video services in an NGN environment. Fig.1 below
illustrates the processor architecture of the terminal agent for NGN QoS
measurement.
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Fig. 1. Processor Architecture of the Terminal Agent for NGN QoS Measurement

The Configuration Processor makes it possible to search and change an
environment variable for the activation of the terminal agent for NGN QoS
measurement, while the Quality Measurement Processor captures SIP, RTP, and
RTCP packets, analyzes the protocol header, and measures the quality indicators of
NGN services (VoIP, video phone, and VoD). Finally, the Measurement Result
Processor delivers these results to the QoS measurement server, using the RTCP XR
protocol as defined in this paper. Each processor is defined as follows:

2.1 Configuration Processor

The Configuration Processor comprises a configuration initialization block, a
configuration command processing block, and a configuration communication block.
Each block is defined as follows:

o Configuration Initialization Block: This block sets the configuration information
for the initial activation of the terminal agent for NGN QoS measurement.
Table 1 illustrates the structure value for its initial configuration.



End-to-End QoS Monitoring Tool Development and Performance Analysis for NGN 335

Configuration Communication Block: This block receives Table 1-based
configuration files from the QoS measurement server for the purposes of
configuration of the quality measurement functions of the terminal agent,
sending them to the configuration process block. The result from the
configuration process block is then transmitted to the QoS measurement server.

Configuration Command Processing Block: This block sets a set of command
language from the configuration communication block to the terminal agent,
then sending back the process result to the configuration communication block.

Table 1. The structure value of initial configuration

Data Name Definition
SIP_POOL SIP Session Table Size
RTP_POOL RTP Status Table Size
DEVNAME Network Device Name for Packet Capture
FILTER Packet Filtering Tool
SIP_PORT SIP UDP Port Number
RTSP_PORT RTSP UDP Port Number
CONFIG_PORT TCP Port Number for Configuration
GATHER_IP QoS Measurement Server [P
GATHER_PORT QoS Measurement Server Port Number
SERVICE_TYPE Type of Terminal Service
QoS_INDEX QoS Measurement Index List(R/MOS, Resolution, Delay, Jitter, Loss)

2.2 Quality Measurement Processor

The Quality Measurement Processor captures the packets that are required for quality
measurement (SIP and RTP / TRCP), analyzes the protocol header, and measures the
quality indicators (Connect Success Rate, One-Way Delay, Jitter, Packet Loss, R
value, MOS, and Resolution). It comprises the following blocks, with each block

defined as follows:

SIP Session Initialization Block: This block creates a state management session
pool for the SIP session to get the quality indicators, such as the connect success
rate and resolution, organizes this into a linked list, and initializes the following
main session information required for the measurement of quality indicators:

{ SIP Key (Source IP/Port, Destination IP/Port), Source DN (Dial Number),
Destination DN, Call Phase (Fail, Success, In Process), Call Start Time, End
Time, SDP Media Information }

RTP Status Initialization Block: This block creates a state table for the
RTP/TRCP packet process, organizes it into a linked list, and initializes the
following main RTP status table information required for the measurement of
quality indicators:

{ RTP Key (Source IP, Source Port, Destination IP, Destination Port), SSRC
Field Value, RTP Start/Final Sequence Number, RTP Start/Final Time Stamp,
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One-Way Delay (MIN, AVG, MAX) Value, Jitter Value, Total Received RTP
Packet Count }

Packet Capture Block: This block captures the packet from the terminal, using
the packet capture library, and then sends it to the packet filter and classification
block.

Packet Filter and Classification Block: This block filters and classifies the
packets required for quality measurement, and records the time stamp. After
checking the port number, it sends the SIP packet to the SIP processing block,
and the RTP packet to the RTP processing block.

SIP Processing Block: This block receives the SIP packet from the packet filter
and classification block, analyzes the SIP header and SDP protocol, measures
the SIP session information (Source DN, Destination DN, Source IP, Destination
IP, Call Start Time, and Call End Time), call success rate, and resolution, and
records the result into the SIP session metrics of RTCP XR when the SIP session
is terminated. The call success rate (%) is measured by a formula, {(number of
total connected calls — number of failed-to-connect calls) / number of total
connected calls * 100}, determining as SUCCESS where the status code of the
SIP Response Message is 2xx or 3xx, and as FAIL where it is 4xx, 5xx, or 6xx
after receiving the SIP INVITE message and analyzing the procedure up until
2000K and the ACK message. Resolution, a measurement of the total number of
pixels displayed, is measured based on an SDP media attribute included in the
SIP response message.

RTP Processing Block: This block receives the RTP/RTCP packet from the
packet filter and the classification block, analyzes the header, measures the
quality indicators (voice and video services end-to-end one way delay, jitter,
packet loss, R-value, and MOS value), saves them in the RTP state table, and
outputs the measurements of the RTP quality metrics of the RTCP XR message
at the SIP session is terminated. The quality indicator measurement method is
defined as follows: One-way delay, an end-to-end one-way delay to the packets
from the Send terminal to the Receive terminal, is measured by the formula
{RTT/2} after getting the RTT with the reference of the DLSR and LSR field
values of RTCP RR. Jitter, a variation of the end-to-end one-way delay to the
packets from the Send terminal to the Receive terminal, is measured according
to the formula, {J(i-1)+(Inter_arrival_jitter-J(i-1))/16}, where inter_arrival_jitter
= 1(R(1)-R(@-1) -(S(1)-S(-1))1, based on the RTP packet arrival time. The packet
loss rate is the rate of packet loss among the total packets of the actually
transmitted data, after a normal call connection has been made. The quality
indicator is measured by the formula, {(number of Send packets — number of
Receive packets) / number of Send packets * 100}, with the reference of the
RTP header sequence Number. R-value and the MOS value are measured using
a end-to-end objective, subjective quality evaluation method based on E-model.
For R-value is initially measured by applying the basic values of one-way delay,
packet loss, and codec type, which measured through an RTP header analysis, to
a formula suggested by the international standardization G.107. The MOS value
is measured based on a converted formula. For variables other than the three
items listed above, the basic values suggested by G.107 are used.



End-to-End QoS Monitoring Tool Development and Performance Analysis for NGN 337

e Delay Sending/Receiving Block: When the application service in which the
DLSR field value and the LSR field value in RTCP RR are not implemented,
this is measured by the formula, {RTT/2}, after getting RTT by sending and
receiving an ICMP message between the terminal agents for end-to-end NGN
quality measurement.

e Measurement Result Transmit Block: This block receives the measurement
result from the SIP and RTP process blocks, and stores it in the transmit queue.

Fig. 2 below illustrates a quality indicator measurement process after analyzing the
packets from each block of the quality measurement processor.

Send QoS Metrics

—+ Packet Capture T Extract Resolution Delete RTP Status Table
Create RTP status table | pelete SIP S ion Table
‘ Packet Fllterlng ‘ Create SIP session table Create QoS Metrics Decide Call Success

Calculate Packet Loss Calculate Jitter

Calculate Delay Calculate BPS

Calculate R-Value —

Calculate MOS

Fig. 2. Quality Measurement Processor Flowchart

2.3 Measurement Result Processor

The Measurement Result Processor receives the result from the Quality Measurement
Processor, sending it to the quality measurement server. It comprises the Transmit
Queue Initialization Block, the Measurement Result Receiving Block, and the
Measurement Result Transfer Block. Each block is defined as follows:

e Transmit Queue Initialization Block: This block creates a Message Send Buffer
to send the quality indicators from the QoS measurement processors to the QoS
measurement server.

e  Measurement Result Receiving Block: This block creates an RTCP XR message
by reading the quality indicators stored in Transmit Queue by the Measurement
Result Transmit block of Quality Measurement Processor, and send it to the
Measurement Result Transfer Block. Fig.3. illustrates an RTCP XR message
format, which is extended in this paper, to send the quality indicators to the QoS
measurement server.
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e Measurement Result Transfer Block: This block sends RTCP XR quality metrics
from the Measurement Result Receiving Block to the quality measurement
server using the TCP/IP protocol.

o[1]2]3]a[s]6[7]o][1]2][3]4]5]6][7]0][1]2]3]a]5]6][7[0]1]2]3][4]5]6]7
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Fig. 3. QoS Metric extended the RTCP XR Message

3 Implementation and Performance Analysis

3.1 Result of Implementation

This paper has suggested the quality measurement terminal agent for an NGN
environment, which uses the public packet capture library PCAP. For quality
measurement functions were implemented using Windows CE or Linux-based Ansi-C
language. In order to minimize the CPU load, specific modules were implemented
based on the Posix Thread. After being ported to a Linux or Windows-based
voice/video phone terminal, they are run as daemon type system services. Through
SIP/SDP protocol analysis, a variety of information (i.e.: session information, type of
service and terminal performance, call success rate, and resolution), can be measured.
The quality indicators, (i.e.: R-value, MOS value, delay, jitter, and loss), can also be
measured through an RTP/RTCP protocol analysis.

3.2 Test and Performance Analysis

This paper has tested the quality measurement function to evaluate the performance of
the terminal agent for NGN QoS measurement. For the performance test, the terminal
agent was ported to a real-time Linux-based video phone and compared with the
common measuring instrument (QoS metrics) in terms of quality measurement
results. Fig. 4 below illustrates the testbed for performance evaluation of the terminal
agent for NGN QoS measurement:
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Fig. 4. Testbed for Performance Evaluation of the QoS Measurement Agent

performance evaluation procedure of the NGN QoS measurement agent is

defined as follows:

With two video phones, make a five-minute telephone call twenty times. The
NGN QoS measurement terminal agent analyzes the SIP and RTP/RTCP
packets, measures the quality indicators, (i.e.: call success rate, packet loss,
delay, jitter, R value, MOS value, and resolution), and sends the result to the
QoS measurement server.

Whenever a telephone call is made the packets on the video phone services are
captured using a QoS Metrics (quality measuring instrument) simultaneously.
The quality indicators, (i.e. packet loss, delay, jitter, R-value, and MOS value),
are measured, and the error rate on the result is calculated.

Fig.5 and Fig.6 below illustrates the quality measurement result of NGN QoS
measurement terminal agent on the video phone services. The result, (i.e. one-way
delay and jitter), are measured by the terminal agent and QoS Metrics after being
classified into voice and video. Fig.7 illustrates the Packet loss and R values, which
are quality measurement result values.
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Fig. 5. Comparison of Measurement Result on One-way Delay



340 C. Kim et al.

1.2 —+— Agent 0.1 —— Agent
—=— gos-metrics —=— gos—metrics
1 008
05 + A 5 /("\. AA N/

Jitter{m s>

: 0.08

E .
0.6 W‘?: ' ={: o :(‘?' *
oa 0.04 i - WAGLY

Jitter(

pi r Y ¥
0.2 ]t Sifoe
0 T R P T T T L 0 .
13 B 7T 9 11 13 15 17 19 1 3 B 7 9 1113 15 17 19
heasurement Number hMeasurement Number
(a) jitter for audio (b) jitter for video
Fig. 6. Comparison of Measurement Result on Jitter
—e— Agent
1 —+—Agent e 94 —a— gos—metrics|)
—B— (JOS—MEUICS
0.2 435
o cate mytee 4 p ey
L0 = A A
@ 04 T a9zh W v
5% T og2
0.2 915
0 lllllllllllllll 9‘] 1 L1 1 L1 1 11 1 1 1 1
1 3 &5 7 9 11 13 15 17 19 1 3 5 7 9 1113 15 17 18
Measurement Number Measurement Mumber
(a) Loss for audio and video (b) R value for audio

Fig. 7. Comparison of Measurement Result on Packet Loss and R value

According to the performance test result above, it appears that the one-way delay was
less than 0.04ms on average, and that jitter was less than 0.05ms in terms of error
span. No error was observed, however, in terms of packet loss. R-value was found to
be less than 0.04 in terms of the error range. When the QoS measurement terminal
agent was implemented in a video phone terminal, roughly 400Kbyte was consumed
in terms of runtime memory use, while there was no influence determined on the
basic video telephone service. This result vindicates the notion that the NGN QoS
measurement terminal agent is reliable in terms of quality measurement performance,
and suitable for QoE-based end-to-end service quality management in an NGN
environment.

4 Conclusions

This paper has introduced the development of a QoS measurement terminal agent
through which QoE-based end-to-end service quality management is made possible,
and a performance test result is given. It has also demonstrated that the primary
quality indicators, such as R-value, MOS value, call success rate, delay, jitter, packet
loss, and resolution, may be measured by analyzing the packets on a regular basis
whenever the service is used with a video phone in which the QoS measurement
terminal agent is implemented. Based on the performance comparison with reliable
common tools, it has additionally been confirmed that the error rate is approximately
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the same. It has also been found that the agent is usable as a quality measurement tool
for QoE-based end-to-end quality management in an NGN environment.

Notwithstanding these findings, further research needs to be conducted to

compensate the function of the QoS measurement terminal agent through the
development of video MOS, and to make the function accessible in a small terminal,
such as a mobile receiver.
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Abstract. Peer-to-Peer systems are based on the concept of resources
localization and mutualization in dynamic context. In specific environ-
ment such as mobile networks, characterized by high variability and dy-
namicity of network conditions and performances, where nodes can join
and leave the network dynamically, resources reliability and availability
constitute a critical issue. To deal with this critical issue, we introduce
a new concept and model called ”P4L” (four layers Peer-to-Peer model)
which define a novel P2P architecture, aims to improve: fault-tolerance,
self- organization and scalability, with limited complexity while provid-
ing a rapid convergence for the lookup algorithm. The cost of ”"P4L”
lookup is O(>" In(n;)) where n; is the number of nodes on ring level 4
(with mazimum of 256 nodes in each ring). "P4L” is efficiently adapted
to the context where nodes join and leave dynamically and frequently.
Each node maintains routing information of 2% O(In(n;)), where n; is the
number of nodes on one ring. Thus ”P4L” is well adapted for terminals
with limited resources such as mobile terminals. "P4L” is based on ring
topology with each ring connecting ”neighbouring” nodes in terms of
physical and logical position. When ”P4L” is combined with broadcast
mechanism, the lookup process is significantly improved. The proposed
model is evaluated and compared with Chord protocol, an extension is
proposed to support IPv6.

Keywords: P2P, Routing,Complexity, P4L.

1 Introduction

Peer-to-Peer systems are distributed system without (or with a minimal) cen-
tralized control or hierarchical organization, where each node is equivalent in
term of functionality. P2P refers to a class of systems and applications that
employ distributed resources to perform a critical function such as resources lo-
calization in a decentralized manner. The main challenge in P2P computing is
to design and implement a robust distributed system composed of distributed
and heterogeneous peer nodes, located in unrelated administrative domains. In
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a typical P2P system, the participants can be ”"domestic” or ”enterprise” termi-
nals connected to the Internet.

There are several definitions of the P2P systems that are being used by the
P2P community [5]. As defined in [11], P2P "allows file sharing or computer
resources and services by direct exchange between systems”, or ”allows the use
of devices on the Internet periphery in a non client capacity”. Also it could be
defined through three key requirements: a) they have an operational computer
of server quality, b) they have an DNS independent addressing system” and c)
they are able to cope with variable connectivity. Also, as defined in[2]: P2P is
a class of applications that takes advantage of resources-storage, cycle, content,
human presence-availability at the edges of Internet. Because accessing to these
decentralized resources means operating in environment with unstable connec-
tivity and unpredictable IP addresses. P2P nodes must operate outside the DNS
system and have significant or total autonomy from central servers [5].

In this paper, we introduced a new Peer-to-Peer model for resources discovery
and localization, which can be classified as a structured P2P system. The nodes
in this model are organized in four levels, each level is composed of several rings
(only the first level which is composed of one ring). The main advantages of our
proposed model are the rapid convergence of the lookup process, the number of
active nodes can reach those of network Internet (scalability), and it provides
an efficient mechanism for fault tolerance.

The paper is organized as follows : Section 2 gives a brief overview of P2P
networks. Section 3 describes the lookup problem in P2P networks. The main
characteristics of structured P2P systems such as distributed hash table are de-
scribed in section 4. Section 5 presents and describes the proposed ”P4L” model
with a performance evaluation. Finally, we conclude and give some perspectives,
particularly related to security aspects of P2P networks.

2 Related Work

Peer-to-Peer is relatively new in the areas of networking and distributed systems
and services (eg: Voice over IP )[9]. P2P computing started to be a hot topic
by the middle of years 2000. The different ”generations” of P2P systems are
characterized by transitions between generations motivated by different goals. In
this section, we describe and comment the different generations of P2P network.

— The first P2P generation like Napster file sharing application. The main
contribution of Napster was the introduction of a network architecture were
machines are not categorized as client and server but rather as machines that
offer and consumes resources. All participants have more or less the same
functionality. However, in order to locate files in a shared space, Napster
provides a central directory. Napster is composed of two services : a decen-
tralized storage service but with centralized directory service which can be
a single point of failure.

— The central coordination in the first solution leads to the transition to a
new kind of P2P system, where the focus is on the elimination of the central
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coordination. This generation started with Gnutella application [4]. The sec-
ond generation systems solved the problem of the central coordination. How-
ever, the problem of scalability becomes more critical due to the network
traffic load generated by the flooding algorithm for research or localization.
Moreover, there is no guaranty to find a data item that exists in Gnutella
system, due to the limited search scope.

— In the third generation of P2P systems (initiated by research projects such
as Chord[10], CAN[6], Tapestry[12], Pastry[7]), P2P systems are based on
the Distributed Hash Table (DHT) to generate keys for both nodes and
data. A node (Peer) in such system requires a unique identifier based on a
cryptographic hash of some unique attribute such as its IP address. Nodes
identifiers and key value pairs are both hashed to one identifier space. The
nodes are then connected to each other in a certain predefined topology, eg: a
circular space (Chord), d-dimensional cartesian space (CAN). Our proposed
"PAL” model (A four levels P2P model) is derived from Chord and used a
ring topology with hierarchical organization.

The common objective in all generation of P2P system is to optimize resources
discovery and localization in a dynamic and heterogeneous P2P system. The
next section describes this issue.

3 The Lookup Problem

The following example illustrates the lookup problem. Let’s consider the case where
a ”publishers” inserts an item X, let’s say a file or a resource in a dynamic system,
while some consumers want to retrieve the item X at an other point or location.

In general the question is: when the publisher is connected to the system, how
does the consumer find the location?

The third generation of P2P system is based on distributed hash table to
generate a unique identifier for both node and resource, our proposed P4L uses
DHT for only resource identifier. Because DHT is a key element of P2P networks
(374 generation) and particulary in our contribution ("P4L”), we give a brief
overview of DHT principles.

4 Distributed Hash Table (DHT)

A hash-table interface is an attractive foundation for a distributed lookup algo-
rithms, as it places a few constraints on the keys structure or their associated
resource. It also maps efficiently "keys” onto ”value”. The main requirement
is that resource (or data) and nodes willing to store keys for each other (key
responsibility) can be identified using unique numeric keys. This organization
is different from Napster and Gnutella, which search for key words. The DHT
implements one main operation: Lookup (Key) which yields to the node iden-
tity (eg: IP address and port number) currently responsible for the given key. A
simple distributed storage application could use the interface as follows: The par-
ticular and unique name which is used to publish a file or resource is converted
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to a numeric key using an ordinary hash function such as SHA-1 or SHA-2. Then
a lookup (Key) function is called. Then the publisher sends the file or resource
to be stored at the resulting node (Data replication). The requester who wants
to access this file or resource, obtains the corresponding identifier, converts it to
a key, call the Lookup (Key) function and ask the resulting node for retrieving
a copy of the file or resource.

P41 is a scalable P2P protocol aims to optimize resources discovery and
localization in a decentralized manner. It is based on DHT for resources iden-
tification and IP addresses for node identification. This model belongs to the
third generation of P2P systems which are based on specific topology. ”P4L”
is organized on four levels, each one is composed of several rings. One of the
most advantages of this proposed model is the rapidly convergence of the lookup
process. Section 5 describes, analysis and compares ”"P4L” with others main P2P
protocols.

5 P4L: Concepts and Principles

5.1 Motivations

The process of routing in P2P networks (lookup data) operates at application
layer. The overlayed P2P network may lead to routing inefficiency as opposed to
the routing service provided at the transport layer (IP). One of the P2P routing
objectives is the minimization of the number of hops, for the localization of nodes
storing data or resources. Our proposed ”"P4L” model is introduced for minimiz-
ing the number of hops for the localization process in a pure decentralized P2P
networks. This approach allows for each node to maintain minimal information
about others. So while ”P4L” is a scalable protocol, it is also well adapted for
terminals characterized by low resources such as mobile devices (eg. PDA, mo-
bile phone). Each node maintains state of only 2 * O(ln(n;)) where n; < 256.

5.2 Resources and Nodes Identification in P4L

Each node in P4L is identified by a unique identifier n which is the i*" part of
its IP address (1 < i < 4), with i: the level which the node belongs to. The
resources are also identified by a unique identifier generated by the distributed
hash tables. Each resource key is composed of four parts (a.b.c.d). The example
illustrated in figure 1 shows that identifier of node z, associated to the IP address:
72.15.124.240 on ring level 1 is N72, while the node identifier associated to the
IP address: 55.66.11.23 on ring level 2 is N66, this last does not belong to ring
level one, as a node with identifier N55 already exists on the first level. The node
with TP address: 50.31.10.111 on level 4 gets N111 like identifier as there are the
nodes N50 on level 1, N30 on level 2 and the node N10 on level 3.

5.3 Resources Organization (P4L architecture)

Each resource with an ”a.b.c.d” type identifier will be placed or located at the
node with IP address w.z.y.z where w (respectively x,y,z) is the lowest value
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Fig. 1. ”P4L” Architecture

greater or equal to a (respectively b,c,d). In figure 1, data associated to key
K50.31.10.62 is placed on node N76 (with IP address 50.31.10.111) on level 4,
as 50 (respectively 31, 10 and 62) is the lowest value greater or equal to 50
(respectively 31, 10 and 111).

The "P4L” model is based on structured and hierarchical rings. Each ring
has 256 nodes (mazimum). The "first” level ring contains nodes for which IP
address are different in the first part, with no restriction in the others parts.
From example (see figure 1), if a node n gets the IP address : 176.x.y.z, all
other nodes with IP address type 176.a.b.c, do not belong to the node n ring.
Each level has a maximum of 256°~! rings (i corresponds to the level number).
For nodes that have IP address like: 50.31.60.123, 50.31.60.125, 50.31.60.150
and 50.31.60.209 can belong to the same level (level 4). In this way, nodes are
grouped together, based on their physical and logical proximity. At each level,
nodes are organized based on their identifier. Each node maintains a routing
table containing the IP address and port numbers of the "neighbouring” nodes.
In each ring, nodes are ordered increasingly based on their identifiers.

5.4 Finger Table in ”P4L”

Let m be the number of bits in the space of node identifiers on one level (m =
8 for 256 nodes). Each node n maintains a routing table of at most m entries
called the finger table. The i*" entry in the finger table of node n contains the
identifier of the first node p that succeeds n by at least 2'~! on the identifiers
circle, where 1 < i < m. We call node p the i*" finger of node n. A finger table
entry includes both the "P4L” identifier and the IP address and port number of
the relevant node. Figure 2 shows the finger table of one node belonging to two
levels, and then has two identifiers: N50 on level 1 and N52 on level 2.
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0 finger table NSO/N52

N50+1 N60

N50+2 N60
N50+4 N60
N50+8 N60
N50+ 16 N69

11947

N52+1 N60
N52+2 IN6O
N52+4 IN60O
N52+8 IN6O
IN52 + 16 N2

1A

Fig. 2. Finger table in "P4L”

5.5 Lookup Process in "P4L”

Algorithm 1 gives a simple illustration for the lookup process in "P4L”. For
each level i ring, we use the i*" part of the data key. If the request succeeds
on the ring k where the node requester belong, the cost of lookup algorithm
is O(In(n;)), with n; the number of nodes in this ring (n; < 256). In the case
where the request fails on the first ring, the search or localization is done on
ring level £+ 1 or £k — 1 in a deterministic manner, then the cost of the lookup
process algorithm is O(>_(In(n;))), where n; is the number of nodes on ring level
1, where the request gets success.

Algorithm 1. Lookup process (P4L)

Lookup (Key cicacscy)
1: Begin
2: Locate the node X (in the same ring) of IP Address (P1 P2 PsPs1) where P; is the
smallest value bigger or equal than ¢; (using finger table).
If 3 c¢; where ¢; > P; and j <4 Then
go to level (i — 1) and call lookup (Key cicacscea) (ifi > 1)
Else

If the data is present Then

loading data

Else
: go to level (i + 1) and call Lookup (Key cicacsca) (if i < 4)
10: End

LrISITR®
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5.6 Join Process in ”P4L”

In a dynamic environment, nodes can join or leave at any time. The main chal-
lenge is to preserve the ability to locate and update every key in the network. For
this, the ”Bootstrapping” constitutes a vital core functionality, required by every
Peer-to-Peer overlay network. Nodes intending to participate in such overlay net-
work initially have to find at least one node that is already part of this network.
Four solutions applicable for the Bootstrapping problem exist [1] and are resume
as : Static Overlay Nodes-Bootstrapping servers, Out-of-bande Address caches,
Random Address Probing or Employing Network Layer Mechanism. To reduce
system complexity, we advocate Static Overlay Nodes-Bootstrapping servers for
our proposed model P4L.

Finger table initialization: The i*" entry in the finger table at node n con-
tains the identity of the first node s that succeeds n by at least 2~ on the
identifier circle. If node n belongs to two levels, its finger table contains two
parts, one for each level.

Transferring keys: When a node n joins the "P4L” system, there is a transfer
of "responsibility” for all keys for which node n is now the successor. The node
n becomes the successor only for keys that where previously responsible of the
first node immediately following n. So n needs only to contact this one node to
transfer responsibility for all relevant keys.

5.7 Leaving Process in "P4L”

When a node that belongs to one level leaves the system, some nodes must update
their finger table. In other case (the node that leaves the system belongs to two
levels), the stabilization algorithm (algorithm 2) is activated. For describes this
process. We use the following notations: n : the identifier of the failed (leaving)
node n and n;, n;4+1 : the two levels where node n belongs.

Algorithm 2. Stabilization process ("P4L”)
leave (n, ni, nit+1)
1: Begin
2: If (ni41 is empty) Then

3 update the routing table

4 Else

5: If 3 (n/, nj, nj,,) where nj = n;y1 Then
6: If (nj,, = empty) Then

7 Np = Mis Vg1 = Nit1;

8: update the routing table

9: Else

10: g = My My = Nit1;

11: update the routing table

12: leave (n/, n;, nit1)



"P4L”: A Four Layers P2P Model 349

5.8 Fault Tolerance in ”P4L”

In case of node(s) departure (leave or failure), the lookup process contributes
to the robustness of the global "P4L” system. When a node leaves the ”P4L”
system, the ”stabilization” algorithm (see algorithm 2) is executed for maintain-
ing the correctness of successor’s identifiers in the finger table. After a failure
detection at node n by its neighbouring node, this last node invokes the join op-
eration process, for localizing one node on ”parent” level. Then the stabilization
algorithm (Algorithm 2) is executed.

5.9 Lookup Acceleration in ”P4L”

For accelerating the lookup process algorithm, a broadcast mechanism is used on
each ring (see Algorithm 3). The number of messages generated does not have a
significant impact on global performance, as each ring is limited by a maximum
of 256 nodes. We assume that on each ring the nodes are completely connected.
Thus the number of messages generated is Y (n; — 1), where n; is the number
of nodes on each ring ”covered” by the requests.

Algorithm 3. Lookup acceleration in ”P4L”
Lookup (Key cicacscy)
1: Begin
2: locate the node (in the same ring) of IP address (P1P>PsP;) where P; is the
smallest value bigger or equal than ¢; (by a simple broadcast message).
IF 3 ¢; where ¢; > P; and j < i Then
go to level (i — 1) and call lookup (Key cicacses) (if ¢ > 1)
Else
If the data is present Then
loading the data
Else
go to level (i + 1) and call lookup (key cicacses) (if @ < 4)

e NN

0: End

5.10 ”P4L” and IPv6
In order to supporte IPv6, we consider three cases for "P4L” protocol extension:

1. The ”"P4L” architecture described above is used (based on a four levels topol-
ogy), with the 32 bits of the IP address for each ring.

2. We use the 8 bits portion of the total IP address for each ring, then the
maximum of nodes for each ring is 256, but with a maximum of 16 levels.
So the structure of format becomes ¢;cs...c16.

3. The general case corresponds to the usage of k bits of the IP address for each
ring, then the maximum number of levels is 128/k. The first case is when
k = 32 and the second case is when k = 8.
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5.11 ”P4L Properties”
"P4L” is characterized by a number of properties :

1. Scalability: Logarithmic growth of cost lookup with the number of network
nodes even in "large scale” networks.

2. Decentralization: ”P4L” is completely distributed, thus improving robust-
ness of the global architecture (each node is completely equivalent in term of
functionalities)

3. Load balancing: Distributed hash function spreads keys uniformly and
evenly among nodes.

4. Fault tolerance: The lookup process is still active during node failure.

5. Cost : The cost related to the lookup algorithm in "P4L” is O(>_ In(n;)).
It is significantly better than Chord protocol as : already >_ In(n;) < In(n),
where n is the number of nodes in the Chord system, and n; the number of
nodes on one ring of the "P4L” architecture.

6. Flexibility: Compatibility is guaranteed between IPv6 and IPv4 architec-
ture, lookup, stabilization of system ”"P4L”.

Table 1 resumes the main characteristics of ”P4L” performance indications
through a comparison with Chord. The two protocols are considered scalable
and fault tolerant, but with a "better” cost lookup for "P4L”.

Table 1. Chord vs "P4L” performance

Scalability Fault tolerance Cost lookup
Chord Vv Vv O(In(n))
P4L Vv Vv O3 In(ny))

6 Conclusion and Perspectives

Peer-to-Peer networks can be used for: improving communication process, opti-
mizing resources discovery/localization, facilitating distributed information ex-
change [8]. Peer-to-Peer applications need to discover and locate efficiently the
node that provides the requested and targeted service. ”P4L” provides this dis-
covery /localization service with a complete decentralized architecture by deter-
mining with efficiency the node responsible for storing the requested key’s value.
The node’s identifier is simply derived from its IP address, while the resources
identifier is generated by a hashing function (with resource name as key). One
of the main characteristics of ”P4L” model is the routing optimization at "IP”
level, as it minimizes the number of hops for lookup process in the P2P network.
Theoretical analysis shows that considering ”P4L” model, the routing of resource
lookup requests is significantly optimized. In a N-node network, each node main-
tains routing information for only about 2 O(In(n;)), where n; is the number of
nodes on one ring with a maximum of 256. On rings belonging to ”"level 4”, nodes
are closed to (physically and logically). The use of Broadcast mechanism on this



"P4L”: A Four Layers P2P Model 351

topology can significantly and efficiently accelerate the lookup process. There are
Broadcast-based and DHT-based algorithms for P2P protocols[3], "P4L” can be
considered as a combination of Broadcast-DHT-based P2P protocol. P2P net-
works tend to become a key element for Internet communications such as legacy
applications (eg: file sharing) but also for VoIP [9]. However, security aspects
constitute a serious concern for P2P. (eg. in "P4L” context, a malicious node
can present an incorrect view of "P4L” lookup process). For taking into con-
sideration security aspect in "P4L”, we are interested to combine and extend
security protocols in the context of "P4L” for large peer group communications.
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Abstract. In this paper, we propose a new approach to secure and easy-to-use
remote access to networked appliances (NAs). Based on the proposed approach,
we develop a system in which servers in an Internet service provider network and
a residential gateway (RGW) in a home network play an important role,
including secure communication. The system allows us to access NAs, using
mobile phone and PC anytime and anywhere. Our emphasis is that the system is
based on zeroconf protocols including UPnP, and only by connecting an NA to a
RGW enables secure remote access. Another emphasis is deployability. A RGW
that has been widely deployed in home networks and always operates for VoIP
call serves the zeroconf protocols. Interoperability with both UPnP compliant
and noncompliant NAs, together available in the marketplace, is also considered.
We deployed the system and conducted a field trial in which approximately 1700
users took part in for four months. Empirical results in terms of the zeroconf
protocols will be shown with future directions.

1 Introduction

As we see always-on broadband access such as Fiber To The Home (FTTH), wide
spread of mobile phones and emerging smart networked appliances (NAs), a variety of
technologies have formed the basis of home networking. We can now have a
connection anywhere from home and vice versa, as well as at traditionally limited
universities or research institutes. This will steadily evolve into our new environment
known as ubiquitous networking, which will support us by accessing everything
connected together anytime and anywhere.

In such an environment, NAs would be a key driver for one of new multi-play
services: remote access service. Typical NAs are a network camera, network attached
storage (NAS) and network DVD player, which are abbreviated NW camera, NAS and
NW DVD player in brief hereafter. With these NAs reachable from the Internet, we can
check if a key to the front door is closed from a place away, by access to our NW
camera facing the door, using mobile phone. Another scenario is remote recording
reservation. We can make a recording reservation of a TV program, by access to our
NW DVD player, using a mobile phone.

Some architecture and their associated protocols for NA remote access services have
been developed and standardized. Typical protocols are based on Session Initiation

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 352-361, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Protocol (SIP). Unfortunately, they still stay at specifications and lab-scale prototypes
and neither could they fully address the following technical issues: (1) configuration
task, (2) usability nor (3) deployability, which will be described more in Sect.3.

For a solution to the issues, this paper proposes a new approach to secure and
easy-to-use remote access to NAs. Servers in an Internet Service Provider (ISP) domain
and a residential gateway (RGW) in a home network play an important role. The secure
access is ensured by Security Architecture for Internet Protocol (IPsec) tunnel between
an ISP domain and a home network. The easy-to-use access, which is one of our main
contributions, is based on two zeroconf protocols: (1) Universal Plug and Play (UPnP)
and (2) a new registration protocol. The approach has two stages: discovery and
registration. In the discovery stage, a RGW discovers a new NA connected to a home
network and monitors its connectivity using Simple Service Discovery Protocol
(SSDP) and Simple Object Access Protocol (SOAP). In the registration stage, a RGW
registers and updates a UPnP device description of connected NAs with servers using
the new registration protocol. In addition, the zeroconf protocols are so designed that
they can ensure the interoperability with UPnP noncompliant IP-based NAs. With the
servers working as a rendezvous point, the proposed approach allows even Internet
novices to access typical NAs available in the marketplace, using mobile phone and PC
anytime and anywhere, with minimum user intervention.

An emphasis of the paper also lies in development and deployment of a system
based on the proposed approach to show its practicality. We implement the zeroconf
protocols in the form of RGW firmware and install the servers to work with the RGW,
taking the current typical home network into account. For the practicality, we evaluate
the proposed approach in terms of the two zeroconf protocols empirically through a
field trial, in which approximately 1700 users took part in for four months, conducted
as part of the deployment.

This paper is organized as follows: In Sect.2, we present an overview of a typical
home network with FTTH connections and show technical issues for the NA remote
access. We review the recent related work in Sect.3. In Sect.4, we propose a new
approach to secure and easy-to-use remote access to NAs. In Sect.5, we describe
implementation of the system, and evaluate the proposed approach empirically through
the field trial.

2 Typical Home Network with FTTH Connections and Technical
Issues for NA Remote Access

Figure 1 shows a typical home network, which we focus on throughout the paper, with
fiber-optic network operator and ISP domains. Consumer premises equipment (CPE)
devices including a media converter, RGW, PCs, and phone are connected in a tree to
the RGW as its root. NAs are connected to the RGW in the same way. The RGW works
as an IP router and has a Dynamic Host Configuration Protocol (DHCP) server for the
home network. It has also Voice over IP (VoIP) capability. A home network is
connected to the ISP domain, in which World Wide Web (WEB), Simple Mail Transfer
Protocol (SMTP), Post Office Protocol (POP), SIP and Video on Demand (VoD)
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Fig. 1. Typical Home Network with FTTH Connections

servers are operated to serve such as triple play services via the fiber-optic network
operator domain.

The following technical issues for the NA remote access should be addressed.

1. Reachability from the Internet to NAs should be ensured (Issue 1).

2. Communication with NAs should be authenticated and encrypted, to protect a
network and privacy from unauthorized access by malicious or erroneous operation, for
NAs are generally tied with individual activities (Issue 2).

3. An NA should be configured and discovered automatically, with minimum user
intervention, to release home users from the complex configuration task and to inform
users of the presence of dynamically connected NAs (Issue 3).

4. More usability by which an NA is given an associable name like ““Network
Camera" instead of a usual form of “~http://192.168.0.1/xxx.cgi" should be achieved, so
that users can select a connected NA with ease (Issue 4).

5. Architecture and protocols to realize the remote access should be subject to the
current typical home network and to interoperability with NAs available in the
marketplace, for the rapid deployment and acceptance (Issue 5).

3 Related Work

Research and development work on the NA remote access have been found. We
summarize recent related work below and show that none of them alone addresses all
issues in Sect.2 simultaneously.

The work propounded the use of SIP for the secure protocol of the NA remote access
and discussed requirements and future challenges. Unfortunately, the work stayed at
prospects and did not show how to address the requirements and challenges except
Issue 1 and 2 in depth technically, while their contributions might be a few architectural
frameworks and SIP message extensions.

Ubiquitous Open Platform Forum (UOPF) founded by Japanese companies has
developed and standardized the UOPF protocol with its base architecture. The protocol



A Zeroconf Approach to Secure and Easy-to-Use Remote Access 355

Your portal

Remote ISP domai: Home network
NetworkCamera |terminal i

DAVD player

<Principle 1>
IPsec tunnel

WER B
e Email

VoIP

- \-"nl')

RI-11

; ; ! - o
. Optical fiber ™~ ihernet
) ; cable <Principle 2>
Internet  Fiber-optic network operator ~

UPnF compliant NA

Auto

domain

<Principle 4>
M/C: Media converter UPnP noncompliant IP-based NA

Fig. 2. Principles of Proposed Approach

addresses Issue 1, since it is also based on SIP and a user can access a target NA from
the Internet using SIP as a signaling protocol. Network Address Translation (NAT)
may be traversed with the aid of UPnP. The protocol meets Issue 2, for some extensions
have been made to ensure the peer-to-peer secure communication using IPsec and
Transport Layer Security.

Both protocols, however, could address none of the other issues due to their reliance
on SIP. With respect to Issue 3, for each NA, a user should initially configure SIP
Uniform Resource Identifiers (URIs) typically in the form of ““sip:xxx@isp.com" to
identify itself and gain access to SIP servers. As for Issue 4, due to the URIs typically
given by an ISP as well as an email account, an NA cannot necessarily have an
associable name, leading to poor usability. In terms of Issue 5, the protocol imposes SIP
support on every NA. It is hard to find such an NA in the marketplace except for SIP
phones as of writing, although the UOPF protocol provides specifications of a gateway
for noncompliant NAs.

4 Proposed Approach

4.1 Design Principles and Assumptions

Design Principles. The proposed approach is designed based on the four principles as
shown in Fig.2.

1. Cooperative architecture of servers and residential gateway
Servers including a portal, Domain Name System (DNS), user database (DB) and
Virtual Private Network (VPN) servers for the NA remote access are installed in an
ISP domain. To address Issue 2, the access is authenticated by the servers and also
encrypted by IPsec tunnel between the VPN server and a client on a CPE including a
RGW. Main Issue 1 is solved as follows. A remote terminal including a mobile
phone and PC first obtains web pages linking to NAs connected to a home network,
from the servers. Next, the servers act as proxy for an access request, when the
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terminal selects a target NA on the pages. The request is finally routed to the NA
through the tunnel. Source of the pages is provided by the new protocols below.

2. New protocols for auto-discovery and auto-registration

To tackle Issue 3, the RGW leverages DHCP, IPv6 Stateless Address
Autoconfiguration (SAA) and SSDP M-SEARCH to auto-configure and
auto-discover NAs that may be dynamically connected to a home network. The
RGW obtains UPnP device descriptions from NAs, using SOAP after the discovery.
In addition, a new auto-registration protocol based on Hyper Text Transfer Protocol
(HTTP) by which the RGW registers the device descriptions with the servers is
introduced to provide the web pages as described above. The detail of the protocol
will be shown in Sect.4.2.

3. UPnP device description for more usability
To address Issue 4, the web pages for the NA remote access is provided such that an
associable string like ““NetworkCamera" specified with the ““friendlyName" tag in
the UPnP device description is used as a link string. A URL specified with the
““presentationURL" tag, which corresponds to a usual “index.html" of an NA, is
used as a reference of the link. The string on a terminal may be grayed out and
cleared, when a corresponding NA is disconnected.

4. RGW coping with UPnP noncompliant IP-based NA
The RGW exploits Internet Control Message Protocol (ICMP) and ICMPv6 Echo
requests to discover and register UPnP noncompliant IP-based NAs. The portal

server allows a user to configure an associable name and TCP/UDP ports for those
NAs.

With the four principles, we address Issue 5 in that 1) a RGW widely deployed in
home networks and always operating for VoIP incoming call serves the discovery and
registration, and 2) interoperability with both UPnP compliant and noncompliant NAs,
available in the marketplace is achieved.

Assumptions. We put the following assumptions for the proposed approach.

1. The configuration of a RGW has been completed properly. Reachability from a
home network to a subscribing ISP domain is ensured.

2. Servers for the NA remote access are installed. Moreover, a server that maintains
versions of RGW firmware is set up in the same ISP domain. A RGW visits the
server and checks if the current version is the latest, regularly or when the RGW
(re)boots, so that it can keep its firmware up-to-date.

3. A user account and its associated password necessary to establish an IPsec tunnel
are enrolled in the user DB by operators in advance.

4. A new version of RGW firmware for the proposed approach is released. It can
establish an IPsec tunnel from a RGW to the VPN server automatically, and can
then perform the auto-discovery and auto-registration. All required settings: IP
addresses of the servers, a user account and password for the tunnel are preset,
using a subscriber account as a key.



A Zeroconf Approach to Secure and Easy-to-Use Remote Access 357

ISP domain Hoeme network (RGW 1) %
D D I_ ________ D
1
DNS DB User DB : WA ble
S server™ v LYE)
DNS server' ‘ [ DB server ‘ Auta-registration | [ Aulo-discovery |==(1}
Lo ’ [ function funetion - 102}
fml,rg) ofn Joge e : ‘
1 1 I
(et p—t :
- —{(d) Portal server' I .
() —= G
(h) JT"- 3} !
‘ VN server! ‘ N ) 1I*sec tunnel ( ‘ VPN client™ ‘
(*) [Pvd/IPv6 dual stacking =<+ Auto-discovery and auto-registration flow - Remote access low

Fig. 3. Components and Flow of Proposed Approach

5. A RGW updates the current firmware with the above new version.
6. A user creates a user account and its associated password for the remote access,
when the user first visits the portal server from a home network.

4.2 Components in ISP Domain and Home Network

Components in ISP Domain. Four server components: a portal, DNS, user DB and
VPN servers constitute an ISP domain as shown in the left side of Fig.3.

The portal server operates as an HTTP server. It manages and provides web pages
linking to NAs connected to a home network for each user, and processes the NA
remote access requests. It generates a pair of a Fully Qualified Domain Name (FQDN)
and its associated IPv4 or IPv6 address for each NA, on receiving a registration request
from a RGW, to resolve duplication caused by the same IPv4 address space among
users. The server allows a user to customize preferences: to create, delete and change a
user account and password for the remote access, to control access to NAs based on the
user account and to configure an associable name and TCP/UDP ports for UPnP
noncompliant IP-based NAs. With the DNS DB, the DNS server is responsible for the
registration of pairs of an FQDN and its associated IP address, when it receives a
request from the portal server, as well as the original name-to-address resolution. The
user DB server manages user related information: a subscriber account, pairs of a user
account and password to establish an IPsec tunnel and for the remote access, and part of
the source of the web pages. The VPN server establishes and releases IPsec tunnels
based on requests from a VPN client in a home network.

Components in Home Network. Three components: auto-discovery function,
auto-registration function and VPN client are shown in the right side of Fig.3.

With the auto-discovery function, a RGW discovers an NA, using SSDP
M-SEARCH, ICMP and ICMPv6 Echo request. The three types of requests are sent in
order on a regular basis. When the RGW receives an M-SEARCH response, it obtains a
UPnP device description of a corresponding NA using SOAP. The RGW manages a
Media Access Control (MAC) address, IPv4 address, IPv6 address (optional),
deviceType, presentationURL, uuid and friendlyName, where the last four items are
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‘ HTTP header part <Unit> [ NA info 1 (UPnP compliant NA)
POST /xxx.cgi HTTP/1.0 <HW Address>00-00-00-00-00-01</HW Address>
HOST: x.x.X.X1yyyy <v4Address>192.168.0.3</v4Address>
Content-Length: 1234 <v6Address>2001:0200:0123:8002:0001:0002:0003:0004</v6 Address>
Authorization: Basic XXXXXXXXXXXXXXXXXXXX <DeviceType>Internet Gateway Device</DeviceType>
Content-type: text/xml <presentationURL>http://192.168.0.3/index.html</presentationURL>

[RGW part <Uuid>11111111</Uuid>
<?xml version= “1.0” encoding= “EUC_JP” 2> <FriendlyName>NAT Router</FriendlyName>
<root> [</Unit>_
<WANIP>200.200.200.200</WANIP> <Unit> [NAinfo 2 (UPnP noncompliant NA supporting IPv4)
<v4Netmask>255.255.255.0</v4Netmask> <HW Address>00-00-00-00-00-02</HW Address>
<v6Prefix>2001:0200:0123:8002:0000:0000:0000:0000/64</v6Prefix> <v4Address>192.168.0.4</v4Address>
</root> </Unit>

[NA part (List of NA info) [<Unit> "~~~ "[NA info 3 (UPnP noncompliant NA supporting IPv6)
<UnitList> <HW Address>00-00-00-00-00-03</HW Address>

; <v6Address>3FFE:0000:0000:CD30:0000:0000:0000:0003</v6Address>
continued on the right </Unit> </UnitList>

Fig. 4. Example of Auto-Registration Protocol Payload

specified in device descriptions, in the form of a logical NA table. The RGW monitors
NA connectivity by regular M-SEARCH request, and updates the NA table. The RGW
deletes an entry of the NA table if it does not receive a specified number of consecutive
responses from a corresponding N A, leading to clearance from a screen via gray out. In
terms of ICMP, addresses to which a RGW sends the requests can be limited with a
start address and a number of addresses, such as “7192.168.0.2" and 6", to avoid
bandwidth consumption. With respect to ICMPv6, a RGW first sends a request to the
link local multicast address ““FF02::1". When the RGW receives a reply, it sends a
subsequent request to a global address that is generated based on SAA. On receiving an
ICMP or ICMPv6 Echo reply, the RGW stores a MAC and IP address of the NA, and
monitors in the same way as M-SEARCH request. Two or more entries may be stored
for an NA, if the NA operates on IPv4/v6 dual stack and replies to both ICMP and
ICMPv6 Echo requests. Such duplication will be resolved on the portal server, using
MAC address as a key.

Auto-registration function registers the NA table with the portal server on a regular
basis, using a newly introduced protocol based on HTTP. An example of the protocol
payload is shown in Fig.4. The RGW part includes Wide Area Network (WAN)
addresses of the RGW. The NA part is defined as a list. Each element corresponds to an
entry of the NA table. The list can contain an arbitrary number and type of elements,
being independent of UPnP compliance.

The VPN client requests the VPN server to establish and release an IPsec tunnels. It
sends keep-alive messages for the tunnel maintenance.

4.3 Auto-Discovery, Auto-Registration and Remote Access Flow

We describe the two flows of the proposed approach with Fig.3, to show how it allows
for the secure and easy-to-use remote access.

Auto-Discovery and Auto-Registration Flow. When a user connects an NA to a
RGW, a RGW configures link-local IP settings. The RGW discovers an NA
(Fig.3(1)(2)), and creates an entry for the connected NA in the NA table (Fig.3(3)).
Asynchronously with the discovery, the RGW registers the NA table with the portal
server through the IPsec tunnel (Fig.3(4)(5)). The portal server receiving the
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registration request generates pairs of an FQDN and an IP address for NAs, and
registers the pairs with the DNS server (Fig.3(6)). After successful registration
(Fig.3(7)), the portal server stores the up-to-date information including the payload as
shown in Fig.4 in the user DB server (Fig.3(8)).

Remote Access Flow. When the portal server receives a remote access request from a
user (Fig.3(a)), it authenticates the user with the aid of the user DB server (Fig.3(b)).
Success of authentication (Fig.3(c)) provides the user with web pages for the remote
access via the portal server (Fig.3(d)). When the user selects a target NA (Fig.3(e)), the
portal server creates a query for name-to-address resolution to the DNS server
(Fig.3(f)). The request is routed to the resolved address (Fig.3(g)) through the IPsec
tunnel (Fig.3(h)).

S Implementation and Empirical Evaluations

5.1 Implementation

We implement a system based on the proposed approach and describe a brief overview
of the system below, including some restrictions on the implementation.

1. We implement the servers on separate hardware, using general-purpose server.
The servers are connected with 100Base-TX Ethernet in adjacent LANs, while
we implement the DBs, using a single storage (4.5Tbyte in physical) that is
connected to its associated server with fiber-channel. The specification of the
portal server in terms of a quadruplet (CPU(GHz), memory(Gbyte),
HDD(Gbyte), OS) is (UltraSPARC IIIi 1.28 X 2, 2, 73.4 X 2, Solaris9.9).

2. We implement a new version of RGW firmware for the proposed approach. The
target RGW is models that have already operated in home networks.

3. We implement the VPN client software that runs on a user PC, due to some
models that are restricted in processing capability. In this case, to establish an
IPsec tunnel, a user should enter an account and password on a PC.

4. Interoperability with NAs is ensured, such as NW camera, NAS and NW DVD
player, shipped from multi-vendors and available in the marketplace.

5.2 Empirical Evaluations

We deployed the system in Sect.5.1 with which a commercial FTTH network for a triple
play service was overlaid, to conduct a field trial for four months. We provided the
firmware to approximately 1700 users who were the FTTH subscribers and applied for the
trial. We recommended the use of NAs that were ensured the interoperability to the users.

The amount of messages for the auto-discovery by the system in 5.1 will be shown
first, in order to evaluate the traffic overhead. Part of server activities in logs during the
trial will be shown next, so as to evaluate the overhead of the auto-registration and to
estimate the scalability towards commercial deployment. Some discussions to improve
the system will be made after each evaluation.
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Fig. 5. Measurement Results of System during Field Trial

Evaluation of Auto-Discovery. Figure 5 (a) shows the amount of messages for the
auto-discovery, when we connect each NW camera, NAS and NW DVD player to the
RGW with 100Base-TX Ethernet. Due to a device description, the amount of messages to
RGW is more than that from RGW for every NA. The amount of messages to the NW
camera is more than those of the other NAs, for an ICMPv6 Echo request and reply. The
total management traffic is 83.5bps ( = (730+2902+744+2812+954+2267)*8/60) when
the monitoring interval is 60 seconds, which was the same as in the trial. This is
negligibly small, for it is much less than bandwidth of a typical home network: 100Mbps.
We can shorten the interval to provide users with a more consistent view of dynamically
connected NAs, since the response time from an M-SEARCH request is at most
421.6msec. In addition to such regular discovery, we will be able to utilize ~“ssdp:alive"
and “ssdp:byebye" message, although listening to such message required more
processing capability from the RGW than that at the design phase.

Evaluation of Auto-Registration. Figure 5 (b) shows the inbound traffic of the portal
server monitored every five minutes for the first month. It includes only the traffic used
for the remote access. At least around 80Kbps traffic arriving constantly from the third
week can be seen for the auto-registration, where its time interval was 10 minutes. The
amount of messages for the auto-registration per user is estimated at approximately
14.1Kbyte (=80*10*60*/(1700/4)/8), if we can assume one fourth of users had already
joined. This is acceptable, when we recall an ISP-style email service. A huge number of
users are sending pile of emails of the size that is typically larger than that, due to rich
contents attached.

An unavailable time at the end of the third week was caused by a planned network
construction. Redundant configuration in the ISP domain in terms of both hardware and
software will be required toward the scalable commercial deployment, to avoid such a
single point of failure.

6 Conclusions

This paper proposed a new approach to secure and easy-to-use remote access to
networked appliances (NAs). We show five technical issues for the NA remote access.
Lack of a protocol addressing all issues simultaneously motivated us to design a new
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approach based on (1) cooperative architecture of servers and residential gateway
(RGW), (2) new zeroconf protocols for auto-discovery and auto-registration, (3) UPnP
device description for more usability and (4) RGW coping with UPnP noncompliant
IP-based NA. Elaborated description of the components that constitute the system was
shown. The proposed approach allows for secure access to NAs available in the
marketplace, using mobile phone and PC anytime and anywhere, with minimum user
intervention. We implemented a system based on the proposed approach, and evaluated
the zeroconf protocols empirically through a field trial for four months. We released a
new RGW firmware to approximately 1700 FTTH subscribers. The overhead of the
zeroconf protocols were shown acceptable in terms of the amount of messages.

We believe the proposed approach is the best practice as of writing and will confront
the dilemma of the chicken (seeds) or the egg (needs), as often appears in
service-oriented domains. The commercial deployment and the integration with the
advantage of SIP based protocols will be future directions.
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Abstract. As a network & service provider, KT has long felt the necessity of
integrating many of its OSS (Operation Support System) systems, and in 2003,
KT finally developed a new system to serve its various maintenance activities.
This system is called the NeOSS (New Operations Support System) System,
which uses XML (Extensible Markup Language), EAI (Enterprise Application
Integration) and Web service based on Microsoft’s .NET platform technology.
This paper shows the system architecture of the NeOSS-ADM(Access Domain
Management), which is going to be developed using the .NET environment,
service maintenance framework and the method of maintenance for NEs
(network elements) for base BS. And this system will give more high quality
service to customers and reduce the customer's complaints.

Keywords: NGOSS, NeOSS, NeOSS-ADM, Proactive Service.

1 Introduction

Korea is the country with the highest distribution rate for high-speed internet service
in the world, and in recent years, its customer base is becoming saturated. The number
of high-speed internet customers in Korea has grown 12.26 million (05.12). KT alone
accounts for more than 6 million customers. Thus, KT is confronted by keen
competition due to the saturation of customers and the emergence of diverse service
providers that offer high-speed and broadband network services. In addition, customer
requests have become more diverse, from service orders to complaints related to fault
resolutions, quality of service, cost, rapid processing, and others.

In recent years, telecommunication services are being provided through complex
networks instead of single networks, particularly the various internet services. Thus,
many companies have developed many kinds of new services in the desire to obtain
larger market shares. To give the general public a high-speed internet access service,
KT supports various access technologies, including PSTN (Public Switched
Telephone Network), ADSL and VDSL, in order to provide broadband services
through copper wire. KT had also established an evolution plan for optical fiber
access networks. In accordance with this plan, KT developed and deployed the FLC
(Fiber Loop Carrier) —A and -B systems for business applications (FTTO) and the
FLC-Curb(C) and —Dense(D) systems for densely populated areas (i.e. apartment
complexes) and small business applications (FTTC).

Y.-T. Kim and M. Takano (Eds.): APNOMS 2006, LNCS 4238, pp. 362-371, 