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Abstract. The incidence of breast cancer varies greatly among coun-
tries, but statistics show that every year 720,000 new cases will be di-
agnosed world-wide. However, a high percentage of these cases can be
100% healed if they are detected in early stages. Because symptoms are
not visible as far as advanced stages, it makes the treatments more ag-
gressive and also less efficient. Therefore, it is necessary to develop new
strategies to detect the formation in early stages.

We have developed a tool based on a Case-Based Reasoning kernel for
retrieving mammographic images by content analysis. One of the main
difficulties is the introduction of knowledge and abstract concepts from
domain into the retrieval process. For this reason, the article proposes
integrate the human experts perceptions into it by means of an interac-
tion between human and system using a Relevance Feedback strategy.
Furthermore, the strategy uses a Self-Organization Map to cluster the
memory and improve the time interaction.

Keywords: Breast Cancer, Bioinformatics Tools, Relevance Feedback,
Knowledge Discovery & Retrieval Data, Case-Based Reasoning, Self-
Organization Map.

1 Introduction

Breast cancer is the most common cancer among western women and is the
leading cause of cancer-related death in women aged 15-54. Screening programs
have proved to be good practical tools for prematurely detecting and remov-
ing breast cancer, and increasing the survival percentage in women [19]. In an
attempt to improve early detection, a number of Computer Aided Diagnosis
(CAD) techniques have been developed in order to help experts in the diagnosis.

We focus on a CAD tool for retrieving mammographic images by content
analysis [12,5] called HRIMAC1. A mammographic image is like a breast
1 HRIMAC is a project financed by Spanish government - TIC 2002-04160-C02-02.
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radiography, which allows the extraction information on the tissue composition.
The main purpose is to allow human experts to access a certain type of digital
mammographic images typology stored in several public databases. This way, the
results returned by the system allow experts to enhance their interpretations,
and consequently, to improve the reliability of their diagnosis.

The retrieval process is based on Case-Based Reasoning (CBR) [1] because
it justifies results by means of similarity criterion. It is based on solving new
problems using its experience, as humans do. The ’experience’ is a case memory
containing previously solved cases. The CBR cycle can be summarized in the next
steps: (1) It retrieves the most similar cases, (2) It adapts them to propose a new
solution to the new environment, (3) It revises whether the solution is valid, and
finally, (4) It stores it following a learning policy. One of the main difficulties is
the definition of the similarity criterion through a similarity function, which is
the responsibility of comparing the cases and defining a value of similarity.

Nowadays, HRIMAC only uses the physical features extracted from mammo-
graphic images previously diagnosed, called microcalcifications (μCa). A sample
can contain several μCa in a large variety of sizes and locations making it almost
impossible to introduce these abstract concepts into the similarity function. We
may improve the precision if we could model the problem domain. That is why we
have previously studied a wide set of general purpose of similarity functions and
strategies to define similarity functions [5]. However, the experts - using their
experiences and their human abstraction abilities - can form concepts which
cannot be detected by the system using only the physical information. For this
reason, we want to make them participate in the retrieval process by means of a
Relevance Feedback strategy [13]. Thus, they can lead the search depending on
their points of view through an interactive iterative process. Also, with the aim
of reducing the execution time of each interaction, we organize the CBR case
memory using a Self-Organization Map.

The article is organized as follows. Section 2 surveys some related work about
Relevance Feedback. Section 3 sets the background techniques needed to imple-
ment the strategy. Section 4 describes the experimentation. Finally, section 5
summarizes the conclusions and the further work.

2 Relevance Feedback

Relevance Feedback are strategies used to introduce human subjectivity in the
retrieval process. This is done by an iterative process in which the expert and the
system interact. First, the system shows a set of results parting from an initial
question/query from the expert. Next, the expert marks the positives (relevant)
and negatives (non-relevant) examples - according to his own perception - from
the results. Finally, the system rebuilds the query and shows them again. The
process ends when the expert finds what he is looking for. This way, the sys-
tem auto-adjusts itself according to the perception of expert, in order to obtain
more accurate results. Therefore, its application reduces the differences in the
similarity concepts of the human expert and the system.
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These techniques can be classified according to the next properties: (1) Low
level features (using physical properties) versus High level concepts (using con-
cepts or contexts, as humans do) [2,17]; (2) Learning from the feedback of the
users or not. This is dangerous if feedback is not fully objective [3]; (3) Positives
Feedback, negative Feedback, or both [13]; (4) Category (the user looks for con-
cepts), Objective (the user searches for a specific set of examples), or Exploring
(the user does not know what he is exactly looking for) search [3]; (5) Query by
example (the query are images) or Query by word (the query are keywords) [2].
Some properties are more recommended than others depending on the domain
and the experts. Even they were originally oriented to document retrieval, their
usage has been extended to image retrieval (Content Base Image Retrieval).

3 Integration of Relevance Feedback into HRIMAC

3.1 Definition of the Strategy

The requirements needed in our Relevance Feedback strategy are the next: (1)
Management of low level features because HRIMAC only uses physical data
extracted from mammographic images. Thus, system uses low level features;
(2) Positives and negatives Feedbacks; (3) Queries by example or by keyword;
(4) Category search; (5) System does not learn from the interaction due to the
complexity of the domain and the difference in perception and experiences of
each expert when analysing mammographic images.

The time between interactions need to be short because they are done in real
time. Retrieve phase is the main neck bottle because CBR compares with all
cases from the case memory, which can be useful or not. For this reason, we
need to minimize the number of comparison by means of a selective retrieval in
which the system only compares with potentially useful cases. The best way is
indexing or clustering the case memory depending on the properties of the cases.
For this purpose we use a framework called SOMCBR [4] developed by us, which
clusters the case memory using a Kohonen or Self-Organizing Map (SOM) [10].

3.2 Integration of SOMCBR into the Relevance Feedback Strategy

SOM [10] is one of the major unsupervised learning paradigms in the family of
artificial neural networks. It has many important properties which make it useful
for clustering [7]: (1) It preserves the original topology; (2) It works well even
though the original space has a high number of dimensions; (3) It incorporates
the selection feature approach; (4) Although one class has few examples they
are not lost; (5) It provides an easy way to show data; (6) It is organized in
an autonomous way to be adjusted better to data. Moreover, Kohonen Maps
are a Soft Computing technique that allows the management of uncertain, ap-
proximate, partial truth and complex knowledge. These capabilities are useful in
order to manage real domains, which are often complex and uncertain. On the
other hand, the drawbacks are that it is influenced by the order of the training
samples, and it is not trivial to define how many clusters are needed.
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input : Let R be the set of retrieved elements from SOMCBR; let D+ be the set of
relevant elements; let D− be the set of non-relevant elements; let I be the actual
element that is being evaluated;

Function Full Strategy is1

D−=∅, D+={initial mammography image}2

forall I de D+ do3

//Retrieve the most similar cases from the X most similar model4

R=R+(SOMCBR(I)−D−)5

//Show the results to the user6

if human expert finds what he is looking for then7

End the execution8

else9

//The user marks the positive and negative images/cases10

D+=<Relevant elements>11

D−=D− ∪ <Non-relevant element>12

Fig. 1. Relevance Feedback strategy using the SOMCBR framework

They have successfully been used in a variety of clustering applications for
CBIR. Zhang was the first in used them to filter images according to the colour
and texture [20]. Next, Han and Myaeng [6] used them to define the outline of
objects. Also, they have been used to develop search engines as in PicSOM [11]
or WEBSOM [9].

SOM allows the projection of the original n-input data space into a new
shorter m-output space in order to highlight the more important data features.
This property allows the defining of clusters represented by a vector, which
models certain patterns. These clustering capabilities are used in SOMCBR [4]
to do a selective retrieval. This way, CBR only compares with cases belonging
to the X most similar clusters instead of comparing with all cases from the case
memory. The definition of the X value depends on the relation between time
execution and error rate desired, because it determines the number of cases used
in the comparison. Finally, figure 1 describes the SOMCBR integration in the
Relevance Feedback strategy.

4 Experiments and Results

It is difficult to measure the improvement of Relevance Feedback into HRIMAC.
There is not a standard benchmarking because evaluation is completely related
to domain, its complexity, and the points of view of the expert. However, the
introduction of an expert into the retrieval process allows system to obtain more
accurate results under the perception of the expert, and consequently, its inte-
gration can be considered as positive. However, we can evaluate how SOMCBR
works instead of the CBR without clustering (CBRWC) into the Relevance Feed-
back strategy. It means, the impact of using less cases in the retrieve phase on
the error rate. Because we only study the measure capabilities, both systems are
studied using a 1-NN in the retrieve phase.

Our main goal is to reduce the case retrieval mean time, which is related with
the cases used in the retrieve phase. The number of models used determines
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this value as we can see in the figure 1. Let I be the number of interactions; let
D be the results marked by expert as positives from CBR in each interaction;
let K be the map size; let S be the size of case memory; and considering the
mean number of elements by cluster as S/K2, the number of comparisons in
retrieve phase can be modeled in equation 1 and 2. They show how the number
of operations in SOMCBR is smaller than in CBRWC for short X values, and
how the operations are incremented for bigger values of X . Also, SOMCBR and
CBRWC work similar when X is equal to the number of cases.

number of operations in CBRWC = (1 + D · (I − 1)) · S (1)

number of operations in SOMCBR = (1 + D · (I − 1))·(K2 + X · S/K2) (2)

Next, we study these equations over several datasets (see table 1) from HRI-
MAC with the aim studying this in a more quantifiable way. The μCa dataset
[12] contains samples from Trueta Hospital (in Girona), while DDSM [8] and
MIAS [18] are public mammographic images datasets, which have been studied
and preprocessed in [15,14] respectively. The μCa dataset contains samples of
mammographies previously diagnosed by surgical biopsy, which can be benign or
malign. DDSM and MIAS-Bi classify mammography densities, which was found
relevant for the automatic diagnosis of breast cancer. Experts classify them ei-
ther in four classes (according to BIRADS [16] classifications) or three classes
(classification used in Trueta Hospital). Therefore, all this information is used
with to aims: (1) Detecting abnormalities or espicular lesions in shape of μCa,
and analysing whether they are benign or malign; (2) Defining the density of
tissue to improve the mammographic interpretation.

The charts in figure 2 show the evolution of the number of operations. They
have been build using the equation 2, and supposing common values for I (5)
and D (3 and 5) variables. Also, we have test situations with few (K=2) and
many clusters (K=8). It is obvious that SOMCBR strategy drastically reduces
the number of comparisons required, and consequently, SOMCBR is better than
CBRWC in terms of execution time.

The next step is to evaluate the influence of the reduction in the number
of comparisons on the precision of results. We have three parameters to tune:
the similarity function, the X value, and the map size. The similarity function
in CBR used is Minkowski with r=1 because it provides the best error rate.
Also, we focus on the worst situation for SOMCBR, that is, when X value is
1. Finally, we do not know the optimal number of clusters. For this reason, we
study several map sizes in order to represent situations defined by many clusters

Table 1. Description of datasets from HRIMAC

Dataset Attributes Class distribution
μCa 22 benign (121), malign (95)

DDSM 143 b1(61), b2(185), b3(157), b4(98)
Mias-Bi 153 b1(128), b2(78), b3(70), b4(44)
Mias-3C 153 fatty(106), dense(112), glandular(104)
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Fig. 2. Evolution for the number of operations in Relevance Feedback strategy using
SOMCBR configured with 2 × 2 and 8 × 8 respectively, applying the equation 2. The
’Δ’ and ’•’ symbols represent the configurations for D=3 and 5 respectively.

with few cases, and defined by few clusters with many cases. The configurations
tested are: 2 × 2 (4 clusters), 4 × 4 (16 clusters), and 8 × 8 (64 clusters).

Table 2 summarizes the error rates, their standard deviation, and the case
retrieval mean time in milliseconds for the CBRWC and for several SOMCBR
configurations. All computes have been done applying a 10-fold stratified Cross
Validation. Comparing the error rates, we can observe that strategy based on
clustering the case memory maintains the error rate for the datasets, and it
provides equivalent results if we apply a t-student at 95% of confidence level.
This is produced because the Soft Computing capabilities of SOM allows the
management of uncertain, approximate, partial truth and complex knowledge.
Thus, the SOMCBR strategy is able to manage these complex data, and it does
not affect negatively the error rate. Also, the results show the improvement of
time, which is significantly better when the CBR case memory is clustered, that
is, in SOMCBR strategy.

Therefore, we can conclude that the application of SOMCBR as kernel of
our Relevance Feedback strategy is positive, because we drastically reduce the
number of comparisons in retrieve phase, and consequently the execution time,
without negatively affecting the error rate.

Table 2. Summary of error rates, their standard deviation, and the case retrieval mean
time in milliseconds for CBR and SOMCBR using several map sizes (K × K), X=1,
and Minkowski (r=1) as similarity function

Code CBRWC SOMCBR - 2×2 SOMCBR - 4×4 SOMCBR - 8×8
%AR(std.) Time %AR(std.) Time %AR(std.) Time %AR(std.) Time

μCa 31.02(10.5) 0.1 34.26(9.5) 0.04 33.80(7.7) 0.02 34.26(8.1) 0.01
DD 55.49(5.8) 1.9 53.49(5.6) 1.30 53.89(5.2) 1.18 54.29(4.3) 1.10
MB 30.94(11.4) 1.5 29.69(5.5) 0.69 31.25(7.4) 0.61 32.19(5.8) 0.59
M3 29.81(6.4) 1.5 29.19(6.2) 0.69 29.81(6.2) 0.61 31.06(8.5) 0.59
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5 Conclusions and Further Work

We are developing a tool called HRIMAC for retrieving mammographic images
depending on certain typology from several public databases. The original kernel
of HRIMAC is based on a CBR approach, which looks for the most similar cases
in comparison with the input case using a similarity function. One of the main
difficulties is the definition of the similarity function because the information
available from the domain is complex and uncertain. Also, it is not trivial in-
corporate capabilities for detecting concepts or abstraction inside the similarity
function. Relevance Feedback strategies allow the introduction of human expe-
rience into the retrieval process in order to reduce the differences in similarity
concepts between human and machine through an iterative interaction process.
Thus, the retrieval process can benefit of the experts abilities for creating con-
cepts and relationships that systems usually can not detect. For this reason,
we want to integrate this strategy into HRIMAC in order to make the task of
retrieving mammographic images easier.

On the other hand, the interaction needs to be fast because it is done in real
time. The CBR retrieve phase is the bottle neck because it has to compare with
all the cases from the case memory. One way of improving it is by means of a
selective retrieval, in which CBR only compares with potentially useful cases.
For this reason, we have proposed the use of SOMCBR as kernel of our Relevance
Feedback strategy because it is a CBR with a case memory clustered by SOM.
SOM is a clustering algorithm that projects the original space into other more
reduced with the aim of highlighting the more important features. This property
is used to build clusters that model the information. Thus, CBR can organize
the case memory to improve the retrieval time. Also, SOM has Soft Computing
capabilities that allow the management of uncertain, approximate, partial truth
and complex knowledge and, consequently, improve the management capacity.
The experiments done show that error rate has not been negatively influenced by
the reduction of the information used. Therefore, SOMCBR strategy is better
than CBR in these datasets because it improves the execution time without
negatively affecting the error rate.

The further work is focused on improving the Relevance Feedback strategy
allowing semantic content by means of the introduction of keywords, which rep-
resent concepts of experts, in order to improve the capacity of retrieving results
more accurately. This goal requires two previous steps: (1) Experts have to mark
all the mammographic image in order to set high level relations, (2) We need
to define a similarity function capable of managing and measuring distances
between concepts.
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