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Abstract. In this paper, a generic approach to object matching and fast tracking in 
video and image sequence is presented. The approach first uses Gabor filters to 
extract flexible and reliable features as the basis of object matching and tracking. 
Then, a modified Elastic Graph Matching method is proposed for accurate object 
matching. A novel method based on posterior probability density estimation 
through sequential Monte Carlo method, called as Sequential Importance Sam-
pling (SIS) method, is also developed to track multiple objects simultaneously. 
Several applications of our proposed approach are given for performance evalua-
tion, which includes moving target tracking, stereo (3D) imaging, and camera sta-
bilization. The experimental results demonstrated the efficacy of the approach 
which can also be applied to many other military and civilian applications, such as 
moving target verification and tracking, visual surveillance of public transporta-
tion, country border control, battlefield inspection and analysis, etc. 

Keywords: Image analysis, feature extraction, object matching, real-time  
tracking. 

1   Introduction 

In image analysis and recognition, automatically recognizing objects of interest is al-
ways a challenging problem, and has been a research topic for many years. In recent 
years, detecting and tracking moving object in video is becoming a more interesting 
research topic and alluring more research efforts. In low level computer vision, one 
fundamental problem in object recognition and tracking is feature extraction as the 
result of extraction will directly affect the recognition performance. Another tough prob-
lem in object recognition is the matching between target and template. One reason for 
these difficulties is that, in real world, the object of interest always has some orientation 
difference and shape deformation as compared to its template in database. The goal of 
this paper is to develop an efficient method for object recognition and verification. The 
proposed method is based on Gabor filter-based Elastic Graph Matching (EGM) which 
has been successfully used in image texture analysis, face and fingerprint recognition 
[1-5]. But, by applying a new template-based matching method as the initialization of 
EGM, which is invariant to object rotation and size, we can overcome the limitations of 
conventional EGM and extend its applicability to more general cases such as stereo 
imaging, object tracking, and image sequence stabilization. 
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Another important issue discussed in this paper is object tracking. In video/image 
analysis, object tracking often becomes a more desirable problem after recognition. 
An automatic algorithm is needed to answer the questions: what is trace of the de-
tected object? Or, is the object in the current frame the one I am looking for? Once the 
object is detected, people usually want to know its status and position in the subse-
quent frames. In the real world, the object of interest is moving in 3D space, meaning 
the features of the object, which are projected onto 2D image, are also changing along 
the temporal axis. This makes object tracking a very challenging problem. Even with 
the difficulties mentioned above, many new methods and exciting results have been 
obtained in recent years, e.g. [6-12]. Unlike the current methods, we propose to use 
Sequential Importance Sampling (SIS) method to track moving object in real-time, 
which has several important advantages in object tracking. First, SIS is based on pos-
terior probability density estimation through sequential Monte Carlo (MC) method. 
The samples used for tracking are weighted properly via MC and updated with current 
observation while keeping track of a slowly varying change. Second, with SIS, tack-
ing can be completed simultaneously by using the estimated posterior density.  

In this paper, a generic approach for object matching and tracking is presented. The 
approach consists of three steps. The first step is Gabor filter-based feature extraction 
which provides an efficient way for selecting object features. The second step is an 
improved Elastic Graph Matching for object matching. The last step is a novel ap-
proach to simultaneously tracking multiple object in video/image sequence. Our 
method is based on posterior probability density estimation through sequential Monte 
Carlo methods.  

The paper is organized as follows. Section 2 gives out the technical details on how 
object feature extraction is formulated with Gabor filter. Section 3 describes our ap-
proach on using EGM for object matching. In Section 4, one efficient solution for fast 
tracking is presented. Section 5 provides some experimental results both in video and 
image sequence.  

2   Gabor Filter-Based Feature Extraction  

In human visual system (HSV), research has shown that people are sensitive to both 
specific orientation and spatial frequencies of object of interest. For feature represen-
tation and extraction, wavelets are good at representing orientation and frequency 
characteristic of object of interest. A Gabor filter bank can act as a simple form of 
wavelet filter bank. Because of its simplicity and optimum joint spatial/spatial-
frequency localization, Gabor filter has attracted many research efforts [4-5, 13-19] 
and has been applied in many image analysis and computer vision-based applications, 
e.g. face and fingerprint analysis and recognition [1-3].  

Gabor filter bank is a group of 2-D filters which record the optimal jointed local-
ization properties of region of interest in both spatial and spectral domain. Typically, 
an image is filtered with a set of Gabor filters which have different or preferred orien-
tations and spatial frequencies. To be specific, an image ( )I x  is filtered with a set of 

Gabor wavelets as follows, 
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with 
i

v
k k e μφ= controlling the orientation and the scale of the filters. By varying v 

and μ , we can get different Gabor filters with different orientations and scales. In 
our implementation, μ  controls the orientation and is assigned by any value of 0, 1, 
2, to 7 and v controls the spatial frequency and is assigned from 0, 1, and 2 with 

( ) v
vk 2/2/π=  and ( ) 8/μπφμ = . After filtering with a set of Gabor filters (24 filters 

from the above choice of v and μ ), the outputs on each pixel in the image form a 24-
dimensional vector called “jet”. The amplitude of the jet represents whether a pixel 
has significant gradient value in both orientation and frequency. Thus, it can be used 
to determine if this pixel is a good feature for object matching and tracking. 

3   Matching 

In order to correspond two images from two different sensors, called as image level 
matching, or find the correspondence from target to template of reference im-
age/database for object recognition and verification, called as object level matching, 
we have to solve the feature correspondence (matching) problem. With the feature 
points detected in the previous section, we propose to use an improved Elastic Graph 
Matching method to solve the matching by finding the corresponding features in the 
target frames. Some more detailed description of EGM can be found in [5, 20]. In 
most cases, due to the possible arbitrary relative positioning of the sensors with dif-
ferent field of view (FOV), conventional EGM method may never converge to the 
correct position because of the position, orientation, and scale difference between 
target and template, and thus we propose a coarse-to-fine strategy to perform robust 
matching. We first roughly match the two images (target image and template image) 
or find the object of interest in target image by searching with template, and then use 
EGM method to tune the matching result. The template matching with unknown rota-
tion and size can be formulated using a non-orthogonal image expansion approach 
[21]. In this method, image or object of interest will be recovered by a delta function 
at the template location. The convolution equation can be expressed as: 

                )()(*);()( 00 rnrrrfrg +−= δθ                                                          (3) 

where the position vector is ],[ yx
T rrr = , * is 2-D convolution, and f is the template 

(image or object of interest) at 0r . The orientation and size differences between tar-

get and template are represented by a vector θ  (where 0θ  is the true parameter set).  

                                   ],[ φθ sT =                                                                             (4) 
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where s  is the size and φ  is the rotation, a rotated and resized template can be given 

as  

                                    ))(
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)(M . In this coarse step, maximum likelihood (ML) can be 

used to estimate the parameter set θ  and use delta restoration method [22] for loca-
tion estimation r̂ . The cost function of ML can be described as 

                          
2

)()(*);()|,( rgrrrfgrl −−= δθθ                                          (6) 

The maximum likelihood solution is then obtained by minimizing Eq. (6) as 

                                  )|,(minarg}ˆ,ˆ{ grlr θθ =                                                       (7) 

To solve the optimization problem, a Linear Least Square Estimate (LLSE) of the 
delta function can be considered to use. More details can be found in [22]. 

Even with the method mentioned above, two images or two objects may never be 
able to correlate with each other exactly due to local structural and depth variations. 
However, this is addressed naturally by the elasticity of the matching graph in the 
algorithm. In this paper, we present one improved EGM method which uses Gabor 
jets as inputs. Its main steps are given as follows: 

 
Algorithm:  Enhanced Elastic Graph Matching (EGM) 
Step 1: Find approximate position: We use the novel template matching with un-
known rotation and size parameter to identify the initial correspondence/matching 
between target and template of reference image/database. From the correspondences, 
some corresponding pairs of pixels from target and template are selected as features 
whose magnitudes of the jets are obviously larger than that of other pixels.  
 
Step 2: Verify position: We first average the magnitudes of the jets of each feature 
point. The jets to each pixel are termed as “bunch”.  Then, we assign the average 
value to the processed bunch and compute the similarity function aS  without phase 

comparison. 
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If the similarity is larger than the predefined threshold, the result by template match-
ing is acceptable. Otherwise, error message will be generated and the EGM process is 
stopped. 

 
Step 3: Refine position and size: To the current bunch graph, we vary its position 
and size to tune the correspondence. For each bunch, check the four different pixels 
( 3± , 3± )displaced from its corresponded position in the target image. At each posi-
tion, we check two different sizes with a factor of 1.2 smaller or larger the bunch 
graph.    
 
Step 4: Refine aspect ratio: A similar relaxation process as described in Step 3 is 
performed. But at this time, we apply the operation only to x and y dimensions inde-
pendently.  

4   Tracking 

In the previous section, we discuss the feature correspondence between target and 
template, or two input images, or an image pair of two video sequences. When people 
want to know the status of object of interest in a single image/video sequence, target 
tracking becomes an interesting research topic. Since object is located in 3D space 
and projected onto 2D image, some features of the object will appear and some will 
disappear when target is moving or sensor is moving. This is an inevitable challenge 
facing any conventional method of feature tracking. 

Under a weak perspective camera model, the motion of a planar rigid object can be 
approximated by a 2D affine group. Although the set of jets is defined on an object of 
interest, e.g. human face, which is definitely not an ideal planar object. But, if defor-
mation of each feature point is allowed, one can still get a good approximation to the 
jet motions. Therefore, we model the jet motions as a 2D affine transformation plus a 
local deformation. We also assume the motion change between two subsequent 
frames is small. Unlike conventional methods, we propose to use Markov chain 
Monte Carlo techniques [23] for tacking. Specifically, the Sequential Importance 
Sampling (SIS) algorithm is used as motion predictor to find the correspondence 
features in two subsequent frames (t frame and t+1 frame) and on-line select features 
by updating new weights. In the SIS approach, object motion is formulated as the 
evaluation of the conditional probability density )|( tt ZXp . At time t, )|( tt ZXp  is 

approximated by a set of its samples, and each sample is associated with a weight 
reflecting its significance in representing the underlying density (importance sam-
pling). The basic steps of SIS are given as follows: 

 
SIS Algorithm 

Let { }},...,1,)( mjXS j
tt ==  denote a set of random draws that are properly weighted 

by the set of weights },...,1,{ )( mjwW j
tt ==  with respect to the distribution tπ . At 

each time step t, 
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In this algorithm, )(⋅g  is called the trial distribution or proposal distribution and com-
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recursively for t=1,2, …, to accommodate an ever-changing dynamical system 
 

In our tracking algorithm, after obtaining a predicted )(
1
j

tx + , we check it with the 

measured value in t+1 frame. Based on the measured feature points from the frame at 
t+1, a matching error is computed for the mapped set and the measured set. Accord-

ing to the matching error, )(
1
j

tu +  is computed and )(
1
j

tw +  is then updated. Note that we do 

not specify any uncertainty model for individual feature points, which may be too 
complex to be modeled by a simple function, since it needs to account for inaccura-
cies in 2D approximation, uncertainty due to noise, non-rigidity of object of interest, 
etc. In our method, the local deformation at each jet is used to account for these  
factors.  

Another issue during our implementation is we reduce the motion parameter space 
from 2-dimension (x and y directions) to one-dimension (θ ). Here, we can consider a 
rigid object subject to motion which can be modeled by a transformation f parameter-
ized by a parameter vector θ . Let 0X  denote an original parameterization of the 

object. 0X  can be a set of jets. Let ),( 0XfX θ=  denote the transformation of 0X  

into X . Under a small and continuous motion assumption, X  would be similar to 

0X  and θ  would be very close to 0θ . 

               )()(),(),( 0000 ⋅+−+== oJXfXfX θθθθ θ                                        (8) 

                                  ))(( 000 θθθθ −+≈ JX  

where )(⋅o  denotes higher-order terms and )(0 ⋅J  is the Jacobian matrix with respect 

to θ . Consider the 2-D affine motion ),( ⋅θf  as 
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Vector },...,{ 2211 aa  represents 2D affine rotation and },{ yx TT  represents translation. 
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We can compute the Jacobian matrix using 
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In our tracking algorithm, we take θΔ  as X and use X to find the new position by 
computing the Jacobian matrix. 

 
Algorithm: SIS-based Tracking 

Initialization: The relative camera/sensor motion with a transformation group is 
modeled first. The motion parameters constitute a state vector distributed according to 
a density function π(t). Then, we track the evolution of π(t) over time t using the SIS 
algorithm, by which π(t) is represented by a set of samples x(t,j) with proper weights 
w(t,j), j=1,2,… 

 

Step 1. Find a set of feature points of object of interest in the first frame (t=0).  
 

Step 2. For time t>0, track the set of (feature) points from t to t+1 by performing the 
following: 

 a) Each sample x(t+1,j) of π(t+1) is used to map/predict the set of feature 
points to time t+1.   

            b) Based on the measured feature points from the frame at time t+1, a match-
ing error is computed from the mapped set.  

       c) The matching error is used to control the updating of w(t,j) to get w(t+1,j). 
 

Step 3. At time t+1, we compute the expectation (the weighted mean) of the samples 
x(t+1,j) to get the motion at that moment, and the points corresponding to the 
mean give the feature set at that time. 

 

Step 4. For the frame at time t+1, use the EGM algorithm with small elasticity to 
fine-tune the result. 

5   Experiments and Applications 

Many tests on image/video sequences have been performed with our proposed algo-
rithm. In this section, three tests are selected to illustrate the efficiency and possible 
applications of the algorithm. 

5.1   Dancer Matching and Tracking 

The test data sets were acquired from public domain (the website of Microsoft Re-
search Labs). The dynamic scenes were captured by eight cameras at different views 
with a common synchronization control. The data set from each camera consists of 
100 images (24-bits true color, 1024 x 768) at 3 frames per second. We performed 
two different tests on them. One is finding feature correspondence between two  
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images acquired from two different cameras. Another one is target tracking in a single 
video stream.  

Fig. 1 shows the feature correspondence results of two images captured from two 
cameras with different view points. The pixels are correctly corresponded. 

Fig. 2 shows the tracking of a dancer by using video sequence from a single cam-
era. Again our algorithm worked very well and we were able to track the dancer even 
though her movements were very drastic. 

 

• Matching 
 

 
Fig. 1. Finding feature correspondence from two different-view images. (a) and (b) are two 
different-view images captured at the same time. (c) and (d) show the extracted feature points. 
(e) is the result of feature correspondence of (c) and (d). 

 

• Tracking 

 

 
Fig. 2. Object tracking: (a) and (b) are two subsequent images acquired from same camera at 
different time instances. (c) shows the selected feature points from (a). The tracking result is 
given in (d). 
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5.2   Stereo (3D) Image Generation 

One important application of image matching is stereo imaging. After finding the fea-
ture correspondence between two different-view images, we can use the theories of 
multi-view geometry [24] to generate stereo image. The testing video sets for stereo 
imaging were collected by two video cameras with the resolution of 640 x 480 and the 
frame rate of 10 f/s. We first find the correspondence of the two first frames of the two 
input video to create a stereo image pair. Then, the features of next stereo pairs for cor-
respondence were tracked by using our proposed tracking method in each video stream 
independently. Fig. 3 shows the corresponded images and the stereo image. 

 

 
Fig. 3. Stereo imaging: (a) and (b) are two different-view images. (c) and (d) display the selected 
feature points for feature correspondence. (e) shows a red-cyan stereo image created from the 
feature correspondence (Reader can watch the 3D image with any red-cyan 3D glasses).  

5.3   Target Tracking and Stabilization 

One experiment was performed to show how the proposed algorithm can be applied to 
small target tracking and image sequence stabilization (also known as sensor motion  
 

 

Fig. 4. Target tracking 
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compensation). The testing data has the resolution of 336 x 244 and the frame rate of 
30 f/s. In the test, we first manually located a target of interest, e.g. a moving vehicle 
shown in Fig. 4 (a). Then, Gabor filter-based feature extraction and SIS-based track-
ing algorithms were performed to track the moving target in image sequence. The 
result is given in Fig. 4 (d). As we can see from the result, the small moving target can 
be successfully tracked in cluttered environment.  

For sensor motion compensation, we modeled the camera motion as a 2D affine trans-
formation. Stabilization is then achieved in the following steps. First, we extracted a set 
of feature points from the first frame. Next, we used the algorithm to track the feature set 
in the sequence. Stabilization was then done by warping the current frame with respect to 
the reference frame (the first frame) using the estimated motion parameter.  

6   Summary 

In this work, we have examined the problem of target matching and tracking in 
video/image sequence including the data acquired in noisy environment. We proposed 
a Gabor attribute matching and tracking algorithm based on an improved EMG and 
statistical sampling method. As described in the introduction section, there are many 
methods for object matching and tracking. Our algorithm differs from other matching 
methods in that we use Gabor attribute as features and extend the typical EMG 
method by introducing an efficient template matching method. . Consequently, our 
method is suitable for more applications with target rotation and size variations. Most 
importantly, we develop SIS-based method for real-time tracking. The advantage of 
our tracking algorithm is that we track target without requiring any assumptions to 
input data, such as Gaussian distribution, motion type and direction, rigid and non-
rigid target, and do not need to predict the motion speed and direction (even allow 
rotation in depth) as our approach continually select good feature for tracking by 
updating weight at each computation. Another advantage is our tracking is intended 
for verification – the model templates by Gabor filter can be easily incorporated into 
the tracker because of its formulation and parameterization. Low computational cost 
is also one advantage of the algorithm. In our experiments, the tracker processes input 
data in real-time on an ordinary PC (CPU: Intel P4 - 2GHz, and Memory: 1024 MB). 
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