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Abstract. In this demo proposal, we describe our prototype application, 
SIERRA, which combines text-based and content-based image retrieval and al-
lows users to link together image content of varying document granularity with 
related data like annotations. To achieve this, we use the concept of superim-
posed information (SI), which enables users to (a) deal with information of 
varying granularity (sub-document to complete document), and (b) select or 
work with information elements at sub-document level while retaining the 
original context.  

1   Description 

In many image-based applications, like biomedical teaching, research, and diagnosis, 
there is need to link (or integrate) image content with other multimedia information: 
text annotations, metadata (keywords or ontological terms), audio-visual presenta-
tions, etc. Not only does this contribute to richer image descriptions, it also helps in 
more effective retrieval of images and related information [10]. Further, for complex 
images (e.g., images with plenty of detail, or with specific hard-to find details), there 
may be a need to isolate and work with parts of images (meaningful objects within the 
image) without losing the original context (the actual image). For example, an ichthy-
ologist may want to annotate a particular part of a fish after seeing annotations from 
other ichthyologists on the same type of fish. Yet, current image-based systems either 
focus on content-based [8] or text-based descriptions [3, 4].  Some systems [1, 2, 6, 7, 
12], which combine both techniques to enhance the image annotation process, provide 
limited support for linking image content, at varying document granularity, to other 
multimedia content (like ontological terms, video descriptions, etc.).   

We have developed SIERRA, an application which combines text- and content-
based image retrieval so users can relate images, at varying document granularity, to 
other multimedia content, applying the concept of superimposed information (SI). SI 
refers to new information (or new interpretations) laid over existing information [9] 
(like bookmarks, annotations, etc.). Superimposed applications (SAs) allow users to 
lay new interpretations over existing or base information. SAs employ “marks”, 
which are references to selected regions within base information [11]. SAs enable 
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users to (a) deal with information of varying granularity, and (b) select or work with 
information elements at sub-document level while retaining the original context. 

 

Fig. 1. The high-level design of SIERRA and labeled steps involved in two major functions of 
SIERRA – 1) the marking and annotation process, and 2) the retrieval process 

Figure 1 shows the high-level design of SIERRA. It consists of two main modules 
– the annotation module and the query module. The design is such that other existing 
modules may be plugged in to facilitate richer image description and retrieval. 
SIERRA makes use of the Content-Based Image Search Component (CBISC) [13], an 
OAI-compliant component that supports queries on image collections. It retrieves 
images similar to a user-defined pattern (e.g., color layout of an image, image sketch, 
etc.) based on content properties (e.g., shape, color, or texture), which are often en-
coded in terms of image descriptors. In addition, we foresee integration with other 
types of components like the ontology WordNet [5] (for suggesting annotation terms), 
and the Superimposed Pluggable Architecture for Contexts and Excerpts (SPARCE) – 
middleware for managing “marks” over text, audio, and video content [11]. Integra-
tion with SPARCE will enable associating image marks and annotations with marks 
in other content types. 

Two major applications of SIERRA include: 1) the image marking and annotation 
process, and 2) the image/mark/annotation retrieval process. Figure 1 traces the high-
level steps of scenarios involving each of these processes. 1a) the user identifies an 
image, marks a region of interest and annotates that region with keywords; 1b) a mark 
is created and all mark-relevant information is stored; 1c) the content of the sub-
image referred to by the mark is stored in the CBISC; 1d) annotation information is 
stored; 2a) the user identifies an image, then marks (selects) a region within the image 
and uses this mark to query SIERRA; 2b) SIERRA uses the sub-image referenced by 
the mark created by the user to query the CBISC and get a list of images or marks 
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similar to the queried mark. 2c) all annotations associated with the result im-
ages/marks are retrieved; 2d) the user is able to view the result images/marks with 
associated annotations. 

 

Fig. 2.  A snapshot of the initial prototype of SIERRA. All annotations with the phrase “dorsal 
fin” are listed. On selecting an annotation, tmhe associated mark (and the containing image) is 
displayed. A) Mark associated with selected annotation; B) Selected annotation. 

The current prototype of SIERRA (see Figure 2) allows users to select parts of im-
ages and associate them with text annotations. Then, users can retrieve information as 
annotations and associated marks in two ways, either for (1) a specified image, or (2) 
annotations containing specified query terms. The first capability illustrates how this 
SA differs from a typical hypermedia application, in that important work can be done 
just with the marks, ignoring the base information. 

This prototype has been developed in Java and makes use of the Java 2D API for 
image manipulation. Data is stored in a PostgreSQL database.  

We are integrating this prototype with our content-based image search component 
[13] to extract content from complete images and marks. We will then undertake a 
formative usability evaluation on the prototype. Future work on this application in-
cludes integration with the ontology WordNet [5] and with SPARCE [11]. 
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