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Abstract. This paper illustrates how an existing digital library system, OpenD-
Lib, has been extended in order to make it able to exploit the storage and pro-
cessing capability offered by a gLite Grid infrastructure. Thanks to this extension
OpenDLib is now able to handle a much wider class of documents than in its
original version and, consequently, it can serve a larger class of application do-
mains. In particular, OpenDLib can manage documents that require huge storage
capabilities, like particular types of images, videos, and 3D objects, and also cre-
ate them on-demand as the result of a computational intensive elaboration on a
dynamic set of data, although performed with a cheap investment in terms of
computing resource.

1 Introduction

In our experience in working with digital libraries (DLs) we have often had to face the
problem of resources scalability. Recent technology progresses make it now possible to
support DLs where multimedia and multi-type content can be described, searched and
retrieved with advanced services that make use of complex automatic tools for feature
extraction, classification, summarization, etc. Despite the feasibility of such DLs, the
actual use of them is still limited because of the high cost of the computer resources
they require. Thus, for example, institutions that need to automatically classify images
or 3D objects are forced to afford the cost of large processing capabilities even if this
elaboration is only sporadically done. In order to overcome this problem, a couple of
years ago we decided to start investigating the use of Grid technologies for support-
ing an effective handling of these objects. By using the features of the Grid several
institutions can share a number of storage and computing resources and use them on-
demand, on occasion of their temporary need. This organization allows minimizing the
total number of resources required and maximizing their utilization.

Our attempt of exploiting Grid technologies is not isolated. Others are moving in
the same direction even if with different objectives. Widely used content repository
systems, like DSpace [18] and Fedora [13] as well as DLs, like the Library of Congress,
are presently using the SDSC Storage Resource Broker [17] (SRB) as a platform for
ensuring preservation and, more in generally, the long term availability of the access to
digital information [[15,16]].

Chershire3 [[14], is an Information Retrieval system that operates both in single pro-
cessor and in Grid distributed computing environments. A new release of this system
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capable of processing and indexing also documents stored in the SRB via their inclusion
in workflows has been recently designed.

DILIGENT [6] aims at generalizing the notion of sharing proposed by the Grid tech-
nologies by creating an infrastructure that connects not only the computing and storage
resources but, more generally, all the resources that compose a DL, i.e. archives of
information, thesauri, ontologies, tools, etc. By exploiting the functionality provided
by DILIGENT, digital libraries will be created on-demand by exploiting the resources
connected through this particular infrastructure.

This paper describes how we have extended an existing DL system, OpenDLib [4]], in
order to make it able to exploit the sharing of storage and processing capabilities offered
by a gLite Grid infrastructure[[12] for effectively handling new document types. The
system resulting from this extension, named OpenDLibG, can manage documents that
require huge storage capabilities, like particular types of images, videos, and 3D objects,
and also create them on-demand as the result of a computational intensive elaboration
on a dynamic set of data. The novelty of this system with respect to its predecessor
is that, by exploiting the on-demand usage of resources provided by the Grid, it can
provide reliable, scalable and high throughput functionality on complex information
objects without necessarily large investments on computing resources.

The paper presents the technical solution adopted by highlighting not only the poten-
tialities related to the use of a Grid infrastructure in the particular DL application frame-
work, but also the aspects that have to be carefully considered when designing services
that exploit it. The additional features offered by this new version of the OpenDLib
system are illustrated by presenting a real application case that has been implemented
to concretely evaluate the proposed solution.

The rest of the paper is organized as follows: Section[2]briefly introduces OpenDLib
and gLite; Section [3] provides details on the technical solution that has been imple-
mented; Section [ describes the new functionality OpenDLibG is able to offer and il-
lustrates this functionality by presenting an implemented usage scenario; and finally,
Section [S] contains final remarks and plans for further extensions.

2 The Framework

In this section we present a very brief overview of the OpenDLib and gLite technologies
by focussing on those aspects that are relevant for describing OpenDLibG.

2.1 OpenDLib

OpenDLib [4] is a digital library system developed at ISTI-CNR. Its is based on a
Service-Oriented Architecture that enables the construction of networked DLs hosted
by multiple servers belonging to different institutions. Services implementing the DL
functionality communicate through a HTTP-based protocol named OLP [5]. These ser-
vices can be distributed or replicated on more than one server and can be logically
organised as in Figure[Tl

The Collective Layer contains services performing the co-ordination functions (e.g.
mutual reconfiguration, distribution and replication handling, work-load distribution) on
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the services federation. In particular, the Manager Service maintains a continually up-
dated status of the DL service instances and disseminates it on request to all the other
services that use this information to dispatch message requests to the appropriate service
instances. Thanks to this functionality, each service instance does not need to know where
the other instances are located and how to discover the appropriate instances
to call.

The DL Components includes services implementing DL functions. The basic
OpenDLib release offers services to support the description, indexing, browsing, re-
trieval, access, preservation, storage, and virtual organization of documents. In par-
ticular, the storage and the dissemination of documents is handled by the Repository
service.

The Workflows provides functio-
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The Presentation contains ser-
vices implementing the user front-ends Fig. 1. The OpenDLib Layered Architecture

to the other services. It contains a highly
customisable User Interface and an OAI-PMH Publisher.

The OpenDLib Kernel supports all the above services by providing mechanisms to
ensure the desired quality of service.

These services can be configured by specifying a number of parameters, like meta-
data and document formats, user profile format, query language, etc. The set of services
illustrated above can be extended by including other services that implement additional
application-specific functionality.

The OpenDLib services interact by sharing a common information objects model,
DoMDL [2]. This model can represent a wide variety of information object types with
different formats, media, languages and structures. Moreover, it can represent new types
of documents that have no physical counterpart, such as composite documents consist-
ing of the slides, video and audio recordings of a lecture, a seminar or a course. It can
also maintain multiple editions, versions, and manifestations of the same document,
each described by one or more metadata records in different formats. Every manifesta-
tion of the digital object can be either locally stored, or retrieved from a remote server
and displayed whether at run time or in its remote location. A manifestation can also be
a reference to another object manifestation; through this mechanism, data duplication
can be avoided.

2.2 gLite

glLite [[12] is a Grid middleware recently released by EGEE [7]], the largest Grid infras-
tructure project currently being funded in Europe.

The role of gLite is to hide the heterogeneous nature of both the computing elements
(CEs), i.e. services representing a computing resource, and storage elements (SEs), i.e.
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services representing a storage resource, by providing an environment that facilitates
and controls their sharing.

The services constituting the gLite
software are logically organized as in Access Services

The Job Management Services is in

charge of managing jobs and DAGH. ‘ Security Services ’

Information and

. Monitoring Services
The core components of this subsystem
are the Computing Element, the Work-

load Manager (WMS), and the Logging pata Services | (ob Services
and Bookkeeping services. The former [ ® ] [ Catalos ] [ e ] [ = ]
represents a computing resource and ED Le= )
provides an interface for job submission

and control. It is worth noting that the Fig. 2. The gLite Services

back end of the CE is composed by a

set of computational resources managed by a Local Resource Management System
(LRMYS), e.g. Torque, Condof. The Workload Manager is the subsystem whose main
role is to accept requests of job submission and forward them to the appropriate CEs.
The Logging and Bookkeeping service is in charge of tracking jobs in terms of events -
e.g. submitted, running, done - gathered from various WMSs and CEs.

The Data Management Services is in charge of managing data and file access. glLite
assumes that the granularity of data is on file level and that the access is controlled by
Access Control Lists. The main services are the gLite I/0, the Storage Element, and
the Data Catalog. The former provides a POSIX-like file /O API, while the Storage
Element represents the back end storage resource and can be implemented with vari-
ous Storage Resource Managers, e.g. dCachd], DPM. The Data Catalogue allows to
perceive the storage capacity of the infrastructure as a single file system.

The Security Services is in charge of dealing with authentication, authorization and
auditing issues. Actually, the Virtual Organization Membership Service (VOMS) is the
main service dealing with these issues. Other aspects are regulated via well known
standards and technologies, e.g. X.509 Proxy Certificates [[19], Grid Map Files.

The Information and Monitoring Services discovers and monitors the resources
forming the infrastructure. The main service is the Relational Grid Monitoring Archi-
tecture (R-GMA), a registry supporting the adjunction and the removal of data about
the resources constituting the infrastructure.

The Access Services enables end-users to have access to and use the resources of the
infrastructure. Its main component is the User Interface (UI), a suite of clients and APIs
enabling users to perform the common user tasks of a gLite based infrastructure, e.g.
store and retrieving files, run jobs and monitor on their status.

"'In gLite terminology jobs are an application that can run on a CE, and DAGs are directed
acyclic graphs of dependent jobs.

http://www.cs.wisc.edu/condor/

3 dCache is accessible at http://www.dcache.org

*DPM information can be found at http://wiki.gridpp.ac.uk/wiki/Disk
Pool Manager
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3 OpenDLibG: glLite Integration and Exploitation

The OpenDLib document model is flexible enough to represent a large variety of com-
plex information objects that, if largely employed, could change the way in which re-
search is done. By exploting the functionality built on this model multimedia objects
can be composed with table, graphs or images generated by elaborating a large amount
of raw data, videos can be mixed with text and geographic information, and so on. Even
if the support to this type of complex information objects is theoretically possible with
OpenDLib, in practice it turns out to be unrealistic due to the large amount of comput-
ing and storage resources that have to be employed to provide performance acceptable
by users. Our decision to extend OpenDLib by making it able to exploit the storage
and processing capabilities provided by a gLite-compliant infrastructure was mainly
motivated by the aim of overcoming this heavy limitation. In the rest of this section
we describe the components that we have added, how they have been integrated in the
architecture, and the difficulties that we faced in performing this integration.

3.1 The Integrated Architecture

In order to equip OpenDLib with the capabilities required to exploit a glLite-compliant
infrastructure we designed the following new services:

— glLite SE broker: interfaces OpenDLib services with the pool of SEs made available
via the gLite software and optimises their usage.

— gLite WMS wrapper: provides OpenDLib services with an interface to the pool of
gLite CEs and implements the logic needed to optimize their usage.

— gLite Identity Provider: maps the OpenDLib user and service identities onto gLite
user identities that are recognized and authorized to use gLite resources.

— OpenDLib Repository++: implements an enhanced version of the OpenDLib
Repository service. It is equipped with the logic required to manage and optimize
the usage of both OpenDLib repositories and gLite SEs as well as to manage novel
mechanisms for the dynamic generation of document manifestations.

The architecture of the resulting system is depicted in Figure[3l

Thanks to the extensibility of the OpenDLib application framework the integration
of these services has been obtained by only modifying the configuration of some of
the existing services without any change in their code. In particular, the OpenDLib
Manager Service has been appropriately configured to provide information about the
new services and to disseminate new routing rules. These rules enable the OpenDLib
UI to interact with instances of the OpenDLib Repository++ service in a completely
transparent way for both the submission of, and the access to, documents while the
Repository service is only accessed through its new enhanced version.

We explicitly chose to build the enhanced version of the Repository service as an
abstraction of the basic version. It does not replace the original service because not all
digital libraries require a Grid-based infrastructure. However, this new service maintains
all the main characteristics of the basic version and, in particular, it can be replicated
and/or distributed in the infrastructure designed to provide the DL application. Finally,
the Repository++ can manage a multitude of basic Repository services while a same
basic Repository service can accept requests coming from different Repository++.

In the rest of this section we present each of the new services in detail.
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The gLite SE broker. It provides the other OpenDLib services with the capability of
using gLite based storage resources. In particular, this service interfaces the gLite I/O
server to perform the storage and withdrawal of files and the access to them.

In designing this service one of our main concerns was to overcome two problems
we have discovered experiencing with the current glite release: (i) the inconsistency
between catalog and storage resource management systems and (i7) failure in the access
or remove operations without notification.

Although the gLite SE broker could not improve the reliability of the requested op-
erations we designed it to: (/) monitor its requests, (ii) verify the status of the resources
after the processing of the operations, (iii) repeat file registration in the catalog and/or
storage until it is considered correct or unrecoverable, (iv) return a valid message report-
ing the exit status of the operation. The feasibility of this approach was validated by the
small resulting delay experimentally measured as well as by real users judgements.

In order to appropriately exploit the great number of resources provided by the in-
frastructure, the gLite SE broker service was designed to interface more than one I/O
server for distributing storage and access operations. In particular, this service can be
configured to support three types of storage strategies for distributing files among the
I/O servers, namely: (i) round-robin, (ii) file-type-based, which places the files of a cer-
tain type on a predefined set of I/O servers, and (iii) priority-based, which is useful to
enhance one of the previous strategies with an identified prioritized list of I/O servers
ordering the requests to them. It is worth noting that the service can also dynamically
rearrange the prioritized list by taking into account performance characteristics, e.g. the
time and the number of failures in executing I/O actions.

Inspired by the RAID technologyﬁ we designed the gLite SE broker to support the
RAID I modality that mirrors each file by creating a copy of it on two or more servers.
This feature is activated by default but it can be explicitly turned off at configuration time.

The RAID 0 modality, a.k.a. striped, that splits files on two or more servers and the
possibility to select the appropriate modality for each file at the submission time is
under investigation.

5> A Redundant Array of Independent Disks, a.k.a. Redundant Array of Inexpensive Disks.
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The gLite WMS wrapper. It provides the other OpenDLib services with the com-
puting power supplied by gLite CEs. In particular, this service offers an interface for
managing jobs and DAGs with an abstraction level higher than that provided by gLite.

The gLite WMS broker has been designed to: (i) deal with more than one WMS, (ii)
monitor the quality of service provided by these WMSs by analyzing the number of man-
aged jobs and the average time of their execution, and, finally, (iii) monitor the status of
each submitted job querying the Logging and Bookkeeping service. As a consequence of
the implemented functionality, the gLite WMS service represents a single point of access
to the computing capabilities provided by the WMS services and to the monitoring ca-
pabilities provided by the LB services. This approach decouples the gLite infrastructure
from the OpenDLib federation of services while hiding their characteristics. Moreover,
by exploiting the features provided by the OpenDLib application framework, the gl.ite
WMS broker service can be replicated in a number of different service instances, each
managing the same set of glite services, or can be distributed over a number of different
service instances, each managing a different pool of gLite services.

In implementing this component we provided both a round-robin and a priority based
scheduling strategies to manage the distribution of jobs to WMSs. In particular, the
second approach represents an enhancing of the first one because it identifies a priority
list of WMSs ordering the requests to them. It is still under investigation the possibility
of automatically manipulating this priority in order to take into account performance
metrics such as the time and the number of failures.

Finally, we equipped the service with a basic fault tolerance capability in performing
job submission tasks that repeats the execution in case of failure.

gLite Identity Provider. The mechanisms that support authentication and authoriza-
tion in OpenDLib and gL ite are different. The two systems have been designed with the
aim to satisfy different goals in a completely different usage scenarios: OpenDLib oper-
ates in a distributed framework where the participating institutions collaborate and share
the same rules and goals under the supervision of a distributed management, while gl.ite
has to work in an environment where policies and access rules are managed differently
by the participating institutions. OpenDLib builds its own authentication mechanism
on user name and password, while gLite builds it on X.509 Certificates. Moreover, the
authorization mechanisms for assigning policies to users are proprietary in OpenDLib
while they are based on the Virtual Organization mechanism and Grid Map Files in a
gLite based infrastructure. In order to reconcile these authentication and authorization
frameworks a service able to map OpenDLib identities on gLite identities was intro-
duced. The main characteristics of this service are:

— it generates the Proxy Certificates [19] that are needed to interact with glite re-
sources. In order to support this functionality it has to be equipped with the appro-
priate pool of personal certificates that, obviously, must be stored on a secure device.

— it can be configured to establish the mapping rules for turning OpenDLib identities
into gLite identities.

The OpenDLib Repository++. This service was designed to act as a virtual repository,
capable of the same operations as those required to store and access documents in a
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traditional OpenDLib DL. In this way the other services of the infrastructure do not
need either to be aware of this service’s enhanced capabilities nor to be redesigned
and re-implemented. Despite the public interface of this service completely resembles
the Repository interface, its logic is completely different because it does not store any
content locally, instead, it relies on the storage facilities provided by both the OpenDLib
Repository and the gLite infrastructure via the gLite SE broker.

In designing this component we decided to make the strategy for distributing content
on the two kinds of storage systems configurable.

The configuration aspects exploit the DoOMDL management functionality allowing
any supported manifestation type to be associated with a predefined workflow customis-
ing storage, access, and retrieve capabilities. It is thus possible to design and implement
the most appropriate processes for each new type of raw data managed by the DL and
easily associate it with the manifestation type. In the current version, one workflow to
store, access, and retrieve files through the described glite wrappers has been imple-
mented. For instance, it is possible to configure the Repository++ service in order to
maintain all metadata manifestations on a specific OpenDLib Repository instance, a
certain manifestation type on another OpenDLib Repository, while raw data and satel-
lite products that are accessed less frequently and require a huge amount of storage
can be stored on a SE provided by the gLite based infrastructure. The characteristics of
the content to be stored should drive the designer in making the configuration. Usually,
manifestations that require to be frequently accessed, or that need to be maintained un-
der the physical control of a specific library institution, should be stored on standard
OpenDLib Repository services. On the contrary, content returned by processes, that ei-
ther is not directly usable by the end-user, or can be freely distributed on third-party
storage devices should be stored on gLite SEs.

Cryptography capabilities are under investigation to mitigate the problems mostly
related to the copyright management for storing content on third-party devices.

Another important feature added to the enhanced repository is the capability of as-
sociating a job or a DAG of jobs with a manifestation. This feature makes it possible to
manage new types of document manifestations, i.e., manifestations dynamically gen-
erated by running a process at access time. The realisation of such extension has been
quite simple in OpenDLib thanks to DoOMDL. In fact, DoMDL is able to associate a URI
of a specific task with a manifestation. In this case, this task uses the gLite WMS wrap-
per for executing a process customized with the information identifying the job/DAG
to be run together with the appropriate parameters.

An example of the exploitation of this functionality is given in the following section.

4 OpenDLibG in Action: An Environmental DL

Stimulated by the long discussions we had with members of the European Space Agency
(ESAﬁ we decided to experiment the construction of an OpenDLibG DL for support-
ing the work of the agencies that collaboratively work at the definition of environmental
conventions. By exploiting their rich information sources, ranging from raw data sets to

® These discussions and the corresponding requirements where raised mainly in the framework
of the activities related to the DILIGENT project.
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maps and graphs archives, these agencies periodically prepare reports on the status of
the environment. Currently, this task is performed by first selecting the relevant infor-
mation from each of the multiple and heterogeneous sources available, then launching
complex processing on large amount of data to obtain graphs, tables and other summary
information and, finally, producing the required report by assembling all the different
parts together. This process repeated periodically requires a lot of work due to the com-
plexity of interfacing the different sources and tools. Despite the effort spent, the re-
sulting reports do not always met the requirements of the their users since they present
to its readers a picture of the environmental status at the time of the production of the
report and not at time in which the information reported is accessed and used. To over-
come this problem and, more generally, to simplify the generation of the environmental
reports we created an OpenDLibG DL prototype.

From the architectural point of view, the OpenDLibG components of this DL are
hosted on three servers. The first server is publicly accessible and hosts the User In-
terface service that allows end-users to easily interact with a human-friendly interface.
The second and third servers are protected behind a firewall and host the basic and the
extended OpenDLib services respectively.

As far as the Grid infrastructure is concerned, the OpenDLibG environmental DL
exploits the DILIGENT gLite infrastructure. This infrastructure consists of five sites
located in Pisa (Italy), Rome (Italy) Athens (Greece), Hall in Tyrol (Austria) and Darm-
stadt (Germany). Each site provides storage and computational capabilities for a total
of 41 Processors, 38,72 GB RAM, and 3,28 TB disk space. For the scope of this DL,
we decided to exploit only two storage elements based on dCache and other two storage
elements based on DPM.

GOMOS 2p file

a2giid Envisat/GOMOS
2003-02-2801:21:34

Attitude [km]

10% 10° 10° 10'°10'2 10" 10'®
NO2 density [cm™]

10* 10° 10 10'°10'2 10" 10'®
= NO3 density [cm™]

Fig.4. A GOMOS Document

In this experimental environmental DL the Repository service has been configured
to manage DoMDL instances that are able to maintain both information objects
selected from third-party information sources - whose content is imported/linked in/to
the DL - and information objects whose manifestations are generated on-demand
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using a registered workflow that invokes the glite WMS Wrapper for executing spe-
cific elaborations.

This DL provides the data, the documents, the dynamically generated reports, and
any other content and services deemed as relevant with respect to the day-by-day ac-
tivity of people who have to take decisions on environmental strategies. In particular,
the prototype can: (/) manage environmental reports, workshops proceedings and other
types of documents relevant to the Earth Observation community collected from differ-
ent and heterogenous information sources; (ii) deal with added value satellite products
like chlorophyll concentration maps and mosaics; (iif) dynamically produce reports re-
lated to certain world regions and time periods; (iv) use the gLite job management
facilities to produce Nitrate and Ozone profiles from satellite products, thus making
experiments on the management of such data; (v) support search and use of a number
of relevant external data, services, and resources concerned with Earth Science, like
glossaries, gazetteers, and other digital libraries of interest.

In particular, the above information objects have been obtained by harvesting: (i)
documents gathered or linked from external information sources like MFSTEP monthly
reports{?] and the European Environment Agencyﬁ reports, briefings, indicators and news,
(ii) high resolution satellite images both directly acquired and dynamically generated,
and (ii7) level two ENVISAT-GOMOS productd] containing raw data on ozone, temper-
ature, moisture, NO2, NOs, OC10O, O3 measures collected by the GOMOS sensor.

Figure [ shows an example of the novel type of documents that can be managed
by this DL. This document is composed by (i) a metadata view containing descriptive
information like the start and stop sensing dates and the coordinates of the geographical
area the document refers to and (i7) three products defined via appropriate workflows
whose manifestations are generated by running workflows on the Grid infrastructure.
These workflows exploit the BEAT2GRID application, provided by the ESA organisa-
tion and adapted by us to run on a gLite based infrastructure, and the appropriate oper-
ations for gathering from the Grid the raw data to be elaborated, storing on the Grid the
obtained products, and linking them as document manifestations. Such workflows gen-
erate geolocation information extracted from the raw data; the N Os/ N O3 image profile
information showing the density with respect to the altitude; the NO2/N O3 profile in-
formation comprising date, time, longitude and latitude of tangent point, longitude and
latitude of satellite; the ozone density with respect to the altitude and the ozone density
covariance. Each of such products represent a manifestation of a product view. Accord-
ing to the document definition, each product manifestation can be retrieved from the
Grid or dynamically generated at access time. To give access to these complex objects
a specialised user interface has been designed. It is capable capable to start the product
generation process, progressively show the status of the workflow execution and, once
products are generated, give access to them.

"http://www.bo.ingv.it/mfstep/

8http://www.eea.eu.int/

® ENVISAT (ENVIronment SATellite) is an ESA Earth Observation satellite whose purpose is
to collect earth observations: it is fitted with 10 sensors ASAR, MERIS, AATSR, RA-2, MWR,
DORIS, GOMOS, MIPAS, SCIAMACHY, LRR and other units. Detailed information about
the ENVISAT satellite can be found at http://envisat.esa.int/
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It is worth noting that the BEAT2GRID application is executed in a couple of min-
utes in a quite normal bi-processor entry-level server. However, standard DL based ap-
plications can not provide such functionality to end-users since hundreds of concurrent
requests prove the limited scalability of a static infrastructure. OpenDLibG powered by
the described gL ite based infrastructure, instead, proves to manage tenths of concurrent
requests with the same throughput as the single execution on a dedicated server, and to
correctly manage a higher number of requests by using queue mechanisms. The same
observation holds with respect to the storage capacity. Raw data and intermediate pro-
cessing results require an huge amount of storage space. Thanks to the Grid technology
this space can be obtained on demand by relying on third party institutions while in the
case of a standard DL it is needed to equip the DL with such amount of resources even
if they are needed only for a limited time period.

This experimentation can be considered the first step in the exploitation of Grid en-
abled DLs. Moreover it represents a great opportunity for both users and digital library
developers to share views and language, to express needs via practical examples, to
understand capabilities for future exploitation, to access practical progress, to evaluate
opportunities and alternative solutions, to support technical decisions and, last but not
least, to develop critical interfaces.

5 Conclusions and Lesson Learned

This paper has described OpenDLibG, a system obtained by extending the OpenDLib
digital library system with services exploiting a gLite Grid infrastructure. As a result
of this extension OpenDLibG can provide both a more advanced functionality on novel
information objects and a better quality of service without requiring a very expensive
infrastructure.

We strongly believe that the new information objects described in this paper will
play an increasingly important role in the future as they can contribute to revolutionize
the way in which many communities perform their activities. In this paper we have
shown only an example of the exploitation of such documents, but many others have
been suggested us by the many user communities we are in contact with.

The integration of OpenDLib with a Grid infrastructure not only makes it possible
to handle the new type of objects but it also supports any functionality whose imple-
mentation requires intensive batch computations. For example, periodic complex fea-
ture extraction on large document collections or generation and storage of multiple and
alternative manifestations for preservation purposes can similarly be supported while
maintaining a good quality of service. Our next future plan is to extend the system with
novel and distributed algorithms for providing DL functionality relying on the huge
amount of computing and storage power provided by the Grid.

While carrying out this experience we have learnt that there are a number of aspects
that have to be carefully considered in designing a DL system that exploits a Grid in-
frastructure. In this framework resources are provided by third-parties and there is a
lack of any central control on their availability. These resources can disappear or be-
come unavailable without informing any central authority that, therefore, has no means
to prevent it. This problem is made worst by the lack of advanced reservation, i.e. the
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possibility for a resource user to agree with the resource provider on the availability
of a resource for a well established time period and on a given quality of service. This
feature is a long term goal in the Grid research area and it is expected that it will be
provided in future releases of Grid middleware. This lack has strong implications on
the reliability of the Grid resources usage. For example, a document stored on a sin-
gle SE can be lost if the SE is removed from the Grid by its provider. Appropriate
measures have to be taken to reduce the risk induced by this lack. For example, a DL
service must be designed in such a way that if the CE running one of its processes dis-
appears, it must be able to recover this malfunction. Other aspects to be carefully taken
into account are related to performance. Some of them apply to any Grid infrastructure,
while others are more specific and relate to the glite software and its current release.
Perhaps the most important among these aspects is concerned with the communication
overhead that arises when using resources spread over the Net. In this context, where
resources are SEs and CEs, the decision to ask third-party for the storage or the pro-
cessing capabilities must be carefully evaluated, i.e. the enhancement obtained must be
compared with the overhead needed and the right trade-off among these aspects must
be discovered.
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