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Abstract. This paper investigates the benefits of conducting leakage energy op-
timisations for data caches at link time for embedded applications. We introduce
an improved algorithm for identifying and constructing the traces in a binary pro-
gram and present a trace-based optimisation for reducing leakage energy in data
caches. Our experimental results using Mediabench benchmarks show that good
leakage energy savings can be achieved at the cost of some small performance
and code size penalties. Furthermore, by varying the granularity of optimisation
regions, which is a tunable parameter, embedded application programmers can
make the tradeoffs between energy savings and these associated costs.

1 Introduction

Leakage power dissipation is estimated to be around 10-15% of the total power dissi-
pation in high-speed processes [6] and this fraction is projected to be the dominant part
of the chip power budget beyond the 0.1 micron feature sizes [2]. Leakage energy con-
sumption in caches is particularly significant since they contain a significant fraction of
the on-chip transistors in a microprocessor. It is projected that leakage will represent
more than 70% of the energy consumed in caches if left unchecked for the 0.07 micron
process [10]. Therefore, reducing leakage energy for caches is of practical importance
in modern microprocessors.

In our earlier work [12], we introduced a trace-based, link-time compilation frame-
work for embedded systems and reported its benefits in reducing leakage energy on
functional units. In this work, we investigate the benefits of supporting leakage en-
ergy optimisations on data caches in such a framework. In particular, we present an
improved algorithm for constructing the traces in a binary program. Based the traces
thus generated, we introduce a trace-based optimisation for reducing leakage energy on
data caches. We present experimental evaluations of our optimisation using Mediabench
benchmarks.

Guided by some execution profiling information, the frequently executed paths in
a binary program are identified and duplicated as single-entry traces. Separating fre-
quently from infrequently executed paths (spanning both user and library functions)
at link time enables the compiler to focus energy optimisations on the hot traces (i.e.,
spots) across the whole program. The traces are further connected to form the so-called
optimisation regions, where their entries and exits are less frequently executed than
what are inside. To reduce the leakage energy on a cache in an optimisation region, the
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Fig. 1. A traced-based, link-time framework implemented in alto for the Alpha architecture

compiler invokes an appropriate architectural feature at the entries of the region to put
the cache in an energy-saving mode and then restores the cache to its normal mode at its
exits. Our experimental results using Mediabench programs show that significant leak-
age energy savings can be obtained at the cost of small execution time and code size
increases. In addition, varying the granularity of optimisation regions makes it possible
to make the tradeoffs between energy savings and these associated costs.

The rest of this paper is organised as follows. Section 2 introduces our trace-based
methodology. In particular, we discuss an improved algorithm for identifying and con-
structing the traces in a binary program. Section 3 presents a traced-based optimisation
for reducing leakage energy on caches. In Section 4, we evaluate this work with Medi-
abench benchmarks. Section 5 reviews the related work. Section 6 concludes the paper.

2 Trace-Based Methodology

Figure 1 depicts our trace-based framework for supporting energy-oriented optimisa-
tions on binaries. We have implemented it alto, a link-time optimiser for the Alpha
architecture [15]. The two components we have added to alto are highlighted by the
two boxes in gray. We refer to [12] for a description of the functionalities of all the
components in the framework. Our framework supports static binary optimisations. The
advantage is that no runtime system is needed. However, applications that use shared or
runtime libraries cannot be handled. In addition, static binary translators such as alto
[15] rely on the reallocation information from the linker to reconstruct a CFG from a
binary file. So all relocatable addresses in the file must be identifiable.
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1 #DEFINE BB THRESHOLD = 5%
2 #DEFINE BB MIN = the execution frequency of basic block bi such that i

is the largest satisfying: BB THRESHOLD � (i/N) × 100(%), where
b1, . . . , bN are the N basic blocks in the program sorted in the non-increasing
order of their execution frequencies

3 #DEFINE BB PROB = 50%

4 Boolean FUNCTION Hot(block)
5 return block.freq � BB MIN × BB PROB

6 PROCEDURE GenTrace()
7 Initialise headerlist with loop headers or

function entry blocks h such that
h.freq � BB MIN

8 while headerlist is not empty
9 header = block h removed from headerlist such that h.freq is the largest (by

favouring a tieing candidate that is a successor of a trace exit in order
to create well-connected traces)

10 Identify the trace starting from header h
11 Duplicate the trace in the program
12 UpdateHeaderList(headerlist)

13 PROCEDURE UpdateHeaderList(headerlist)
14 Remove every block b from headerlist

such that Hot(b) does not hold
15 for every successor block s of a trace exit
16 if s is not in a trace such that Hot(s) holds
17 Add s to headerlist

Fig. 2. A static trace generation algorithm

Let us present an improved algorithm of [12] for identifying and constructing the
traces in a binary program. A trace is a frequently executed path in a binary program.
Such a trace may cross function boundaries. The first (basic) block in a trace is called
a trace header. A block in a trace is called a trace exit if it has one successor block
that is not in a trace. Based on profiling information, the frequently executed paths
in the CFG of a program are identified and duplicated as single-entry traces. Thus, a
trace t1 can only branch into a trace t2, where t1 and t2 may be identical, via the trace
header of t2. Single-entry traces allow compiler optimisations to be easily applied. In
[12], we presented an algorithm for constructing the traces in binaries. We give a high-
level sketch of that algorithm in Figure 2 and describe three improvements we have
made.

Our algorithm identifies and builds the hot traces in a program by making use of three
profiling-related parameters, which are defined in lines 1 – 3. In fact, BB THRESHOLD
is introduced only to define BB MIN, which, together with BB PROB, are used explicitly
in our algorithm. These three parameters serve the following purposes. Initially, our
algorithm starts with loop headers or function entries b that are potential trace headers
only when b.freq � BB MIN, where b.freq is the (profiled) execution frequency of
block b (line 7). When a trace grows, the blocks that join the trace become progressively
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non-larger in terms of their execution frequencies. However, every block that appears
in a trace must be hot. A block b is hot if the predicate Hot(b) defined in lines 4 – 5
evaluates to true, i.e., if b.freq � BB MIN × BB PROB. In addition, a block b does
not belong to a trace if its execution frequency has dropped below BB PROB(%) of the
execution frequency of the header of that trace.

BB THRESHOLD is a tunable parameter introduced to define BB MIN and is set to
be 5% for Mediabench programs. Depending on the application domains under consid-
eration, appropriate threshold values need to be empirically determined. Unlike [12],
BB MIN can vary from program to program, allowing the traces to be identified and
constructed in a program-dependent manner. Once a trace header h is found (line 7),
the while loop in line 8 grows the trace from h by adding more and more blocks to the
trace. The trace always grows from its last block along its hottest outgoing edge (i.e.,
branch). Let s be the successor block along this edge. The trace is terminated if s is the
pseudo block, a trace header or the exit block of the CFG for the program. The trace is
also terminated if s is not hot (i.e., Hot(s) does not hold) or s.freq < b.freq×BB PROB
(i.e., the execution frequency of s has dropped below BB PROB (%) of that of the trace
header b). In line 11, a trace that is identified in line 10 will be duplicated with the
execution frequencies of all affected blocks and edges being updated appropriately.

In line 12, UpdateHeaderList is called to do two things. First, some blocks in head-
erlist that are no longer hot are removed (line 14). This can happen since part of its
execution frequency may have been allocated to its duplicate in a hot trace. Second, in
lines 15 – 17, the successor blocks s of every trace exit are examined. If s is not already
in a trace, we add s to headerlist if it is hot, i.e., when s.freq � BB MIN × BB PROB
(even if s.freq < BB MIN may hold). Unlike [12], this ensures that both branches of
an if statement are included in traces if both are parts of frequently executed paths.

We have also improved [12] by using a profile-guided devirtualisation technique
to reduce the number of unknown indirect jumps in virtual call sites. In the case of
a virtual call site, alto may represent all possible function invocations as unknown
indirect jumps. Based on profiling information, our profile-guided devirtualisation pass
devirtualises the hot functions invoked at each virtual call site by means of method test
[4]. This involves replacing the indirect jump to a hot function by a direct jump guided
by a test on the address of the function.

Our illustrating example is given in Figure 3(a). For a block identified by nf , n de-
notes its block number and f its execution frequency. The number drawn on an edge
(x, y) represents its execution frequency; the number is omitted if the edge is the only
outgoing edge of x. In Figure 3(a), the edge (7,12) introduced by alto serves to indi-
cate that block 12 will be executed after the call made in block 7. The edges of this kind
are ignored during trace generation. Running our algorithm over the example given in
Figure 3(a) produces the modified CFG shown in Figure 3(b). There are a total of three
traces generated. They are highlighted in gray boxes, where the trace D7-D8′-D9′-D11′-
D12 crosses the boundaries of the two functions in the example.

In Figure 3(a), (7, 8) is a call edge, which is part of the trace denoted by T3. In this
case, we rely on the procedure InlineCriticalPaths available in alto [15] to inline a
frequently executed subgraph rooted at the entry block of the callee. Afterwards, our al-
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Fig. 3. An example CFG

gorithm will continue to grow the trace on the inlined subgraph as usual. In Figure 3(b),
the blocks 7, 8, 9, 8′, 9′ and 11′ are dead, which will eventually be removed.

3 Trace-Based Leakage Optimisation

In Section 3.1, we give an algorithm for clustering the traces into optimisation regions,
the units of our energy-oriented optimisations. In Section 3.2, we describe the architec-
tural features required for supporting our leakage optimisation. Section 3.3 presents our
trace-based optimisation for reducing the data cache leakage energy.
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3.1 From Traces to Optimisation Regions

The hot traces constructed by GenTrace given in Figure 2 are clustered into the so-called
optimisation regions, which are the units of energy-oriented optimisations. Given a re-
gion, we will reduce the leakage energy of a data cache by turning off the cache at
the entries of the region and turning it back on again at its exits. Since what are in-
side a region are hot traces, its entries and exits are less frequently executed than the
blocks/edges inside. However, the switching on/off activities on these insertion points,
if performed too frequently, can still consume significant CPU cycles and dynamic en-
ergy. To allow the tradeoffs between performance and energy savings to be made, the
granularity of optimisation regions can be tuned.

The formation of optimisation regions relies on a so-called trace flow graph, which
is defined below and illustrated in Figure 3(c) using our running example. In addition,
the concept of trace flow graph is also used in our two optimisations.

Definition 1. A control flow edge (x, y) in the CFG of a program is called (1) a trace
entry edge if x is not in a trace and y is a trace header, (2) a trace exit edge if x is in
a trace but y is not, and (3) a trace link edge if both x and y are in traces (which may
be identical), and in addition, y is a trace header.

Definition 2. A trace flow graph is the graph consisting of (1) all the hot traces (in-
cluding the blocks in these traces and the edges connecting these blocks), and (2) all
trace entry, exit and link edges and their incident blocks.

The trace flow graph of Figure 3(b) is shown in Figure 3(c), where (1, D2), (5, D2)
and (5, D6) are trace entry edges, (D2, 4) and (D8′, Call) are trace exit edges, and
(D1, D2), (D5, D2), (D5, D6), (D6, D7) and (D12, D7) are trace link edges. Note that
(D5, D2) ((D12, D7)) is a trace link edge for the trace T1 (T3) itself.

After the traces have been constructed, the optimisation regions are formed by calling
FindRegions. This procedure expects two arguments to be passed in: TFG represents
the trace flow graph of a given program and Affinity is a value ranging in [0, 1]. Es-
sentially, an optimisation region consists of multiple traces that are connected by trace
link edges. However, some trace link edges may be infrequently executed. Such edges
are ignored depending on the value of Affinity so that we can tune the granularity of
optimisation regions formed. If Affinity = 0 (i.e., a small positive number close to 0,
in practice), then all regions are singleton traces. Such a setting is the most aggressive
in turning off unused or infrequently used hardware components (e.g., cache) in a re-
gion. If Affinity = 1, then every region is the largest possible with the largest number
of directly connected traces. Such a setting aims at reducing the execution cycles and
dynamic energy consumed by the power-aware instructions inserted. Varying the value
of Affinity allows tradeoffs to be made between energy savings and performance.

Figure 3(d) depicts the two regions formed for the program shown in Figure 3(c)
with Affinity = 1/1.2 under the assumption that BB MIN = 1000.

3.2 Architecture Support

The leakage power of a CMOS circuit is directly proportional to the product of the
power supply voltage (VDD) and the leakage current in a CMOS transistor. Circuit
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1 PROCEDURE FindRegions(TFG, Affinity)
2 Let L be the set of all trace link edges e in TFG such that e.freq< ( 1

Affinity − 1) ∗ BB MIN
3 TFG′ = TFG with all edges in L removed
4 return (set of all connected subgraphs in TFG′)

Fig. 4. An algorithm for forming regions

techniques such as power gating (SG), input vector control (IVC) and dynamic voltage
scaling (DVS) [2,6] can reduce the leakage power by reducing the supply voltage and/or
leakage current. To support our optimisations, we assume the availability of on and off
instructions in the underlying instruction set architecture (ISA).

Following [19], we use the same state-preserving leakage control mechanism as pro-
posed in [6], which can preserve the contents of a cache line when the line is put into a
low leakage mode. Thus, the cache behaviour of a program is not affected.

The execution of an on (off) instruction causes all the cache lines in the cache to be
placed in a normal (leakage-saving) state. Whenever a cache line is accessed, if it is in
the leakage-saving state, the normal state will be restored first for the cache line before
the access is executed. The execution of an on (off) instruction with respect to an cache
line that is in the normal (leakage-saving) state has no effect on the leakage status of the
cache line. The latencies and dynamic energy overheads of on/off instructions depend
on the exact implementation mechanism.

3.3 Leakage Optimisation for Data Caches

Given an optimisation region, all the cache lines in the cache are “turned off”, i.e.,
placed in the low-leakage mode at its entries and “turned on”, i.e., placed in the normal
mode at its exits. A cache line accessed in a region, once restated to the normal mode,
will remain so until the region has been executed.

Figure 5 gives our algorithm, CacheOpt, for reducing the data cache leakage energy.
In lines 3 and 4, we identify the traces and then form the optimisation regions. In line
5, we call InsertOnOffInsts to insert the required on/off instructions at the entries and
exits of every optimisation region straightforwardly. In lines 8 – 9, we insert one single
“off instruction” on every trace entry edge. In lines 10 – 11, we insert one single “on
instruction” on every trace exit edge. In lines 12 – 14, we find every trace link edge
(x, y) such that x and y are two distinct regions, in which case x.region �= y.region.
Every such an edge serves as a exit edge of the region x and an entry edge of the region
y. Therefore, an “off instruction” is inserted on the edge. Note that an “on instruction”
needs not be inserted redundantly before the off instruction on the same edge.

Our algorithm allows the granularity of optimisation regions to be adjusted by vary-
ing the tunable parameter AFFINITY. If the regions are large enough, the performance
and dynamic energy penalties due to switching on/off activities will be insignificant but
the opportunities for leakage reduction are also small. In general, the larger a region is,
the larger the number of cache lines there will be in the normal mode and the smaller
the leakage energy savings will be in the region. Therefore, the regions can be tuned to
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1 #DEFINE AFFINITY = a value in [0, 1]
2 PROCEDURE CacheOpt()
3 Build the TFG (Definition 2)
4 SetofRegs = FindRegions(TFG, AFFINITY)
5 InsertOnOffInsts

6 PROCEDURE InsertOnOffInsts()
7 Insert one “on inst” at entry to main
8 for every trace entry edge (x, y)
9 Insert one “off inst”

10 for every trace exit edge (x, y)
11 Insert one “on inst”
12 for every trace link edge (x, y)
13 if x.region �= y.region
14 Insert one “off inst”

Fig. 5. A leakage optimisation for data caches

make tradeoffs between the leakage energy savings and associated overheads (including
dynamic energy and execution time penalties).

Example. As in before, we assume that BB MIN=1000, BB PROB=50% and AFFINITY
= 1/1.2. Consider our running example given in Figure 3(a). In lines 3 – 4, the trace
flow graph and the optimisation regions found are given in Figures 3(c) and 3(d), re-
spectively. As a result, the on and off instructions are inserted as shown in Figure 6.

4 Experimental Results

In our experiments, we evaluate the effectiveness of our trace generation algorithm
in identifying the hot traces and the effectiveness of our optimisation in reducing the
leakage energy of data caches.

We use 15 benchmarks from the Media benchmark suite. All benchmarks are com-
piled using DEC C 5.6-075 at “O2” on an Alpha 21264-based system. Similar trends
in our results are observed at “O3” or under gccwith varying optimisation levels. There
are so-called “second data sets” for 12 out of the 15 benchmarks available in the Media-
bench web site. The exceptions are pgpencrypt, pgpdecrypt and mesa. For each
benchmark, the profiling information is collected using the so-called “second data set”
if it exists and the data set that comes with the benchmark otherwise. All benchmarks
are simulated using the data sets that come with these benchmarks.

We consider a superscalar out-of-order architecture consisting of two integer multi-
pliers, four integer ALUs for non-multiplication integer operations, one floating point
multiplier and four floating point adders. Such an architecture is chosen to match the
target architecture of alto, in which our trace-based framework is implemented. We
use sim-outorder, an out-of-order cycle-level simulator from SimpleScalar. The simu-
lations for all the benchmarks are run to completion.

In order to make our presentation precise, we use Palto to denote the binary from
alto and Popt to denote the binary generated after CacheOpt has been applied.
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4.1 Trace Generation: GenTrace

The three metrics are used: (1) the trace accuracy measured as the cycles spent in the
traces, (2) the code size increase due to the duplication of the traces, and (3) the perfor-
mance degradation due to the introduction of the traces.

Table 1. Five settings for BB THRESHOLD and BB PROB

Configuration BB THRESHOLD BB PROB
CONFIG1 3% 50%
CONFIG2 5% 25%
DEFAULT 5% 50%
CONFIG3 5% 75%
CONFIG4 8% 50%

We evaluate GenTrace below using the five configurations listed in Table 1, where
DEFAULT is the default setting. The trace accuracies are over 80% for all benchmarks
under all five configurations. The only exception is djpeg for which an accuracy of
49.12% is obtained in CONFIG1. In this special case, a threshold of BB PROB = 3%
results in BB MIN=703, which is too large to capture all frequently executed paths in
the benchmark. The static instruction count increases range from 0.12% in nearly all
five configurations for both rawcaudio and rawdaudio to 6.87% in CONFIG4 for
cjpeg. The performance changes for all the benchmarks are very encouraging. Out
of the 15 benchmarks used, pgpdecrypt and g721encode have small positive or
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Table 2. Cache parameters taken from [19]

Parameter Value
Feature size 0.07 micron
Supply voltage 1.0 V
L1 I-cache 16 KB, direct-mapped
L1 I-cache latency 1 cycle
L1 D-cache 16 KB, 4-way
L1 D-cache latency 1 cycle
Unified L2 cache 512KB, 4-way
L2 cache latency 10 cycles
Memory latency 100 cycles
Clock speed 1 GHz
L1 cache line size 32 bytes
L2 cache line size 64 bytes
L1 cache line
leakage energy 0.33 pJ/cycle

L1 deactive mode cache
line leakage energy 0.01 pJ/cycle

L1 state-transition
(dynamic) energy 2.4 pJ/transition

L1 state-transition latency
from deactive mode 1 cycle

L1 dynamic energy
per access 0.11 nJ

L2 dynamic energy
per access 0.58 nJ

negative speedups configurations under all five configurations, toast and untoast
run between 0.04% to 1.58% slower under all five configurations, and the remaining 11
programs run faster under all five configurations. These performance variations appear
to be attributed to the profile-guided code layout pass invoked in the code generation
module of alto as shown in Figure 1. Our results show that GenTrace is capable of
identifying the most frequently executed paths in a program and the associated costs
for duplicating these paths as the hot traces in the program are small (relative to the
achieved energy savings to be discussed shortly).

4.2 Leakage Optimisation for Data Caches

We will use the DEFAULT configuration to evaluate our data cache leakage optimisa-
tion: BB THRESHOLD = 5%, BB PROB = 50% and AFFINITY takes four values:
1, 1/1.05, 1/1.5 and 0. We adopt the cache configuration and energy numbers listed in
Table 2, which is taken entirely from [19]. The cache state-preserving leakage control
mechanism used is from [6]. According to [19], the energy numbers were obtained by
circuit simulation for the 0.07 micron process.

Figure 7 depicts the data cache leakage energy savings achieved by CacheOpt. The
percentage leakage reduction in a program Popt is given by:

cache saving =
Ostatic − Cdynamic − Cstatic

Ostatic
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where Ostatic denotes the amount of leakage energy consumed in Palto before the op-
timisation, Cstatic the amount of leakage energy consumed in the optimised Popt and
Cdynamic the dynamic energy overhead due to the switching on/off activities introduced
in Popt. As shown in Figure 7, the leakage energy savings are obtained in all benchmarks
at all four AFFINITY values. In addition, they are progressively non-worse as the gran-
ularity of optimisation regions (i.e., AFFINITY) decreases. When AFFINITY = 1, the
leakage reductions range from 18.59% for epic to 92.59% for g721encode. In the
other extreme when AFFINITY = 0, the leakage reductions are more impressive, rang-
ing from 83.87% for cjpeg to 95.74% for rawcaudio.

In the Mediabench benchmarks, a small set of data are typically active at a given
period of time. As a result, reducing the granularity of optimisation regions tends to
increase the total leakage energy saved. While smaller regions lead to higher on/off
switching activities, i.e., higher dynamic energy consumption, as illustrated in Figure 8,
these overheads are more than or equally outweighed by the leakage energy savings
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achieved at all the four AFFINITY values used. This phenomenon is more pronounced in
pgpencrypt, epic, unepic, cjpeg, djpeg and mesa. In the other nine bench-
marks, the largest optimisation regions obtained when AFFINITY = 1 are small, result-
ing in already at least 83.87% leakage reduction in each case. So any further leakage
savings from using smaller regions are relatively insignificant.

The impact of CacheOpt on code size and performance is illustrated in Figures 9 and
10. In both cases, the cost increases are relatively small.

5 Related Work

Reducing energy consumption is important for embedded devices. Compiler optimisa-
tions can play an important role due to the need to meet conflicting constraints on time,
code size and energy consumption. In the absence of architectural support, compiler
techniques can improve the dynamic energy behaviour of a program in many phases
of the compilation process, such as instruction selection [13], register allocation [7]
and instruction scheduling [11]. Loop transformations such as loop tiling can reduce
the dynamic energy spent on cache by reducing the cache misses in the program [9].
By exploiting available architectural support in an embedded system, the compiler can
generate code to dynamically reconfigure the processor resources to make tradeoffs be-
tween performance and energy usage. For example, [16] explore DVS as a means of
improving the dynamic energy consumption of a program without increasing its execu-
tion time. [18] analyse and evaluate the opportunities and limits of compile-time DVS
scheduling.

The on-chip caches are one of the hardware components for leakage reduction since
they contain a significant fraction of the transistors in a microprocessor. Flautner et al
[6] present architectural techniques for reducing the leakage energy of a data cache by
periodically putting cache lines into a low-power mode. Motivated by this work, Zhang
et al [19] describes a loop-based, compiler-directed solution. Essentially, the innermost
loops are taken as optimisation regions. Given an innermost loop, all the cache lines are
placed in a low-leakage mode at the beginning of the loop and restored to their normal
mode at its exits. His experimental results over benchmarks show that this software
solution can be competitive with the hardware-based solution [6].

In this work, we present a trace-based approach to reducing data cache leakage en-
ergy at link time. Rather than innermost loops, our units of optimisations are the regions
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constructed from the hot traces. The advantages of using traces are stated earlier. The
traces are inherently inter-procedural, spanning both user and library functions (which
may contain assembly code). In addition, the frequently executed paths formed by re-
cursive calls are recognisable as traces but not as loops.

There are a number of static or dynamic binary translation systems around [1,3,17].
These systems aim at improving performance or otherwise achieving portability.
However, we are the first to investigate the effectiveness of a trace-based, static binary
translation framework in supporting energy-oriented optimisations for embedded appli-
cations. Working on binaries at link time (i.e., statically) dispenses with an expensive
run-time system that would otherwise be required.

Traces are not new. Trace scheduling [5] is a well-known technique for increasing
the amount of ILP by scheduling a sequence of basic blocks together, which typically
represents a frequently executed path in the program. Traces have a number of exten-
sions such as hyperblocks [14] and regions [8]. In Dynamo [1], the frequently executed
paths are identified at run time so as to improve the program performance transpar-
ently. These previous works show that a trace-based approach is effective in supporting
performance-oriented optimisations. This work demonstrates that the traces also repre-
sent a suitable framework to support energy-oriented optimisations.

Our trace generation algorithm identifies the hot traces across procedural boundaries
at link time based on an inter-procedural CFG constructed from a binary file. This CFG
is imprecise since the targets of some jumps may be unknown or even illegal since
a branching instruction in one function may jump to the middle of another function.
These problems do not exist when the traces are constructed at compile time [5,8,14] or
cause less trouble when the traces are constructed at run time [1].

6 Conclusion

This work investigates for the first time the effectiveness of conducting energy-oriented
optimisations for data caches in a traced-based compilation framework at link time.
We present a simple yet effective algorithm for identifying and constructing the hot
traces in a binary program at link time. We also introduce a trace-based optimisation
for reducing leakage energy for data caches. The optimisation is simple since traces
allow the optimisation regions and on/off insertion points to be identified easily and also
effective since significant leakage energy reductions can be obtained for benchmarks at
small performance degradations and code size expansions.
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