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Preface

This volume constitutes the proceedings of the 12th International Workshop
on Groupware (CRIWG 2006). The conference was held in Medina del Campo,
Spain. The historic and scenic venue provided an excellent environment to con-
tinue the traditions of the workshop. The size of the conference was relatively
small, the discussions were lively and constructive during and between sessions,
and the level of collaboration was high both socially and in making new connec-
tions for research ideas.

The previous eleven CRIWG workshops were held in Lisbon, Portugal (1995),
Puerto Varas, Chile (1996), El Escorial, Spain (1997), Buzios, Brazil (1998),
Cancun, Mexico (1999), Madeira, Portugal (2000), Darmstadt, Germany (2001),
La Serena, Chile (2002), Autrans, France (2003), San Carlos, Costa Rica (2004),
and Porto de Galinhas, Recife, Brazil (2005).

This 12th CRIWG received a record number of submissions, attesting both
to the continuing importance of groupware as a field and the many interesting
issues for research that surround it. Groupware researchers from 21 different
countries submitted a total of 99 papers. Each paper was double-blind reviewed
by at least three members of an internationally known Program Committee sup-
plemented with additional reviewers. We appreciate all their work. The Program
Chairs performed a “meta review” of all the reviews, to ensure that each paper
got the best and fairest chance in its assessment. Based on reviewer recommen-
dations and the Program Chairs’ judgements, 34 papers were accepted, 21 of
which were long papers representing mature work, and 13 short papers describing
work in progress. The accepted papers were grouped into the following clusters:
computer-supported collaborative learning, groupware development frameworks
and toolkits, mobile collaborative work, collaborative applications and group in-
teraction, Web-based cooperative environments, collaborative workspaces, lan-
guages and tools supporting collaboration, group awareness, and collaborative
design.

In addition to the papers, we were very pleased to have groupware pioneer
Clarence Skip Ellis of the University of Colorado-Boulder to provide the keynote
talk for the conference. A doctoral colloquium was also held the day before the
conference began.

CRIWG 2006 would not have been possible without the work and support of a
great number of people. First we thank all those who submitted to the conference
and who continue to support it from year to year with leading-edge research in
groupware. We also extend very special thanks to the Program Committee and
additional reviewers for their diligent and constructive reviewing. We are grateful
to the CRIWG Steering Committee for their on-going advice and support, as well
as all members of the Local Organizing Committee. Special acknowledgement
and thanks go to our sponsors: the Spanish Ministry of Education and Science,
the Regional Government of Castilla and León, the University of Valladolid
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and its Computer Science Department and Signal Theory, Communications, and
Telematics Engineering Department.

Finally, we thank the attendees for their enthusiastic commitment and we
hope that all participants and readers of these proceedings continue to find
excitement and learning opportunities in their continuing work on groupware.

September 2006 Yannis A. Dimitriadis
Ilze Zigurs

Eduardo Gómez-Sánchez
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José Valdeni de Lima, Universidade Federal do Rio Grande do Sul, Brazil
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Manuel Caeiro-Rodŕıguez, Mart́ın Llamas-Nistal, Luis Anido-Rifón

Groupware Development Frameworks and Toolkits

A Framework Designed for Synchronous Groupware Applications in
Heterogeneous Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

Axel Guicking, Thomas Grasse



Table of Contents XIII

Implicit Plasticity Framework: A Client-Side Generic Framework for
Collaborative Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Montserrat Send́ın, César A. Collazos

Supporting Mobile Collaboration with Service-Oriented Mobile Units . . . . 228
Andrés Neyem, Sergio F. Ochoa, José A. Pino
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Task Analysis Based Methodology for the Design of  
Face to Face Computer Supported Collaborative 

Learning Activities 

M.F. Capponi, M. Nussbaum, and M.E. Lagos  

Department of Computer Science, P. Universidad Católica de Chile 
Vicuna Mackena 4860, Santiago, Chile 

mcapponi@ing.puc.cl, mn@ing.puc.cl, mrlagos@ing.puc.cl 

Abstract. This paper shows how Task Analysis can be a powerful tool for the 
design of collaborative applications supported by wirelessly interconnected 
handhelds. We define a methodology for the design of such activities. It 
basically consists in performing a Task Analysis on an Interaction Model to 
obtain the set of all possible interactions between actors. Then a class of 
activities is defined by selecting a subset of tasks. These, applied to a specific 
topic, determine a set of specific tasks which constitute an instance of the class 
of activities. The specific tasks build the desired activity and define the possible 
face to face interactions that can happen during the activity execution. These 
specific tasks also allow us to define an observation guideline that assists the 
system validation. We show with an example how such a methodology is 
applied for a collaborative learning activity mediated by a teacher and 
wirelessly interconnected handhelds. 

Keywords: Task Analysis, face to face Computer Supported Collaborative 
Learning. 

1   Introduction 

Collaborative Learning (CL) environments have shown benefits in the achievement of 
learning objectives, social aims, positive interdependence and motivation, acquiring 
student new skills, ideas and knowledge by working together [6]. CL, however has 
shown to have coordination, communication, organization and synchronization 
problems, which can be solved with face to face computer supported collaborative 
learning [5]. In this environments students work each with a handheld machine 
wirelessly interconnected [4]. 

Face to Face collaboration involves two dimensions: the human nature of 
communication [1] and the activities carried out in the shared workspace [2]. In the 
second dimension, we can distinguish the team work (making it happen 
collaboratively) and the task work (doing the actual job) [3]. Both the team and the 
task work have to be understood as interconnecting elements with the actors of the 
activity. Task Analysis allows us to decompose in basic building blocks the team and 
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the task work, which can later be used in the design of a face to face computer 
supported collaborative learning activity. This analysis helps us also to extract an 
observation guideline of the face to face interactions we can observe during the 
activity and provides a concrete representation of the actions taken towards user goals 
and the logical relationship between those actions [7]. So, obtaining from an abstract 
Interaction Model a set of tasks or building blocks, we can construct many different 
collaborative activities. This technique is well utilized to understand the usability of 
interactive systems and to understand users’ work with a system in the abstract [8]. 
But there is no research about how this analysis can facilitate the whole design and 
development of face to face collaborative activities and how it can assists the later 
validation.    

We propose a Methodology based on Task Analysis for the design of an effective 
human-human relation that involves the team and the task work for a collaborative 
classroom, supported by wirelessly interconnected handhelds. This methodology has 
to assure that the interactions selected for the activity are going to happen. Through 
the methodology steps we can design the activity by tasks, defining classes of tasks 
and sets of specific tasks. We can also extract an observation guideline from the same 
analysis, to indicate what to observe during the activity to validate the system, 
verifying that the observed interactions are the set of valid tasks defined in the design 
process. In this way for collaborative activities, we can study what sets of tasks we 
can use for the design of an activity to generate better social interactions, and 
recognize what interventions are necessary to change the social and communication 
behavior between actors to achieve a specific aim.  

2   Task Analysis 

To define how and between whom information flows in a classroom technologically 
mediated by mobile devices connected to a wireless network with students that work 
collaboratively, we use a generalized Interaction Model [9] for the main classroom 
components, showed in Fig. 1. Here we assume interaction to be the basic unit that 
occurs among various actors that work collaboratively. 

 

Fig. 1. Interaction Model 
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The components of the model shown in Fig. 1 are the following: 

• Actors: Persons or groups of persons among whom information flows. They are 
information emitters and receptors, and include: 

o Student (S) 

o Whole Class (WC), comprising the N students in the class 

o Small Group (SG), a subset of A students in the class, which consists of N/A 
groups 

Table 1. Set of All Tasks obtained from the Task Analysis with the Interaction Model for 
Collaborative Learning supported by wirelessly interconnected PDAs 

1 T PDA S Teacher sends information to a student 
2 T PDA SG Teacher sends information to a small group 
3 T PDA WC Teacher sends information to the whole class 
4 T PDA T Teacher sends information to another teacher 
5 S PDA T  Student sends information to a teacher 
6 S PDA SG  Student sends information to a small group  
7 S PDA WC Student sends information to the whole class  
8 S PDA S Student sends information to another student 
9 SG PDA SG Small group sends information to another small group 
10 SG PDA S Small group sends information to a student  
11 SG PDA T Small group sends information to a teacher 
12 SG PDA WC Small group sends information to the whole class 
13 WC PDA S Whole class sends information to a student 
14 WC PDA T Whole class sends information to a teacher 
15 WC PDA SG Whole class sends information to a small group 
16 SG FF S Small group discusses with a student  
17 SG FF T Small group speaks with a teacher 
18 SG FF WC Small group speaks with the whole class 
19 SG FF SG Small group speaks with another small group 
20 T FF S Teacher speaks with student 
21 T FF SG Teacher speaks with a specific small group 
22 T FF WC Teacher speaks with whole class 
23 T FF T Teacher speaks to another teacher 
24 S FF T Student speaks with a teacher 
25 S FF SG Student speaks with small group 
26 S FF WC Student speaks with whole class 
27 S FF S Student speaks with another student 
28 WC FF S Whole class speaks with a student 
29 WC FF T Whole class speaks with a teacher 
30 WC FF SG Whole class speaks with a small group 

 

• Mediators: The entities through which the information flows. Since the information 
may be transformed in the process, they are more than just communication 
channels: 

o Personal Digital Assistants (PDA). PDAs act as instruments that support and 
regulate relations between actors, and provide: 
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 organization and representation of the information  
 a negotiation space 
 coordination between activity states 

o Face-to-face relationships (FF). The human medium in which information is 
exchanged, impacting on the student’s commitment to their responses and 
their group as well as on the development of mutual understanding between 
the different actors. 

• Actor and mediator: Teacher (T). In addition to sending and receiving information, 
the teacher is responsible for selecting the curriculum activities to be implemented 
and for guiding the students toward the achievement of the desired goals. The 
teacher is also in charge of delivering feedback to the students and filtering the 
information flowing between them and among the groups, in such a manner that the 
discussions take the desired course. 

The interactions in the model, as shown in Fig. 1, are centered on the student, the 
use of PDAs and a face-to-face relationship (FF) as mediator components for the 
interactions with the other actors: the teacher (T), the small group he or she belongs to 
(SG) and his or her class (WC). The teacher also acts as mediator of the interaction 
and communication between the students (S), the small groups (SG) and the whole 
group, i.e., the class (WC).  

From the model of Fig. 1, we can obtain all basic tasks, enumerated in Table 1. 
Every task is performed by two actors and a mediator through which information 
flows. These tasks are the key elements for understanding the social behavior. In Fig. 
1, the arrows connecting the components indicate the direction of information flow. 
While the continuous line indicates that the flow is for both sides, the dashed line 
indicates that the flow is, in some cases, only for one side. In this model we have two 
interactions that are not possible, WC FF WC and WC PDA WC, because we 
only have one class.  

3   Task Analysis Based Methodology 

In this section we show a methodology based on Task Analysis, graphically 
represented in Fig. 2, that supports the definition of an activity. This methodology 
consists in eight steps, described in Table 2. In Fig. 2, each step is represented as an 
arrow with the number of the corresponding step. Dashed arrows indicate the optional 
paths we have to follow when the class or instance of the activity is not well defined 
or implemented. Ellipses represent sets of tasks, the first rectangle represents the 
Interaction Model, and the rhombus represents the collaborative activity. In the 
seventh step, we compare the Observed Tasks with three subsets taken from the 
Specific Tasks, Class Tasks and All Tasks sets, selecting only the face to face 
interactions from each one. We named them Face to Face Specific Tasks (FFST), 
Face to Face Class Tasks (FFCT) and Face to Face All Tasks (FFAT) respectively. In 
the right bottom of the figure we draw three boxes representing the three possibilities 
for the observed tasks and in the left bottom, a fourth box indicating the valid set of 
tasks. Next we make a detailed analysis of the proposed methodology. 

In the first step of the methodology we define a set of all possible tasks, 
performing a Task Analysis of the Interaction Model shown in Fig. 1. Table 1 shows 
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this set of tasks, or possible interaction between actors, for the design of a 
Collaborative Learning Activity supported by wirelessly interconnected PDAs. We 
named this set of tasks as All Tasks (AT).  

In the second step we define a Class of Activities (CA) determining the kind of 
interactions we want to generate during the activity. In our example, the Class of 
Activities consists of an individual part, where each student solves a problem 
independently, and a collaborative part, where the whole class together finds out the 
correct answer.  

For each Class of Activities we select a subset of tasks that allows us to design an 
activity with those interactions. We named this subset as Class Tasks (CT). For the 
example, the Class Tasks are shown in Table 3.    

 

Fig. 2. Graphic representation of the Task Analysis based Methodology  

The third step defines an instance of the selected Class of Activities. This 
determines the subset of Specific Tasks (ST) from the Class Tasks, which allows us to 
design the specific activity, as a sequence of these tasks. In the example, all the 
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students receive a different individual part (T PDA WC) they have to solve 
independently. They have to write an attribute they think is related with the received 
concept. In this way each student is responsible of his/her own work. Then the 
individual work response is sent from every student to the teacher (S PDA T). 
S/he sends the responses s/he thinks are relevant to every student to perform a 
collaborative work with the whole class, (T PDA S) to find together, by a voting 
mechanism (S PDA T) the right concept. Through the teachers’ machine a student 
is randomly selected (T PDA S) to justify his/her answer in front of the whole 
class, so a collaborative class discussion is built (S FF WC, T FF WC). 
Taking into account the discussion, the teacher may eliminate the attribute, continuing 
the previous dynamics until the whole class finds the right solution. In Table 4 we 
show the set of Specific Tasks defined for our example, i.e., the set of valid tasks, 
from which we design an activity for high school physics, specifically for teaching 
sound waves. The activity aim is that students relate different attributes as 
transmission, vibration, frequency, etc, with the physical concept of sound waves. 

Table 2. Methodology based on Task Analysis that supports the definition of an activity  

 

1
Perform a Task Analysis on the Interaction Model to define the set 
of all possible tasks for the design of a collaborative activity 
named All Tasks (AT) 

2 Define a Class of Activities to obtain from AT the subset  Class 
Tasks (CT)

3 Define a set of  Specific Tasks (ST) setting an instance for the 
defined Class of Activities

4
Implement the sequence of Specific Tasks that builds the 
Collaborative Activity (CA), using the subset of Specific Tasks 
defined in the previous step

5

Design an Observation Guideline (OG) listing the face to face 
interactions that belongs to the three sets of tasks ST, CT and AT, 
obtaining three subsets: Face to Face Specific Tasks (FFST), Face 
to Face Class Tasks (FFCT) and Face to Face All Tasks (FFAT). 

6 Obtain experimentally a set of interactions, or Observed Tasks 
(OT), from the execution of the activity

7 Compare the obtained set of Observed Tasks with the subset of 
Face to Face Specific Tasks to validate the system

8
If OT has not the same tasks as FFST, go back the corresponding 
number of steps, depending if the Observed Tasks elements belong 
to FFAT (step 2), FFCT (step 3) or FFST (step 4).  

In the fourth step we implement the sequence of tasks to build the Collaborative 
Activity (CA), using the subset of Specific Tasks (ST) defined in the previous step. 
We are going to show the design of the activity. It consists of eight parts; two of them 
belong to individual work and the others to collaborative work. First, we show the 
individual work and then, the collaborative one, each with the users PDAs' 
corresponding screens (Fig. 3 to Fig. 5). 
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Table 3. Class Tasks for the defined problem in our example 

1 T PDA S 
2 S PDA T 
3 T PDA WC 
4 T FF S 
5 S FF WC 
6 S FF S 
7 T FF WC 
8 S FF T 

Table 4. Specific Tasks for the specific problem in our example 

1 T PDA S 
2 S PDA T 
3 T PDA WC 
4 S FF WC 
5 T FF WC 

A.- Individual Work 
1) T PDA WC: The teacher selects a topic and a related concept (Fig 3a). The 

student receives the corresponding instruction (Fig. 3b).  
2) S PDA T: All the students receive the same concept and write an attribute 

they think is related with it and sends it to the teacher. Fig. 3c, d, e, shows the 
screens of three different students.  

 

Fig. 3. Individual Work 
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B.- Collaborative Work  
3) T PDA S: The teacher selects a subset of the received answers (Fig. 4a) and 

sends it to the students.  In the student’s screens appears the information sent by the 
teacher.  

 

Fig. 4. Collaborative Work – Voting 

4) S PDA T: The students vote to eliminate an attribute they think it does not 
correspond (Fig. 4b). Then, the students see on their screens the voting result (Fig. 
5b, d).  

5) T PDA S: The teacher asks the system to randomly select one of the students 
that chose the most voted alternative so that the corresponding student justifies it 
(Fig. 5a). The selected student is informed by an audible signal and by a colored 
background in his/her screen (Fig. 5c), while the other student’s screen remains the 
same (Fig. 5b, d).  

6) S FF WC: The selected student has to justify his/her vote in front of the class.  

7) T FF WC, S FF WC: Begins an in class discussion mediated by the 
teacher.   

8) T PDA S: If the class realizes that the most voted concept does not 
correspond, the teacher can eliminate it and repeat the cycle (4), (5), (6) and (7), 
without the already analyzed concept.  

In the fifth step we design an Observation Guideline (OG) listing all possible   
face to face interactions to direct the viewer on what s/he has to watch during the 
activity.  

Let FFST (Face to Face Specific Tasks) be the subset of all the face to face 
interactions of the Specific Tasks set, FFCT (Face to Face Class Tasks) be the subset 
of the face to face interactions of the Class Tasks set, and FFAT (Face to Face All 
Tasks) be the subset of the face to face interactions of the All Tasks set. To perform 
the Observation Guideline we first list the elements of FFST that constitutes the valid 
set of tasks. Then we list the elements of FFCT without repeating the already listed 
elements in FFST. Finally we list the elements of FFAT without repeating the already 
listed elements in FFCT. For the example, the obtained guideline is shown in Table 5. 
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Fig. 5. Collaborative Work - Discussion 

Table 5. Observation Guideline 

Tasks  Frequency Observations 
Face to face interactions from ST (FFST) taken from Table 4: 

S FF WC   
T FF WC   

Face to Face interactions from CT (FFCT)  taken from Table 3:  
T FF S   
S FF S   
S FF T   

Face to Face interactions from AT (FFAT)  taken from Table 1: 
SG FF S   
SG FF T   
T FF SG   
S FF SG    

In the sixth step we write down all the observed face to face interactions generated 
during the execution of the Collaborative Activity in the classroom, their frequency of 
occurrence and any observation, oriented by the Observation Guideline. We obtain a 
set of tasks named Observed Tasks (OT).   
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In the seventh step we compare the obtained set of Observed Tasks with the face 
to face interactions listed in the Observation Guideline. 

If the Observed Tasks are the Face to Face Specific Tasks, we can assure that the 
face to face interactions generated during the activity are those we wanted to happen 
when we designed it.  

 
Otherwise, if OT has not the same tasks as FFST, we have to go to the eighth step. 

Here we describe what happens for the three different possible cases: 

• If OT is a subset of FFAT, we experimentally observed at least one task that 
doesn’t belong to FFCT, so we have to redefine the Class of Activities. We have 
to go back to the second step. In our example, we could have observed that the 
students discuss in small groups. This task doesn’t belong to our FFCT. 
Therefore, to achieve the established activity aim we have to redefine the Class of 
Activities. 

• If OT is a subset of FFCT, we experimentally observed at least one task that 
doesn’t belong to FFST, so we have to redefine the instance of the activity and 
the sequence of tasks to perform the Collaborative Activity. We have to go back 
to the third step. In our example, we could have observed that a student 
discusses with another. This task doesn’t belong to our FFST. Therefore, to 
achieve the established activity aim we have to redefine the Specific Tasks.  

• If OT is a subset of FFST, we experimentally observed that al least one of the 
Face to Face Specific Tasks doesn’t occur. So we have to rebuild the 
Collaborative Activity to obtain the desired interactions, going back to the fourth 
step. In our example, we could have observed that never occurs that a student 
discusses with the whole class. Therefore, to achieve the established activity aim 
we have to rebuild the activity to obtain it. 

 
When the Class of Activities includes all the possible tasks, i.e., AT=CT, we have 

to ignore the first case. When we use all the tasks of The Class Tasks set to perform 
the instance of the activity, i.e. CT=ST, we have to ignore the second case. When 
ST=CT=AT we have to consider only the third case.      

4   Conclusions 

In this work we have shown the use of Task Analysis for the design of collaborative 
learning activities supported by wirelessly interconnected handhelds that takes into 
account all possible interactions, between humans, and humans and computers. 
Through the use of the basic building blocks or tasks, resulting of the Interaction 
Model, we propose a methodology for the design of a face to face collaborative 
activity. 

The proposed methodology, with the definition of classes of tasks and sets of 
specific tasks, facilitates the whole design, development and later validation of the 
system. It also allows us to make an observation guideline to direct the observer 
during the activity course, and to verify if the observed social interactions are the 
same subset of face to face specific tasks defined in the design of the activity. In this 
way, obtaining the same face to face interactions we select in the collaborative 
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activity design, we can study what interventions are necessary to achieve a 
determined social and communication behavior between the actors involved in the 
activity.  
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Abstract. This study expands on the current body of research examining 
technology-supported teams, individual creativity, and group diversity. By 
incorporating each of these elements into the experimental design, our objective 
was to determine how technology can best be leveraged to promote creativity in 
virtual teams. A lab experiment was conducted using 80 student teams by 
manipulating anonymity and capturing diversity characteristics. Preliminary 
results are presented which suggest that homogeneous teams generated more 
ideas; however, diverse teams were more satisfied with their output. Coding of 
the creativity of the ideas is on going. 

Keywords: Creativity, Diversity, Lab Experiment. 

1   Introduction 

This study seeks to add to the study of creativity by integrating two areas of study: 1) 
the relationship between diverse team composition and creativity [1], and 2) the use 
of information technology (IT) to facilitate creativity [2, 3]. A prominent theme in 
research focused on workforce diversity is that companies should learn to manage 
diversity not only because of the on-going demographic trends but also because of 
diversity’s potential as a source of competitive advantage [4]. This “value-in-
diversity” theme rests on the hypothesis that diversity, when properly managed, 
produces tangible positive effects on organizational outcomes. One such positive 
effect is greater creativity. Diversity within a team refers to its composition in terms 
of the distribution of demographic traits and cognitive differences manifested as 
surface-level or deep-level attributes. 

While much of the belief in the “value-in-diversity” hypothesis rests on anecdotal 
evidence, empirical evidence is emerging to substantiate this claim in general, and as 
it relates to creativity in particular. For example, McLeod, et al, [1] found ethnically 
diverse teams outperformed homogeneous teams by generating more creative ideas. 
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Further, Miura and Hida [5] found teams exhibiting deeper-levels of diversity (in 
terms of variety of perspectives) produced more creative ideas than teams that were 
similar in thinking.   

Research on IT and creativity has focused on the productivity of electronic 
brainstorming (EBS) suggesting that technology provides a productivity boost to 
groups engaged in idea generation [3]. Typically, productivity of EBS has been 
operationalized as number of unique ideas generated and/or idea quality – both of 
which are elements of creativity. While not directly considering EBS, some previous 
work [6] describes how technology can help leverage the positive aspects of 
diversity while limiting its negative aspects. Essentially arguing that technology can 
reduce the immediate salience of surface-level diversity, the key source of process 
losses in diverse groups [7], this theory of accelerated technology deployment may 
provide additional insight into the use of technology to facilitate group productivity/ 
creativity. 

A factor that is likely to improve interaction processes and minimize process losses 
is the visual anonymity inherent in many collaborative technologies (CT).  Visual 
anonymity prevents team members from seeing physical cues that identify their 
teammates as individuals [8] – in a virtual team context this means not putting a face 
with a (user)name. This capability may impede group members’ perceptions of 
diversity within the team thereby limiting any process losses that otherwise might 
have occurred.  In addition to visual anonymity, many CTs also provide a level 
playing field to all participants, and the combination of these capabilities has been 
shown to lower evaluation apprehension and increase participation [9] potentially 
leading to greater satisfaction.  

Technology use:
•Identified

•Anonymous

Diversity:
•Surface

•Deep

Groups Outcomes:
•Creativity

•Outcome Satisfaction

•Process Satisfaction

Technology use:
•Identified

•Anonymous

Diversity:
•Surface

•Deep

Groups Outcomes:
•Creativity

•Outcome Satisfaction

•Process Satisfaction

 

Fig. 1. Research Model 

Integrating these research streams suggests that technology-supported diverse 
teams will outperform (i.e., be more creative than) homogeneous teams because 
technology is likely to improve interaction processes and facilitate more equal 
member participation. We propose that the cause of increased creativity is a specific 
capability of the technology, namely anonymity, which in combination with the 
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geographic dispersion inherent in virtual teams creates visual anonymity. Our 
research model is presented in Figure.1. Our primary research hypothesis is this:  

H1: Visually anonymous diverse teams will produce more creative ideas than  
  a) anonymous or identified teams (diverse or homogeneous) 
  b) homogeneous teams (visually anonymous, anonymous or identified)  

H2: Visually anonymous diverse teams will be more satisfied than identified diverse 
teams.  

2   Empirical Design 

Our study employed a 2x2 repeated measures design. Over 400 voluntary subjects 
were drawn from an introductory class and randomly assigned to 80 teams ranging in 
size from three to five students. The teams generated ideas for two tasks (using 
GroupSystems, a commercially available EBS environment). The tasks were: how can 
the university improve recruitment of diverse students (diversity was defined in terms 
of gender and ethnicity), and how can the university reduce risky student behavior 
(e.g., excessive drinking, drug use, sexual encounters). These tasks were created for 
two reasons: 1) to make salient surface and/or deep level differences in the teams and 
2) to tap into the teams’ inherent expertise. The recruitment task, due to its focus on 
recruiting ethnic minorities and women, was expected to make salient perceived 
differences in gender and ethnicity within the teams (i.e., surface-level diversity), 
while the risky behavior task (focus on reducing drinking, drug use, and sexual 
behavior) was expected to make salient differences in morals/values (a component of 
deep diversity). Further, these students having recently been the targets of the policies 
involved in these tasks may be seen as having reasonable expertise.  The session 
procedures are detailed in Table 1. 

The particular manipulation in which we were interested was identified versus non-
identified/anonymous interaction.  In our 2X2 design, participants were identified in 
one of two treatments. The repeated measures design created an opportunity to 
compare visual anonymity versus anonymity versus identified EBS. In the condition 
where anonymity happened first, the teams experienced visual anonymity because 
they did not know which people in the room were members of their team versus other 
teams. When anonymity happened second, the participants knew who was on their 
team; hence the treatment simulated anonymity but not visual anonymity. 

In addition to creating a visual anonymity context, our design also attempted to 
simulate conditions ripe for creative outcomes. The factors that shape creative 
performance have been well studied; the creativity model applied in this study was 
proposed by Amabile [10] and suggests that there are three components of creative 
performance: task motivation, creativity skills, and expertise (see Figure 2). Drawing 
on the three-component model we used tasks for which our participants had expertise, 
questionnaire items to tap into creative self-efficacy (to capture the “creative skills” 
component), and a $200 cash prize for the team that did the best job on the two tasks 
(to motivate the students).  
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Table 1. Session Procedures 

1. Participation of 15-30 students per session was solicited  
2. As participants arrived for their session, they were randomly assigned to a 

team (team seating was distributed throughout the lab so that team members 
were never seated next to each other);  

3. A warm-up task was completed to train the students in using the technology. 
4. The first task was completed. The process depended on treatment ordering: 

o If the first treatment was anonymous, the participants completed 
the first task (having no knowledge of who in the room was on 
their team) 

o If the first treatment was identified, the participants met their 
teammates then completed the first task (with their names 
attached to each idea posted) 

5. Survey 1 was completed (this included demographic and perceived diversity 
questions). 

6. The second task was completed. This process also depended on treatment 
ordering: 

o If the first task was anonymous, the participants met their 
teammates before completing the second task – which would be 
identified (i.e., names attached to ideas). 

o If the first task was identified, then this one was anonymous. 
Participants would have met their teammates before the first task, 
so had knowledge of who was on their team, but the messages for 
this task would not include identifying information. 

7. Survey 2 was completed (this asked about satisfaction with the team process 
and outcome, and creative self-efficacy). 

 

Fig. 2. Three-component model of creativity 

Because not all students who signed up to participate actually showed up, our 
experiment design was not balanced. Ultimately 80 teams participated, and the 
number of teams in each cell is reported in Table 2. 
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Table 2. Number of teams by treatment 

 Risky task first Diversity task first 
Anonymous first 20 18 
Identified first 23 19 

3   Coding the Ideas 

Two raters were recruited to code the ideas generated by the subjects in this 
experiment. This process is on-going. The ideas will be coded based on three 
theoretical constructs of interest: originality, meaningfulness and paradigm 
relatedness. Prior to coding, all data needed to be cleaned to remove non-ideas and 
redundant ideas (see appendix A for coding definitions).   

To ensure our raters were adequately trained we used a set of practice data (data 
that was collected during pilot testing of our experimental design) for our coders to 
gain experience with the coding constructs as well as to refine the coding scales. The 
coders used three sets of practice data, after they coded each set we stopped and 
discussed any disagreements in how the data was coded and clarified any questions 
the coders had about the meaning of the constructs and coding scales.  This process 
allowed our raters to develop shared mental models that reflected the underlying 
constructs (originality, paradigm relatedness and meaningfulness) used in this 
research.  We determined training was complete when the Cronbach’s alpha used in 
assessing the inter-rater reliability measures were .65 and over.  Once training was 
completed, each coder was assigned to code all of one task and a third of the other 
task to enable us to calculate inter-rater reliability. This coding is expected to be 
completed by early May. 

4   Preliminary Data Analysis 

The data were first evaluated to verify that our manipulation worked. After 
completing the first task participants were asked: How different are the members of 
your group in their ethnic background? (1= not at all…4= neutral…7=very different). 
ANOVA results were significant (F7, 67=8.03; p=.000), and in the direction 
anticipated. Participants in the unidentified treatments were largely neutral in their 
assessment of the ethnic similarity of their group, while participants in the identified 
treatments varied in their perception depending on the ethnic make-up of their teams.  

While the coding is still on going for the creativity measures, we did run 
preliminary analysis on number of ideas generated per person and team satisfaction 
with the outcomes. There was a significant treatment effect for number of ideas (F3, 

62=7.735, p=.000) as show in Figure 3, but no significant differences in number of 
ideas generated by diverse versus homogeneous teams. Interestingly, our teams 
generated more ideas per person about increasing diversity than about reducing risky 
behavior regardless of treatment order. ANOVA results for satisfaction bordered on 
significant (F 3, 67=2.44, p=.072); see Figure 4. Teams who participated in the 
identified-first treatment were more satisfied, contrary to recent findings [11]. Diverse 
teams were more satisfied than homogeneous teams, but not significantly so. While 
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these results do not provide direct support for our hypothesis, they do not contradict it 
either. Taken together the lower number of ideas generated and the higher levels of 
satisfaction reported suggest that our diverse teams may have produced higher quality 
ideas.  

Identified
diversity

Identified
risky

Unidentified
risky

Unidentified
diversity

task

1
2

diversity

diversityrisky
risky

risky

risky

diversity

diversity

# 
of

 id
ea

s 
ge

ne
ra

te
d

4

5

6

7

Identified
diversity

Identified
risky

Unidentified
risky

Unidentified
diversity

task

1
2

diversity

diversityrisky
risky

risky

risky

diversity

diversity

# 
of

 id
ea

s 
ge

ne
ra

te
d

4

5

6

7

4

5

6

7

 

Fig. 3. Preliminary results for # of Ideas 

Identified
diversity

Identified
risky

Unidentified
risky

Unidentified
diversity

Actual ethnicity
Homogeneous
Diverse

Sa
tis

fa
ct

io
n

4.60

4.70

4.80

4.90

5.00

5.10

5.20

5.30

Identified
diversity

Identified
risky

Unidentified
risky

Unidentified
diversity

Actual ethnicity
Homogeneous
Diverse

Sa
tis

fa
ct

io
n

4.60

4.70

4.80

4.90

5.00

5.10

5.20

5.30

 

Fig. 4. Results for satisfaction 

Two key findings emerge from our preliminary data: 
 

1. Task salience is influenced by inherent attitudes, regardless of technology: A 
conservative student body, which the subjects in our study represent, is likely 
to be reluctant to discuss risky matters openly. We found evidence of such 
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behavior in our study.  Under all conditions, the diversity task compared to 
the risky task resulted in more ideas.  Moreover, the two “identified/risky” 
conditions had the lowest number of ideas compared to the other comparable 
conditions. Thus, member attitudes helped surface the salience of the task—
regardless of their use of technology.  It is likely that some issues, in 
conservative settings, are difficult to discuss openly. In addition to 
technology, greater interaction and longer timeframes may enable more open 
dialog in such cases.  

2. A ‘reverse fatigue’ factor can enhance creativity: Conventional wisdom 
dictates that groups working on creative tasks become fatigued over time.  
Such fatigue may be exacerbated as groups switch from one task to another.  
However, in our study, we found that groups who did the risky task first and 
the diversity task next, contributed significantly more ideas the second time 
around. Thus, rather than declining creativity, they exhibited enhanced 
creativity.  The relief from not having to deal with a risky task, translated 
into greater productivity despite the passage of time. In other words, when 
faced with the choice of delicate (or uncomfortable) tasks versus comfortable 
tasks, it appears that task order does matter. Hence, traveling the less 
traveled path first, and then turning to the more familiar path next might be 
an option that managers concerned with increasing the creativity of their 
teams may want to consider.  

5   Expected Results 

Ideally analysis of our final dataset will support our contention that visually 
anonymous diverse teams using EBS will be more creative than purely anonymous 
diverse teams and more creative than homogeneous teams. This analysis will be 
available for presentation prior to the September meeting date. Moreover, we hope to 
uncover new knowledge about best practices for eliciting creative output from teams. 
If our hypotheses are confirmed we will have a better understanding about using 
technology to improve the process and outcomes of diverse virtual teams. This 
knowledge is of growing importance as more and more organizations are relying on 
virtual teams that span geographic distances, time zones, and cultural and ethnic 
backgrounds.  
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Appendix 1: Steps in Coding the Data  

1. Idea identification - Ensure each idea is only a single idea and is an “idea” 
Idea definition: An idea is identified as a unique idea when it adds a new piece of 
information that pertains to the task domain beyond what the group has previously 
typed. 
 
Idea or not? 
a) remove all agreement statement’s or non-task oriented statements 
b) Is the idea too ambiguous? … Can you see how it may be a solution or is it really a 

re-statement of the problem.  i.e., There just aren’t many minority students in 
Oklahoma or Other schools are a better fit for the minority students. – these are 
non ideas 

c) remove duplicate ideas 
 
When to break an idea into 2 ideas 
a) You need to break an idea into 2 ideas if each idea is unique and adds something 

different to the solution space.   
b) Do not break the idea if there is a general idea followed by only one example.  

However, if there is a general idea followed by 3 examples you would make those 
three ideas.   

 
Example  
To attract more minorities we should advertise more like at sporting events, at college 
fairs, or at academic summer programs for high school kids. 
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This would be 3 ideas. Note: the general statement - advertise more - is not counted as 
an idea but the 3 specific places to advertise are. 
 
2. Code for originality 
Definition of Originality: An idea is most original if no one has expressed it before. 
Originality is judged from your perspective - that is according to the ideas you 
expected to see (it is not according to the actual ideas generated).  Things to consider: 
 
Is it really “out of the ordinary.”  
Does it provide an unconventional way to solve the problem  
Could it be considered as revolutionary,  
Would it make a radical difference  
Is it interesting/stimulating. 
 
Scale:   1 2 3 4 5 
           Common/ordinary             radical/revolutionary, unconventional 
 
3. Code for Paradigm Relatedness 
Paradigm relatedness: The degree to which an idea preserves or modifies a paradigm. 
Paradigm preserving (PP) ideas support or extend an existing paradigm; they are 
evolutionary in that they adapt elements of the existing paradigm.  Paradigm 
modifying (PM) ideas are revolutionary in that they redefine the problem or its 
elements. 

 

The first ellipse is the most paradigm preserving while the last ellipse is the most 
paradigm modifying. 
 
 
Scale 
 1  2  3  4  5 
most paradigm preserving                          most paradigm modifying  
(PP)         (PM) 
 
4. Code for meaningfulness  
Definition of meaningfulness: does it help find a solution to the problem in a useful 
and appropriate way? 
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Things to consider: 
Is the solution relevant to the Universities needs and expectations? 
Is the solution suitable and appropriate for the Universities needs and expectations? 
Is the solution useful for University? 

 
Scale:  1      2         3              4             5 
          Unsuitable/not appropriate              Very useful/suitable and appropriate 
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Abstract. Groupware applications that provide support for in-class 
collaborative knowledge construction are becoming an important research topic 
for the CSCW and CSCL communities. They provide support for lightweight 
interaction among participants, and for these participants with an increasing set 
of pervasive features of augmented classrooms, thus creating new opportunities 
to teach, learn and collaborate. Regarding in-class interaction, however, most 
current technologies focus on providing support for participation that is 
demanded by the lecturer (which we term Requested Participations), and that is 
limited to short interactions. Thus, support for Spontaneous Participation, or for 
longer interactions is limited or absent. In this paper, we present InClass-RTD, 
a system that provides support for spontaneous participation in the form of 
threaded discussions during the lecturer’s presentation. We present scenarios 
that motivated its development, and its design and implementation as a service 
of an Augmented Classroom. Additionally, results from a 3-month preliminary 
trial showed that InClass-RTD allowed the participation of 80% of the group, 
with an average of 8 spontaneous participations per student from a group of 10. 
We also found that the system allowed an average of 54 participations per hour. 
Future work considers the development of additional visualization techniques, 
and performing in-depth analysis to evaluate it’s pedagogical in-class potential. 

Keywords: InClass-RTD, Real-time threaded discussions, In-class requested 
and spontaneous interactions, CSCL. 

1   Introduction 

Providing support for learners that are distributed in time and space by means of 
technology has been the aim of applications developed in the CSCW, and most 
notably CSCL communities for at least one and a half decades. There are a myriad of 
applications that provide support for online education or e-Learning. 

A more recent trend aims at providing technological support for processes that 
occur inside the physical classroom (i.e. synchronous, co-located support), either by 
augmenting the capabilities of the physical space with “virtual” capabilities, or by 
providing customized support for the pedagogical processes that occur inside the 
classroom [9]. Examples of these support include lecture/presentation capture, 
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annotation and replay systems [e.g. 1], digital ink note-taking and participation 
systems [2, 12], and teacher/student and student/teacher interaction tools [e.g. 7, 11]. 
The main features of these latter tools, most notably include support for voting, 
feedback and question-answer interactions. 

However, we found that these tools are mainly oriented to provide support for 
participation that is solicited by the teacher/lecturer (which we term Requested 
Participations), or that is mostly limited to short interactions (e.g. single question-
response interactions). Thus, the provision of support for unsolicited participations 
(which we term Spontaneous Participation) or for plural and longer interactions 
among the participants (e.g. actual dialogs or discussion about specific topics) is very 
limited or lacking. 

To address some of these limitations, we propose a characterization of in-class 
participation, for instance, based on their being required by the teacher or their arising 
spontaneously from the students, and whether they are addressed at someone 
(Personal requests) or to no one in particular (Open requests). 

Thus, an application that intends to provide support for the first type of interaction, 
should allow the teacher to be in control of the timing and mechanisms to initiate the 
exchange, while for the latter, the control should be flexible enough as to allow 
students to express (e.g. pose or annotate) their doubts and thoughts without being so 
intrusive as to disrupt the class, but noticeable enough to allow the teacher to become 
aware of them (e.g. opportunistically). Further, an application of this kind might 
introduce support to allow interactions not only between the teacher and the student or 
vice versa, but also to enable student-student interaction, so that they can participate 
more actively in the collective knowledge construction process. 

To illustrate these needs, let us consider the following scenarios: 

Scenario 1: John, a student, is attending a lecture; when a doubt arises, he raises 
his hand to ask a question. However, there are other students with other questions. 
The teacher, due to timing constraints, decides to address only a couple of questions, 
not including John’s question, and continues with the class. At the end, John decides 
not to ask his question again. 

Scenario 2: Steve, a teacher, starts his daily lecture. There is a system in the 
classroom that allows students to submit questions and to vote on submitted ones. 
Steve has a special viewer of the system that aggregates and classifies questions 
depending on their rank. At a certain point in the lecture, Mary, a student, submits a 
question, but no one else votes for it, so that it rests far behind the most voted ones. A 
moment later, Steve, noticing the questions, decides to answer the three top ranked 
questions and continues with the lecture. Thus, Mary’s question rests unanswered. 

Scenario 3: Linda, a teacher, is giving her lecture. There is a system that allows 
her to send questions (prepared on the presentation slides) to the students, and that 
allow students to submit their answers back to her. On her presentation, Linda arrives 
to one of the “question” slides, and submits it to the students. Ron, a student, 
prepares and submits an answer, as many of his peers have done. Even though he is 
almost sure to have responded it correctly, he has a doubt concerning when to use 
procedure A rather than procedure B. Linda reviews promptly the responses and 
notices that her students have correctly solved the problem and continues with the 
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class. As the class goes on, additional question slides are sent and answered, Ron 
forgets his doubt, and leaves the class without asking for a clarification. 

These scenarios highlight the need for i) mechanisms that allow more flexible and 
concurrent means for teacher-student, student-teacher, and student-student interaction, 
as well as for ii) mechanisms that allow spontaneous documentation and discussion of 
multiple-actor multiple-turn and simultaneous participations. Until now, current 
systems partially fulfill this need, and more adequate solutions are required. 

In this paper, we describe InClass-RTD, a system that provides support for 
spontaneous participation in the form of threaded discussions in the context of lecture 
presentations. We achieved this by combining features of two technologies: 
Asynchronous Threaded Discussions and Instant Messaging (IM) systems. From the 
former, our proposal inherits the structure that allows contributing to a discussion at 
any particular point, not only at the end of the discussion. From the latter, it inherits 
the gathering and presentation of information on awareness of presence, identity, and 
of the possibility of interaction, as well as the ability of participating in the discussion 
at nearly real-time. 

The paper is organized as follows: Section 2 presents features of the kinds of 
contributions that we have identified in the classroom, and the model we proposed 
and use to organize discussions. In section 3, we present InClass-RTD as a service of 
an augmented classroom, providing support for real-time threaded discussion of a 
lecture. Also in this section, we present InClass-RTD design and implementation. An 
actual scenario of use and results of a preliminary trial are presented in section 4, 
while related work is presented in section 5. Finally, our closing statements and 
directions of future work are presented in section 6. 

2   Lecture Presentations and Participation 

Lecture presentations might take any of the usual formats, i) the lecture is prepared 
and presented by the teacher or by an invited guest, ii) the lecture is prepared and 
presented by a single student, iii) the lecture is prepared and presented by a group of 
students, or iv) a combination of them all. 

Further, lecture presentations can be open or closed to students’ participation. In 
Open-participation lectures, the presenter allows (even invites) the students to 
interrupt at any given time to participate (ask a question, give a response or 
comment). However, in this case, one problem could be that usually there is no record 
of the interactions between the participants and the presenter. An additional problem 
is that due to time constraints the question/answer interactions are not open to 
discussions or comments by other members of the group. Another problem is that 
each question or comment interrupts the presentation process, which may affect the 
rhythm of the lecture. 

In Closed-participation lectures, the presenter, explicitly or implicitly, asks the 
group not to interrupt the presentation and to leave the questions or comments at the 
end. In this case, the students are required to write down, or recall their questions or 
doubts later, in order to participate. Unfortunately, it is highly common that students 
forget their comments or doubts, or simply restrain themselves from asking questions 
or making comments due to their shyness. 
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However, even in this later case, it is common to observe that students tend to 
interact among them in order to ask questions, respond them, and comment on any of 
the topics covered in the presentation with other students sitting near them. 
Nevertheless, as they have been asked not to interrupt, these behaviors usually occur 
in a “private” manner, with the most proximate neighbors, at a low voice, and usually 
for a very short time. 

We found this to be problematic because the same questions might be asked by 
several students at the same or different time; questions could be left unanswered if 
none of the most proximal neighbors knows the response; there could be several 
“correct/adequate” answers to the same question and people could be limited to one or 
few of them due to their “local reach”; only very few benefit from the “local” 
discussion that occurs; students don’t know whether there are peers with the same 
doubt or question they are tempted to ask; among others. For these reasons, we 
propose to develop a lecture discussion system that addresses and solves some of 
these issues. In the next section, we examine some of the features of participation in 
the classroom aiming at identifying specific requirements for our proposal. 

2.1   Interactions and Participation in the Classroom 

In-class participation is one of the processes that allow students to take active part in 
the construction of their own knowledge and to better grasp and remember what has 
been presented during the lecture. For instance, Razmov and Anderson [8] pose that 
student participation allows for the creation of an atmosphere of engagement, the 
expression of diverse opinions, the provision of feedback from the student to the 
teacher and vice versa, and finally, for active and collaborative learning. 

This way, participation in these collaborative environments results from the 
interaction between teacher and students, and among students. We propose to 
consider features of the interaction to characterize different types of participation, as 
an aid in the identification of the type of support required. Namely, the features of 
interactions that we consider are: who is the initiator, at whom it is addressed, the 
number of turns involved, the number of actors involved, degree of concurrency, 
whether the identity of participants is known, and finally, the degree of privacy. 

Let us illustrate our typology with some examples of Public or Semi-public 
interaction: 

Example 1: The teacher asks a question to a particular student, and the designated 
student provides an answer. This is an example of a Requested participation, Directed 
to a particular student, involving a Single-turn interaction between 2 actors. It is a 
Sequential interaction as the teacher has interrupted the lecture to verbally ask the 
question to a student. 
Example 2: The teacher asks questions to anyone in the group, and several students, 
at their turn, provide answers and pose further questions, generating a discussion on 
the topic. This is an example of a Requested participation, Non-directed to any one in 
particular, involving Multiple turns and Multiple actors. It is a Sequential interaction 
as the teacher has interrupted the lecture to ask the question. 
Example 3: The teacher doesn’t ask for participation as he continues to present the 
lecture material; and someone asks a question, makes a comment, and discusses with 
others without requiring the participation of the teacher. This example involves a 
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Spontaneous participation, Non-directed to any participant in particular, involving 
Multiple turns, and Multiple actors. We could also highlight the concurrent nature of 
the interaction as it occurs in parallel to the lecture presentation, among a sub group 
of the Identified students.  

This way, the type of participations that we are interested in supporting is better 
illustrated by the last presented scenario: Interactions that are spontaneous, not 
directed (but regarded) by the teacher, involving multiple turns and multiple actors, 
that occur in parallel with the lecture presentation, among identified students, and 
that happen in a public manner. 

2.2   Requirements for the Provision of Support for Participation in the Class 

Based on the features of participation identified, and presented in the previous 
section, we identified that a system aiming at providing augmented support for in-
class participation, must fulfill the following requirements: 

R1) Active student participation in collaborative knowledge construction. Students 
are not only allowed to ask questions, but also to answer them, and to make 
comments on questions and answers. Thus, everyone (including the teacher) is 
allowed, and has “equal” access to the mechanisms to participate, as well as to 
the actual participations submitted by others. 

R2) Student-centered participation, not only Teacher-guided participation. Students 
are allowed to participate spontaneously, that is, participation doesn’t have to be 
requested (or controlled) by the teacher. 

R3) Concurrent lecture and Opportunistic participation activities. Any participant 
(including the lecturer) must be able to participate at any moment he/she 
requires doing so (e.g. add questions, responses and comments). Thus, they are 
allowed to submit contributions during lecture presentations, while others 
(including the teacher) are also participating. 

It should be highlighted that the considered requirements do not represent a definitive 
set of requirements for in-class interaction and participation support, but a starting 
point from where to start studying them. 

2.3   Threaded Discussions as Support for In-Class Participation 

From social learning theory we have learnt that the construction of knowledge is a 
social activity, and we have learnt that peers are a valuable resource for individual as 
well as collective learning [5]. For centuries, we have worked with the Socratic 
Method, where dialogs and guided conversations are central to teaching and learning, 
especially at the university level. However, by definition, lectures are addressed to 
large numbers of students, making it difficult for all involved to participate actively; 
to create the conditions for an environment conducive to collaborative/collective 
learning in the classroom becomes thus of paramount importance. 

Asynchronous discussion forums are standard tools in online learning 
environments, and their pedagogical value is being studied from the perspective of 
both, teachers, and students. The level of interaction in discussion forums might be 
deep, and the students’ level of participation has been found to correlate with 
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academic achievement [3]. Although the cognitive processes generated to participate 
in online classrooms are very different from those of traditional classrooms, active 
involvement for appropriation of knowledge is a requirement for both environments. 
For students, writing their thoughts on the subject matter and the possibility of 
contrasting and enriching them with those of their peers, besides the teachers’ 
explanations, helps their learning process. The very expression of their doubts or 
ideas in writing supports their construction of knowledge. The students’ access to 
records of discussions of past lectures for study purposes is considered also a plus. 
These issues motivated us to develop a discussion system to be used in face to face 
classes. The discussion model in which we based the system is described below. 

2.4   Discussion Model 

The discussion model of InClass-RTD (see Fig. 1) is based on the argumentation 
model of the IBIS method [4]. It consists of discussions anchored in Topics derived 
from the lecture content. In this model, we consider that students construct their own 
knowledge based on their previous experiences and the situation they are faced with, 
and that this process is affected by those things that are clear on their mind, and by 
those that represent unanswered questions or doubts (c.f. the Issues). We also consider 
that the learning process is enriched with the active participation of the members of 
the group – the teacher, and other students (c.f. the Stakeholders), as all of them bring 
their own background and viewpoints to the process by posing questions, responding 
them, and commenting on their doubts, answers and thoughts (c.f. the Conversation). 

Topic

Question

Response

Comment

1 Generalizes or Specializes
2 Replaces
3 Questions
4 Is-Suggested-By
5 Responds-To
6 Supports
7 Objects-To
8 Gives-Further-Detail

Legends
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Fig. 1. IBIS-based discussion model used in InClass-RTD 

Thus, our model focuses on the articulation of key Questions (c.f. Issues) that arise 
in, and are discussed as part of, the individual’s knowledge construction process. 
Also, each question may have several different Responses (c.f. Positions). A response 
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is a statement that answers the question. There could be more than one “correct or 
adequate” response to each question. 

In turn, each Question, or each question’s Response, may have one or more 
Comments (c.f. Arguments) associated. Comments support, object or provide further 
explanatory detail on Questions, Responses or other Comments. Therefore, each 
separate Question is the root of a thread, possibly empty, with the children of the 
Question being Responses or Comments, and the children of the Response being 
Comments. In addition, new Questions that are raised by the discussion may be 
inserted into the discussion in any node that most directly suggests them. 

3   InClass-RTD: Support for Real-Time Threaded Discussions 

InClass-RTD is an In-Class Threaded Discussion service that forms part of an 
Augmented Classroom. The main feature of InClass-RTD is that it allows having 
(near) real-time discussions on the contents of a lecture, while the latter is being 
presented, by organizing the participations in threads anchored on the topics and 
subtopics of the lecture. 

These behaviors are inherited from two applications: Asynchronous Threaded 
Discussions (such as web-based Discussion Forums), and Instant Messengers (IM – 
such as Yahoo Messenger or MSN Messenger). This combination allows benefiting 
of the exclusive features of each technology. The former allows for having organized 
discussions, providing a space where the discussion of specific topics can be 
specialized, generalized, and even replaced as required by discussion on other topics. 
The latter, introduces features of awareness on elements such as presence and 
identity, as well as on the potential of participating in the discussion of one or more 
subtopics of a lecture in a lightweight and synchronous manner. Additionally, it 
allows moving seamlessly from attending the lecture and asking questions, 
responding them or commenting on the topics of the lecture. 

An additional feature is that all clients of InClass-RTD are capable of presenting 
the same order for the discussion intra and inter threads, and updating it in (quasi) 
real-time. This was required as it is highly confusing trying to establish a common 
reference for the discussion, and looking at the colleague’s screen, and noticing that 
the presentation of each other is different, even though it refers to the “same” 
discussion or conversation. The case exacerbates when in addition one such a view is 
available to all the participants (e.g. through a public display). Thus, we needed to 
guarantee the same order and timely update of the discussions on all clients. 

3.1   InClass-RTD Architecture 

The architecture of InClass-RTD is based on a three-tier client-server model. The first 
tier, as illustrated in Fig. 2, refers to client applications, which provide the means to 
view and contribute to the class discussion, and to get the contributions of other 
participants. The second tier refers to services required for the client applications, 
such as User Authentication, Session Management, and Instant Messaging (reception, 
routing, and delivery). Finally, the third tier refers to storage services that are required 
by the previous services, namely, User and Session Storage services, as well as 
Participation Logging facilities. 
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Fig. 2. InClass-RTD 3-tier client-server architecture 

InClass-RTD Clients. Client applications come in two flavors, the “personal” or PC 
InClass-RTD client, and the Public Display InClass-RTD client. Currently, the main 
difference between them is the size of the font used in the client for the Public 
Display to facilitate reading at a distance. Both of them allow providing the 
information required for authentication, logging into a collaborative discussion 
session, selecting the particular point of a discussion on which to anchor the 
contribution, and actually sending, and visualizing contributions. 
User Authentication service. It comprises both the server and the data storage. 
Currently it stores user’s information, and provides authentication based on specific 
information of the user (e.g. username and password). 
Session Management service. Comprise both the server and the data storage for 
session information. Currently it stores information on the users present at the session, 
the date, and the session’s starting and ending time. 
Messaging service. In a similar manner as the authentication and session services, 
this service comprises both the server and the storage management (log or history) of 
user activity (contributions) while at the discussion. This component is at the core of 
the whole system as it receives, processes, and delivers messages, as well as registers 
all participations of the discussion. This is the component in charge of guaranteeing 
/maintaining a unique order, and timely update, of the contributions in the 
discussions. This is achieved by maintaining a centralized master copy of the 
discussion tree. All other copies in the system (those of the clients), act only as 
references to this centralized copy under a master-slave relation. Thus, in order to 
modify the master copy (i.e. actually contributing something to the discussion), it is 
necessary to i) select an insertion point from the slave copy of the tree at the client-
side, ii) enter the contribution, and iii) send it to the messaging service to try to 
execute this request. On the server-side, iv) the requests are received and serialized 
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into a unique order of execution (to guarantee the uniqueness of the master copy), and 
then v) applied to update the master copy of the tree in a mutually exclusive manner. 
Finally, vi) the changes resulting from the contributions are notified to the different 
clients of the system, so that they could update their copy of the tree to reflect the 
changes made to the master copy. 

3.2   Implementation of the InClass-RTD System 

The current implementation of InClass-RTD client applications was built using the 
Java language, version 1.5, and using the MySQL DBMS, version 5.0, as data 
storage. InClass-RTD clients provide the functionality described in the previous 
sections: 1) Allow users participating in a discussion, sending their own contributions, 
and receiving contributions performed by others; 2) Provide users with information to 
become aware of the presence and identity of other participants, and of the possibility 
of contributing to a discussion about a particular topic of the lecture; and 3) Allow 
users moving from being aware to actually contribute in a discussion. 

At the server-side, InClass-RTD services are also built using Java version 1.5, 
along with the MySQL database for data storage. Specific modules were provided for 
each service: User authentication, Session management and Instant Messaging as 
specified by design. Specific tables containing the respective information were 
created in the database. 

Communication between the client and middle-tier Java services were provided 
through a proprietary Java Object-based protocol, while the connectivity between the 
middle-tier Java services and the MySQL storage backend was achieved by means of 
the MySQL Connector/J Type IV JDBC driver version 3.1. 

3.3   InClass-RTD’s Graphical User Interface (GUI) 

The GUI of the InClass-RTD client (see Fig. 3) heavily resembles the GUI’s of the 
applications on which it is inspired. InClass-RTD GUI combines the tree-view 
message presentation of threaded discussion applications with the presence, 
conversation and submission panels of IM applications. 

The Tree-view Message presentation (Fig. 3.a) permits the selection of the point in 
the discussion tree where the user wants to contribute. Each contribution (tree node) is 
decorated with iconic representations of the type of contribution (Q, R, C), with a text 
label with thread-related information, and a text label with information of the author 
of the contribution. Sub threads inside particular discussions can be shown or hidden 
by double-clicking on the parent node of the sub thread that we want to show or hide. 

The Presence panel (Fig. 3.b) is located on the left-side of the application. It 
provides information on the presence and identity (nickname) of the participants with 
a combination of iconic and textual information. Nicknames can be changed to denote 
the “mood-of-the-day” or to provide some anonymity during the discussions. 

The Conversation panel (Fig. 3.c) contains the tree-view message presentation, and 
provides vertical and horizontal scroll bar navigation to allow the visualization of 
discussion trees that grow bigger than the available visible space of the panel. 
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Fig. 3. InClass-RTD Graphical User Interface 

The Submission panel (Fig. 3.d) contains the traditional text area where 
contributions are typed, and the buttons to send it. In this case, rather than providing 
the usual single button of IM applications, it provides tree buttons that allow sending 
the contribution as a (Q)uestion, (R)esponse, or (C)omment. 

Additionally, there are an Application bar (Fig. 3.e) and a Menu bar (Fig. 3.f). The 
former provides awareness information on the identity of the current user, while the 
latter provides access to additional functionality such as i) logging or exiting from the 
system, ii) saving the threaded conversation to a file, iii) obtaining further information 
on the other participants (if available or allowed), iv) changing the user’s nickname 
and password, and iv) obtaining help information on the application. 

3.4   Content and Collaboration Public Displays 

An additional key element of the InClass-RTD system is the configuration of the 
classroom (or lab) to support concurrent collaborative lecture presentations and 
discussions. We proposed the conceptual partition of the traditional Content 
Presentation Space (e.g. the whiteboard and/or LCD projector) where the content of 
the lecture is presented, to include a space to present information on the collaboration 
that occurs during the class (i.e. a Collaboration Information Presentation Space). 

In our current setting (see Fig. 4), we achieve this with the introduction of a second 
LCD projector in addition to the one traditionally considered, in such a way that the 
first LCD projector is used as a Content Presentation Public Display, while the second 
LCD projector is used as a Collaboration Information Public Display. 

Information that might be displayed in this latter space includes that on presence 
and identity, artifacts used or available for the work, and tasks performed by the 
participants, among others. 
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Content Presentation
Public Display
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Fig. 4. Current InClass-RTD setting at a teaching laboratory 

The Content Presentation Public Display is then associated to a service (or server) 
that allows any user to control the presentation (or production) of content from any 
computer connected to the service (currently limited to being present in the classroom 
or lab), while the Collaboration Information Public Display is associated to a service 
that allows customized applications to aggregate communication, coordination and 
production information on any of the tasks pertaining to the collaborative activity 
performed in the classroom or lab. 

The novelty of our approach resides in that it makes possible to simultaneously 
follow the traditional lecture presentation, while being aware of, and capable of 
initiating and performing, additional collaborative knowledge construction processes 
(such as discussions on subtopics of the lecture), in a flexible manner. For instance, 
by means of InClass-RTD we provide participants with a potential collaboration space 
(the public display) and with an actual collaboration space (the personal client) where 
they could gather information to be aware, and to decide when to seamlessly move 
from being aware of the possibilities of collaborative discussion, to actually 
participate in a discussion by either starting one, or contributing to an existing one [6], 
following the discussion model presented in section 2. 

4   The System in Use 

Let us illustrate InClass-RTD usage with the description of a typical scenario of the 
Software Engineering class where it is currently deployed. 

4.1   Scenario of Use 

It is 6:50 pm and the Software Engineering class is about to start. The teacher arrives, 
and the students start to get into the classroom. The InClass-RTD system (see Fig. 3) 
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is already up and running, and the students are starting to login, as presented by 
InClass-RTD in the Collaboration Information Public Display (rightmost projector in 
Fig. 4). A submission by one of them is already there as an anchor for the day’s first 
Topic. Once all students are “logged in”, the teacher starts the lecture using the 
Content Presentation Public Display (leftmost projector in Fig. 4). As usual, some of 
the students have changed their nicks to denote their “mood of the day”, as well as to 
acquire a more “comfortable” (quasi-anonymous) status during the discussion. As the 
topics of the lecture are presented, doubts start to arise and questions start to be posed 
through InClass-RTD. Questions start to be responded by students who know an 
answer, and without requiring interrupting the class. Further, the teacher 
opportunistically picks one of the threads of discussion to provide examples and 
counterexamples of what he is currently presenting. At the end, the whole group 
(teacher and students) verbally discusses what has been “annotated” in the InClass-
RTD system, highlighting correct answers, clarifying misconceptions, expanding 
short or simplistic answers, and answering questions that remained unanswered. 
Students “document” these additional answers and comments in InClass-RTD as they 
are discussed. 

4.2   Preliminary Results 

At the time of the writing of this paper, InClass-RTD has been in use for nearly half a 
semester in a 10-student undergraduate Software Engineering class (3 female, 7 male, 
all of them between 21 and 25 years). Participants are advanced users of computers as 
well as of the tools on which InClass-RTD is inspired, such as web-based discussion 
and instant messenger tools. Our data corresponds to InClass-RTD use during 12 
presentation-based sessions (February-April 2006), where readings on traditional and 
agile methods, as well as on CASE tools have been presented and discussed (4 
presented by the teacher and 8 by the students). Table 1 presents a summary of the 
information gathered, and a discussion follows. 

Regarding contributors, from the 10 potential users of the group (the lecturer does 
not contribute to the threaded discussion), an average of 8 persons regularly 
contributed by asking, responding or commenting on the lecture’s topic, or by 
annotating other’s verbal participations. Regarding the duration of the discussions, 
although the class is scheduled for 2 hours, the discussions, from the first contribution 
to the last, averaged 1 hour and 19 minutes. Thus, the longest session, number 7, 
lasted 1 hour and 34 minutes, while session 10, the shortest, lasted only 43 minutes. 

Table 1.  Contributions to the discussion using InClass-RTD per session 

Session 1 2 3 4 5 6 7 8 9 10 11 12 Mean S.D.
Contributors 10 7 7 10 10 8 9 9 7 9 4 10 8.33 1.82
Duration (in 

minutes)
92 90 79 80 61 88 94 73 59 43 78 86 79.91 15.52

Total 
contributions

91 44 69 46 67 73 97 96 46 78 17 78 66.83 24.32

Contributions
per hour 

59 29 52 34 65 49 61 78 46 108 13 54 54.59 24.48
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Concerning participation, there was an average of 66 participations, which makes a 
rough 8 contributions by each student. The most participative session, number 7, 
obtained 97 contributions, while session 11, the least participative, obtained 17 
contributions. 

Additionally, regarding participation per hour, there was an average of 54 
contributions per hour, which would represent nearly 1 contribution per minute in the 
class, if the participations had occurred sequentially. 

Although a more complete analysis of the contributions is required in order to 
interpret the data, we consider that it is worth making some comments on the most 
and least participative sessions. 

Session 10 was the shortest session of all (only 43 minutes). What we found 
intriguing was that this was the only session where the students worked by themselves 
on a designated topic, as the teacher was absent that day. So, they might have 
remained in the classroom, and in the discussion, just enough as to provide evidence 
of their attending the student’s lecture and discussing the topics – the teacher 
considered the log of the discussion as evidence of their participating in the class. 
However, this session is also the one with the most participation per hour (an estimate 
of 108 participations per hour). This may suggests that students are finding value in 
using the tool for discussion in the classroom, either on academic or social topics, 
regardless of the presence of the teacher, but certainly the analysis of the content of 
the discussion is required to confirm this. Also, it is important to review the role of 
the teacher in class discussions. 

Session 11 was the session with the least participation, totaling only 17 
contributions, with only 13 messages per hour. A possible explanation for this may be 
that the topic of the lecture (the presentation of a web-based Project Management 
tool) was not of interest to the members of the class, as they were assigned to roles 
such as architect, analyst, designer, and programmer, among others. Perhaps the most 
interested user in the topic (the project manager), was the one giving the lecture. Once 
again, further analysis on the content of the discussion is required to confirm this. 
Nonetheless, the handling of the topic in the presentation in order to make it 
interesting for the students and elicit discussion is worth reviewing. 
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Fig. 5. Percentages of contributions in all classes by type 
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Finally, Fig. 5 shows the percentages of contributions in all class’ discussions by 
type (questions, responses and comments). From a total of 802 participations in the 12 
sessions, 25% of them (206) were questions, and 42.39% of them (340) were 
responses; an average of almost 1.7 responses for each question. As we can observe, 
about 2/3 of the total contributions were question/answer interactions, with the 
remaining 1/3 being comments on them (31.92% or 256). Considering the model 
proposed to form the discussions (see section 2), this may suggest that questions are 
mostly answered and commented, but once again in order to confirm this, content 
analysis of the contributions is required. 

5   Related Work 

Abowd [1], in the Classroom 2000 project, states that the capture of everyday 
experiences of the occupants of future computing environments, could provide 
support for both teaching and learning activities by creating a multimedia record of 
the activities that occurred on the standard synchronous university lecture. The 
proposed support consists in the automatic capture of the lecture presentation, 
augmented with audio or video recordings and notes from the teacher and the students 
during the class. It also includes the provision of the recorded multimedia information 
for replay through a web-based interface. InClass-RDT shares this vision of capturing 
in-class activity, but rather than documenting the lecture and note-taking processes as 
a whole, it focuses in offering and documenting an additional process, that of the 
discussion of the lecture occurring in a concurrent manner. Further, it could be 
considered that Classroom 2000 considers the whole lecture as a “global” interaction, 
while InClass-RTD not only provides support for the group discussion as a “global” 
interaction, but also it provides support for the “multiple” intra discussion interactions 
that make up the global discussion. 

The ActiveClass project [7, 11] aims at providing support for increased student 
participation in large classes by allowing students to anonymously ask questions, 
answer polls and for giving feedback to the professor using personal mobile wireless 
devices (e.g. PDA’s). Similarly, but focused on the provision of feedback to the 
teacher, is the Classroom Feedback System (CFS) [2]. The feedback is provided by 
selecting predetermined categorized feedback entries (More Explanation, Example, 
and Got It), which are presented at the lecturer’s slides in real-time. Then the lecturer 
can respond or react to the feedback opportunistically. Although ActiveClass and CFS 
provide support for spontaneous participation involving multiple users, they do it by 
means of “discrete” or “single-turn” interactions (or no interaction at all in the case of 
CFS), thus lacking support for real-time, “multiple-turn” interactions as supported by 
InClass-RTD. 

Classroom Presenter (CP) [2] and Ubiquitous Presenter (UP – an extension of CP) 
[12] are systems that support the sharing of digital ink written on electronic slides that 
integrate these slides with student devices (Tablet PC’s. Laptops or Desktops), and 
which provide mechanisms for students submissions (students annotate and send back 
the slides to the instructor). However, although both CP and UP allow for teacher-
student and student-teacher interaction, by means of single-turn, multiple-actor 
interactions, these interactions require to be requested or enabled by the instructor, 
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thus providing the means for Requested interactions, and a form of “Controlled” 
Spontaneous interactions. In contrast, InClass-RTD public discussion model, allows 
for Requested interactions, as well as for “Uncontrolled” Spontaneous interactions. 

Threaded Chat [10], is a system designed to address some problems of current chat 
tools concerning support for task-based and decision-making discussions in the 
workplace. These problems include confusing history logs, lack of social history and 
rupture of turn sequences. As InClass-RTD, it combines features of asynchronous 
threaded discussions and synchronous chat tools to overcome these problems. It uses 
a turn-taking conversation model, a tree structure to represent the threaded discussion, 
selection of the insertion point (tree node) for each contribution (turn), and awareness 
information on the participants in the discussion. However, although Threaded Chat 
could be used to provide support for real-time “multiple turn” interactions, its main 
drawback resides in that it has not been designed to be used for in-class academic 
discussions. For instance, it lacks support for easily identifying specific threads for in-
class verbal discussions; or for changing nicknames for (quasi) anonymous 
participation or to denote the “mood of the day” of participants. Finally, Threaded 
Chat’s amount of awareness information elements on the participants, and the 
mechanisms it uses to provide them (in a table format), are not well suited for in-class 
participation: they require a lot of screen real state and are a source of information 
overload not related to InClass-RTD’s central focus, the lecture topic discussion. 

6   Conclusions and Future Work 

In this work we have discussed InClass-RTD, a tool that allows discussing a lecture 
while it is being presented. The tool is based on a concept of concurrent 
“Spontaneous” contributions to discussions concerning subtopics of the lecture being 
presented. InClass-RTD features are based on a set of requirements, which are based 
in turn on identified features of the types of interactions and contributions that occur 
in the classroom.  

Overall, preliminary results of a three-month trial period are encouraging. They 
suggest that InClass-RTD provides adequate support for discussing the lecture while 
it is being presented. We found that about 80% of the group usually contributed to the 
discussion and that there were in average 8 contributions per students at each class, 
with a contribution rate of about 54 participations per hour.  
Finally, concerning directions of future work, they are directed to three specific areas: 
i) Continue with the development of the tool, mainly by introducing additional in- and 
post-discussion interaction and visualization techniques; ii) Perform in depth analysis 
of the data that it is being generated by InClass-RTD to determine its value as a 
learning tool; and, iii) Try out different pedagogical techniques for active learning and 
knowledge construction in the classroom with the use of InClass-RTD. 
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Abstract. Collaboration in distributed settings has become a reality in 
organizational life, yet we still have much to learn. One important area of study 
is the integration of Collaboration Engineering in distributed, or virtual, teams. 
Collaboration Engineering offers promising guidelines for process structure, but 
its application in distributed arenas is just beginning to be studied. We report on 
the design and development of a new collaboration environment for the 
incorporation of Collaboration Engineering principles, as well as the results of 
an initial study that examined leadership and process structure effects on the 
development of shared understanding. We discuss both technical and 
environmental challenges for research on Collaboration Engineering in 
distributed environments. 

Keywords: Collaboration Engineering, Virtual teams, Shared understanding, 
Process structure, Leadership, thinkLets. 

1    Introduction 

The increasing use of virtual teams and distributed work has provided fertile ground 
for research. A growing body of knowledge has examined such topics as trust, 
communication, participation, coordination, and effectiveness [1], [2]. In addition, 
technological support for distributed teamwork has evolved considerably [3], [4]. 
However, one of the most significant challenges from traditional teams still remains 
an issue in distributed environments, namely the processes that team members can use 
to achieve maximum effectiveness in different tasks. We also need to learn much 
more about which types of support tools and structures can be provided for team 
members so they can select and carry out appropriate processes without having to 
depend on a facilitator. 

Collaboration Engineering methods and techniques have been developed to address 
this important issue, via the capture and design of successful repeatable collaboration 
processes [5]. Collaboration Engineering began in the context of same-time same-
place meetings, addressing design of recurring collaboration processes that team 
members could use to reach their goals. The methods and techniques of Collaboration 
Engineering have not yet been applied in distributed situations to any great extent. 
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Yet it is precisely in virtual teams that such process structure is likely to require even 
more attention. 

The purpose of this paper is to advance the concepts and application of 
Collaboration Engineering in virtual environments via a specific implementation and 
example. The paper describes the design and development of a new environment for 
supporting process use in virtual teams. We also report the results of an initial study 
that was conducted in that environment. The study was designed to examine concepts 
that have proved both important and especially difficult in virtual teams, namely the 
achievement of shared understanding through process use and leadership.  

The paper contributes in several ways. First, conducting research on virtual teams 
is challenging on several fronts, since researchers have to rely on effective 
communication among participants scattered in different places who are dependent on 
technology as the means of achieving shared understanding. Indeed, some have 
argued that attaining shared understanding is a necessary precondition to 
collaborating at all, since people cannot collaborate or agree if they do not understand 
what it is they are collaborating or agreeing on [6]. Achieving shared understanding 
among participants on a team, for instance, will require effective communication and 
coordination [7]. However, establishing communication and coordination among 
voluntary participants is challenging, and we provide an examination of how such 
challenges occur and might be mitigated. Second, we show how the successful 
method of Collaboration Engineering from face-to-face environments translates to 
virtual teams, in order to address important concepts that are particularly difficult in 
distributed work. Finally, the results of the initial study reveal both technical and 
environmental issues and how they might be addressed for more successful design 
and implementation of virtual environments and team processes. 

2    Conceptual Background  

Powell et al. [1] define virtual teams as “groups of geographically, organizationally 
and/or time dispersed workers brought together by information and telecommunication 
technologies to accomplish one or more organizational tasks” (p. 7). While virtual 
teams offer many benefits to organizations, such as flexibility, adaptability, and 
responsiveness, they also face many challenges in coordination and communication 
[1], [8]. Among other issues, virtual teams experience difficulty in establishing 
relational links and shared understanding. To overcome these challenges, we argue that 
virtual teams can rely on leadership and purposeful team processes, supported by 
appropriate technology. 

2.1   Challenges in Virtual Teams  

Virtual teams have a high degree of reliance on information and communication 
technology (ICT) [9]. The lack of face-to-face interaction may increase efforts to 
foster interaction, inclusion and participation [10], as well as to integrate channels for 
sharing social information that could lead to development of strong relational links 
that can take longer to develop in a virtual team [11]. McGrath’s Time-Interaction-
Performance (TIP) theory [10] shows that the development of relational links in 
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groups, or teams, involves performing activities related to member support and group 
well-being functions. As groups interact in one of McGrath’s four modes of inception, 
solution, resolution of conflict, and execution of performance, they can perform one 
or more of three functions: production, member-support, and group well-being. A 
team with no past history, as is typical in much of the virtual team research, that is 
working on a challenging problem surrounded by technological and environmental 
uncertainty will have to engage in all three functions and in all four modes to avoid 
detrimental effects on performance [12]. 

Media synchronicity theory [13] builds on media richness theory [14] to argue that 
“the key to effective use of media is to match media capabilities to the fundamental 
communication processes required to perform the task” (p. 9) [13]. For this reason, it 
is unlikely that a single medium will excel in performing all tasks that teams face. 
Having a set of alternative media that can be switched for different tasks to be 
performed would be more appropriate for teams. Thus, a technology for supporting 
teamwork should offer a set of alternative media that can be utilized by team 
members in performing their tasks.   

Virtual teams go through several development phases, i.e., initiation, exploration, 
collaboration, culmination, and dissolution [15]. Collaboration among members does 
not typically occur at initial contact. Instead, efforts are needed to move virtual teams 
from initial or exploration phases to a collaboration phase, and some teams might 
simply fail to reach the collaboration phase. This developmental view of virtual teams 
creates a challenge for researchers who are interested in collaboration among virtual 
team members because it requires an investment of time and effort in observing 
virtual team activities. A short-lived virtual team, such as is often used in laboratory 
experiments, could lead to misleading conclusions regarding collaboration activities 
in virtual teams.  

2.2   Purposive Processes Through Collaboration Engineering 

Collaboration Engineering is a field that directly addresses the process challenges of 
collaborative work in a systematic way. The cornerstone of Collaboration Engineering 
is the design and development of a set of process objects called thinkLets, which 
taken together can be considered a Collaboration Engineering pattern language [16]. 
A thinkLet is “a named, packaged facilitation technique captured as a pattern that 
collaboration engineers can incorporate into process designs” (p. 1) [16]. Each 
thinkLet addresses a particular pattern of collaboration, that is, a generic activity that 
teams need to undertake in order to accomplish collaborative tasks. The instantiation 
of these patterns in virtual teams enables purposive process structures that can help 
teams execute collaboration processes and achieve predictable interactions among 
team members, and therefore assure better team performance. 

Process structuring in virtual team collaboration often takes shape as temporal 
coordination. It has been argued that temporal coordination is an important success 
factor for virtual team collaboration. Temporal coordination involves the 
synchronization of team members’ informational, decisional, and interpersonal 
behaviors [7]. It may also involve scheduling and the allocation of resources. In 
particular, temporal coordination can address the mechanisms through which a team 
communicates, as well as the sequencing of problem solving activities to perform the 
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team’s task. Temporal coordination has been shown to enhance team performance [7], 
and it is interesting because it offers teams (and their leaders) the freedom to choose 
or sculpt their own communication processes while still prescribing an overall 
problem solving strategy. However, team performance also depends on the way in 
which communication processes are carried out.  

Our research is a natural continuation of this line of investigation. We do not offer 
prescriptions on the level of an overall problem solving process; rather, we offer 
chunks of process support (thinkLets) that specify interaction patterns and leader 
instructions. In other words, we do not offer the ‘what’ but the ‘how’ and let the 
teams (or their leaders) decide for themselves about the ‘what.’  

2.3   Shared Understanding and Leadership 

We have argued that development of shared understanding is essential and, 
furthermore, that coordination and communication are essential for the development 
of shared understanding. Two aspects that we argue could address the issues of 
coordination and communication among team members are team process and 
leadership. By having structured process and leadership, team members should be 
able to develop shared understanding through structured deliberations, discussions, 
information exchange, and guidance by a team leader. The critical role of leadership 
in a team has been recognized by most models of group and team effectiveness [17]. 
However, leadership is both especially difficult and important in virtual teams for 
several reasons. Leaders usually exercise influence face-to-face, and that capacity is 
lost in virtual environments [18]. Since team members are dispersed and disparate, 
leadership is especially important for bringing team members together. Furthermore, 
in the research on virtual teams, observing leadership roles and the use of different 
tools that supports leadership is difficult to do. 

To successfully empower distributed teams to work together, group members must 
be able to establish shared understanding. Shared understanding is a multi-
dimensional construct that refers to task, team well-being, and member support – the 
three dimensions of the TIP theory referred to earlier [10]. In general, shared 
understanding means convergence on a common set of reactions to stimuli. From a 
task perspective, this means that a team will have a common view of what needs to be 
done to achieve their goal. From a team well-being perspective, it means that a team 
will have a common set of norms, expectations, and values. From a member support 
perspective, it means that team members will see how they individually fit within the 
larger collective in terms of their roles, knowledge, skills, and abilities.  

Shared understanding is an evolving state. To reach shared understanding, teams 
must rely on team development and performance management, which is enabled 
through effective leadership [17]. Some empirical work has been done on leadership 
in virtual teams, e.g., both participative and directive leadership styles have been 
shown to be positively related to performance [19]. The phenomenon of emergent 
leaders in virtual teams has also been examined [20], with emergent leaders using 
more task-oriented messages than non-leaders in their virtual teams. Moreover, 
emergent leaders were found not to support the socio-emotional side of group 
development more than other team members. We can speculate that socio-emotional 



42 H. Tarmizi et al. 

development is particularly difficult to do in virtual environments, yet it should be no 
less important. 

Apart from the empirical research, a number of practical and conceptual papers 
argue for the importance of studying leadership within virtual teams. An expert 
review panel recommended specific behaviors and tasks for leaders in different 
phases of virtual projects [21]. Two essential tasks were the need to develop shared 
mental models within the team and the need to define roles. A comprehensive review 
of leadership and facilitation in GSS environments provides a number of future 
research directions, including studying interventions that promote the development of 
the human-machine system that a virtual team represents [18]. This work stresses the 
importance of the interaction of leadership characteristics or behaviors with 
technology and process.   

2.4   Summary of Key Concepts 

We have argued that virtual teams face unique challenges, one of which is achieving 
shared understanding. Effective use of process is one way to achieve shared 
understanding. Leadership in the team is also important and indeed might have a 
synergistic effect with process structure. The use of thinkLets that have been 
developed in Collaboration Engineering provides a unique opportunity to put all these 
concepts together. The next section describes an integrated technology and process 
environment that we designed and implemented in order to support research on these 
concepts. 

3    Technology and Process Environment 

The design of the technology environment followed from the requirements to support 
team process and the overall goals of the research, namely: (1) implement all six 
patterns of collaboration (diverge, clarify, reduce, organize, evaluate, and build 
consensus) [16]; (2) provide easy access for participants from anywhere; (3) be easy 
to use; (4) incur relatively low, or no cost; and (5) provide a valuable experience for 
student participants in particular, who could benefit from learning a new technology 
environment. Since the fourth criterion implied use or adaptation of existing software, 
we began by evaluating existing commercial technologies. Groove™ was chosen 
because it best met all five evaluation criteria and had not been previously used in this 
type of study, thus providing the opportunity to create a new environment with 
adaptability for future work. 

We designed and implemented a workspace in Groove™ (www.groove.net) that 
allowed team members to communicate issues, make decisions, and create their 
deliverables. The Groove environment supports a set of alternative media that can be 
utilized by team members in performing their tasks, in accordance with Media 
Synchronicity theory [13]. Groove can support synchronous communication through 
chat or asynchronous communication through discussion board and instant messages. 

We implemented the following six project objects, i.e., thinkLets, which cover the 
six patterns of collaboration that were referenced earlier (pattern name is in 
parentheses): 
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• LeafHopper: gather ideas on a number of topics simultaneously (Diverge) 
• FocusBuilder: arrive at clearer descriptions of key ideas (Clarify) 
• BroomWagon: select what are the key contributions from a larger set (Reduce) 
• PopcornSort: organize a set of ideas into a set of categories (Organize) 
• StrawPoll (3pt): take a vote on a set of proposals or options (Evaluate) 
• CrowBar: explore reasons for differences of opinion (Build Consensus) 

The thinkLets were chosen to be easy to execute and useful for a broad set of tasks, 
but particularly the task in the initial study. Each thinkLet was implemented as a 
separate tool in Groove, using Groove’s Outliner tool. Participants also had access to 
Chat and Instant Message. We provided three types of thinkLet guidance. First, the 
task materials included a high-level description for the types of activities that could be 
supported by each thinkLet. Second, each thinkLet included a template with sample 
information that illustrated the results of using the tool. Finally, a separate tool in 
Groove was populated with more elaborate instructions for each thinkLet, which 
included guidance selection and a detailed step-by-step script that the team or leader 
had to follow.  

To accelerate the development of relational links, i.e., closeness or intimacy among 
group members, participants were provided an opportunity to introduce themselves in 
a forum called “Meet and Greet.” Through initiating interaction in this forum, team 
members could “break the ice” and get to know their teammates better. This forum 
would help them in performing not only the production function by focusing on the 
given task, but also the two other functions from McGrath’s TIP theory, i.e., member-
support function and group well-being function. A virtual helpdesk was also set up 
and staffed by the research team. Participants could send email to a single address and 
have their questions answered without delay. 

4    Initial Study in the Distributed Virtual Environment 

We conducted an initial case study of Collaboration Engineering in our distributed 
virtual environment to understand the best way to introduce Collaboration 
Engineering into virtual team work and what the barriers might be. Studies of 
Collaboration Engineering in virtual environments are relatively new. We found only 
one study [22] that tried to use collaboration engineering in a distributed setting, 
focused on designing and executing a process that could shorten the steps in a crisis 
situation. Our initial study was designed as a laboratory experiment with two 
treatment conditions related to leadership structure, i.e., assigned leadership and 
shared leadership. In addition, we were interested in how each team would utilize the 
collaboration tools provided to them for accomplishing their task. 

Our initial study involved fourteen five-member virtual teams working on a 
predefined task related to emergency response. Each team consisted of students from 
three different universities acting in pre-defined roles: government official, utility 
infrastructure superintendent, police officer, aid organization representative, and 
information system developer. Students were randomly assigned to teams in two 
different treatment conditions. We expected different leadership styles to lead to 
different approaches in how teams utilize available collaboration tools in performing 
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their task. Those different approaches could also lead to different satisfaction levels 
and shared understanding among team members. Furthermore, as teams have a set of 
alternative media to choose from in performing their task, we expected each team to 
have different preferences in what media they were going to use. The choice of media 
for communication could be significant given the fact that teams were dealing with an 
urgent task that required rapid response. For example, a study about communication 
among clinicians in an emergency department found that synchronous channels of 
communication were used more frequently than asynchronous channels [23]. In our 
study, we expected that teams would utilize synchronous communication media such 
as chatting more than asynchronous media such as emails or a discussion board. To 
measure participants’ perception of shared understanding and satisfaction, a 
questionnaire was administered at the end of the study.1  

4.1   Task 

Teams were asked to come up with specifications that could be used to develop a 
website to assist people working in a disaster relief situation. The fictional scenario of 
the disaster was adapted from research on formation of creative solutions using 
electronic brainstorming [24]. Teams needed to deliver a specification that could be 
used by an information systems developer as guidance in developing this website. To 
introduce realistic constraints and the need for discussion and consensus, the teams 
were limited to a small number of features that could be incorporated into the website. 
Teams had one week to perform the task and turn in their deliverable.  

4.2   Participants and Teams 

Seventy students from three different universities in the U.S. agreed to participate in 
this study for an exchange of extra credit in the course in which the study was 
conducted, and 34 actually completed the study. Each team consisted of five people 
with each one playing a different role that was relevant to emergency relief. 
Collaboration was necessary because each role represented a different constituency or 
agency with different preferences for what should be included in the deliverable. 
Since the deliverable could have only a limited number of items and those items had 
to be prioritized, team members would have to collaborate to find the best way to 
integrate their incongruent goals, while still pleasing their constituencies or agencies. 
Upon joining their team, members were instructed to introduce themselves by posting 
information on the “Meet and Greet” forum. 

As noted earlier, dispersed teams benefit from having a leader, who can help to 
build trust [25], foster role clarity, create clear structure, and enhance communication 
effectiveness [26]. Our study, therefore, tested the effectiveness of two different 
leadership structures. There are many ways to classify leadership, e.g., in terms of 
styles such as transformational vs. transactional [27] or technical, charismatic, caring-
personal, and peer oriented [28]. In this study, we focused on what we call leadership 
structures rather than style, and examined the two structures of assigned versus shared 
leadership. In a virtual environment, observation of assigned vs. shared leadership 
                                                           
1  Detailed descriptions of the thinkLets and the post-session questionnaire are available by 

request from the first author. 
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should be easier than observing style characteristics. But an even more important 
reason for this choice was that we believe it represents a base-line starting point. For 
this study the participant playing the role of government official was chosen as the 
leader of the team in the assigned leadership condition. To eliminate potential 
confounding from gender differences, the government official role in each team was 
played by a male participant.  

4.3   Technology and Tools 

The Groove technology that was chosen as the platform for this study is a peer-to-
peer (P2P) based system that has several advantages compared to a client-server 
system. While a client-server system would store data in a central location, in a peer-
to-peer system every peer or node acts as both client and server and provides part of 
the overall information available from the system [29]. A synchronization process 
becomes an important part of P2P technology to keep information for every team 
member up-to-date. We encountered two main problems related to the 
synchronization process: (1) the Groove Instant Message function was not 
synchronized correctly during this process, so that several members of the research 
team could not receive messages for certain periods of time; and (2) the 
synchronization process took a long time to finish.  

Once the platform was chosen, collaboration tools or process objects were 
integrated into Groove, since no such tools exist in this technology. Although process 
objects have proved to be helpful in guiding face-to-face teams [30], their deployment 
in virtual environments was still rare. The newness of process objects to most of the 
participants could create confusion about the tools that in turn could cause them to 
skip the use of the tools. For these reasons, we provided teams with only a limited 
number of process objects. Six process objects, each supporting one pattern of 
collaboration, were integrated into Groove. The patterns of collaboration are: (1) 
Diverge - Move from having fewer concepts to having more concepts; (2) Clarify - 
Move from less to more shared meaning for the concept(s) under consideration; (3) 
Reduce - Move from having many concepts to a focus on fewer concepts deemed 
worthy of further attention; (4) Organize - Move from less to more understanding of 
the relationships among concepts; (5) Evaluate - Move from less to more 
understanding of the utility or priority of concepts toward goal attainment; (6) Build 
consensus - Move from having more disagreement to having less disagreement on 
courses of action [31]. Each of the patterns was represented by a process object with a 
unique name. To educate participants in how to use the process objects, a brief 
description of each of the process objects was provided. The descriptions included the 
purpose of the specific object in the form of “if … then …” sentences. A brief 
example of how to use each object was also provided. 

4.4   Data Collected 

Shared understanding and satisfaction were recorded using a post-session 
questionnaire that asked participants about their demographic information, perceived 
shared understanding, perceived satisfaction, performance of their teammates, and 
feedback on how to improve this study. Additionally, a transcript of each team’s 
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communication via Chat on the Groove workspace was also recorded, for later use in 
analyzing how the leadership role was performed in each of the teams. Workspaces of 
each team were saved for analyzing how the team utilized the process objects 
provided. Message exchanges between team members and researchers were also 
recorded to analyze concerns raised by participants throughout the study. Team 
deliverables were saved for analyzing team performance in carrying out the task. 
Table 1 shows team descriptions by condition. 

Table 1. Team descriptions by leadership condition 

 Assigned Leadership Shared Leadership 

# teams with deliverables 5 3 

# teams using chat to communicate 3 1 

# teams utilizing process objects 4 2 

# teams utilizing meet and greet 6 7 

Even though six of the teams tried to utilize process objects as collaboration tools, 
we could argue whether they used the tools correctly or not. Only one process object 
was used by every team that used process objects, and that was LeafHopper, which 
supports the diverge collaboration pattern. Further investigation is still needed to 
determine the specific value of process objects for virtual teams. At this stage of the 
research, it is also unclear whether the leader role in each team was played correctly 
by either the appointed leader or the team members in the case of shared leadership. 
The fact that the majority of registered participants did not join their team at all raised 
questions about the challenges of performing distributed virtual team research. 
Therefore, next we discuss and identify some of the barriers in performing this type of 
research based on participants’ feedback and the research team’s own self-reflections 
during administration of the study.  

5    Challenges in Distributed Collaboration Research 

Based on qualitative and quantitative analysis of collected data and exchanged 
messages between researchers and participants, we saw several reasons why available 
tools were not used and why the participation rate in this study was below 50%.  We 
categorize those reasons into technical and environmental challenges. Technical 
issues relate to a technological problem or problem in using the technology, while 
environmental issues relate to participants’ situation at the time of the study. 

5.1   Participant Concerns 

Qualitative analysis of participant comments and messages revealed some causes of 
low participation. An analysis of exchanged messages shows that those messages can 
be categorized into three categories: (1) task; (2) team; and (3) technical. The task 
issues refer to participants’ messages discussing the task, including but not limited to 
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deadlines and meeting appointments, while the technical issues refer to messages 
about problems in using the technology, e.g., inability to see other team members. 
The team issues refer to messages complaining about team work or other team 
members, e.g., no other member joined the team. Table 2 shows a content analysis of 
exchanged messages. 

Table 2. Categorization of messages based on their content 

Issue addressed Message received Percent of total 

Task 19 40.4% 

Team 15 31.9% 

Technical 13 27.6% 

  
A high percentage of task-related messages is a good sign, since it can indicate that 

teams were working on the task as required. However, a high percentage of team-
related and technical-related issues could indicate that teams might have had problems 
in performing their task. A detailed look at these messages revealed that most of the 
time team members were concerned with their teammates not joining the team. In 
such situations, members would ask for guidance from the researchers in how to 
proceed with incomplete teams. Although a complete team would be an ideal 
condition for the researchers, team members also needed to know how to proceed in 
such case. We observed that not knowing how to proceed frustrated members who 
had already joined the team. This frustration could be one of the reasons why 
participants only showed a mediocre satisfaction level at the end of the study. Table 3 
shows the means by treatment condition of satisfaction with the process and 
satisfaction with the outcome, where a score of 1 means less satisfied and a score of 7 
means more satisfied. Participants seem to prefer clear instructions on how to 
proceed, which is associated with the assigned leadership condition. 

Table 3. Means of post-session satisfaction scales by leadership condition 

Construct Assigned leadership Shared leadership 

Satisfaction with Process 3.08 2.60 

Satisfaction with Outcome 3.43 2.40 

5.2   Technical Barriers 

The teams in our study had a high degree of reliance on technology, since members 
were geographically dispersed. Technical issues were identified by a number of 
participants as a source of problems in collaboration, arising from a technology 
malfunction or from participants’ inability to use or navigate the technology itself. 
The main problem was the difficulty that participants experienced in setting up the 
workspace itself. Even after being provided with instructions on how to join and 
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having email exchanges with the help desk, several participants simply were not able 
to download and join their workspaces. 

It is difficult to get the exact numbers of people who chose not to participate due to 
technical issues, since only those who contacted the researchers and complained about 
their problems could be identified as having a technical problem. Furthermore, it was 
also difficult to verify the complaints of those who did contact the researchers. 
However, we did provide them with a hotline where they could report a problem and 
ask for advice from the research team. We set up a virtual helpdesk that was staffed 
between 7:00 am – 11:00 pm throughout the study period to respond immediately to 
participants’ concerns. All concerns or questions were recorded into a helpdesk log 
that could be used as sources for answering similar questions from other participants. 
This concept of a virtual helpdesk proved to be useful in conducting this type of 
research.  

5.3   Environmental Barriers 

Working in distributed environments has become a challenge, especially for those 
who have not had experience working in such settings. Some participants would have 
preferred a face-to-face meeting instead, supporting Sarker and Sahay’s [15] assertion 
that initial contact in a virtual team will not automatically result in collaboration. 
Some of the teams simply failed to reach the collaboration phase. The probability to 
fail for a virtual team seems to be higher if the leadership role is not filled. Especially 
in the case of assigned leadership, a team leader should guide team members in 
developing processes leading to expected outcomes. A team leader should act as a 
collaboration engineer who designs processes for the team and chooses appropriate 
thinkLets to be used. In the case of shared leadership, each member should take 
responsibility to move their team forward with collaboration. Some team members 
should take the lead in designing collaboration process for their team and they should 
make themselves familiar with available thinkLets. Distributed environments, 
however, have increased the challenges for doing so. The challenge of jump starting a 
distributed collaboration should be taken into consideration when designing tools for 
virtual teams. Although it has been shown that a designed process can be executed 
successfully in a distributed setting [22], our study indicated that designing the 
process itself is a challenge for a virtual team.  

Our approach of not providing training to participants about designing 
collaboration and utilizing collaborative tools sheds light on the level of awareness 
among participants about collaboration and process objects. The three types of 
thinkLet guidance provided to participants were insufficient in helping them 
understand the purpose and the usefulness of the tools. The following message 
reflected a participant’s confusion on how to use existing tools: 

“How do we actually use the tools such as Leaf Hopper?  Do we need to start a 
new workspace or do we use the Project Relief Team 6 workspace?  I don't 
understand how to open a new tool, or if I need to use the example shown in the 
Project Relief Team 6.” 

Clearly, there is need for some level of training in introducing collaboration and 
process objects to virtual teams. One aspect of Collaboration Engineering principles is 
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that thinkLets should be easy to use by anyone, without the intervention of a 
professional facilitator. Although this may be true for the process that is described 
within the thinkLet, there still is a challenge in seamlessly presenting the process 
objects through technology. 

Another barrier that can easily be overlooked by researchers is the timing of 
conducting a virtual team study. Several participants commented on the difficulty of 
completing the virtual project at the end of the semester when other workload was 
heavy. The difficulty with the timing also led to several participants dropping out, 
even though they expressed interest in the project itself. Timing plays a significant 
role in the participation rate of distributed virtual collaboration teams. Although the 
research team had estimated that on average participants would only need to spend 
three to four hours on the project, participants still perceived the project as taking too 
much of their precious time. This non-participation issue can be explained by the 
rational choice model [32], which states that an economically rational actor tries to 
maximize benefits from any activity, while minimizing costs. Therefore, if 
participants perceived that the cost for participating in this project was higher than the 
perceived benefits, then they would be more likely to drop out of the project. To 
overcome this problem, researchers need to think about how to increase the perceived 
benefits of this type of project, while at the same time try to lower the perceived costs 
of involvement. The following table shows several ways to increase perceived 
benefits and to lower perceived costs of participations in distributed virtual team 
collaboration. These guidelines are stated in the context of a research project in a 
student setting, but they translate reasonably well to field settings. 

Table 4. Ways to increase perceived benefits and lower perceived costs 

Increasing perceived benefits Lowering perceived costs 
Make the project a required part of the course so 
that it is integrated with the regular activities of 
the course. 

Time the project in balance with other activities 
occurring in the course. Manage expectations. 

Emphasize potential achievement for 
participants. 

Provide time for participants to learn about the 
technology but also about the interplay of the 
technology with the process. 

Offer a reward for excellent work, within the 
guidelines and requirements of Institutional 
Review Boards. 

Provide clear task instructions but also clear 
process instructions, in terms of how to proceed 
under different circumstances, e.g., lack of 
participation by some members.  

 

Another problem was that team members joined their team in the last stage of  
the study. Since there was no penalty or cost for coming late to the teams, some of the 
participants maximized their benefits by participating only in the late stage of the 
project. This situation created a problem for researchers to make sense of shared 
understanding data collected at the end of the study, since there was no meaningful 
development of shared understanding in such teams. To address this issue, a strict rule 
is needed such as awarding credit only to those who fully participate from the 
beginning to the end of the project. Additionally, asking teams for temporary 
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deliverables in the middle of the project would help in boosting team works and 
preventing last minutes only participations.  

6    Conclusion 

We have presented a discussion of the technical and environmental challenges of 
conducting research on Collaboration Engineering in distributed teams. Prior research 
on Collaboration Engineering has been done mostly using GroupSystems technology 
[33], [34], [35]. Our study is new in that we used Groove as a platform for 
collaboration. We have shown that process objects or thinkLets can be implemented 
in this technology, which suggests its adaptability and usefulness for collaboration. 
While research in distributed virtual collaboration is important, our initial study 
indicated that it is also challenging. High commitment from participants is required 
and unpredictable technological problems can lead to non-participation. We saw a 
high degree of probability that a team will not reach the collaboration phase at all and 
there can be a dependency on the team leader or members’ initiative to design the 
collaboration process. Furthermore, the newness of collaboration tools or process 
objects can hamper participants from using those tools correctly. As our study 
indicated, some level of training for team leaders and/or members might be needed to 
make them familiar with collaboration tools in terms of process objects. At the same 
time, appropriate translation of process objects for their use in virtual environments is 
still needed in order to ensure that each process object is applied correctly and brings 
the intended results. Our effort to provide guidance for thinkLet use failed to increase 
awareness among most of the participants regarding the usefulness of thinkLets. 
Therefore, future studies should help in addressing the issue of effective guidance in 
virtual environments. 

The limitations of the current study include a small numbers of participants and the 
short period of the study. However, we expect through this initial study to be able to 
record and disseminate best practices in how to conduct this type of study. Based on 
the current study, we offer the following recommendations for future research in 
Collaboration Engineering for distributed teams: 

1. Provide some level of training for designing collaboration processes and using 
process objects for participants in virtual environment. 

2. Provide enough time for the team to move from initial contact to collaboration, 
since teams need to go through several development phases. 

3. Ask for interim deliverables in order to study how shared understanding is 
emerging. 

4. Find the best way to integrate collaboration technology with process objects, in 
order to lower the perceived barriers among team members to use those tools. 

5. Know the technology platform and its potential problems, so that technical 
assistance can be provided to participants immediately. 

6. Provide warm-up time for participants to learn more about the technology used, 
existing tools, and their teammates, before starting with data collection. 

7. Schedule the project with an eye to balancing other commitments, while managing 
expectations for engagement with the virtual experience. 
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8. Set a strategy to increase perceived benefits of involvement in the project among 
participants, while at the same time lowering perceived costs of involvement. 

9. Be clear on rewards for participation in the study. 
 
Several of the recommendations reinforce what we know from the domain of 
traditional teams and projects. The key issue in this study has been the question of 
how well the principles and practices of Collaboration Engineering translate to 
distributed environments, including the ease with which we can develop and 
implement a flexible infrastructure for the use of a broad range of process objects. 
This study shows that it is possible to use a peer-to-peer application as the foundation 
for creating a collaboration environment that can then be used in different ways by 
different teams. However, the study has also reinforced that distributed teams need 
more work than we expected in order to get up to speed with being able to use and 
adapt processes for themselves. This initial test of Collaboration Engineering, in this 
one specific environment, shows that there is interesting work yet to be done on the 
best ways to integrate collaboration tools with processes and leadership, in order to 
help virtual teams perform rapidly and effectively across a wide variety of tasks. 
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Abstract. DIAS is an Asynchronous Discussion Forum Software, mainly 
developed in order to offer extended monitoring and interaction analysis 
support, by providing a wide range of indicators jointly used in various 
situations, to all discussion forae users (individual user/students, groups, 
moderators/teachers or even researchers/observers), appropriate for their 
various roles in different activities. In this paper we describe some of the 
integrated Interaction Analysis (IA) features and we provide information 
concerning case studies, some of which are in progress.  

Keywords: Interaction Analysis, Asynchronous discussions, CSCL, CSCW. 

1   Introduction 

Computer Mediated Communication (CMC) tools and in particular asynchronous 
discussion forae are widely used in formal or informal educational contexts, applying 
principles of constructivism, emphasizing in social interaction during learning 
activities [3],[7]. The latest quinquennium research is focusing towards finding 
methods for the evolvement and support of critical thinking through interactions, 
taking place within asynchronous discussions, in order to achieve high quality 
learning [13]. Such a goal requires tools, frameworks and methods for the facilitation 
of monitoring, and/or self-reflection and therefore selfregulation that could be 
supported by the automated analysis of the complex interactions that occur. Computer 
based Interaction Analysis (IA) is an emerging field of research within the academic 
community, focusing in analyzing interactions among users, borrowing elements from 
the CSCW, CSCL and Artificial Intelligence research fields. 

2   Interaction Analysis 

Computer based IA provides mainly information directly to technology based 
activities’ participants, in order to self assess their activity [5]. The IA results are 
presented to the participants in an appropriate format (graphical, numerical, literal), 
interpretable by them. The corresponding information provide an insight of their own 
current or previous activity allowing them to reflect on a cognitive or metacognitive 
level, and thus act in order to self-regulate their activities. Computer based IA 
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provides also information to the activity observers, in order to analyse the complex 
cognitive and social phenomena that may occur. 

This approach can produce flexible IA tools, which in an educational context, 
support directly the learning activities’ participants (e.g. students, teachers, 
moderators) or even the observers (e.g. teachers, administrators, researchers) of these 
activities. The need for such tools derives from the complexity of interactions 
occurring within computer based learning environments (as described in many CSCL 
approaches). It would be legitimate to say that the IA research field has partially 
emerged from the application of methods, frameworks and techniques developed 
originally within the CSCW field and especially awareness (workspace awareness in 
particular) information provision, in combination with corresponding elements from 
the AIED (Artificial Intelligence in Education) field. 
Regardless of the origin, the IA research field aims at providing methods and tools 
that support the participants of learning activities in three major levels: awareness, 
metacognition and evaluation level [8]. The expected outcome is the optimization of 
the activity through: a) better activity design, regulation, coordination and evaluation 
by the forum moderator, and b) refined participation and learning outcome for the 
students through reflection, self-assessment and self-regulation. 

The IA process consists in recording, filtering and processing data regarding 
system usage and user activity variables, in order to produce the analysis indicators. 
These indicators may concern: a) the mode or the process or the ‘quality’ of the 
considered ‘cognitive system’ learning activity; b) the features or the quality of the 
interaction product; or c) the mode, the process or the quality of the collaboration, 
when acting in the frame of a social context forming via the technology based 
learning environment [5]. 

Our main concern in this paper is IA tools concerning asynchronous discussions.  

3   Related Work 

While examining Forum and Forum type software, we find that commercial or open 
source products, such as WebCT, WebWiz and PhpBB provide minimum analysis 
information. Most of them present simple usage indicators, such as activity 
information (number of messages posted and read), a few statistical indicators (most 
and least busy day, etc), online users, number of messages per day, number of unread 
messages, etc. We consider this minimal information, which supports forum usage 
only as a subsidiary tool of a Learning System [2].  

Several new and promising approaches that implement graphical representations of 
asynchronous discussions’ features and parameters can be found while reviewing 
recent literature. For example, the i-Bee system is a software that visualizes 
relationships between users and keywords in online messages, in real time. It also 
provides snapshots of past discussions and animations. Keywords appear as flowers 
and users as bees. The distance between flowers and bees, their status (e.g. 
flying/sleeping bee, blossomed/closed flower) and their orientation depend on 
discussion parameters, such as keyword usage frequency and recent user activity [10]. 

Another example of the use of powerful visualisations via metaphors is the i-Tree 
system that visualises the discussion status on mobile phones using a tree 
representation. The tree corresponds to a single user, whose activities designate the 
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tree’s appearance. Thereby the tree’s log and branches are relevant to the number of 
messages, the leaves’ range and colour are relevant to message reading, the fruits are 
relevant to the answers the user has received and the appearance of the sky is 
designated by the whole discussion status [11]. 

Mailgroup is a Forum Type tool with integrated analysis tools emerging from the 
Social Network Analysis field. It implements an alternative method of representing 
the message sequence in an asynchronous discussion, taking into account both 
chronological and logical constituents [12]. 

Other approaches also exist, integrating Fuzzy Logic techniques in order to assess 
and evaluate the collaboration level in a discussion based on several parameters 
(Degree system) [1] or providing a variety of visualised statistical information (add-
on for the AulaNet platform) in order to help the teacher coordinate discussions and 
obviate undesirable situations or progress of the discussion activity [6]. 

The aforementioned approaches constitute a representative specimen of 
asynchronous discussion software, used for learning purposes. All of them provide 
tools and functionalities for supporting and facilitating user activity in various levels. 
Nevertheless a closer examination leads us to the conclusion that they can only be 
used under specific usage settings. Some disadvantages are described in Table 1. 

Table 1.  Discussion Forum software characteristics 

Software Functionalities Disadvantages 
WebCT, phpBB, 
WebWiz

Simple statistical awareness 
information

No real IA indicators 

i-Bee Visualized representation of user 
– keyword relation 

No empirical research about learning 
utilization of this feature 

i-Tree Visualized representation of user 
activity on mobile phones 

Considers few activity characteristics. 
Seems to encourage message reading only 

MailGroup SNA indicators Indicators are addressed only to the 
moderator. Adequate number of messages 
is required to produce meaningful results 

Degree Various collaboration quality 
indicators & advising mechanisms 

Closed system, not easy to customize, 
with non-transparent indicator calculation. 

AulaNet add-on Visualized statistical information 
drawn from log files 

Various diagrams, addressed only to the 
moderator  

4   The DIAS System 

The DIAS system (Discussion Interaction Analysis System) has been developed by 
the LTEE laboratory of the University of the Aegean. It is a fully functional 
discussion forum platform, with an underlying database management system for data 
recording and several implemented functionalities in order to facilitate user 
participation as well as the moderators’ alternative discussion strategy planning. 
Additionally about sixty five (65) visualized indicators (including all possible 
variations) are produced, varying from simple statistical awareness information to 
complex cognitive and metacognitive indicators. Different sets are addressed to the 
teacher or moderator and the students - users, along with the corresponding 
interpretation schema for various discussion strategies or usage scenarios.  
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Our main goal is to offer direct assistance to users, supporting them in the level of 
awareness of their actions, as well as their collaborators, in order to activate their 
metacognitive processes, thus allowing them to self-regulate their activities. In 
parallel, we aim in supporting the discussion moderators (eg teachers) in order to 
‘identify’ problematic situations and difficulties that require regulative interventions. 
The design of the system is based on three core design principles [2]: 

1. Take into account the totality of the users involved in a ‘learning activity’, as 
well as the cognitive systems they may form, students as individuals (in 
various roles), as members of one or more groups or even communities, 
teachers in different roles according the category of learning activity, etc. 

2. Provide a rich range of IA indicators for the various user profiles and points 
of view of the activity process, its quality, as well as its product. 

3. Create an independent, flexible, customizable and interoperable system. 
Forae are tools that can be used in a variety of contexts and activity 
categories. Furthermore forum participants take various roles and have 
different needs according to their discussion subjects, the available time etc. 
Thus, customization and flexibility are crucial characteristics.  

This lead us to the selection of open source web based technology, making it easy 
to share with the academic community. More information about the system’s 
architecture and functionality can be reviewed in [2]. 

5   DIAS Interaction Analysis Indicators 

By combining some of the indicators produced by the DIAS system and applying the 
appropriate interpretation schema (guidelines for interpreting and combining 
information), interesting conclusions can be drawn. Let’s examine a set of indicators 
addressed to the teacher, which may help him/her evaluate the quality of a student’s 
participation (from now called User X). These indicators are: Classification Indicator, 
SNA Answers, SNA Reads, User - Tree Structure and several statistical Bar Charts. 

User Classification Indicator (Fig 1a): It is a XY scattered chart with the X-Axis 
representing the amount of contribution (messages written as a percentage of the total 
number of messages) and the Y-Axis representing the amount of Interaction 
(messages read as a percentage of the available number of messages) by a user. Both 
Axes are scaled from Low to High. By inspecting this indicator, the moderator may 
see how active (writing and reading messages) User X is, in comparison with the 
other users and the mean values of activity (represented by the two Axes’ position).  
The first conclusion is whether User X has extreme or balanced behaviour (Arrogant: 
writes many messages but doesn’t read other users’ messages. Passive: reads many 
messages, but doesn’t write enough). The second conclusion is whether User X’s 
performance is far ahead from the mean values in any of the two activity constituents. 

SNA Answers Indicator (Fig 1c): The system can produce social matrices 
according to Ucinet DL format and Agna matrix format for further processing. For N 
users, the Answers social matrix is a NxN matrix. The number placed in the cell 
designated by line A and column B is equal to the number of messages written by 
user A as answers to messages of user B. By quickly inspecting the SNA diagram 
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deriving from the social matrix, the moderator can see whether User X is isolated or 
holds a central position within the discussion. Furthermore, if User X seems active in 
message writing (conclusion drawn from the Classification Indicator), this diagram 
can show if he/she is exchanging information with other users or not, by posting 
answers to them. Additionally the number of other users who have posted answers to 
User X can be detected, revealing interesting information. For example a very active 
user (Classification Indicator) may be isolated in this diagram, thus not contributing to 
the quality of the discussion and the overall collaboration (no one is posting answers 
to him/her). This could indicate low argumentative value of this user’s messages, off 
topic writing, arrogant behaviour or lack of knowledge regarding the topic. In any of 
these cases, the moderator may diagnose a problematic situation and act accordingly. 

 

Fig. 1. Interaction Analysis Indicators by the DIAS system 

SNA Reads Indicator (Fig 1d): This diagram is similar to the previous. In this 
social matrix, the numeric value in a cell designates the number of messages written 
by user B, that user A has read. This diagram indicates the amount of other students 
whose messages User X reads and consequently his/her involvement in the 
collaborative discussion activity. While the Classification Indicator shows the amount 
of messages read, this diagram additionally shows the dissemination of these 
messages to the according amount of authors. In combination with the Answers SNA 
diagrams, the moderator can see whether User X is participating in a closed user 
group, interacting heavily inter se and lightly with the rest of the users. This may 
designate undesired behaviour regarding the collaborative activity. 

Furthermore, this diagram reveals the amount of users who have read messages 
posted by User X. If he/she holds a relatively central position within this diagram but 

a. 

b. 

c. 

d. 
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appears to be isolated or obscure in the Answers SNA diagram, then he/she writes 
messages which are read by many other users, but not answered to. Consequently 
User X could be a discussion coordinator or possibly face a participation problem that 
needs further attention by the discussion moderator. 

User – Tree Structure Indicator (Fig 1b): This is a visualised representation of the 
discussion evolution in a threaded tree-like format. Messages appear as black dots, 
where the ones posted by User X are marked red. Line segments connecting two dots 
designate responsive relation (the message on the right is an answer to the one on the 
left). By quickly inspecting this diagram the moderator can see whether User X is 
active mostly in earlier or later phases of the discussion activity. In combination with 
the previous indicators, interesting conclusions may arise. For example an active user 
(Classification Indicator) who writes many but receives few answers (SNA Answers) 
and appears to write messages in later phases of the discussion may possibly have low 
performance in the activity. This could be the case of a user who simply agrees or 
disagrees with other users’ arguments but doesn’t contribute with new information 
and ideas, which may be confirmed by further inspecting his/her messages. 

Bar Chart Indicators: Besides the aforementioned indicators, many simple 
awareness, statistical ones regarding User X can be produced in a Bar Chart format. 
These indicate for example the number of various types of messages (questions, 
answers, arguments, etc) per day. By further examining such information, the teacher 
may acquire a more concrete reflection of the quality of User X’s activity. 

This indicator set constitutes an example of indicator information utilization. Many 
combinations may be formed with various indicators, forming various interpretative 
schemas. Furthermore the information that can be extracted from a single indicator 
may have different meaning for different kind of user roles or interpretative schemas. 

6   Case Studies 

Our main goal is to assess the indicator’s usage, while using asynchronous 
discussions within learning activities. In particular our aim is to: 

• Assess the correctness and clarity of the produced indicators and the 
proposed interpretative schemas (or even construct new schemas). 

• Detect the effect of the indicators in the users’ self-regulation processes. 
• Evaluate the indicators’ contribution to the facilitation of the moderator’s, 

coordinator’s and observer’s work. We intend to provide ways of evaluation, 
coordination and assessment, bypassing the need of thoroughly reading all 
the messages or using time-consuming methods, such as content analysis. 

• Assess the potentiality of a qualitative evaluation of discussion without 
applying content analysis methods. 

• Designate the appropriate set of indicators for each role and phase of a 
discussion learning activity, defining interpretative schemas. 

Several case studies have been designed for that matter, one of which is complete. 

Completed Case Study: In the first case study, forty (40) postgraduate students 
were involved in a non-restrained discussion activity, for six (6) weeks. Their first 
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contact with the system occurred via a three hour seminar. The discussion topics were 
relevant to the course syllabus and the assignments they had to prepare for the end of 
the semester. A total of 553 messages were posted, while trying to exchange ideas, 
information and arguments. Our intension was to study the effect of the indicators in 
the students’ activity behaviour. The results revealed that the indicators increased the 
student’s motivation for involvement in the activity (70% increase of messages). They 
showed increased interest in observing the indicators, especially the ones providing 
comparative information with the rest of the students (for example the Classification 
Indicator). They were curious to examine the impression and reception of their 
messages by other students through indicators containing information about reading 
of messages and posting of answers. Some additional results could be extracted, such 
as the fact that the students’ criterion for the acceptance of their messages by others 
was initially the number of answers they received and gradually altered to the number 
of users reading their messages. Significant part of this alteration was due to the 
information presented in some of the more complex indicators. 

In progress Case Studies: Three ongoing case studies involve students 
(postgraduate and undergraduate) divided into two equivalent groups. Only the first 
group may examine the indicators. They participate in restrained discussion activities 
for seven (7) weeks, where the teachers have more active roles in coordinating the 
discussion evolution, according to certain usage scenarios (different in each case 
study). Our intension is to compare the behaviour of the two groups. Additionally we 
want to examine the facilitation provided by the system to the teacher, as he may 
examine the indicators only regarding the first group of students. 

In all the case studies, data are recorded, while semi-structured interviews with all 
DIAS’ users take place after the conclusion of the activities.  

7   Conclusions – Future Work 

During the first testing of the DIAS system in real settings we wanted to examine how 
the IA indicators influence the discussion activity evolvement, focusing on students’ 
(users) behaviour. The main conclusion is that the indicators act as an additional 
motive for user’s activity. Thus this discussion platform can be considered as an 
additional tool in any distance learning setting, providing means for increased 
interaction between the students. This effect of the visualized representation of 
interaction information seems to comply with the results presented by other 
researchers [2],[9],[10],[11]. Of course it relies upon the teacher to manage this tool to 
his/her benefit, by proper interpretation of the presented information, as well as by 
providing an appropriate set of indicators to forum participants so as to selfregulate 
their own activity. In the first case study attempts were made by some students to 
‘manipulate'’ the system and improve their position in the produced diagrams, without 
significantly contributing to the discussion activity. In one case a student wrote more 
than 1/3 of her messages the last two days of the activity, in order to appear as one of 
the most active users. Such behaviour can be revealed to the moderator by combining 
indicator information, as described in the aforementioned example. Thus the 
moderator can designate such possible abnormalities easily, without thorough 
examination of the messages’ content. Currently we have constructed several similar 
interpretative schemas combining indicators, but each moderator may design 
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activities where he/she decides which sets of indicators are appropriate for the 
specific activity and the participating users.  

Our future plans include completion of the case studies in progress and evaluation 
of the results. More case studies are under consideration for the near future, mostly 
addressing questions regarding the moderator’s facilitation. Furthermore, we explore 
the needs of moderators, in asynchronous discussion forae other than for learning 
purposes (e.g. in the CSCW spectrum: such as open-audience discussions forae within 
corporative networks, scientific networks, etc). A complementary, overall goal is to 
associate activities and identifiable user action patterns, easily inspected through the 
visualized IA indicators. 
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Abstract. We propose an analytic method to evaluate synchronous
shared workspaces design. The method uses human-performance mod-
els, developed in the Human-Computer Interaction field, to make time
predictions about collaborative actions performed in selected critical sce-
narios. We apply this method to two case studies: the design of a col-
laborative game and the redesign of a collaborative tool for software en-
gineering requirements negotiation. The benefits and limitations of the
method are discussed, as well as some implications for design.

1 Introduction

The design and evaluation of groupware usability is a challenging endeavor for
practitioners and researchers because existing methods have considerable trade-
offs and impose significant constraints:

– On the one hand, the required evaluation resources (time, users, experts, ap-
paratus) may be hard to find or simply unavailable, a condition that worsens
due to the iterative nature of formative usability evaluation. This applies es-
pecially, but not exclusively, to controlled laboratory experiments [1];

– On the other hand, several evaluation methods are either descriptive or pre-
scriptive and therefore provide little support for comparing design options
and predicting usability results. This applies to methods such as Groupware
Task Analysis [2], Collaboration Usability Analysis [3], Groupware Walk-
through [4], and Groupware Heuristic Evaluation [5].

We argue that groupware designers should complement existing practice and
knowledge with the ability to make quick measurements and calculations about
key characteristics of computer-mediated collaboration. Our motivation is based
on the century-old need to measure before improving as well as on the evidence
that fast evaluation enables several design iterations. We introduce a method
that can be applied without users or functional prototypes to quantitatively
predict and compare the usability of synchronous shared workspaces (here re-
ferred to as shared workspaces).

Shared workspaces present an interesting challenge to usability evaluation
because collaboration among group members features strong interdependencies
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wherein individual actions affect the choices and outcomes of the other users.
Furthermore, the impact of small, low-level, design decisions requiring percep-
tual or motor activity is much higher than in other contexts, where the emphasis
may be on more cognitive tasks, such as decision making. These characteristics
of shared workspaces are usually not captured by existing methods and tend to
be overlooked. Instead, these methods focus on generic, high-level, communica-
tion and coordination mechanisms that the groupware should provide to sup-
port collaboration (e.g. the mechanics of collaboration [3]). We approach these
two aspects of shared workspaces—action interdependencies and attention to
detail—by focusing on the analysis of critical scenarios and by applying existing
human-performance models from the Human-Computer Interaction (HCI) field:

– The analysis of critical scenarios raises the designer’s consciousness about
collaborative actions that have a potentially important effect on individual
and group performance;

– The human-performance models address the fine-grained details of the inter-
action with the shared workspace and provide performance estimates without
the participation of users or the development of prototypes.

Human-performance models, such as the Keystroke-Level Model (KLM) [6],
are based on a cognitive architecture that approximates single-user interaction at
a low level of detail (e.g. perceptual, motor, and cognitive processors). We discuss
the contextualization of this cognitive architecture to the specific characteristics
of groupware in Sect. 3, and introduce some basic concepts necessary to model
awareness and control of information about the users’ collaborative actions.

Section 4 describes the proposed method for evaluating group performance of
users working together in a shared workspace. Two case studies are presented
in Sect. 5 involving shared workspaces design to demonstrate the value of this
method. We conclude the paper in Sects. 6 and 7 with a discussion of the benefits
and limitations of the method, as well as with some implications for design.

2 Related Work

The application of human-performance models to the groupware context is very
rare in the literature and virtually inexistent for workspace collaboration. We
start this section with an overview of Distributed GOMS (DGOMS) [7] and a
recent study involving a complex group task [8]. In both cases the same family
of techniques, called GOMS (Goals, Operators, Methods, and Selection rules)
[9], is used to provide quantitative estimates of human performance.

DGOMS [7] applies hierarchical task analysis and human-performance models
to represent group activity and to predict execution time, distribution of work-
load, and other performance variables. This method successively decomposes
group work in group tasks until individual subtasks can be identified. At this
level of detail the subtasks are defined in terms of perceptual, cognitive, and
motor operators, as well as with a new communication operator that is used to
coordinate individual tasks executed in parallel. The problem, however, is that



64 P. Antunes, A. Ferreira, and J.A. Pino

such a coordination mechanism is more appropriate to groups where users react
to predefined events, and not sufficiently rich to describe the type of interdepen-
dency established by users working through shared workspaces [10].

Another application of human-performance models to groupware considers
“teams of models” to analyze a complex task executed by a group of users [8].
The task involved several users with individual roles monitoring a display and
executing actions in a coordinated way, via a shared radio communication chan-
nel. While this approach assumes that several individual models are necessary to
explain collaborative work, the study does not address workspace collaboration
and focuses instead on coordinated work.

We now review some usability evaluation methods specifically developed for
groupware. Groupware Task Analysis [2] is a method that combines high-level
hierarchical task analysis and field observations for addressing all stages of group-
ware design. It is based on a conceptual framework including agents, group work,
and situation, in a similar manner to the work models defined by the Contextual
Design approach [11], well known in the HCI field.

The next three methods of groupware usability evaluation are based on a
common descriptive framework called “mechanics of collaboration” [3], whereas
each method applies a different evaluation perspective. The mechanics are for-
malizations of high-level group work primitives (e.g. communicating and coor-
dinating) that helps the designer focus on how the shared workspace supports
the required collaboration. Starting with Collaboration Usability Analysis [3],
this method couples field observations and a version of hierarchical task analysis
that allows variation, iteration, and parallel work, for representing group work.
The Groupware Walkthrough [4] method uses step-by-step written narratives or
task diagrams corresponding to collaborative scenarios, and it aims at gather-
ing the opinions of expert inspectors while using the shared workspace. Finally,
Groupware Heuristic Evaluation [5] is based on a number of experts evaluating
the compliance of a shared workspace with a list of heuristics.

In summary, existing methods for groupware usability evaluation are of two
types: the first type is targeted at predicting performance in coordinated work
scenarios where users react to predefined events (not even requiring group aware-
ness); the second type can be applied to shared workspaces but have a descrip-
tive or prescriptive nature that allows for high-level task analysis or depends on
inspections performed by multiple usability experts. Our proposed method com-
plements these two types of methods by addressing detailed interdependencies
in critical scenarios of collaboration using existing human-performance models.

3 Theoretical Background

In general, human-performance models have been associated with the Model
Human Processor (MHP) [9], that represents human information processing ca-
pabilities using perceptual, motor, and cognitive processors. Nevertheless, sev-
eral architectural differences are identified when considering individual models:
for instance, KLM uses a serial-stage architecture, while CPM-GOMS addresses
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multi-modal and parallel human activities (e.g. recognizing an object on the dis-
play while moving the hand to the keyboard) [12]. In spite of these differences,
a common characteristic of existing human-performance models is that they are
singleware, that is, they assume that just one user interacts with a physical in-
terface. Figure 1 depicts this singleware architecture based on the MHP. We also
illustrate that there is a conventional information flow in this architecture, from
the cognitive to the motor processors, from the input to the output devices, and
from the perceptual to the cognitive processors.

Fig. 1. Singleware architecture

According to some authors [8], the architecture depicted in Fig. 1 applies to
groupware: to model a group of users, one can have individual models of the in-
teraction between each user and the physical interface; one can also assume that
the physical interface is shared by multiple users, and that the users will deploy
procedures and strategies to communicate and coordinate individual actions.
Thus, according to this view, groupware usage is reflected in some conventional
information flows, spanning multiple users, which still may be described using
the conventional production rules and representations.

The problem, however, is that this approach does not consider two fundamen-
tal groupware features: (1) the conventional information flows are considerably
changed to reflect collaborative actions, mutual awareness, and interdependence;
and (2) the focus and granularity should not remain on the interactions between
the user and the physical interface but should significantly change to reflect the
interactions between users, mediated by the physical interface. We address these
two issues in the next section.

3.1 Groupware Conventional Information Flows

Let us start with the singleware architecture. In this context, we may characterize
the conventional information flows in two categories: feedback and feedforward.
The first category corresponds to information initiated by the user, for which the
physical interface conveys feedback information to make the user aware of the
executed operations [13,14]. The second category concerns the delivery of feed-
forward information, initiated by the physical interface, to make the user aware
of the afforded action possibilities [14]. Now, when we regard groupware, some
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additional categories have to be considered. In this paper we analyze explicit
communication, feedthrough, and back-channel feedback.

Explicit communication addresses information produced by one user and ex-
plicitly intended to be received by other users [3]. For example, a user may
express a request for an object to another user. This situation can be modeled
as a physical interface capable of multiplexing information from input devices
to several output devices. The immediate impact on the model in Fig. 1 is that
we now have to explicitly consider additional users connected to the physical
interface, as shown in Fig. 2.

Fig. 2. Groupware architecture

Feedthrough concerns implicit information delivered to several users report-
ing actions executed by one user [15]. Feedthrough is essential to provide group
awareness and to construct meaningful contexts for collaboration. For example,
the shared workspace may show currently selected menus for each user that is
manipulating objects. This information is automatically generated by the physi-
cal interface as a consequence of the user’s inputs, and it is directed towards the
other users. A very simple way to generate feedthrough consists of multiplexing
feedback information to several users. Sophisticated schemes may consider de-
livering less information by manipulating the granularity and timing associated
to the operations executed by the groupware [16].

Finally, back-channel feedback concerns unintentional information flows initi-
ated by one user and directed towards another user to facilitate communication
[17]. No significant content is delivered through back-channel feedback, because
it does not reflect cogitation from the user. Back-channel feedback may be au-
tomatically captured and produced by the physical interface based on the users’
body gestures and vocal activities.

3.2 Groupware Specializations of Physical Interface Devices

All information flows in the groupware architecture are naturally processed by
the user’s cognitive, perceptual, and motor processors, and the corresponding
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physical input and output devices. However, we regard the separate processing of
explicit communication, feedthrough, and back-channel feedback in specialized
input and output devices to show the distinction between collaborative and
non-collaborative interactions. We define the awareness input/output devices as
devices specialized in processing sensory information about who, what, when,
how, and where are the other users operating in the shared workspace.

Another specific feature of the awareness input/output devices is that they not
only afford users to construct a perceptual image of the collaborative context, but
they also allow users to perceive the role and limitations of the physical interface
as a mediator. This is particularly relevant when the Internet is being used
to convey feedthrough information, where feedthrough delays are significantly
longer and less predictable than feedback delays [18] and the available bandwidth
and network availability may be limiting factors [19].

A further reason for proposing the awareness input/output devices is related
to another particular characteristic of groupware: it lets users loose the link
between executed operations and group awareness, a situation called “loosely
coupled” [20]. Two types of coupling control may be considered: at the origin
and at the destination. Users may control coupling at the origin to specify what
and when private information should become public. But coupling can also be
controlled at the destination: getting awareness information on a per-object de-
mand basis, e.g. by specifying filters that restrict received awareness to some
selected objects and types of events. In all cases this situation requires some
cognitive activities from the user to discriminate and control awareness informa-
tion delivery, and we model this situation with the coupling input device.

We illustrate the resulting groupware physical interface in Fig. 3. In sum-
mary, our interpretation of the MHP architecture, taking the groupware context
in consideration, essentially emphasizes the cognitive activities related to the
awareness and coupling features supported by the groupware physical interface.

4 Method to Evaluate Group Performance

Step 1: Defining the physical interface. The method starts by defining the phys-
ical interface of the groupware under analysis. We propose that the physical
interface may be decomposed into several shared workspaces. Such decompo-
sition simplifies the analysis of complex groupware tools, that often organize
collaborative activities in multiple intertwined spaces, usually human recogniz-
able, supporting various purposes, objects, and functionality.

Using the groupware physical interface in Fig. 3 as reference, we define a
shared workspace as a distinctive combination of awareness and coupling devices.
We exclude from the analysis any workspaces not having, at least, one awareness
or coupling device, since they would not involve collaboration.

The outcome of this step is then: (1) a list of shared workspaces; (2) de-
finition of supported explicit communication, feedthrough, and back-channel
feedback information; and (3) characterization of supported coupling mecha-
nisms. In this step alternative design scenarios may also be defined, considering
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Fig. 3. Groupware physical interface

different combinations of shared workspaces, awareness information, and cou-
pling mechanisms.

Step 2: Breakdown definition of critical scenarios. The second step describes
the functionality associated with the various shared workspaces with respect to
critical scenarios, i.e. with a special focus on collaborative actions that have a
potentially important effect on individual and group performance. This func-
tionality is successively decomposed from the more general to the more detailed,
using a top-down strategy, typical of hierarchical task analysis. Alternative de-
sign scenarios may be defined, considering several combinations of users’ actions.

Step 3: Comparing group performance in critical scenarios. The final step is
dedicated to compare the alternative design scenarios defined in the previous
steps. These comparisons require a common criteria, for which we selected the
predicted execution time in critical collaborative scenarios.

We utilize the Keystroke-Level Model (KLM) [6] to predict execution times
because it is relatively simple to use and has been successfully applied to evaluate
single-user designs [12]. In KLM, each user action is converted into a sequence
of mental and motor operators, whose individual execution times have been em-
pirically established and validated in psychological experiments: M is for mental
preparation and takes 1.2 seconds; P is for pointing with the mouse to a target on
a display, requiring 1.1 seconds; and K is for pressing or releasing a mouse button,
taking 0.1 seconds [6,9]. Therefore, the designer may find out which sequence of
operators minimizes the execution time of a particular user action.

Naturally, the application of KLM must be adapted to groupware, considering
that the execution time we want to evaluate encompasses several users who work
in parallel. Our approach consists of focusing the analyses on critical scenarios
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involving selected sequences of operations from more than one user. For instance,
suppose we want to analyze several design alternatives for managing the access
to shared workspace objects. A critical scenario occurs when a user accesses
the object, immediately followed by another one trying to access the object but
finding it locked. We may use KLM to estimate the execution times of these
combined operations for each design option, and thus finding out which one
minimizes the overall execution time. We discuss in detail the application of this
method to groupware design in the next section.

5 Using the Method

5.1 Collaborative Game

We apply the method to a collaborative game in this case. The game explores a
collaborative scenario where players have specific roles and act opportunistically
according to the current state of the shared workspace. In particular, players
can make either vertical or horizontal connections between points in a board.
The objective of the game is to connect all points in the board as quickly as
possible (Fig. 4). The points are connected in pairs, but this is only allowed if
at least one of the to-be-connected points is already linked to a third point via a
perpendicular connection. Initially, the board contains a single connection line.

Fig. 4. Players act opportunistically to make connections between all points

Step 1: Defining the physical interface. The game provides a shared workspace
displaying a public updated view of the board (Fig. 4). There exist several private
workspaces also, one for each player, allowing them to actually connect the points
with horizontal or vertical lines, depending on their specific role. However, the
analysis of these private workspaces is out of scope, since we are only interested
in collaborative actions. The player’s moves are restricted to be done with a
mouse having a single button.

Step 2: Breakdown definition of critical scenarios. The board operates in the
following way. In order to connect two points, a player must first reserve them
on the board. Multiple players may not simultaneously reserve the same points,
but as this can happen and have a considerable performance penalty, we consider
this a critical scenario. Reservation is done by selecting two adjacent points with
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the mouse and dragging them out of the board (to a private workspace). The
connection is made public when the points are dragged back to the board, an
action that also automatically releases the points. This is our design scenario A.

We also analyze an alternative scenario B, where, in order to increase aware-
ness and minimize inadvertent selections of reserved points, the board displays
a letter identifying the current owner next to the reserved points. This design
provides awareness information only at the end of the reserve or release actions.

An additional alternative design scenario C features extra awareness while the
points are being selected on the board. The main justification for this refinement
is the production of more fine-grained and up-to-date awareness information.

We will next proceed with a detailed specification of the collaborative ac-
tions for the selected critical scenario. For now, we observe there are only two
collaborative actions in this game, which we designate RESERVE and RELEASE.

Step 3: Comparing group performance in critical scenarios. We now focus on
the fine-grained details of the RESERVE and RELEASE collaborative actions, to
the point where they can be described with KLM operators. Starting with the
RESERVE action, we assume the player begins by searching the shared workspace
for a point that satisfies three conditions: (1) it must not be reserved; (2) it
must allow a new connection; and (3) it must have a perpendicular connection to
another point. This is converted into a single M operator because the verification
of the three conditions is highly repetitive and players are trained in the game.

Once a point is located, the player moves the mouse pointer near it, P, presses
the mouse button, K, and moves the pointer to an adjacent point, P (the connec-
tion between these two points will be drawn afterwards in the private workspace).
The player then releases the mouse button, K, to complete the selection.

The last part of a reservation is done by dragging the selected points out of
the board: the player adjusts the mouse pointer so that it rests on top of the
adjacent point, P, presses the mouse button, K, drags the selected points out of
the board, P (no M operator is required because the workspaces are always in
the same place), and releases the mouse button, K. The complete sequence of
KLM operators for the RESERVE collaborative action is MPKPKPKPK, which has a
predicted execution time of 6 seconds. The RELEASE collaborative action is very
similar to RESERVE in two ways: the predicted execution time is also 6 seconds,
and the sequence of KLM operators is again MPKPKPKPK.

Now, having determined the sequences of operators for managing the board,
we focus on the comparison of group performance in the critical scenario—when
two players have the intention of reserving the same points—for the design al-
ternatives A and B. We assume the first player will always succeed in order to
simplify the analysis, and also that having more than 2 players reserving the
same points is a rare event that does not deserve further attention.

Considering the design scenario A, the best case happens when two players
start the reservation for the same points at the same time. In this case, after
the 6 seconds needed for a complete reservation, the second player notices an
error indication on the board (an M operator) and starts again with other points,
which takes additional 6 seconds. The best execution time is then 13.2 seconds.
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Fig. 5. Best and worst execution times for handling the critical scenario

The worst case happens when the second player begins just after the first player
finishes a reservation; since no awareness information is provided, the total exe-
cution time increases to 19.2 seconds (see scenario A in Fig. 5).

For the scenario B, the best case is identical to that of scenario A. However,
the execution time for the worst case is significantly reduced because the sec-
ond player can interrupt an ongoing reservation as soon as the owner letter is
displayed on the board. We represent this situation with two M operators: the
first corresponds to the initial M of any reservation, while the second M is for
interpreting the critical situation. The total execution time for the worst case is
now 14.4 seconds (see scenario B in Fig. 5).

The optimization considered in scenario C provides awareness information
upon the selection of the first point, i.e. right after a sequence of MPK (instead
of the full MPKPKPKPK). In these circumstances both the best and worst cases
benefit from reduced execution times (see scenario C in Fig. 5). If the two players
start the reservation at the same time, then at about 2.4 seconds they both see
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their simultaneous selections on the board. Then, the second player (by our
assumption) decides to stop the current selection and starts another one, an
M followed by a new reservation, which takes 9.6 seconds. The worst case takes
10.8 seconds; its explanation is analogous to the worst case for scenario B, except
the awareness supplied by the owner letter upon a full reservation is substituted
by the awareness provided by the selection of the first point.

In summary, the method brought quantitative insights about the role of
feedthrough information in group work support, predicting that for the selected
critical scenario the design option C is faster than B by 3.6 seconds, and that B
is faster than A by about 4.8 seconds, but only in the worst case scenario.

5.2 Software Requirements Negotiation Tool

We now demonstrate the application of the analytic method to an existing group-
ware tool that supports collaborative software quality assessment using the Soft-
ware Quality Function Deployment (SQFD) [21] methodology. The objective of
this tool is to facilitate the SQFD negotiation process by providing mechanisms
in a same-time, different-place mode. Our starting point in this case was a pre-
vious experiment with the tool that gathered data via questionnaires, and that
reported some usability problems, namely that it was considered difficult to use.
Further details about this tool and about the previous usability evaluation can
be found in [22].

Step 1: Defining the physical interface. The tool has two shared workspaces:
SQFD matrix and “Current Situation.” The SQFD matrix allows users to inspect
a matrix of correlations between product specifications and customer require-
ments, as well as observing which correlations are under negotiation. Limited
awareness information is provided by the matrix, but there is a coupling mech-
anism allowing users to analyze a cell in more detail. This coupling mechanism
leads users to the “Current Situation,” where they can observe the negotiation
state in detail, including the proposed correlation, positions in favor or against,
and supporting arguments. We briefly characterize the two shared workspaces
in terms of input, output, and coupling devices in Figs. 6 and 7.

Step 2: Breakdown definition of critical scenarios. We focus our discussion on
the “Current Situation” shared workspace to illustrate the method application.
The user arrives to this space with the purpose of analyzing the negotiation
state in detail. As currently implemented by the tool, the status information is
hierarchically organized, showing: (1) the product specifications and customer
requirements under negotiation; (2) the currently proposed correlation; (3) posi-
tions in favor, followed by positions against the currently proposed correlation;
(4) arguments supporting positions in favor or against. We designate this as
design scenario A.

An alternative design scenario B considers a variation in the way information
is shown to the user. We assume that users may give more importance to the
aggregate information about the number of positions against/in favor, neglecting
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Fig. 6. The SQFD matrix

positions when there is a clear push towards one side or the other, and analyzing
arguments in detail only when positions are balanced.

The selected critical scenario considers the proposal of an alternative correla-
tion value in “Current Situation” after analyzing the negotiation status. We also
consider a variation in the number of users involved in the negotiation process.
The “Current Situation” may display the positions and arguments for up to 3
users (see Fig. 7). Beyond that number, a user has to scroll down the window
to completely analyze the situation. Thus, we consider 3 and 6 users involved in
the critical scenario. We assume that having more than 6 users negotiating the
same cell is a rare event, which does not deserve further analysis.

Step 3: Comparing group performance in critical scenarios. For the design sce-
nario A and 3 users, we have: the interpretation of the negotiation status, M,
followed by a decision, M, which is expressed via the selection of a check box,
PKK, and a press in the “ok” button, PKK. This gives MMPKKPKK, which has a
total execution time of 5.0 seconds. With 6 users, the execution time increases
to 8.6 seconds, corresponding to MPKPK MMPKKPKK, in which the MPKPK operators
are related to scrolling.

Considering the design option B, we have two situations: either the positions
are balanced (a tie or simple majority) or unbalanced (i.e. absolute majority).
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Fig. 7. The “Current Situation” shared workspace

In the unbalanced case, we assume the user will neglect arguments and thus
we have MMPKKPKK (5.0 seconds to execute), similar to the previous scenario
with 3 users. In the balanced case the user will analyze the positions in de-
tail via the interpretation of the negotiation status, M, followed by the opening
of the list of favorable arguments, PKK, and corresponding analysis, M, upon
which the list is closed, PKK, to give room for the opening and interpretation of
the against arguments, PKK M, so that, finally, the decision is made, MPKKPKK.
The total execution time for the balanced case, MPKKMPKKPKKMMPKKPKK, is then
11.3 seconds. Note that these measures apply to the scenarios with 3 and 6
users. We also assume that the probability of having unbalanced positions is
25%1. Hence, in these circumstances, the average execution time for scenario B
is about 0.75 × 11.3 + 0.25 × 5.0 ≈ 9.8 seconds, which is higher than scenario
A for both 3 and 6 users. In other words, scenario B may be better or equal
than scenario A, but there is a 75% probability that it is worse than scenario A,
which severely penalizes the overall appreciation of the design in scenario B.

6 Discussion and Implications for Design

Both the collaborative game and the requirements negotiation tool analyzed in
this paper heavily depend on shared workspaces to orchestrate multiple users ac-
complishing a collaborative task. The design of these workspaces is thus critical
to the overall task performance. Since we use a quantitative common criterion

1 This is the probability of having an absolute majority with 3 or 6 voters, assuming a
uniform distribution. For 3 voters, the absolute majority requires having all in favor
or against, i.e. 2 out of 8 combinations, or 25%.
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to evaluate group performance—the execution time predictions of collaborative
actions in critical scenarios—we may benchmark various design solutions to es-
timate which shared workspace functionality offers the best performance.

It is important to note the two cases studied in this paper are quite distinct.
The collaborative game is a fictitious tool intended to test preliminary design
ideas in environments where players act opportunistically, while the require-
ments negotiation tool is a completely functional tool, that could nevertheless
benefit from further optimizations. We analyzed several design solutions with
the collaborative game related to the way users structure their actions according
to awareness on other people. The requirements negotiation tool helped us to
analyze how a coupling mechanism could be designed to conserve individual cog-
nitive effort. We defined a critical scenario to evaluate the collaborative game
highlighting coordination problems. By contrast, the critical scenario used to
evaluate the requirements negotiation tool shows escalating problems with the
number of users engaged in collaborative actions. Taken as a whole, the method
always contributed to formative evaluation, offering clear indications about the
potential performance of users working with shared workspaces.

The proposed method has two important limitations that we would like to
discuss. First, it assumes a narrow-band view about collaboration, restricted to
shared workspaces and their mediation roles. This contrasts with the other avail-
able groupware usability evaluation methods offering a wide-band view about
collaboration, encompassing, for example, various communication channels, co-
ordination policies, and broader issues such as group decision making or learning.
However, the tradeoff to ponder is that the proposed method restricts the view in
order to increase the detail about the mediating role of shared workspaces. This
restricted view has ample justification in contexts where shared workspaces are
heavily used, even when users perform intellective tasks (such as in the require-
ments negotiation case, where users apply their expertise to evaluate software
quality, but are still requested to repetitively operate the tool).

Second, the method is somewhat limited by the selection of critical scenarios.
As designers and evaluators, we have to ponder whether the selected critical sce-
narios are representative and have sufficient impact on the overall collaborative
task to deserve detailed analysis. In our first case, the collaborative game, this
question is delicate because the game was conceived to illustrate the method ap-
plication with that critical scenario. However, the situation was quite different
in the second case, because we started our analytic evaluation with a prelimi-
nary evaluation study indicating that the tool had usability problems [22]. Thus,
some prior evaluation results allowed us to determine the critical scenarios for
the subsequent evaluation task. We conjecture that this cyclic approach may
reduce the bias introduced by critical scenarios. Furthermore, critical scenar-
ios are commonly used as a sampling strategy in qualitative inquiry, allowing
generalization [23]. The proposed method combines qualitative and quantitative
approaches with the same purpose.
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7 Conclusions

Confronting the obtained results with the driving forces mentioned in Sect. 1,
we may conclude from this research that the proposed method can be used to
quantitatively predict and compare the usability of shared workspaces, without
requiring users or the development of functional prototypes. More specifically,
available knowledge about human-performance models can be applied to predict
execution times in critical scenarios involving intricate collaborative actions that
have a potentially important effect on individual and group performance.

Research described in this paper is a preliminary step in the direction of
exploring human-performance models to evaluate shared workspaces design. Our
performance estimates were based on experimental measures of time spent by
humans executing single user operations. Experimental research with groupware
will be accomplished in the future, in an attempt to provide estimates for typical
groupware interactions in critical scenarios.
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Abstract. A number of studies have indicated that awareness of others’ activi-
ties plays an important part in collaboration. Consequently, awareness has been 
a frequent theme in cooperative work research. Researchers have acknowledged 
that proximity has a strong effect on collaboration, and that maintaining aware-
ness of peers becomes harder in distributed environments. Many awareness sys-
tems require configuration by the user and work only in predefined shared envi-
ronments. In this paper, we present an investigation into the determination of 
awareness targets, through email-based user interaction analysis. The final goal 
is to be able to draw inferences as to who and what a user would be interested in 
maintaining awareness of, enabling a system to automatically determine aware-
ness foci and adjust itself according to its user. 

1   Introduction 

The dissemination of network technology and adoption of distributed work teams by 
companies has led to a move towards remote work: individuals that used to be collo-
cated might now be spread throughout the world. Studies have shown increased adop-
tion of virtual work teams, in which members are geographically dispersed and com-
municate and coordinate mainly via electronic communication tools [16]. People 
participate in several projects at the same time, dividing their time and attention ac-
cordingly [21]. Individuals must therefore organize themselves and their work to 
accomplish different tasks, very often with different collaborators. Participation in 
different groups usually means that, depending on the situation, a person might have 
different roles and obligations, perform different activities and work towards different 
goals, all of which must be managed so they do not conflict with each other. 

This leads to the notion of supporting individual work and tying it to the group as 
appropriate [25]. We work with looser collaborative environments, in which individu-
als need tools that enable them to quickly switch into closer interaction when neces-
sary, and to easily relate their work to that of others. 

In collocated environments, individuals are capable of observing others’ actions, 
thereby gathering awareness information [14]. With increased distribution and imple-
mentation of virtual teams, opportunities for collaboration, interaction and information 
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exchange may be compromised: in these environments, casual interactions seldom 
happen and observation of others becomes harder. 

A looser structure and distance sometimes lead to fragmentation: members may not 
communicate very often or be kept up-to-date of the latest evolution in others’ work, 
resulting in rework, delays or confusion. The focus of this research is on improving 
awareness of the work environment in order to facilitate the group’s work. This paper 
describes a method to automatically distribute task awareness information among 
group members and an initial reflection upon some of the assumptions underlying this 
method. Our system has been conceived as a means of integrating individual work 
with the shared group context, with the final goal of improving cohesion and reducing 
fragmentation. We expect such a system will promote informal interaction and facili-
tate opportunistic collaboration when deployed. 

The remainder of this paper is organized as follows: in the next section we present 
a brief literature review of the area, followed by the envisioned system in section 3. 
Section 4 contains a preliminary analysis, followed by a discussion in section 5. 

2   Background Literature 

2.1   Self Governing Groups 

In self-governing groups, actors have control over job allocation, day-to-day produc-
tion planning and control [2]. These groups emerge out of a need to handle unpredict-
able events or contingencies (and usually dissolve when they are no longer neces-
sary), and enable an organization to quickly adapt to new demands generated by the 
environment, sometimes deviating from pre-established norms and rules. In many 
cases, groups are composed of peers, where there is no formal hierarchical structure. 
This means that many of the decisions are the result of arrangements between peers, 
as is the work that finally gets done [1]. 

Due to the underlying interdependence between tasks, workers have to articulate 
(i.e., divide, allocate, coordinate, schedule, interrelate, etc.) their activities [28]. When 
individuals collaborate, they often shift back and forth between individual and shared 
work, and between loosely and tightly coupled collaboration [14]. This is especially 
true when there is low interdependence between them [15]. A reasonable approach in 
these cases is to provide individual work support and add collaboration support to the 
individual work tools, enabling collaboration when necessary. Awareness of current 
and past efforts becomes necessary, since one individual might work on a shared 
artifact for a while and another may pick it up later [5]. This looser structure and dis-
tance may lead to a decrease in involvement and interaction. As a consequence, indi-
viduals miss opportunities for collaboration, and sometimes end up working individu-
ally because they are unaware of each other’s activities, performing overlapping tasks 
or duplicating work. 

2.2   Awareness 

Situation awareness involves perception and interpretation of relevant elements of the 
environment. The basic set of elements that compose workspace awareness informa-
tion are those that address the “who, what, where, when and how” questions: who are 
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we working with, what are they doing, where are they working, when and how certain 
events happen. 

Awareness is knowledge about the environment that must be maintained as it 
changes. It is maintained through perceptual information gathered from the environ-
ment; and it is generally secondary to other goals. Staying aware of others is taken for 
granted in everyday interactions, but becomes hard in distributed systems, where 
communication and interaction resources are poor [14]. This information facilitates 
collaboration by simplifying communication and coordination, allowing better man-
agement of coupling and determination of the need to collaborate: prior research has 
established that awareness of others is important in integrating a group [23], creating 
and maintaining shared context [13], and establishing contact [11]. 

2.2.1   Focus and Nimbus Theory  
The Focus and Nimbus model of awareness for shared applications is based on spatial 
models of interaction [26]. It considers a set of objects in space, which interact based 
on their levels of awareness. Awareness, in turn, is manipulated via focus and nimbus, 
subspaces within which an object directs its presence or attention. Awareness is the 
overlap between nimbus and focus, where: 

• Nimbus is the information given out by each object in the space, which 
can be perceived by others, and  

• Focus describes the objects at which a user directs his or her attention. 

In a collocated environment, individuals give out a large amount of information 
while working, which can be picked up by anyone paying attention to it. In computa-
tional settings, users give out information via the applications they interact with and 
the operating system, which is normally not relayed to others. We believe some of 
this information might be of use to help the group coordinate and conduct its work: 
other users should be able to pick up part of the information generated, depending on 
their focus. In our approach, we determine a user’s focus through an analysis of his or 
her ongoing interactions. We are also working on a privacy scheme to automatically 
determine a user’s nimbus. 

2.3   Social Worlds and the Locales Framework 

The Locales Framework [8] provides a set of abstractions to support the design and 
analysis of collaborative work. It is based primarily on the notion of continually 
evolving action and of Social Worlds. A Social World is a group of people who share 
a commitment to collective action, and it forms the prime structuring mechanism for 
interaction (as defined by Strauss, cited in [9]). Individuals are usually involved in 
multiple social worlds at a time, which means that different social worlds are inter-
connected and that actions in one social world may reflect in another. Each individual 
typically engages in multiple activities that span more than one social world. 

In this framework, a Locale is an abstract concept that arises from the use of space 
and resources by a group. It maps the relationship between a Social World (and its 
interaction needs) and the sites and means its members use to meet those needs. Sites 
are the spaces (e.g. shared file systems) and means are objects contained in these 
spaces (e.g. the files and documents stored in this file system) [7]. 
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Following these lines of thought, we have been working on collaboration support 
systems that take into account the emergent and situated nature of work, and the fact 
that individuals constantly reorganize to perform their tasks. We are working on sys-
tems to help the individual connect his work to others who relate to them. 

2.4   Social Network and Interaction Analysis 

Social network analysis is used widely in the social and behavioral sciences, as well 
as economics. It concerns the study of social entities and their relationships: commu-
nication among individuals, trade between businesses or treaties between nations. It 
considers structures such as the sociogram, a graph that represents individuals and the 
relations between them [31]. These relations can be of diverse nature (communica-
tion, party attendance, etc.), and are usually expressed as graphs and matrixes; upon 
which network analysis can be performed [29]. Social network analysts look at the 
world in terms of patterns or regularities in relationships between actors. 

Sociocentric analysis looks at relationship structures from a global perspective 
(e.g., a graph of the communication between all members of a department or group). 
Egocentric network analysis, on the other hand, focuses on the individual (ego), and 
analyzes his or her interactions with a set of others (alters). This type of network has 
been used to study the social environment surrounding individuals or families, and 
social support structures [31]. 

Electronic interactions usually leave traces, such as email, fora or messenger logs. 
These interactions display certain rhythms that correspond to the individuals work 
patterns [24], and can be used to study the evolution collaborative endeavors. For 
instance, intense message exchange usually accompanies cooperative work. Addition-
ally, individual patterns of email exchange can also indicate hierarchy and positioning 
in a group [6]. We construct an egocentric network based on the email records of 
electronic communication, and search this network to discover ongoing collaboration 
and need for awareness information. 

3   An Approach for Awareness Information Distribution 

To bridge the gap between individual and joint work, we have designed a distributed, 
peer to peer system to provide awareness information. In this system, agents check 
each user’s current activities and ongoing interactions and exchange information with 
other peers to keep its user informed of their activities. Each agent’s goal is to main-
tain awareness between peers by displaying information about the activities of its 
user’s acquaintances. To reach this goal, the agent: 

1. collects information generated by the user while working on his or her computer;  
2. exchanges information with other users’ agents; and  
3. provides information to the user about his or her alters’ activities.  

This means that the agent must filter the information down to that which might be of 
interest to its user. In this paper, we present a method to determine awareness foci. 
An egocentric network is built based on the set of user acquaintances. This network 

can be viewed as a tree with ego (the user) at the root and his or her alters (the  
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acquaintances) at the first level, to which the information generated by each user (the 
list of tasks he or she is currently performing) is added as a second level. Selecting the 
appropriate information thus becomes a problem of determining which of the leaves 
in this tree are of interest to the user and pruning the answer space accordingly. The 
determination of interest foci is divided into two stages, discussed in more detail in 
the following subsections: 

1. discovering which peers the user might be interested in (selecting nodes at the first 
level); and  

2. deciding which of their activities the user would want to know about (selecting 
leaves). 

In this section, we describe the reasoning used to select from the universe of avail-
able information (everything generated by other users and provided to the assistant 
agent) that which is relevant to the user, which we call the focus of interest. 

3.1   Information Processing and Organization 

To reason about its user’s needs, the agent gathers information about ongoing interac-
tions from email logs. This information is organized to represent ongoing relationships 
and interest foci. The following concepts are used: a tie is a relationship between two 
users. It is composed of interactions between these parties. These interactions in turn 
are composed of message exchanges, which are groups of email messages (raw data). 
A series of email messages is grouped into an interaction, and several interactions 
define a tie. These concepts are illustrated in Figure 1. 

To construct the user’s network, we take the values of the From, To, CC and BCC 
fields and build the user’s list of acquaintances. In this network, Ego is the user (nor-
mally determined by looking at the From field of outgoing emails), and his or her 
Alters are the many peers with whom ego exchanges email. The system groups email 
messages and their replies (determined via Subject, Message-ID and Reference-To 
tags) into interactions (conversations in GMail), qualifying each reply by the time it 
took the user to respond (extracted from the Date field). An interaction contains sev-
eral messages, qualified by length (number of emails) and duration (time from first to 
last message). A tie is characterized by the frequency of interaction between alters, 
i.e. how often they exchange mail. 

For each user, average frequency of interaction and average response time are also 
calculated generically (how quickly does ego respond to email or how often he or she 
sends/receives email) and per alter, which we believe will turn out to be more signifi-
cant (how often does ego send email to alter A and how quickly does ego reply to 
messages from alter B). 

To reduce the search space, this network is pruned before adding the set of activi-
ties each alter is performing. It is easy to see how this search space can become quite 
large, which is why the system attempts to infer the need for awareness information. 
As an illustration, picture a user with 100 contacts in his or her address book, each of 
which performing 3 or 4 tasks simultaneously – if we were to provide the user with 
this raw data, he or she would have to keep track of 100 different people performing 
300-400 different tasks to determine which ones are interesting, which would most 
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Fig. 1. Conceptual model of messages and interactions 

likely result on serious information overload. We estimate only about 10-15 peers will 
be of interest at any given moment, depending on the groups and activities a user is 
engaged in. 

In addition to the structural processing, the system performs content analysis on the 
messages, clustering them according to their topics as well as sender-recipient groups. 
Message bodies are processed for keywords and keyword vectors are built for each 
message. Interactions and ties are also classified according to the keywords found in 
the messages. This enables us to determine the themes of the interactions and defines 
the shared context for ego and each of his or her alters, which is later used for match-
ing the group context to the individual tasks. We are also considering the use of con-
cepts and activity ontologies to enrich the classification and matching. 

The agent also keeps track of its user’s activities, periodically extracting ongoing 
activity lists from the operating system, with application and file names. Textual files 
(pdfs, word documents) are processed for keywords in the same manner as messages, 
and compared to ongoing interactions. This ties work in progress to ongoing interac-
tions, and should hopefully yield a relation between individual tasks and the social 
world a user is inserted in. 

3.2   Determining Who: First Level Prune 

The first level prune tries to answer the following questions: given the universe of 
user acquaintances, which ones would the user be interested in keeping track of? We 
focus on ongoing collaboration, as shared work often benefits from awareness. 

Taking the values of the From, To, CC and BCC fields, a full list of acquaintances 
is built. Senders and recipients determine the working groups that form a user’s focus 
of interest: individuals co-occurring in messages (e.g. multiple recipients) form the 
social worlds a user is part of. There are certain rhythms to work, and activity within a 
social world ranges according to the need. Thus, a social world may be very active for 
a certain period of time and slow down after a certain point (e.g., project completion 
or reaching a milestone). Therefore, the system must check for the formation of new 
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social worlds or change in activity patterns. We look for discrepancies between cur-
rent behavior and “normal” behavior. Variables that currently characterize email ex-
changes are the number of messages exchanged (Message Quantity) and response 
time (Response Time). For each alter, we compare the current behavior to the normal 
behavior (the previously calculated average). 

Given that patterns of email exchange usually emerge over a length of time, we are 
currently experimenting with different combinations of variables to determine the 
appearance of new working relationships. Intense message exchange usually accom-
panies ongoing collaboration, so Message Quantity is one of our qualifiers. We check 
if there are series of replies in a period of time shorter than the average, or whether 
there is an intensification of the exchanges (i.e., more messages are being exchanged 
than usual). Response Time should also be considered, as lower response time might 
mean a higher priority subject. We consider that social worlds in which the user is 
very active will be of more interest, with activity providing an indication of the focus 
of attention. It is important to note that social worlds are not defined only by a group 
of individuals, but also by the shared context that bring them together. This means 
that content analysis is needed to disambiguate interactions, defining the social worlds 
as a set of individuals with a shared theme, goal or project. 

3.3   Second Level Prune: Determining What 

After determining which social worlds are of interest to the user, other peers are que-
ried for information about alters’ ongoing activities. The determination of which ac-
tivities are of interest to the user will be done using keyword matching, comparing the 
contents of the interactions with the contents of the documents relating to the ongoing 
tasks, so that only activities related to ongoing interactions are shown to the user. 
Hopefully, the first level prune will significantly reduce the list of acquaintances and, 
consequently, the number of peers that need to be contacted and the amount of infor-
mation that will be exchanged and processed in this stage. 

Each agent periodically queries the operating system to elicit its user’s task list. It 
then analyzes the text relating to the tasks at hand to build keyword vectors to repre-
sent these. Our first approach is to build these using the TFiDF algorithm [27], which 
generates weighed keyword vectors given textual documents, and match these using 
the vector space model, where documents are matched using the cosine measure of 
proximity. Given that most of the activities under consideration are information proc-
essing tasks that involve a large amount of textual information (word processing, 
website surfing and searching, chat, etc.), this is a feasible approach, which should 
elicit activities that are related to previous conversations. Being established methods 
for information retrieval and matching, TFiDF and cosine measures have been exten-
sively applied and tested, with good results. However, other text matching methods 
that may yield better results exist, and we will be experimenting with these. 

In [3], a method for eliciting speech acts from email is presented and tested. It is 
based on a previously constructed taxonomy of speech acts applied to email (email-
acts) describing verbs and nouns, with promising results. We hope to explore this 
approach as well, since it would provide better descriptions of activity information. 

For now, we are keeping granularity coarse, picking only high level tasks. Thus, a 
user sees that an alter is editing a file they have exchanged, but not what paragraph or 
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text has been changed. We are working on more fine grained analysis and display to 
enable the user to “drill down” into the peers’ tasks to obtain more information. 

4   Preliminary Analysis 

As we construct the system, we chose to build intermediary versions that would allow 
us to work with some of the assumptions and get user feedback to adjust our algo-
rithms and approach. The current implementation performs structural email parsing, 
extracting senders and recipients, building graphs (sociograms) and keeping count of 
messages exchanged between individuals. No content analysis is performed. We built 
an interface to display the corresponding sociograms, with which we can explore 
temporal boundaries, data sources and cutoff points. With this we can interview users 
regarding the social worlds and how they relate to ongoing work and awareness 
needs. In this fashion, we were able to perform a few preliminary analyses and get 
user feedback before proceeding with system implementation. 

4.1   Working Assumptions 

For these initial verifications, we were interested in working with four assumptions 
that underlie the system under construction. The first one is that social worlds are 
reflected in email. Thus, our first question was whether it was possible to identify 
social worlds through email based structural network analysis. What this means in 
practical terms is that cliques found in email-based social networks correspond to the 
different social worlds a user takes part in. If this is true, a system can infer working 
groups by identifying cliques in a graph (cliques are subgraphs where every node is 
connected to all others.) Our first assumption thus reads: a clique represents a social 
world. For every clique in a sociogram, there will be a corresponding social world. 

Our second assumption is that activity patterns and social worlds change with time. 
These temporal patterns reflect the rhythms of group activity, from inception to pro-
ject completion. By slicing the data into different timeslots, different social worlds 
should become apparent. This characterizes the changing patterns of collaboration a 
user typically engages in. The social worlds become stronger or fade away depending 
on the project dynamics. If this is true, by keeping track of these patterns, a system 
should be capable of adjusting the awareness needs of its user. We question whether 
given different timeslots, different social worlds will become active; and if given a 
social world, it is possible to identify a pattern of intensification and decay in mes-
sage exchange that corresponds to the activity in that social world. 

In [30], it is suggested that contents of the Outbox are more important than the con-
tents of the Inbox in this type of analysis, since they reflect interactions the user has 
actually decided to engage in. Should this be true, the number of email messages to be 
processed and the resulting network would become considerably smaller, significantly 
speeding up processing time. However, Inbox contents cannot be completely dis-
carded, since they contain valuable interaction information. Our third assumption is 
that a series of email messages is relevant only if a user has sent messages as well as 
received. It should be possible to construct a sufficiently elaborate social network to 
represent collaboration based on the interactions found in the user’s outbox, discarding 
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messages from the user’s inbox which have not been replied to. We assume that if a 
message belongs to an interaction in which the user has not taken part, then it is of 
little importance to the user (it can be discarded). 

We wanted to reflect on two additional points: the first is whether short timeslots 
are significant for the identification of collaboration. In [24], a 15 year email log was 
analyzed, with data aggregated into 1-year slices. To be useful for the distribution of 
awareness information, this time frame needs to be significantly reduced (to days or 
weeks), since we are interested in collaboration at the moment it is happening. Thus 
our visualization tool allows us to slice time arbitrarily and check what sorts of pat-
terns become visible, and if shorter periods (e.g. a month or two out of a 4-year email 
log) will display the same patterns as the ones found in the one year time slices. The 
second point we want to reflect on is the identification of thresholds. That is, how 
different does behavior have to be to be considered relevant to awareness needs? How 
many messages should be exchanged and how low a response time must be observed 
to characterize collaboration? This would help us determine how to detect ongoing 
collaboration on the fly. We would also like to verify how useful Message Quantity is 
as a qualifier and how well it ties into the determination of awareness needs.  

To verify our assumptions, we built an interface that allows us to visualize data, 
slicing it into different timeslots and sources, shown in Figure 2. It implements a 
spring-embedded graph layout, using the Fruchterman-Rheingold force model [10],  
 

 

Fig. 2. Visualization screenshot, where several cliques are visible 
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which treats a graph a set of nodes that repel each other connected by springs which 
attract them. The resulting graph reflects node proximity while minimizing line cross-
ings. The visualization was built using the Java language and the JUNG library for 
graph construction and display. While all the aforementioned points have not been 
fully addressed yet, we are keeping them in mind: our current version allows us to 
slice time as desired, but new visualizations are needed to help analyze the data. 

We processed 4 users’ email histories and asked them questions regarding the re-
sulting sociograms. We chose our users based on the fact that they were all heavy 
email users (with several thousand email messages in their mailboxes), but had differ-
ent profiles, and we expected the data to follow different patterns. Our users came 
from different backgrounds, and the data they brought with them reflected as much: 2 
were full time students, with many short projects and collaborations and a few longer 
collaborations with other students; 1 was a professor with several short and long term 
collaborations, some requiring close control, some not and 1 was a navy officer, with 
long and medium term projects requiring control and coordination. We explored the 
sociograms with our users, slicing the data in different ways. We took the opportunity 
to ask whether they believed that some sort of additional awareness information might 
have been beneficial to the work in progress. We asked users if: 

1. the cliques they identified in their sociograms were related to projects or other 
collaborations going on at that time; 

2. different cliques became active when the temporal range was changed; 
3. patterns of message exchange reflected projects; 
4. the social worlds in which the user had not participated (other than as an “ob-

server”) were of interest as far as peer task awareness. 

4.2   Verification and Analysis 

When asked, our users were capable of relating social worlds to the cliques that 
showed up in their sociograms. However, not all of these social worlds were related to 
ongoing work. There were situations where a clique represented a group that shared 
some sort of context (e.g., students in the same department), but were not in direct 
collaboration. There were large amounts of group emails exchanged for information 
only, but no actual collaboration going on. Thus, we confirm that it is possible to 
identify social worlds from cliques, but it doesn’t follow that all these represent joint 
projects. Further investigation is necessary to determine how to differentiate between 
work and non-work messaging. 

With changes in time slots, different groups became active, showing up on the 
visualization. It must be noted that, since the data was historical and cumulative, the 
social worlds don’t actually disappear, they become more or less active (and a user 
became more or less active within them) according to the situation. While the full 
view was somewhat cluttered, slicing it to shorter periods considerably reduced the 
number of messages, making it easier to identify different subgroups. This confirms 
that social worlds come and go, which is reflected on email. Inspecting the temporal 
graph seen in Figure 3 (where time is sliced into daily email exchanges), we could 
easily see changes in interaction pattern. A dormant relationship suddenly springs to 
life, with emails being exchanged daily (sometimes several messages a day,  
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depending on the urgency), and then dies out as abruptly when deadlines are reached. 
This is confirms our second assumption, and is particularly interesting since we were 
able to explore considerably shorter periods than those presented in [24] and still 
detect collaboration. However, changes were often quite abrupt, going from no inter-
action to 4 messages a day overnight. While we expected this to happen, we also 
hoped to see softer patterns, where interactions would gradually increase with time. 

When asked, users said that social worlds in which they did not actively participate 
were not of much interest to them (as far as task awareness). Users wanted to be 
aware of their closer, more immediate collaborators, where there was a lot of coordi-
nation to be done. They had no desire to be aware of everybody’s work, although in 
some cases they would like to remain superficially aware of what was going on. This 
indicates that, for task awareness purposes, we can leave out all incoming threads in 
which the user has not participated. In computational terms, this significantly reduces 
graph size, and, consequently, memory needed and computation time. 

Within the emails, there were several instances of project-related social worlds, 
usually qualified by intense interaction in a shorter period of time (weeks or a few 
months). This suggests a way of more effectively picking activity-related groups. 
However, when inspecting the data, it became apparent that structure alone was not 
sufficient to tease these apart, especially when there were overlapping social worlds. 
These needed to be qualified according to the activities or themes of the interactions, 
so that they could be effectively set apart. There were quite a few overlapping social 
worlds (including temporal overlaps, where a group works together on more than one 
project at the same time). Within our data sets, there were also several social worlds 
embedded in other social worlds. Large groups who perhaps work in a same building 
and smaller subgroups who work closely together. While a user will probably not be 
interested in keeping close track of the activities of members of the larger group, he or 
she may want to have periodic summaries or reports on how work has been progress-
ing. This leads us to think of awareness as a continuum, with awareness needs tied to 
a user’s participation in a group. The user might desire to have more or less informa-
tion (depth and frequency) about others, depending on his or her level of involvement 
with the group. We are considering the use of artificial intelligence techniques such as 
fuzzy sets to better represent a user’s focus, and how much information he or she 
would want to have.  

 

Fig. 3. Time based interaction graph 

Message Quantity was a reasonable qualifier when looking at a user’s outbox, but 
not at all when inspecting an inbox. Some alters sent 200+ messages over a 6-month 
period and were neither collaborators nor of any interest to the user. A user’s outgoing 
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messages, however, seemed to reflect the social worlds a user engaged in more accu-
rately. Participation in conversations involves an investment of time and effort that 
indicates a certain level of interest and commitment to the group. Accordingly, we are 
changing our message processing algorithms to process outgoing messages first, 
building social worlds and then trying to fit incoming messages into these. 

Users often engaged in animated discussions which were not work related. While 
this does denote a certain level of interest in the subject (our users were actually inter-
ested in what was going on), it doesn’t mean the user would want to keep track of 
others’ work. For instance, one of our users had quite a few discussions with a group 
of friends regarding TV Series, politics and movies. While the content of these inter-
actions would not match any ongoing tasks, it might still be a costly false positive, 
which increases the search space. We are refining our algorithms to disregard these 
threads from the start. One possibility would be to perform an initial match with the 
user’s own work to see if the user was actually working on the subject. 

5   Discussion and Future Work 

Lack of space precludes a lengthy discussion of related systems. Messengers in gen-
eral have been widely adopted and have become a frequent means of communication. 
Most provide ways for a user to express whether he or she is available, busy or “out 
for lunch”, passing that information on to their peers. A few more complex task 
awareness approaches exist: for instance, MultiVNC [15] displays miniatures of 
peers’ desktops in order to improve awareness in a working group and increase col-
laboration. It doesn’t filter or verify what is actually of interest to the user, and inter-
face is quite busy. Community Bar [20] allows users to specify what peers they want 
to be aware of, organizing them into social worlds. Their focus is on media items 
(webcam shot, calendar, post-it, chat software, etc.), not content, so users tell the 
system what media they want keep track of and the user is left to sift through the 
information contained therein and decide which are valuable. Doc2U [22] is a shared 
editing environment where information about who is editing which parts of a shared 
document is distributed among peers. It requires logging in to a shared environment 
and is only applicable to one activity. A number of agent-based systems have been 
created to provide information that the user might otherwise not have had. Many also 
deal with the problem of the overwhelmingly large amount of information available at 
any given moment by sorting out what is useful to the user at the time [17]. 

A number of systems to classify emails into activities have recently been devel-
oped [4], and activity modeling has been growing as a research area. Unified Activity 
Modeling, for instance, proposes a generic model of activity and a framework to inte-
grate individual, informal, work with more strict organizational workflows [21]. This 
research seeks to help users organize and contextualize emails within activities, and 
might be useful in our context as well: through an accurate classification of emails 
into tasks, it becomes easier to determine the activities within a social world, which 
should then lead us to appropriate information dissemination. 

A method to construct networks of people and keywords and for discovery of peo-
ple with similar interests is presented in [19]. It mines email data and constructs net-
works of people, which can later be used to determine who has knowledge on what 
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topics, displaying the networks for user inspection. Another approach for social net-
work use is presented in [12], where the author uses networks to locate individuals 
with a certain expertise and availability through an analysis of their activities and 
tasks. In the aforementioned approaches, the emphasis is on finding experts, and navi-
gating the social network to create an awareness of who knows what. Our interest, on 
the other hand, is quite distinct: we aim to identify working groups and to provide 
activity awareness information only of these individual, as it happens. It is not meant 
as a system for group formation or expertise location, but as tool to assist coordination 
and collective action. Our intent is to use Social Networks as an active way for mak-
ing inferences, monitoring and influencing collaboration, as suggested in [18]. Our 
emphasis is not in the display and visualization of the networks, but in what patterns 
can be found and what calculations and inferences can be made. In [6], a series of 
patterns and work rhythms are presented, we plan on building on this work to deter-
mine what these mean in terms of information needs and distribution. 

Our system is currently under implementation, and at this point, this approach 
seems promising: it provides a way to explore awareness needs of individuals in rela-
tion to their ongoing collaborations. Email-based analysis can elicit interaction pat-
terns that denote role attribution or the organization of a team. We expect these will 
have different information needs (e.g., core vs. periphery members differ in terms of 
nature, quantity and depth of the information needed), and further research is needed. 

The system is being built using the Java language, with several specific open 
source libraries: so far, JUNG has been used for graph construction and display and 
JFreeChart for the time charts. For the following phases, we plan on using Java and 
JNI to monitor users’ ongoing tasks (this information can be obtained directly from 
the Windows operating systems APIs) and JACOB, a Java library to interface with 
COM automation (present in all office applications and many others), to communicate 
with Windows-based applications. Emails are stored in an Access database. 

When managing a few thousand emails, the system becomes a bit slow especially 
when drawing, something we are trying to work around. It currently reads Eudora 
mailboxes, but we are already checking on other possibilities, such as reading directly 
from the server. Another difficulty was dealing with raw data: in general, our users’ 
email files were fairly disorganized and sometimes contained duplicate messages. 
Additionally, several individuals had more than one email address, which means they 
must be organized into personas so that the data makes more sense. 

We will continue to explore the interplay between interaction and awareness needs. 
Even though our preliminary analysis was small, with only a few subjects, it indicates 
some directions for further research: to develop a more complete mapping between 
interaction levels and awareness needs, other variables need to be taken into account, 
such as response time and content. New experiments need to be designed, with more 
users and different emphasis, so that other information can be gleaned from the data. 
One of our next activities will be a controlled experiment to check on the effects of 
different types of information at different moments. 

5.1   Privacy Issues 

Whenever information is automatically collected or distributed, privacy becomes an 
issue. The automatic management of a user’s nimbus is an open issue at this point, 



 Using Email-Based Network Analysis to Determine Awareness Foci 91 

although we are experimenting with network based calculations for that as well. For 
the time being, we leave the choice of what to make available to the user. We are 
adopting a three-tiered privacy scheme, where a user can define whether a task is 
public (all can see), protected (some can see) or private (none can see). The user will 
be able to determine alters, keywords, or resources that fall within each of the tiers, 
and who has access to what in the protected level. When a task is found that should be 
propagated to other peers, it is checked against the specified restrictions to see if it 
falls within a specific privacy tier and whether it can be sent to the requesting agent. 

We are currently fitting users’ activities into one of the following categories: ma-
nipulation of shared objects, manipulation of non-shared objects and chat between 
members. We are working with the assumption that all shared objects and interactions 
within a social world should be made public to members of that social world. For 
instance, editing or forwarding a file that has been sent around as an attachment, or 
chat related to the project between members of the social world. Manipulation of non-
shared objects is a more complex case. For our initial prototype, we prefer to err on 
the side of caution and block all non-shared material. These simple heuristics should 
help us decide on whether to send information around until a better privacy scheme is 
in place. Upon reflection, this transparency might compromise the capability of politi-
cal articulation within a group, so we expect some reaction from users. 

When we look beyond organizational structures, protocols and hierarchies, modern 
organizations are composed of networks of interacting actors [1]. More often than not, 
knowledge is exchanged and work is undertaken through these informal relations 
between workers, in networks that cut across departmental, functional and organiza-
tional boundaries. Thus, modern organizations require coordination and integration of 
activities across these boundaries, and information systems should provide support for 
distributed coordination and decision-making. 

In this paper we have presented an approach to the determination of awareness foci 
based on egocentric email-based social network analysis. We believe this is a promis-
ing line of research that holds many possibilities for further work. Many studies have 
applied social network analysis to uncover relations between people and patterns of 
interaction, but few have used these patterns as a basis for a system to actively assist 
the user, choosing only to display this information. 
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Abstract. Awareness is now acknowledged in the CSCW domain as an impor-
tant element to take into account. This paper explores and refines the concept of 
workspace awareness. A categorization is proposed based on two criteria: the 
granularity and the ability to identify the cooperating entities. Two concepts are 
defined on this basis: Workspace Individual Awareness (WIA) and Workspace 
Global Awareness (WGA). New kinds of metrics are then described to support 
WGA and a prototype implementing WGA is shortly discussed. 

1   Introduction 

Prior research in Computer-Supported Cooperative Work (CSCW) has highlighted the 
importance for cooperating people to be kept aware of the others presence and activity. 
Nevertheless, some research is still needed concerning what kind of data to communi-
cate to the users as well as when and how to notify them. This paper aims to contribute 
to this field of research by exploring the concept of workspace awareness. 

2   Prior Works on Awareness 

Prior work in the field of CSCW stresses the importance of awareness. Dourish and 
Belloti [7] introduced the concept of awareness that they defined as ‘an understanding 
of the activities of others, which provides a context for your own activity’. Gutwin 
and Greenberg [9] explain that ‘it is becoming more and more apparent that being 
able to stay aware of others plays an important role in the fluidity and naturalness of 
collaboration’. Awareness can take several forms: informal awareness, social aware-
ness, group-structural awareness and workspace awareness [8]. In this paper, we fo-
cus on workspace awareness, which has been defined [10] as ‘the up-to-the-moment 
understanding of another person’s interaction with the shared workspace. […] It in-
cludes awareness of people, how they interact with the workspace, and the events 
happening within the workspace’. 
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Considering the importance of awareness, it is worth exploring which techniques 
can be used to support it. Several solutions have been developed like update notifica-
tions via email or displays of the number of people reading the same webpage [15]. 
Other methods make use of graphics such as: icons indicating who is online, avatars 
[11], representing users as abstract shapes [6], visualisations on mobile phones [1], or 
representing the other users’ actions in virtual environment [12]. We can also observe 
that the awareness cues can be embedded within user interface of the CSCW applica-
tion (e.g. [14]) or directly displayed in the operating system interface (e.g. [5]). 

3   Notification and Awareness: Exploring the Concepts 

3.1   Model of Cooperation 

From a general point of view, our reflection relies on modeling the cooperation as a 
set of interactions among entities. In this context, an entity can be a person or a re-
source (e.g. document, web page in a collaborative platform, group agenda, shared 
object in virtual design environment…) and an interaction is defined as ‘any exchange 
of information among entities’ (e.g. phone call, electronic message, download of a 
document from a web site, posting news on a web page…). The creation of an interac-
tion by an entity is called ‘interaction instantiation’ and an interaction can target one 
or many entities. This definition of ‘interaction’ encompasses all kinds of interactions 
(e.g. electronic vs. physical, synchronous vs. asynchronous, co-located vs. distant…). 
In order to restrict the concept, we introduce the notion of ‘computed-mediated inter-
action’ (CMI), defined as ‘any electronic exchange of information among entities’. 

3.2   Workspace Awareness: Some Refinements 

Workspace awareness refers to the notification of the workspace interactions to the 
persons taking part to the collaboration. In this paper, the user that is kept aware of 
workplace events is called ‘reference user’ (UR). The techniques to communicate 
workplace awareness to UR can take various forms. We have categorized them ac-
cording to two axes: identification and granularity. 

Identification specifies whether the awareness information provided to user UR al-
lows identifying the related entities. Two cases are possible: identified and anony-
mous. Identified workspace awareness information relies on monitoring some specific 
entities and notifying to UR the interactions concerning these entities so that UR can 
identify the involved entities. The notified interactions include both those initiated by 
a monitored entity (e.g. informing UR when a user UA connects to a chat system) and 
those targeting a monitored entity (e.g. keeping UR aware of the modifications of a 
shared document Di ). Anonymous workspace awareness information gives the user 
UR some feedback on what happens in the collaborative environment but does not ex-
plicitly indicate which entities are involved. For instance, a specific icon is displayed 
when the user receives a message but this icon does not indicate who is the sender. 
Similarly, some graphics change their colour when some news has been posted on the 
collaborative platform but nothing is said about the author of the news. 

Granularity is the second categorization axis. It specifies whether the notified in-
formation concerns specific individual entities within the workspace (e.g. notification 
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via email of an update of document Di, icon associated to the presence status of a user 
UA) or is aggregated (e.g. number of users connected to the workspace displayed but 
not their names, the number of new documents uploaded since UR’s last visit shown 
without providing any details about those documents). 

For privacy, security or information overflow reasons, only a subset of all the in-
teractions occurring in the workspace can be notified to UR . Moreover, the subset of 
notified interactions differs according to the type of awareness. Identified / individual 
information is more sensible than anonymous / aggregated data. Therefore, the subset 
of notified anonymous aggregated information can be very large and can potentially 
include all interactions in the workspace. Contrariwise, the set of identified individual 
data that can be notified to UR is much more limited. 

As table 1 shows, four cases are theoretically possible. Nevertheless, it appears that 
not all cases are as useful in practice. Communicating identified individual and 
anonymous aggregated information to support workspace awareness is common, the 
two others cases are quite unusual. 

Table 1. Categorization of workspace awareness information 

 Identification 
Granularity identified anonymous 
individual - user UA is online 

- document Di has been 
modified 

- unlabelled graph 

aggregated - some of these users 
have sent e-mails to UR 

- some users are connected 
to this web page 
- some new documents 
have been uploaded 

Anonymous individual information refers to the notification to UR that a specific 
entity EA has been involved in interactions without specifying which entity it is. Usu-
ally, this kind of information has little value. Displaying the interactions occurring 
among some users as a node-link graph without any labels telling whom the nodes re-
fer to is an example of this case. 

Providing aggregated identified awareness information can also be questioned. In-
deed, this would mean notifying UR that some identified entities are involved in some 
interactions without specifying which entity is concerned by which interaction (e.g. 
informing UR that some of the users UA, UB and UC have posted news and some of 
them have sent e-mails without specifying what each of them has done). In general, 
this kind of information is either too detailed or too simplified. 

To sum up, it appears that identified individual and anonymous aggregated infor-
mation are the most adequate to support workspace awareness. Therefore, we refine 
the workplace awareness concept in two sub-concepts referring to the two cases found 
to be the most useful. Workspace Individual Awareness (WIA) is associated to the 
communication to UR of identified individual workspace awareness information. 
Workspace Global Awareness (WGA) aims to convey global information about the 
collaborative environment via anonymous aggregated information. Usually CSCW 
tools offer some means to switch between features supporting the different types of 
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workspace awareness. For instance, the graphics rendering WGA (e.g. single icon 
showing that three users are connected) can be used as entry point to access WIA rep-
resentations (e.g. three pictures of the connected users). 

In this paper, we have chosen to focus on Workspace Global Awareness, especially 
because it has been less explored than WIA (cf. [3], [6], [11], [12] for examples of 
tools supporting WIA). In fact, maintaining WGA requires notifying UR some global 
information about the activities within the workspace. We have thus studied how to 
design global metrics able to provide a general feeling on the cooperation. 

4   Metrics of Cooperation 

4.1   Prior Works 

Evaluating the degree of cooperation within a group is a complex task due to issues 
associated to (among others) the design of meaningful metrics, the collection of data 
required to compute these metrics and the interpretation of the resulting values. Nev-
ertheless, some researchers have proposed such indicators. 

The simplest methods are founded on calculating the number of occurrences of 
some types of interactions in the group. For instance, Prinz et al. [14] report that the 
stream of emails in a project can be interpreted as indicating the level of activity. The 
‘Participameter’ widget [4] is another approach based on the relative level of partici-
pation of each member within a group discussion. Displaying the number of online, 
unavailable and offline users has also been included in some applications to support 
awareness [3]. The Community Toolbar software [13] is a relatively advanced solu-
tion that allows UR choosing which awareness data he wants to be kept informed of, 
like the total number of users currently present in all communities of which UR is 
member, the number of users currently visiting a given community or the number of 
users visiting the same web page. 

Some researchers have tried to design richer metrics based on more complex proc-
essing of the rough data. For instance, the Social Network Analysis (SNA) theory, re-
lying on the similarity of the graph theory and the structure of the relationships within 
a group, explores the social meaning of mathematical properties of the graph of rela-
tions (e.g. centrality). Some SNA concepts have been used to measure and visualize 
how active students are in a class [16]. Barros and Verdejo [2] adopt another perspec-
tive. They use a chained inference process to derive high-level metrics (e.g. level of 
cooperation) from quantitative but also qualitative description of the contributions of 
the members of a group in a collaborative learning context. 

4.2   Proposal of New Metrics 

At this stage of the reflection, we face the challenging issue of designing a metric rep-
resentative of the global level of electronic cooperation within a group. We will call it 
Glocoopex (Global electronic Cooperation Composite Index). In addition, we want to 
design an index that can be automatically computed in order to avoid the time and 
cost issues caused by manual data collection methodologies. The basic idea consists 
in collecting quantitative data that can be enriched by qualitative indicators automati-
cally derived from generic rules. 
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We consider that the level of cooperation within a group is composed of two basic 
elements: the number of interactions and the cooperative nature of these interactions. 
Consequently, Glocoopex is built by combining two simpler indexes: Coopadex (elec-
tronic Cooperation Activity Composite Index) which is representative of the number 
of interactions and Coopidex (electronic Cooperation Interest Composite Index) 
which render the cooperative nature of the interactions. 

The Coopadex index is intended to be representative of the mean level of use of 
electronic tools supporting the cooperation. In this context, we consider the mean 
number of computer-mediated interactions by person by period of time as a reliable 
indicator of the volume of cooperation. Coopadex is therefore defined by the formula: 

   Σj ( I(Gj) ) 
Coopadex =    _____________ 

    n T 
where G is a group of n persons in a situation of cooperation, Gj is the jth member of 
the group G, I (Gj) is the number of CMIs in which Gj is involved, and T is the dura-
tion of the period under examination. 

Note that n is the total number of G members and not the number of G members 
that are involved in some CMIs during the period. Moreover, the formula shows that 
an interaction initiated by Gj and targeting Gk and Gm counts as three interactions in 
the Coopadex value. This approach has been adopted to give an increasing weight to 
the interactions as the number of persons they involve raises. 

Coopadex reflects the mean rate of use of the electronic cooperation tools but it does 
not render the level of interest or motivation of the persons towards the cooperation, 
which is the role of Coopidex. It is founded on the observation that some interactions 
express a higher motivation to cooperate than other ones. For instance, automatically 
generated notification e-mails, explicit invitations in a shared electronic calendar and 
active use of a co-authoring system can reasonably be associated to increasing levels of 
motivation for IT-supported cooperation. At this point, we face then the challenge of 
evaluating the cooperative nature of CMIs. Coopidex tackles this issue by combining 
two properties: whether CMIs are optional or imposed on one hand, and active or pas-
sive on the other hand. 

The optional vs. imposed nature of the interactions is taken into account by intro-
ducing two coefficients: αo (optional) and αi (imposed). These coefficients take a 
value in the range [0,1]. In addition, we state that optional interactions reflects in av-
erage a higher motivation to cooperate than imposed ones because they imply a delib-
erate choice of the involved users. This statement imposes that αo > αi. 

The active or passive nature of CMIs is the second property considered in 
Coopidex. An active interaction is defined as an interaction that occurs due to an ex-
plicit action of the concerned entity (e.g. sending an e-mail). In contrast, a passive in-
teraction does not require such an explicit action (e.g. receiving an invitation to a 
meeting). We introduce two additional coefficients: βa (active interaction) and βp 
(passive interaction). These coefficients also take a value in the range [0,1]. We state 
that active interactions are a sign of higher interest in cooperation that passive ones 
due to the higher work load that they imply. This condition imposes that βa > βp. 

Any interaction now falls in one of the four following categories: active-optional, 
passive-optional, active-imposed and passive-imposed. We can then sum up the number 
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of CMIs in each category: Ia,o : number of active optional CMIs; Ip,o : number of passive 
optional CMIs; Ia,i : number of active imposed CMIs; Ip,i : number of passive imposed 
CMIs. The Coopidex index can then be computed by the expression: 

αo βa Ia,o + αo βp Ip,o + αi βa Ia,i + αi βp Ip,i 
Coopidex =    ______________________________________ 

Ia,o + Ip,o + Ia,i + Ip,i 

The Coopidex value varies between the low limit (αi βp) and the high limit (αo βa). 
However, this value may be difficult to interpret as it demands to know the value of 
the weights: αi, αo, βa et βp. In order to make it easier to understand, we normalize 
Coopidex with a projection on the interval [0,1]. This operation defines a new index, 
called N-Coopidex (Normalized electronic Cooperation Implication Composite Index) 
computed by the expression: 

         ( Coopidex – αi βp ) 
N-Coopidex = _________________ 

       ( αo βa - αi βp ) 

N-Coopidex varies between the value ‘0’ (when all interactions are passive and im-
posed) and the value ‘1’ (when all interactions are active and optional). The higher the 
N-Coopidex value, the more the members of the group take the initiative to instantiate 
some unforced CMIs and the higher the interest for IT-supported cooperation within 
the group. For each interaction, the parameters values (αo , αi , βa , βp) are set accord-
ing to general rules (Ri) defined by the researcher. These rules specify how the cate-
gorization of the interactions depends on factors like the communication medium (e.g. 
e-mail, shared calendar, web page with news…), the communication direction (e.g. 
send-receive, upload-download…) and potentially other elements (e.g. the hierarchi-
cal position of the interaction initiator vs. the targeted entities…). Designing the set 
of rules Ri demands a good preliminary knowledge of the cooperative situation but 
once they are specified the indexes may be automatically computed. 

Glocoopex index is defined as the product of Coopadex and N-Coopidex: 

[ (αo βa - αi βp) Ia,o + βp (αo - αi) Ip,o + αi (βa - βp) Ia,i) ] 
Glocoopex = _________________________________________________ 

n T (αo βa - αi βp) 

N-Coopidex is a factor that renders the average degree to which the interactions are 
close to the best ones in terms of motivation to cooperate electronically. Multiplying 
N-Coopidex by Coopadex provides the mean number of interactions having the aver-
age level of motivation for IT-based cooperation. In order to convey this idea, we in-
troduce the concept of Equivalent High Quality Interactions (EHQI). It renders the 
idea that the number of interactions can be expressed in terms of theoretically best 
ones. The units of Glocoopex are then EHQI by person by time unit. 

We have also calculated the Glocoopex sensitivity to the different variables: n, T, 
Ip,i , Ia,o , Ip,o, Ia,i . The most important results are discussed hereafter. 

Glocoopex does not depend on the variable Ip,i. This result is not really a problem 
as it means that the involvement of the group members in passive imposed CMIs is 
not considered as an indicator of a significant level of cooperative activity. 
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Considering the constraints set on the weights αo , αi , βa , βp , Glocoopex is always 
less sensitive to a variation of the number of passive optional CMIs (Ip,o) than to a 
variation of the number of active optional CMIs (Ia,o). Similarly, it can be shown that 
Glocoopex is always less sensitive to a variation of the number of active imposed 
CMIs (Ia,i) than to a variation of the number of active optional CMIs (Ia,o). 

Concerning the relative sensitivity of Glocoopex to some variations of Ip,o and Ia,i , 
we hypothesize that the most important indicator of the interest in IT-based coopera-
tion is the choice of the persons to participate. From our perspective, this means that 
the optional/imposed factor must influence more the value of Glocoopex than the ac-
tive/passive one. This statement implies that passive optional CMIs are a sign of 
greater motivation than the active imposed ones: αo βp > αi βa . 

5   Prototype 

The theoretical constructs discussed in the previous section have been implemented in 
a prototype that aims to support WGA for the identified users of a web-based collabo-
rative platform. Conceptually, the prototype regroups three main components. First, a 
specific data model based on the concepts of entities and interactions has been de-
signed. This database is supplied by triggers and stored procedures that collect rough 
data from the collaborative platform and transform it according to our model. Second, 
some modules calculate and store the indexes values. Third, the indexes values are 
transformed in visual representations communicated to UR. As peripheral awareness 
seems adequate to support WGA, we have chosen an easy-to-understand metaphor 
based on flags of which size and color are associated to the indexes values. Flags are 
displayed directly on the desktop, using the Active Desktop feature of MS Windows. 

6   Conclusion 

This paper explores the workspace awareness concept and refines it by introducing 
two new notions: Workspace Individual Awareness and Workspace Global Aware-
ness. The paper focuses on the latter and proposes three indexes to convey global in-
formation about a cooperative situation. They are quite original as they combine 
quantitative and qualitative data about the cooperative activities, which is not so 
common. Nevertheless, further works are still needed from different perspectives. 
Comprehensive comparative studies of WGA and WIA implementations could en-
hance the understanding of workspace awareness. New features supporting WGA in 
electronic cooperation could also be designed and assessed in different contexts. The 
relevance to include other properties of the interactions in the indexes to better reflect 
the reality of the cooperation could also be investigated. 
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Abstract. Shared Knowledge Awareness is defined as the consciousness on  
the shared knowledge that a particular student has when carrying out a collabo-
rative learning activity in a CSCL environment.  In fact, an adequate level of 
Shared Knowedge Awareness can be promoted by including in the interface of 
this environment some specific features that improve the student perception  
related to such knowedge.  This paper proposes some basic design guidelines 
that should be taken into account when designing a CSCL interface in order  
to promote an adecuate user’s behavior with respect to his/her Shared  
Knowledge Awareness. Besides, a set of usability principles is identified and 
linked to every suggested guideline to evaluate its quality (in terms of “easiness 
to use and learnability”) in an actual interface. Two different experiments  
are included as real-life examples that are analized within the proposed  
approach. 

1   Introduction 

In Computer Supported Collaborative Learning (CSCL), awareness can be used for 
enhancing collaborative opportunities reducing the meta-communicative efforts 
needed to collaborate across physical distances and in computer-mediated environ-
ments [1]. In fact, collaborative oriented activities such as negotiation of meaning, 
creation of joint understanding, and division of labor and responsibility require meta-
communicative actions for maintaining certain cognitive and collective effects when 
the scenario is a distributed collaborative learning environment [2]. Thus, awareness 
mechanisms usually allow learners to maintain in an implicit way information about 
the others’ interactions with common problem areas and corresponding tasks.  

In the above context, Collazos et al. have proposed a particular kind of awareness 
called Shared Knowledge Awareness (SKA) whose purpose is to increase the percep-
tion about the shared knowledge students have in a collaborative learning scenario 
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[3]. The SKA not only tries to improve and maintain the shared knowledge of a  
student group but also concerns the understanding that this group has about it [3]. 
Although the definition of SKA includes a series of questions that should be consid-
ered to reach it, it is difficult to ascertain how to provide mechanisms in the interface 
of a real system in order to measure the occurrence of SKA in a CSCL scenario. This 
problem could be coped by formulating a set of general design guidelines (DGs)  
destined to assure a minimum coverage of the different questions included in the 
definition of SKA. In addition, it would be desirable to outline some mechanisms to 
test the quality of every DG in the set, as quality is crucial to guarantee the effective-
ness and efficiency of every SKA-related element in a real CSCL interface.  As we 
will see in the next Section, usability is an adequate alternative to performe this  
measuring. 

This paper proposes a set of minimum DGs that should be considered by  a CSCL 
developer in order to ensure an acceptable level of SKA in a computer-mediated and 
distributed collaborative learning interface. General mechanisms and elements are 
added to every SKA-related question. Furthemore, classical usability principles are 
proposed to measure quality in use of every design guideline, as usability is a concept 
that provides a ratio of how easy an interface is to understand and use [4]. Conse-
quently, every original question related to the SKA definition is enriched with two 
minimum sets of DGs and predominant usability principles (UPs). Our goal is to help 
CSCL designers and evaluators to design and test an appropriate Shared-Knowedge 
Awareness for a CSCL interface.  

The rest of this paper is structured as follows. First, in Section 2 we give an over-
view of the most relevant features in SKA. Next, Section 3 defines the concept of 
usability and describes most relevant UPs. Then, Section 4 describes our proposal  
for extending every SKA-related question by adding minimal sets of DGs and UPs in 
order to assure and evaluate an appropriate level of SKA in a CSCL interface. Section 
5 presents some experimental results which demostrate the relevance of our extended 
approach and Section 6 discusses some related work. Finally, Section 7 concludes 
by summarizing the main results that have been obtained and discussing further  
work. 

2   Knowledge Awareness in CSCL Scenarios 

In CSCL scenarios, collaborative learning is effective if people succeed in building 
and maintaining a shared understanding of the problem [4]. For this reason, the shared 
understanding should be represented and promoted. A way to do this is by capturing 
this shared understanding into an awareness mechanism. Also, the shared understand-
ing could be promoted only if people can know its current state during the collabora-
tive activity. 

In the above context, Shared Knowledge Awareness (SKA) can be defined as the 
consciousness on the shared knowledge of the students that carry out a collaborative 
learning activity when working in groups. This shared knowledge is more than the 
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shared understanding of the problem and it is composed of the understanding of  
several aspects of the collaborative work, including coordination, strategy communi-
cations, monitoring, and shared comprehension of the problem [3].  For constructing 
this shared knowledge it is necessary to wonder how one may become aware of one’s 
own knowledge and, how the actions people do affect the knowledge of the other 
members within the group, self-control and self-monitoring of the learning process. 
The questions in Table 1 are examples of what students consider during a typicall 
collaborative activity in order to be aware of the shared knowledge they have. 

Table 1. SKA-related questions [3] 

Awareness Questions SKA Id 
Is what I am doing helping to solve the task? A 
Do I need more time/resources? B 
What else do I need to find out about this topic? C 
How much time is available? What is our score? D 
Is what I did helping to solve the task? E 
What and how did I learn from the others members of the group? F 
Did I finish the work?  G 
What am I learning from the group work? H 

Knowledge 
construction 
(individual) 

What I need to know about the topic? I 
What are the other members of the group doing to complete the task? J 
Is what the others are doing helping to solve the task? K 
What do others members know about the topic? What do others members 
need to know about the topic? 

L 

How can I help other students to complete the task? M 
What did other members of the group learn from me? N 

Shared  
Knowledge 
construction 
(group) 

Where are the other members of the group? O 

Although the SKA definition provides some general questions, it is not easy to de-
cide how to provide mechanisms in the interface of a system that could be used to 
measure the appearance of SKA in a CSCL scenario. This aspect will be discussed in 
the Section 4. In addition, it would be desirable to describe some issues to test the 
quality of every design guideline trying to guarantee the effectiveness and efficiency 
of every SKA-related element in a CSCL interface.  As we will see in the next Sec-
tion, usability is an adequate alternative to perform this type of measuring. 

3   Usability and Most Relevant Usability Principles 

Usability is a quality of the user interface formally defined as “the extent to which a 
product can be used by specified users to achieve specified goals with effectiveness, 
efficiency and satisfaction in a specified context of use” [6, 7]. Usability plays a ma-
jor role during the evaluation stages of a software development under HCI where 
actual features in the interface of the system that is being developed are constrasted 
against ideal usability values and premises [8]. 
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Usability is a complex concept that has been divided in a series of principles (also 
denoted  usability attributes) in order to be understood in a better way. Thus, usability 
principles (UPs) are mainly intended to stress some part of the usability definition, 
and HCI researchers are aware that in a real interactive system these principles might 
overlap. Diverse authors have proposed alternative sets of UPs according to the most 
relevant features in the definition of usability they want to emphasize. Also diverse 
classifications are proposed when linking them with the formal definition. In spite of 
this situation, nowadays some common UPs presented in [4,8,9,10,11,12,13,14]have 
been agreed within the major part of the HCI community, as well as the classification 
shown in [15]. Consequently, we also have considered these UPs and this classifica-
tion as the most relevant for the CSCL scope. For clarity reasons, we have compiled 
the most relevant features of the above consensus in Table 2, including some typical 
questions that must be answered when testing UPs in a real interface. It must be 
stressed that some concepts like visibility or feedback are not always considered as 
basic usability principles but as part of them (visibility) or as consequences of follow-
ing the usability principles in a correct way (feedback). 

Table 2. Most relevant usability principles and its related questions 

General 
Usability 
Principle

General Questions 
Specific
Usability 
Principle

Specific Questions 

Was the task fully completed? Complet- 
eness Were the user’s goals met? 

Was the task completed 
successfully? 
Did the user get the right or correct 
result? 

Effectiveness 

How do users define success? 
Is success the same for all 
stake-holders? What are the 
goals; what are the tasks? Are 
there hidden goals? 

Accuracy 

How well was the work done? 
Had the user, in dialogue situations, 
freedom from system imposed 
constraints on input dialogue? 
Did the system offer to support user 
interaction for more than one task 
at a time? 

In how many ways the user and 
system exchange information? Flexibility 

Equivalent values of input and 
output could be substituted for each 
other? 

Speed Was the user able to complete the 
task quickly? 

Efficiency 

How long do users expect a 
task to take? Is the task 
completed in a single session? 
What styles of interaction do 
users prefer? What would make 
the interface feel efficient? 

Effort Was the user able to complete the 
task without undue cognitive effort? 

Pleasant 
Did the user have a pleasant 
experience when working on the 
task? Engaging 

What kind of work (or play) is 
this? What are the expectations 
for style and tone? How often? 
How long? When, where, how Satisfying Whas the user satisfied by the way  
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Table 2. (continued) 

 and why? in which the application supported 
their work? 
Did the user interface help user 
avoid making mistakes? Prevention Were mistakes minor rather than 
major? Error  

Tolerance 

How familiar is the domain? 
The terminology? What will 
users find difficult? What kinds 
of errors are likely? How se-
rious are their consequence? 
Will the users understand the 
problem, or they will need an  
explanation? 

Recovery 
If the user made an error, did the 
interface assist him/her in making a 
successful recovery? 

Predictabi- 
lity 

Was the user able to work with 
some certaintly because the user 
interface built on him/her previous 
knowledge? 

Consis- 
tency 

Was the interface consistent, so that 
once a user learnt how to use part of 
the application, he was able to 
easely learn how to use another 
part? 

Easy to 
Learn 

Will users expect to have to 
learn to use it? Are they 
learning something new? 
How complex is the task? 
How often will it be used? 
How important is it to get it 
right? 

Affordance Shape? Visible? Coherent action? 
 

As we will see in Section 4, UPs are necessary when evaluating the quality of DGs 
for assessing an appropriate level of SKA in a CSCL interface. Note that the classifi-
cation shown in Table 4 still remains valid independently of any particular usability 
testing methodology.  

4   The  Proposed Model 

The third column in Table 3 describes the basic design guidelines (DGs) that should 
be taken into account when designing a CSCL interface in order to promote an ade-
quate user’s behaviour with respect to his/her SKA. Each DG is identified by a DG 
Identificator (second column in Table 3) and linked to its correspondent   SKA-related 
question in Table 1 by means of a SKA Identifier (first column in Table 3). In the 
same way, every design guideline is associated with a set of UPs that should be high-
lighted when evaluating the interface of a CSCL system (either the final version or the 
prototype). The UPs are selected by generalizing common criteria used to test similar 
elements as those listed in Table 3 (third column) during the evaluation of a consider-
able amount of different interfaces [16] and 69 websites [17]. In order to improve this 
selection, UPs presented in practical examples in [12] and [13] which are handled to 
test interface features that materialized similar DGs as those shown in Table 3 are 
considered. 
    In that way, while the proposed DGs can be applied in one part of the CSCL inter-
face development, the related UPs can help us to asses the quality (in terms of “easi-
ness to use and learnability”) of the interface elements which have materialized these 
guidelines in an actual interface or prototype. In the next section we will show how 
the proposed DGs are instantiated in two different CSCL real-life interfaces. It must 
be stressed that the design guideline #1 (communication mechanism) is a general 
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design guideline inherent to the definition of CSCL environments, so that some of the 
other DGs described in Table 3 are just a particularization of  it (e.g. design guidelines 
#7, #8, #16, #17 or #31). 
 

Table 3. SKA-related design and evaluation guidelines for a CSCL interface 

SKA 
Id

Design 
Guideline 
Id

Design Guideline Description  Usability Principle

1 Communication mechanism   
2 Explicit sensor of  task advance A
3 Explicit sensor of self-colaboration performance  

Effectiveness (Accuracy) 

4 Alert mechanisms 

B 5 Explicit sensor of  task advance 

Effectiveness 
(Completeness) 
Efficience (Effort)  
Easy to Learn (Consistency) 

6 Explicit sensor of  task advance 
7 Sent information representation 
8 Received information representation C

9 Mechanism for classifying received information 

Efficience (Flexibility) 

D 10 Alert mechanisms Efficience (Effort) 
E 11 Explicit sensor of self-collaboration performance Effectiveness (Accuracy) 

F 12 Explicit sensor of others’ collaboration 
performance 

Effectiveness (Accuracy) 
Efficience (Flexibility) 

G 13 Alert mechanisms 

Effectiveness 
(Completeness) 
Error Tolerance (Prevention)  
Easy to Learn (Consistency) 

H 14 Explicit sensor of others’ collaboration 
performance Efficience (Effort) 

15 Explicit sensor of self collaboration performance 
16 Received information representation 
17 Mechanism for classifying received information I

18 Explicit sensor of  task advance 

Efficience (Effort and 
Flexibility) 

19 Explicit sensor of  task advance 
J 20 Explicit sensor of others’ collaboration 

performance 
Efficience (Effort) 

K 21 Explicit sensor of others’ collaboration 
performance Efficience (Effort) 

22 Explicit sensor of  task advance 
23 Recieved information representation 
24 Mechanism for classifying received information L

25 Others’ user profiles (only if the profile defines 
part of the topic) 

Efficience (Effort and 
Flexibility) 
Easy to Learn (Consistency 
and Affordance) 

26 Received information representation 
27 Mechanism for classifying received information M

   28 Others’ user profiles (only if the profile defines 
part of the topic or includes user’s expertise) 

Effectiveness (Accuracy) 
Easy to Learn (Consistency 
and Predictability) 

29 Explicit sensor of self-collaboration performance 
30 Received information representation N
31 Mechanism for classifying sent information 

Efficience (Effort) 
Easy to Learn (Consistency, 
Predictability and 
Affordance) 

32 Mechanism to highlight others’ last contribution 
O 33 Mechanism to restart actual state of the task 

(only asynchronous CSCL interfaces) 

Efficience (Effort) 
Easy to Learn 
(Predictability)  
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5   Evaluated Systems 

In order to illustrate the model presented in Section 4  two different classes of CSCL 
interfaces have been analyzed: a distributed and synchronous game called “Case the 
Cheese” (see Figure 1) and a asynchronous system to support collaborative knowl-
edge building in schools classrooms called “Synergeia” 1. In what follows, we will 
detail the materialization of every design guideline proposed in Section 4 for these 
two sample cases. For the sake of clarity, every SKA-related question in Table 1 will 
be referred to with the associated SKA Identifier (a letter from “A” to “O”). Also 
every design guideline presented in Table 2 will be denoted by using its DG Identifier 
(#1 to #33). In the case of the game “Chase the Cheese” the column corresponding to 
each design element description  will include a reference to the correponding screen 
area in Figure 1 (form sa#1 to sa#12). 

Concerning the set of UPs associated with design guidelines in Table 3, is must be 
remarked that these principles were used to assess the general quality of the screen 
elements that materialized the above guidelines in both CSCL interfaces. In general, 
for these elements an acceptable range of the ideal usability score has been reached. 
However, these results should not be considered as properly justified, as a more deep 
and complete usability study must be still carried out. In spite of this, the selected UPs 
have proven to be the appropriate ones when performing this first approximation to 
the final usability evaluation. 

5.1   The Game Chase the Cheese 

Chase the cheese [18] is a game played by four persons, each with a computer physi-
cally distant (the only communication allowed is computer-mediated). Players are 
given very few details about the game, and the rest of the rules must be discovered 
while playing, forcing participants to develop a joint strategies to succeed.  
    A complete description of the Chase the Cheese game can be found in [18]. The 
Figure 1 describes the game interface for one player distinguised with the yellow 
color. The board is one but is replicated in four quadrants, each having a coordinator –
one of the players– permitted to move the mouse with the arrows. The other partici-
pants are called collaborators and can only help the coordinator sending their mes-
sages. The aim is to lead the mouse to the cheese with a high total score (400 points 
maximum). Note that if the mouse is not in the last quadrant it has to move to a traffic 
light (which indicates starting position for each coordinator). The mouse has to go 
around obstacles (general obstacles or grids visibles to everyone and colored obstacles 
visible only to each player). Indeed, when starting to move the mouse, the coordinator 
has an individual score (11) of 100 points. Whenever the mouse hits an obstacle, this 
score is decreased in 10 points. Therefore, collaborators have to develop a shared 
strategy to communicate obstacle locations to the coordinator of the current quadrant. 
When the coordinator finishes with his/her quadrant, his individual score is added to 
the total score of the group. If any of the individual scores reaches a value below or 
equal to 0, the group loses the game.  
                                                           
1 See Synergeia homepage at  http://bscl.fit.fraunhofer.de/en/about.html 
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1. Current position of the mouse 
2. Position of the Chesse (final goal) 
3. Traffic light  
4. Arrows to move the mouse (visible 

only in the Coordinator interface) 
5. Cordinator of  this quadrant 
6. Global obstacles or grids (visible to 

everyone) 
7. Colored obstacles (visibles only to 

one player) 
8. Dialog box for sending messages 
9. Bottons to send the current message 

to one other player 
10. Dialogues boxes for receiving 

messages 
11. Individual score 
12. Grupal Score 

Fig. 1. Interface of the “Chase the cheese” for yellow player (current Coordinator) [18] 

Table 4 summarizes the SKA-related design elements observed in the interface of 
the game. In the comment column some questions are included for clarification. The 
first column links every instantiated element with the corresponding DG Identificator 
(used to index Table 3). Note that some DGs do not exist as particular features in the 
interface, but they can be inferred by considering some elements simultaneously. 
Actually, there is no single element to GDs #2 and #5, but they can be derived by 
combining the elements C3 and C4 shown in Table 4. In the same way, the GD #4 can 
be inferred as a merging of  the elements C4 and C5 in Table 4. Whith respect to the 
DG #11, it can be discerned by looking at the elements C10 and C11 in Table 4.  

In addition, the DGs #21 and #25 have no specific feature which could be consid-
ered as their specification in the interface of “Chase the Cheese”. However, both DGs 
#21 and #25 can be determined if some flexibility is adopted. In the case of the DG 
#21, others’ collaboration can only be understood as changes in the global score 
(sa#12 in Figure 1) after each other coordinator had finished its quadrant. Also the 
quality of the recieved messages (sa#10) can help to assess others’ performance and 
consequently C2 should be considered a specification of DG #21. Concerning the DG 
#25, it could be deduced by transitivity: the current position of the mouse in the board 
determine the active quadrant (item C3 in Table 4), and the colour of these quadrant 
(sa#5) determine who is the coordinator in this moment of the play.   

It must be stressed that even though the interface of the game provides an explicit 
sensor of grupal score (sa#12 in Figure 1), this sensor should not be confused with the 
item that represents DGs #12 or #20, as part of the grupal score can include the self 
perfomance (if my turn has already ended). Consequently, other features in the inter-
face of “Chase the Cheese” must be considered to materialize DGs #12 and #20. In-
deed, while the DG #12 can be induced by observing the quality of the received mes-
sages (screen element C2), the DG #20 is reflected as a combination of the elements 
C20 and C21 shown in Table 4. 

Respecting the DG #29, even though the item C4 in Table 4 makes this DG explicit 
in the interface of “Chase the Cheese”, we also considered that the item C3  shown  in 
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Table 4. SKA-related design elements in the interface of the game Chase the Cheese 

Design
Guide-
line
Id

Ele- 
ment 

Id 
Design Element Description Comment 

C1
Dialog box for sending 

messages (sa#8) + Color 
Buttons (sa#9) 

Coordinator: Am I asking clearly about colored 
obstacles? / Collaborator: Am I sending my 
colored obstacles to the coordinator? 

1

C2 Dialogues boxes to receive  
messages (sa#10) 

Coordinator: recognizing colored obstacles helps 
to solve the task / Collaborator: reading carefully 
questions from the coordinator helps to solve the 
task 

2,
5,22 C3 Mouse position in the game 

board 

Guidelines 2 and 5: Coordinator: Is my 
movement bringing the mouse closer to the 
cheese? 

2, 3, 
4, 5 C4 Individual score (sa#11) Coordinator: After moving the mouse, does my 

individual score increase or decrease? 

4 C5 Idem C2 Coordinator: collaborators’ comments can be 
used as alert mechanism 

C6 Idem C3
Coordinator: if the mouse is close either to the 
cheese or to the next semaphore, then the self 
task is ending 6

C7 Idem C4
Coordinator: if the coordinator’s score is 
decreasing then more information about 
others’colored obstacles is needed 

8 C8 Idem C2

Coordinator: Do I have information about others’ 
colored obstacles in the board positions adjacent 
to the mouse? / Everybody: Am I understanding 
the game strategy (what do I have to do)?  

9, 17, 
24,
27

C9 Idem C2 Separate dialogue boxes for each player (each 
participant identified with a colour) 

10,11
22 C10 Groupal score (sa#12) Guideline 11: Coordinator: after ending my turn, 

does the group score increment or decrement? 

11 C11 Idem C3

Coordinator: after ending my turn, is the mouse 
closer to the cheese or we have lost the game? / 
Collaborator: after sending my colored obstacles 
to the coordinator,  did the mouse skip them? 

12,
14 C12 Idem C2

Coordinator: he/she has learnt others colored 
obstacles / Everybody: he/she could lerant the 
game strategy if related information has been 
recieved 

C13 Game over message 
(no shown in Figure 1) 

C14 Arrows (sa#4) If arrows are not available  then the turn changes 13

C15 Idem C3 The mouse goes to other quadrant in the board 
15 C16 Idem C4

16,
23 C17 Idem C2

Coordinator: needs information about 
others’colorated obstacles adjacent to the current 
mouse position / Collaborator: needs to know 
coordinator questions / Everybody: the game 
strategy can be understood by analysing recieved 
information 

C18 Idem C10 Grupal score shows if the task is advancing 
properly or not 

18

C19 Idem C3  
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Table 4. (continued) 

19,20 C20 Idem C3 Collaborator: is the coordinator moving the 
mouse by skipping my colored obstacles? 

C21 Idem C2 

Coordinator: are the other members of the team 
sending to me their colorated obstacles?  
Collaborator: is the coordinator asking me 
something? / Everyone: Are the others’ messages 
helping me to understand the game strategy? 

20,
21

C22 Idem C10 Collaborator: after ending another player’s turn, 
is the grupal score better or not? 

25,
28 C23 Idem C3

Every quadrant in the board is associated with 
the colour of the participant that coordinates it. 
Therefore the mouse position defines the current 
profile of the other players (Coordinator or 
Collaborator) / Guideline 28: Collaborator: 
knowing who is the current coordinator helps to 
focalize answering his/her questions 

26 C24 Idem C2
Coordinator: he/she has to read others’ colored 
obstacles to skip them / Collaborator: he/she has 
to read coordinator’s questions to help him/her 

C25 Idem C3

Collaborator: After sending a message to the 
coordinator with his/her coloured obstacles 
adjacent to the mouse, the coordinator skiped 
them  29

C26 Idem C4 
Everyone: my self performance is reflected in the 
individual score 

30 C27 Idem C2
Everyone: observing others’ questions and 
comments can help him/her to perceive his/her 
performance 

C28 Idem C2 
Everyone: others’ messages are listed 
chronologycally, therefore it is possible to see the 
last contributions of the other players 

32

C29 Idem C10

Collaborator: after seeing the mouse changing 
from one quadrant to another, the last 
contributions of the coordinator are reflected in 
the increasing or decreasing of the grupal score  

Table 4 could help improve the awareness related to DG #29 (question N in Table 
1). Finally it must be stressed that the DGs #7, #31 and #33 are not included in Table 
4 since they could not be identified as part of the “Chase the Cheese” interface. In-
deed, the interface of this game does not provide a representation of the sent informa-
tion beyond its edition. Additionally, the DG #31 seems to be omitted to simplify the 
interface. Respecting the DG #33, it must be remarked that this DG has no sense in a 
system like “Chase the Cheese”, as all the actions done by the participants are per-
formed during the current excution of the game. 

5.2   The Educational System Synergeia 

Synergeia is designed to support collaborative knowledge building in school class-
rooms. It provides a shared, structured, web-based work space in which collaborative 
learning can take place, documents and ideas can be shared, discussions can be stored 
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and knowledge artifacts (portfolios) can be developed and presented [19]. As pointed 
out in [20], the Synergeia system strives to support the synergistic construction of 
knowledge at the group level that is quite distinct from what any of the students could 
produce on their own. Consequently, the SKA-related elements present in the Syner-
geia interface are crucial and should be easely recognized as a particularization of the 
DG presented in Section 4.  

A complete description of the whole Synergeia system can be found in [19]. As 
SKA usually emerges from a group perspective, we will focalize in the part of the 
Synergeia interface used by the students, specifically we will take into account only 
the workspaces shared for the group. These workspaces are mainly formed by a 
Group Learning Place or GLP, a group Shared Knowledge Building Area or GKBA, a 
whiteboard called MapTool (MT) to draw concept maps and schemas, an Instant 
Messaging tool, several kinds of Menus, a Calendar and a Negotiation Environment 
or NE that provides mechanisms for storing and voting knowledge artifacts.  

The information in Table 5 summarizes the results obtained when materializing 
general DGs of Table 3 in the interface of the above groupal workspace. As in Table 4, 
numbers in the first column link every instantiated element with the corresponding DG 
Identificator (used to index Table 3). Note also that some DGs are not included since 
they have not been clearly perceived or they have no meaning in the Synergeia sce-
nario. Particularly, DG #25 and #28 in Table 3 could not be specified in the observed 
workspaces. Note that guideline #25 is intended to encourage SKA related to other 
students’ knowledge about the current topic (see SKA-related question L in Table 1), 
and the student profile is not relevant as part of this knowledge. In the same way, de-
sign guideline #28 is associated with the consciousness about the self possibility of 
helping other students to complete the task (see SKA-related question M in Table 1) 
and involves the self perception of the other students’ profile only if this profile de-
fines part of the topic or includes user expertise. Note that in Synergeia student pro-
files are not part of the current topic and each student expertise is unknown to the rest 
of the classmates.  

Although the Synergeia system does not provide an explicit sensor of the task ad-
vance, DG #2, #5, #6, #18,#19 and #22 in Table 3 could be materialized in the work-
spaces that have been analysed. With respect to the design guideline #5, it could be 
observed that a combination of the S5 and S6 elements in Table 5 can help to improve 
its related SKA (see SKA-related question B in Table 1).  Similarly, our analysis have 
described that the design guidelines #2 and #6 can be respectively deduced from the S2 
and the S7 elements shown in Table 5. The experimentation also revealed that the 
design guideline #18 can be inferred as a combination of the elements S26 and S27 in 
Table 5.  In the case of the design guideline #19, a merger of the elements S17, S28 and 
S29 give enough hints to improve the user perception about the other students collabo-
ration to solve the current task (i.e., the SKA-related question J in Table 1, which is the 
SKA associated with design guideline #19). Finally, also design guideline #22 could be 
partially deduced by observing the elements S26 and S27 in Table 5. 

Additionally, the Synergeia system does not provide any specific design elements 
to depict self-performance or others-performance when solving the current task. Con-
sequently, as in the previous analysis, DGs  #3, #11, #12, #14, #15, #20, #21 and #29 
could not be directly materialized in the inspected workspaces. However, as  
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mentioned before different features in the Synergeia workspaces can be used (indi-
vidually or combined) to amend the corresponding SKA apprehension (distinguished 
by its identification letter in the row corresponding to every design guideline in Table 
3). The design elements that could be used to cope with these design guideline visu-
alization in Synergeia can be checked in Table 5. Finally it must be stressed that the 
design element #32 is not part of the Synergeia interface because it is mainly intended 
for synchronous systems. 

Table 5. SKA-related design elements in the interface of Synergeia 

Design 
Guide- 
line
Id

Ele- 
ment 

Id 
Design Element Description Comment 

1 S1 One’s current sent messages 
available in the GKBA 

Thinking type of the messages is “starting”, 
“working”, “deepening” or “reflection” 

2 S2 Personal contributions to the 
concept map and diagrams  in MT 

Contributions must be done during the current 
session 

3 S3 
Personal contribution in the 
proposed portfolio before 

submitting it (NE) 

Contributions must be doing during the current 
session 

4 S4 Calendar  

S5
No agreement in portfolio 

negotiation (Icons to vote in the 
NE) 

Voting during the current session 
5

S6 Idem S1 Thinking type of the messages is “help” or 
“problem” 

6    S7 Current messages after no 
agreement in the NE View of the messages 

7 S8 Idem S1 Thinking type of the messages is “starting”, 
“reflection”, “help” or “problem” 

7 and 
8 S9 Concept map and diagrams view 

in the MT 
Guideline 7: One’s contribution 
Guideline 8: Other’s contribution 

8,9 S10 Other’s messages available in the 
current GKBA 

Guideline 9: Messages can be classified by 
selecting different Thinking Types 

10 S11 Calendar Awareness about remaining time 

 S12 One’s contribution in the 
History and Info menus 

These menus are available by clicking on icons 
in the event column of a folder display (main 
screen) 

S13 Idem S1
Thinking type of the messages is “starting”, 
“working”, “deepening” or “reflection”. 
Messages must be sent during a past session. 

11

S14 Idem S2 Contributions must be done before the current 
session 

12  S15 Others contribution in the History 
and Info menus Idem S11

12
and
16

S16 Other’s messages queued to 
answer my own messages (GKBA) 

Guideline 12: Highlight the analysis of other’s 
messages when the thinking type of my own 
message is “starting”, “help” or “reflection” 
Guideline 16: Thinking type of my own 
messages is “help”, “problem” or “reflection”  
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Table 5. (continued) 

12,16
,

19
and
20

S17
Other’s contributions to the 

concept map and diagrams in the 
MT 

13 S18 Current portfolio submitted to the 
CLP  

The name of the portfolio is part of the CLP list 
of topics 

S19
Other’s contribution in the 
proposed portfolio before 

submitting it (NE) 
S20 Idem S16

14

S21 Idem S17

S22 Idem S1 Thinking type of the messages is “help”, 
“problem” or “reflection” 

S23 Idem S2
15

S24 Idem S3

17 S25 Idem S10 Messages can be classify using different 
Thinking Types 

S26 Message displayed in the top area 
of the GKBA  

The message is displayed above the thread of 
queued messages 18

and
22 S27 Elements of the proposed portfolio 

after submitting it (NE)  

S28 Idem S10 Thinking type of the messages is “starting”, 
“working”, “deepening” or “reflection”. 19

S29 Idem S22
20

and
21

S30 Idem S10
Messages can be listed by authors. Then 
Thinking type of the messages should be 
“working”,“deeping” or “reflection” 

23 S31 Idem S9 Depict what do other members know about the 
topic 

S32 Idem S10

What do other members know about the topic: 
thinking type of the messages is “starting”, 
“reflection”,“working” or “deeping”/ What do 
other members need to know about the topic: 
Thinking type of the messages is “starting”, 
“problem”or “help” 

23
and
24

S33 Idem S19 Depict what do other members know about the 
topic 

S34 Idem S9 and S2 Personal concepts relevant for the task that are 
not depicted in the concept map  

S35 Idem S27 Information known by me and relevant for the 
task that are not part of the current portfolio  26

S36 State of negotiation process in the 
NE 

Casting my vote about the current portfolio is 
necessary to complete the task 

26
and
27

S37 Idem S10 
Reply messages which thinking type is 
“starting”, “problem”or “help” can help to solve 
the task 

S38 Idem S12 Idem comment in S12
29 S39 Personal contribution in the 

portfolios submitted to the CLP 
30

and
31

S40 One’s messages queued to answer 
other messages (GKBA) 

Thinking type of the other messages is “starting”,  
“help”, “problem” or “reflection”  

32 S41 Idem S10 Others’ messages can be listed chronologically  
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Table 5. (continued) 

S42 Idem S7 
Observing messages in the NE it is possible to 
know the last others’ contribution to the 
negotiation 

S43 Idem S27 

Elements in the proposed portfolio have the date 
of submission as one of their attibutes. 
Consequently it is possibly to observe others’ last 
contribution   

33 S44 
Recovering of the last interface 

state after entering to a new 
session  

6   Related Work 

As awareness is considered a relevant feature in CSCL, several efforts have been 
devoted to cope with its definition and evaluation. In particular, different authors have 
proposed some activities that comprise the mechanics of collaboration using a con-
ceptual framework for developing discount usability evaluation techniques that can be 
applied to shared-workspace groupware [21].  Although the goals pursued in that 
proposal are also related with awareness design and evaluation, the work has been 
oriented towards groupware awareness. Other contributions related to groupware 
usability evaluation can be found in [22, 23].  

Many authors have proposed mechanism to design CSCL scenarios. However, 
there is a lack of information about usability aspects that need to be considered in 
order to have CSCL usable systems. Georgiakakis et al. have designed Asynchronous 
Network-Supported Collaborative Learning (ANSCL) systems, providing some guid-
ance for build usable CSCL scenarios. They propose a set of relevant patterns for 
designing usable ANSCL systems [24].   

On the other hand, there are some works related with the use of awareness in or-
der to improve collaboration on CSCL scenarios. For example, Fjuk & Krange [25] 
have provided insights about how various forms of awareness information should be 
supported by a computer to enable collaboration in distributed environments. Based 
on an understanding of learning as mediated by social interaction and artifacts, they 
argue that the effects of task and workspaces awareness are highly situated with re-
spect to collaborative knowledge construction. However, to the best of our knowledge 
there are no similar works to provide and test mechanisms in the interface of a real 
system in order to measure the occurrence of SKA in a CSCL scenario as it is pre-
sented in this paper.  

7   Conclusions and Further Work 

In Computer Supported Collaborative Learning (CSCL) awareness is a central con-
cept related to the individual and the groupal perception, helping to decrease cognitive 
effort associated with communication, thus enhancing the quality of the collaborative 
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learning processes. In this context Shared Knowledge Awareness (SKA) [3] provides 
powerful mechanisms to ensure the adequate perception that the students should have 
about their shared knowledge in such processes.  However, even though the definition 
of SKA includes a series of questions that should be considered to reach it, it is diffi-
cult to ascertain how to provide mechanisms in the interface of a real system in order 
to measure the occurrence of SKA in a CSCL scenario.  

In this paper we have presented a model to design and test SKA-related features in 
a real CSCL interface. To do this, some general design guidelines (DGs) that should 
be included in a CSCL interface are proposed in order to guarantee an adequate user’s 
behaviour with respect to his/her SKA. Particularly, each different question included 
in the definition of SKA is linked to a minimal set of DGs, hence assuring its mini-
mum coverage. The proposed model is used to analyse the occurrence of SKA in two 
different CSCL interfaces (one synchronous and one asynchronous). This way, two 
experiments were carried out to illustrate the novel model. 

Besides, a set of usability principles (UPs) is associated whith each general DG in 
order to test its quality in terms of “easiness to use and learnability”, as usability is 
defined as the extent to which a product can be used by specified users to achieve a 
given goal with effectiveness, efficiency and satisfaction in a particular context of use 
[6, 7]. In fact, every proposed DG   is connected whith a set of UPs that  should be 
highlighted when evaluating the interface of a CSCL system (either the final version 
or the prototype). These UPs are selected by generalizing common criteria used to test 
elements similars to the proposed DGs during the evaluation of a considerable amount 
of different interfaces [16], 69 websites [17] and some practical examples shown in 
[12] and [13] where UPs were used to test interface features that materialized similar 
DGs as those presented here. 

Although the selected UPs have proven to be the appropriate ones when perform-
ing this first approximation to the final usability evaluation, we think that it would be 
convenient to carry out a more complete usability study. Consequently, part of the 
future work is focused on the performing a deep usability evaluation of different 
CSCL interfaces. In this respect, an exhaustive inspection of the usage ideal usability 
values and premises in the context of the CSCL environment is currently being pur-
sued on the basis of the proposed UPs. Besides, classical methodologies used to test 
usability of general systems should be reformulated to make them more efficient for 
assessing the occurrence of SKA in CSCL scenarios. We also believe that SKA and 
its related DGs and Ups can be expanded beyond a CSCL scenario. In that respect an 
extension to the ambit of the organizational groups must be considered, as SKA could 
be crucial in order to achieve specific organizational goals. It seems plausible that 
SKA model may have an indirect effect on performance mediated by team coordina-
tion. 
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Abstract. In this paper we present an architecture for the integration
of tutoring and process scaffolds into existing collaborative applications.
The architecture allows to combine existing research results concerning
collaborative processes and their formalization, and existing and tested
collaborative learning environments. The architecture allows to control
the learning environments either by a human or a pedagogic agent. Both
types of tutors are using the same set of primitives - either via an intu-
itive user interface or a slim Java interface. To prove the soundness of
the architecture an example is given using IMS LD collaboration scripts
with Coppercore as a workflow engine controlling the Cool Modes envi-
ronment. A description of the possible applications of the architecture
in intelligent tutoring systems gives an insight into the opportunities
opened by such a flexible approach. The paper closes with an outlook
concerning the use of the architecture with more and different learning
systems and process control engines.

1 Introduction – Structuring and Scaffolding
Collaboration

Collaboration has become an important factor in learning activities, especially in
disciplines that require substantial phases of working in teams, such as computer
science, communication sciences etc. This can be seen in the emergence of the
research field Computer-Supported Collaborative Learning (CSCL) in the last
decade. Yet, just reducing the computer-based support to providing the suitable
technological means to communicate, which is often called Computer-Mediated
Communication, is most often not sufficient to promote the collaborative learning
activity: Studies, like Weinberger [1] showed, that collaboration does not happen
effectively in every situation just by initiating the collaborative situation.

Scaffolds [2] or collaboration scripts [3] are means to structure the learn-
ing activity and support the learners in organizing their activities or acquiring
the skills to collaborate effectively. Thus their use in computer-based learning
support environments (LSE) is a major topic of recent research in the CSCL
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community ([4]; [5]). At the moment the term ”script” is used in a highly am-
biguous way: The pedagogical rationale of a collaborative learning activity, such
as introducing collaboration by splitting the task such that interaction happens
at the split (cf. [6]), that shapes the general context and sequence of a whole
learning activity is called a CSCL script, as well as the fine-grained prescription
how argumentation should happen in complete argumentative sequences (cf. [7]).

Interestingly a parallel discussion occurs also in a field of computer-supported
learning that has evolved independently of CSCL, the discipline of Intelligent
Tutoring Systems (ITS): The support of the learners by the system to promote
them in the learning process is often called tutoring or interventions. The com-
ponents called ”intelligent tutors” or ”pedagogical agents” are used comparably
ambiguous as the term ”script” in CSCL with respect to the granularity and
competencies the tutor/agent should provide.

It is obvious that the expertise and experiences of these two fields should
be combined in collaborative computer-supported learning activities. One of the
grand challenges for the shared interest between the communities will be the rep-
resentation and implementation of scaffolds respectively tutoring processes for
collaborative scenarios. The definition of formal models for collaboration support
results in the explication of the pedagogical and psychological rationale for the
scientific exchange between researchers and practitioners, but also in the prac-
tical application of the models in computer-based learning environments. This
article will present our approach of combining aspects from CSCL, pedagogi-
cal design, and ITS in an integrated architecture for supporting collaborative
learning activities.

2 Formal Models of Learning Processes and Collaborative
Applications

Up to now complex learning support environments and explicit scaffolding/tu-
toring models are largely unrelated and co-exist, but do not co-operate. On the
one hand LSEs, such as WISE [8], CoLab [9] or Belvedere [10], either have a spe-
cific (”hard-wired”) process model embedded or do not have an explicit learning
process model at all. On the other hand environments that use explicit process
models for supporting the learning process, typically fall short in at least one of
these two criteria: Re-usability of the process model in other contexts: most sys-
tems using a formal model for structuring the interaction between the learner(s)
and the system define their own proprietary model for the learning process which
is not understandable and thus re-usable by other applications: this may hap-
pen because of proprietary formats that cannot be mapped to other formal
approaches, a lack of explicitness of the operational semantics of the model,
or a lack of explicitness of the model itself, which is often deeply intertwined
with the graphical user interface. Among the explicit models for defining the
learning process are production rule systems [11], automata-based models [12],
and flow-oriented models [13]. Expressiveness for complex learning processes:
systems that have explicit mechanisms for structuring activities usually tend to
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have a very narrow focus, such as sequencing the presentation of learning ma-
terial in web-based hypertext systems or intervening on the first deviation from
an ”ideal” learning path [14]. Especially more coarse-grained learning activities,
such as experimentation, model construction, and argumentation are usually not
scaffolded in these systems. There are very few approaches, that explicitly try
to scaffold collaboration with adaptive approaches: coming from the ITS area,
the ”Collaborative Tutor” approach in [15] attempts to support the fine grained
level of user actions in relatively small problem-oriented tasks, such as object-
oriented modelling. The GridCOLE approach [16], that is rooted in the CSCL
field, combines the explicit description of coarse-grained learning activities with
the launching of services suitable for the specific activity. IMS Learning Design
[17] can be considered as a formal approach with explicit representation of both
the models and the operational semantics, even though both aspects could be
discussed even more precisely as in [18]. Surprisingly up to now learning design
documents as process scaffolds or ”scripts” are usually oriented towards delivery
of web-content and some simple services, such as conference tools. Yet, making
the learning processes explicit in a formal specification, such as IMS LD, offers
also the possibility to re-use the pedagogical rationale that is reflected within
the specification and define more complex learning activities than just sequenced
content delivery.

We also assume that the formal character of IMS LD can be utilized to scaffold
and apply tutoring support for pre-existing LSEs. The availability of learning
design engines (LDE), such as CopperCore1, can provide explicit process support
without having to implement a process model from scratch for each individual
environment, if we can meet the challenge of integrating pre-existing LSEs and
LDEs in a flexible, interoperable architecture.

In the next section we will present our approach to achieve this synergy be-
tween both lines of computer-based learning and an architecture supporting
this approach. In the subsequent section we will discuss both the re-use of pre-
existing learning support environments and the re-use of artefacts within a learn-
ing process in an implementation utilizing the IMS-LD standard for learning
processes and an IMS-LD engine for the execution of complex learning processes
in external learning support environments.

3 A Flexible Architecture for Tutoring in Collaborative
Settings

We propose an approach that aims at a clear separation of the learning design
engine together with the specification and implementation of the learning flow
(as LD documents) and the collaborative learning environments. In this pro-
posal we assume that the learners interact exclusively with the LSE without
having to know anything about being ”scripted” or ”scaffolded” by the LDE

1 CopperCore — The IMS Learning Design Engine, http://coppercore.
sourceforge.net
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respectively the LD document. According to Vogten, Koper, Martens, and Tat-
tersall [19] learning design engines can be considered as a collection of finite state
machines that react to changes of properties with state transitions by sending
events of a specific output alphabet. In the loosely-coupled connection of an
engine with a learning support environment presented in figure 1, the engine
controls the learning environment with output events (such as ”start a new
phase”, event 1.), defined as a vocabulary for a set of environments, that are
mapped by the environment to its existing functionality (such as ”create new
workspace”, the configuration of the LSE through event 1.1). Since the LDE
interacts closely with the LSE, the LSE is more than an IMS LD service which
is not monitored and controlled by the LDE during the activity. The learners
interacting with the learning support environment create events (user action 2.),
such as ”phase is completed” (either directly or monitored by the LSE), that
map to the input alphabet of the engine’s state machines and are propagated to
the LDE (message 2.1). The triggered state transition (message 2.2) causes the
learning process to advance and will again trigger control messages (event 3.) to
be accepted by the LSE. In that way we get the regulation cycle of figure 1 with
the LDE and the LSE influencing each other’s state. Using a generic vocabu-
lary of communication primitives between the LDE and LSE has the advantage,
that the LD document can be used with a variety of different LSEs without any
changes to the document, given that the LSE can make use of primitives of the
vocabulary.

Fig. 1. UML communication diagram for interaction schema between LDE and LSE

For the concrete realization of our approach we defined an architecture that
brings together LSEs and LDEs without having to make substantial changes in
either of the two components: the schematic overview of the architecture can be
found in figure 2 and the components introduced have the following function:

Engine Extension (CopperCore Extension): this component extends the
event propagation mechanism of the learning design engine, so that on state
transitions within the engine, events are sent to the LSE to remotely control
the learning process according to the LD document’s description. This event
is sent indirectly to the LSE via the Remote Control Component.
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Fig. 2. Remote Control Architecture for interaction between LDE and LSE

Remote Control Component: this component is the mediator between LDE
and LSE; it maps events coming from the LDE to one or more communication
primitives, that build the vocabulary for remotely controlling learning sup-
port environments, such as CoLab or Cool Modes [20]. These ”commands”
are then sent to the ”remote API” of the specific LSE.

LSE Remote API (Translator): this interface accepts communication prim-
itives that have been defined for a variety of different LSEs and maps these
primitives to the specific functionality available in the concrete LSE. For
example the communication primitive ”Show workspace for voting phase”
could be mapped to calling the functionality ”Make visible a workspace with
title ’Decision on Solution’ and add a Voting Plugin” in the Cool Modes en-
vironment (see figure 4). The primitive that has been sent out from the
Remote Control Component to the subscribers of this primitive (all LSEs
that understand the primitive) is then translated to a call of the respective
functionality of the LSE; thus this can be considered a remote call of the
LSE functionality by the Remote Control Component. To integrate an LSE
into the proposed architecture a translator mapping the command primitives
to the LSE in question has to be implemented.

An interesting feature of this architecture is, that besides our main purpose,
i.e. the realization of collaboration scaffolds in pre-existing learning support en-
vironments, the remote control can be used by a variety of different actors (in
the socio-technical sense of actors being both humans and technical systems):

– A virtual agent/tutor, that has some model for scaffolding/tutoring the
learning, such as in [21], if it uses messages that can be mapped by the
remote control to the communication primitives of LSEs. The LDE compo-
nent can be considered our standardized type of such an virtual agent using
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the IMS LD dialect, but it could be replaced by a full-fledged intelligent
tutoring agent regulating the learning process adaptively using the remote
control vocabulary.

– A human teacher, who can react at runtime to the learning situation and give
hints, additional tools, and/or instructions, as she thinks are appropriate.
This intended use-case of the remote control can be seen in the lower right
of figure 2, where the teacher has a dedicated user-interface.

– A human administrator, who can use the remote control with a similar user
interface to the teacher’s to setup collaborative sessions, assign rights and
roles to the students. Such an interface can substantially reduce the ad-
ministrative effort in setting up experiments and practical use of learning
support environments, as was prototypically shown in an early version of
our architecture in [22]. In the next section we will present some details of
our concrete prototypical implementation of the Remote Control approach
and architecture.

Of course the remote control can be used by several actors at the same time (e.g.
teacher and virtual agent), but this might produce inconsistency in the regulation
of the process by the agent. On the other hand this provides a convenient way
for the teacher to react to unforeseen situations in the learning activity, such as
breakdowns of groups or tools.

4 Prototypical Implementation

As a proof of our concept we chose to combine the Cool Modes application with
the CopperCore Engine, currently the most advanced IMS LD engine and the
Reload player2, a graphical interface for run time configuration of learning de-
signs. The prototypical implementation of our architecture will be described in
three steps: At first we will describe the extensions of the CopperCore engine,
second we will sketch the implementation of the Remote Control plus an exten-
sion of the Reload IMS LD Player as a teacher’s frontend and afterwards the
extension of the Cool Modes translator (cf. figure 2) will be explained.

4.1 CopperCore

Since the CopperCore engine shall be used as an agent that uses the Remote Con-
trol, it is essential to be able to receive events from the engine. This is done by
adding an EventPublisher to the CopperCore engine that notifies the Remote Con-
trol when changes of CopperCore’s inner state machine occur. Another possible
approach would have been to poll the CopperCore’s inner state continously. Al-
though this approach may have avoided changes to the CopperCore engine com-
pletely, we decided to implement the first option to avoid the resource consuming
polling requests of Remote Control Component. CopperCore already provides an
2 RELOAD Project – Learning Design Player http://www.reload.ac.uk/ldplayer.
html
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Fig. 3. UML-like diagram for extensions of the CopperCore engine

event propagation mechanism managed by an EventDispatcher which is used in-
ternally to calculate the consequences of advancements in the Learning Design
script (e.g. if a learning-activity is completed, a role-part is completed). The given
set of expressions and actions of the original CopperCore engine were extended
by introducing the conditions Started and InActivityTree as well as a class called
SendEvent that notifies the Remote Control Component via the EventPublisher.
These two new conditions help us to synchronize the Remote Control with the
CopperCore engine and to distinguish which collaborative application has to be
contacted because of the particular change in the activity tree.

The parser of CopperCore has been extended to fire the SendEvent whenever
an activity ends. This was necessary to ensure that the SendEvent is executed
if the state changes are of interest (e.g. if an act has been made visible). When-
ever a SendEvent occurs, an appropriate EventObject (e.g. a NewActivityEvent)
is created and sent to the Remote Control (see figure 3). The communication
between the CopperCore engine and the Remote Control component, as well
as the communication to and from the LSE, is realised via Java Message Ser-
vice3 (JMS), because it was convenient for the presented combination of LSE
and LDE. Nevertheless it is possible or even necessary, depending on the con-
trolled LSEs, to exchange the communication channel with other techniques in
the future. For the communication format we chose XML, since IMS Learning
Design is specified in XML and CopperCore makes already extensive use of it.
If an EventObject is created all relevant data is collected from the CopperCore

3 Java Message Service(JMS) http://java.sun.com/products/jms
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engine and an XML string is constructed. This string is sent by the EventPub-
lisher via a JMS TextMessage to the Remote Control. If a message arrives at
the Remote Control the EventObject is re-constructed by parsing the received
XML string. EventObject is used here as a placeholder for a family of concrete
events like the above mentioned NewActivityEvent. These events are subclasses
of the EventObject as shown in figure 3.

4.2 Remote Control

The Remote Control is the intermediate device between the learning process man-
agement and the collaborative applications. It should be able to run either with-
out human interaction, monitored and operated by a pedagogic (computer) agent
or operated by a human. Both types of actors shall be enabled to interact with
the learners through the connected LSEs. Concerning the idea of using IMS LD
documents to scaffold the learning process we wanted to provide an intuitive and
easy-to-use (teacher) interface to configure the LDE (i.e. manage learning scripts,
create users, assign them as appropriate etc.). Since the Reload LD Player already
has a quite intuitive UI and supports to start the CopperCore server we used this
application as a starting point to add some functionality. First of all the user man-
agement has to combine the internal users of the CopperCore engine and the users

Fig. 4. Overview of the Remote Control implementation
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sitting in front of the LSEs. The Remote Control maps the Copper Core’s partic-
ipants to the users of the learning environments.In our example the information
about the LSE users is provided by the MatchMaker [23] server that is used as a
collaboration server for the Cool Modes and FreeStyler environment.

The assignment of users to units of learning can either be done by humans
like it was already possible in the original Reload LD Player or by an agent
which notices new users and assigns them automatically to a script and starts it
afterwards. The human actor on the one hand has the option to create users and
assign them from the beginning (e.g. while preparing a lecture) and on the other
hand he can wait for the users to start their LSEs, so they will automatically
show up in the Remote Control and assign them to an specific script on the fly.

4.3 Application Specific Extensions

As stated above our goal is to support a wide range of existing applications,
so we specified Translators which shall be loosely attached to each LSE. Those
classes that ”translate” the command primitives sent by the remote control to
applications specific events or method calls implement the specified Transla-
tor interface. These classes are also responsible to ”translate” the application
specific results to primitives the remote control can handle. Depending on the
specific LSE this can be done with more or less effort. In general we think that
applications that support collaborative learning should be easily adaptable to
be remotely controlled, because in most cases there already are events to be
distributed among other clients of the LSE. In our example the Translator can
act as an additional client in the collaborative environment. If it is possible to
implement the translator as such a way, the LSEs do not have to know anything
about the whole learning process and just react to the instructions of the Remote
Control, which are again based on the Learning Design engine. So the Translator
acts like a tutoring agent.

Fig. 5. The Cool Modes learning environment before (left) and after (right) transmis-
sion of the communication primitive ”ShowWorkspace for VotingPhase” from Copper-
Core Engine. In the right part the voting plugin was added (small icon in top right
corner) and an additional window appeared to conduct the voting.
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For example during a collaboration session with the goal to model a stochas-
tic experiment (see figure 5) the participants indicate that they do not want to
change the model anymore. The users’ indication is sent to the CopperCore en-
gine via the Cool Modes translator and the Remote Control. The learning design
script changes its states and tells the Remote Control to start a voting activ-
ity. In turn the Remote Control distributes a Show workspace for voting phase

<imsld:play identifier="PLAY-1" isvisible="true"> ...
<imsld:act identifier="Act-1"> <imsld:title>Model a Coin Experiment</imsld:title>

<imsld:role-part identifier="RP-1-1">...
<imsld:activity-structure-ref ref="LA-Modelling"/>

</imsld:role-part>

<imsld:role-part identifier="RP-1-2">...
<imsld:learning-activity-ref ref="LA-Further-Modelling"/>

</imsld:role-part>

<imsld:role-part identifier="RP-1-3"> ...
<imsld:learning-activity-ref ref="LA-Presentation"/>

</imsld:role-part>

<imsld:complete-act>
<imsld:when-role-part-completed ref="RP-1-3" />

</imsld:complete-act>
</imsld:act>

<imsld:complete-play>
<imsld:when-last-act-completed />

</imsld:complete-play>
</imsld:play> <imsld:conditions>

<imsld:if>
<imsld:is>

<imsld:property-ref ref="P-Voting"/>
<imsld:property-value>true</imsld:property-value>

</imsld:is>
</imsld:if>

<imsld:then>
<imsld:hide>

<imsld:learning-activity-ref ref="LA-Further-Modelling"/>
</imsld:hide>
<imsld:show>

<imsld:learning-activity-ref ref="LA-Presentation"/>
</imsld:show>

</imsld:then>

<imsld:else>
<imsld:show>

<imsld:learning-activity-ref ref="LA-Further-Modelling"/>
</imsld:show>
<imsld:hide>

<imsld:learning-activity-ref ref="LA-Presentation"/>
</imsld:hide>

</imsld:else>
...

</imsld:conditions>
</imsld:method>

Fig. 6. IMS LD Play used in the example script - Note that 3 Role Parts are needed
since IMS LD does not allow to switch forth and back between acts
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command primitive. The Translator translates this primitive application specific
commands for the creation of a new window containing a voting opportunity.

While the availability of a voting option is quite wide spread and therefore
reasonable to be taken as a command primitive the concrete implementation
of the voting is application specific. So every LSE has to use its own means
to enable the students to give their vote. This so called VotingService enables
the user to choose between different options which in turn affect the learn flow
of the IMS LD play. Technically the voting results returned by the Translators
are stored in IMS properties. This enables their use as variables that determine
the further steps in Copper Core’s learning script. This technique can easily be
adopted for other activities like evaluation of tests etc.

To conclude this section we describe the IMS LD script, which was used to
control the above mentioned process. The IMS LD document consists of a one
acted play structured in three Role-Parts, whereas one Role-Part (RP-1-2) can
be skipped by the users based on their decision in a voting (cf. figure 6).

Each voting has a title containing the question and at least two options to
select from. The options again have a title, refer to an IMS LD property and
indicate to what value this property should be set, if this option is the result.
Furthermore the attribute voting-type indicates whether this service is scripted
or unscripted. A scripted voting service results in getting configured and placed
for the user ready to use, in contrast to an unscripted voting service which just
indicates the user has the optional ability to configure his own voting. In Cool
Modes the latter will result in the Voting Plugin getting loaded and in case of a
scripted voting event a voting node provided by this plugin will get placed on a
shared workspace.

In this case, the environment shown in figure 7 consisting of a voting service
is referenced in a learning activity. Thus the learners have the ability to vote if
their model needs further work or whether it’s already correct and the next mod-
elling phase should be skipped. This works by using IMS LD Level B conditions
and showing or hiding the relevant activity based on the value of the property
P-Voting.

<imsld:environment identifier="LD-Environment1">
<imsld:title>Modelling Environment</imsld:title>

<imsld:service identifier="LD-Service1">
<imsld-ext:voting identifier="LD-Voting1" voting-type="scripted">

<imsld:title>Is this model correct?</imsld:title>
<imsld-ext:choice identifier="LD-Coice1" property-ref="P-Voting">

<imsld:title>Yes</imsld:title>
<imsld:property-value>1</imsld:property-value> </imsld-ext:choice>

<imsld-ext:choice identifier="LD-Choice2" property-ref="P-Voting">
<imsld:title>No incomplete</imsld:title>
<imsld:property-value>2</imsld:property-value> </imsld-ext:choice>

<imsld-ext:choice identifier="LD-Choice3" property-ref="P-Voting">
<imsld:title>No incorrect</imsld:title>
<imsld:property-value>3</imsld:property-value> </imsld-ext:choice>

</imsld-ext:voting>
</imsld:service>

</imsld:environment>

Fig. 7. Environment with a voting service used in the example script
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5 Conclusion

We have presented a flexible architecture to combine Learning Support Environ-
ments with Computer Supported Collaborative Scripting approaches. This was
done because we think that the ideas of scripts should be transferred to well
elaborated learning environments which have been developed in recent years.
The idea is to combine the flexibility of learning scripts, which can be adapted
to different learning groups and tasks, with the often task-oriented and domain
specific ITS systems. Since the already present systems shall not be rewritten
we decided to use a loosely coupled approach that allows to be adjusted for
different learning support environments on the one hand and on the other hand
different scaffolding agents to be applied. We proved our conceptual ideas by
presenting the current prototypical implementation of the proposed architecture
using the CopperCore engine and the Cool Modes learning environment. For
the specification of the learning processes the Learning Design Standard is used
with no limitations on the tools used to create the LD documents. Currently we
are working on means for graphical group formation to ease the effort for teach-
ers. For this we plan to use the SessionManager [22]. This solves the matter for
human agents. Another open question is the definition of an automatic mecha-
nism for group formation in IMS LD scripts. Currently groups are not explicitly
contained in the specification, yet there are some workarounds discussed in the
literature such as in [24] where groups are represented by specific roles. So either
substitutes have to be found or new constructs have to be introduced. Following
our principle of being as little intrusive as possible, we prefer to extend existing
constructs in a way that they conform to the syntax specification of standard
IMS LD and support the semantics needed for automatic group formation.

The second line of research we plan to pursue is the transfer of the approach
to other collaborative applications with the final goal to create scripted applica-
tions which enable the learning designers to specify the interoperability between
application rather than programming it. Given this it will be possible to use one
learning flow for more than one learning environment at the same time. That
means the script (agent, tutor) can be used for other collaborative learning envi-
ronments, enabling students using different learning environments to collaborate
with each other.

6 Outlook

With respect to the practical use of our architecture we are currently working
on the implementation of more complex learning processes, such as scientific in-
quiry learning [25]. These processes consist of several phases, such as hypothesis
generation, experimentation/simulation, evaluation, and potentially several cy-
cles through these phases. Resources and artefacts that have been available resp.
produced in earlier phases, should be available for the learners at later stages
to reflect on it and improve their hypotheses in the next cycle. Here it becomes
obvious that resources and objects need references through which they can be
adressed to be used in multiple phases and cycles of the learning process.
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Because the artefacts within the learning process, such as a simulation model
created by the student, can change over time, they have to be available both for
the LDE and the LSE: the LDE has to initiate the re-appearance of the object
in the LSE according to the description of the learning process, while the LSE
potentially has to change the content of the object, when the student modifies
it in the learning process.

To achieve this flexible use of learning objects in different phases and cycles
we chose to represent each re-usable object as a global personal property in the
LD description. The property is globally defined, because while the initial state
of the property can be set in the LD document, the external LSE can manipulate
the content during the learning process via the URI the property is associated
with. A personal property is required here, because every student involved in
the learning process might possess an individual version of the artefact, e.g. the
simulation model that should be produced in the inquiry process.
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Abstract. This paper argues that one reason for the success of collaborative 
problem solving where individual attempts failed is the polyphonic character of 
work in small groups. Polyphony, a concept taken from music, may occur in 
chats for problem solving, transforming dialog into a “thinking device”: 
Different voices jointly construct a melody (story, or solution) and other voices 
adopt differential positions, identifying dissonances (unsound, rickety stories or 
solutions). This polyphonic interplay may eventually make clear the correct 
(“sound”) construction. The paper illustrates the polyphonic character of 
collaborative problem solving using chats. It also proposes prototyped software 
tools for facilitating polyphony in chats. 

1   Introduction 

This paper is considering the role of polyphonic inter-animation of multiple voices in 
collaborative learning. Inspired by the work of Mikhail Bakhtin, this idea shed new 
light on the dialogic nature of discourse in human language. It would also have 
consequences for the design of collaborative learning environments. 

In polyphony, several voices jointly construct a melody (or a story, or a potential 
solution in the textual-chat case) while other voices situate themselves on a 
differential position, identifying dissonances (unsound, rickety stories or solutions). 
This polyphonic game may eventually make clear the correct, sound solution.  

The ideas are exemplified with chat excerpts for collaborative learning of 
mathematics problem solving, investigated in the Virtual Math Teams (VMT) project 
at Math Forum @ Drexel University. Inter-animation patterns in two dimensions were 
discovered: longitudinal (chronologically sequential) and vertical, towards two 
opposite trends: unity vs. difference. We consider that even individual thinking is also 
an implicit collaborative (dialogic) process that involves multiple voices. However, 
actual collaborations, in small groups of different personalities empower the dialogic 
process. 
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An environment for collaborative learning (that may be seen also as a groupware) 
based on the polyphonic inter-animation principles is introduced. Several modules are 
already implemented while others are in a final stage.  

The paper continues by introducing discourse, the dialogic theory of Mikhail 
Bakhtin and polyphony. The next section of the paper introduces Computer-
Supported Collaborative Learning (CSCL) and analyses the polyphonic welding of 
longitudinal-vertical unity-difference dimensions. Software tools that support the 
polyphonic inter-animation are presented in the fourth section. The paper ends with 
conclusions and references. 

2   Discourse, Dialogic and Polyphony 

Learning may be seen as directly related to discourse building, as Sfard remarked: 
“rather than speaking about ‘acquisition of knowledge,’ many people prefer to view 
learning as becoming a participant in a certain discourse” [11]. Koschmann [5] 
emphasized the social dimension of learning and discourse, quoting Deborah Hicks 
[4]: "Learning occurs as the co-construction (or reconstruction) of social meanings 
from within the parameters of emergent, socially negotiated, and discursive activity" 
(p. 136). 

The above ideas follow the socio-cultural learning paradigm initiated by Vygotsky. 
He has a permanently increasing influence on learning theories, stating that learning is 
a social process, mediated by specific tools, in which symbols and especially human 
language plays a central role [15]. However, he did not investigated in more detail 
how the language and discourse are actually used in collaborative activities. It is the 
merit of Mikhail Bakhtin to propose a sound theory of how meaning is socially 
constructed.  

Mikhail Mikhailovici Bakhtin extended Vygotsky’s ideas in the direction of 
considering the role of language and discourse, with emphasis on speech and dialog. 
Bakhtin raises the idea of dialogism to a fundamental philosophical category, 
dialogistics. For example, Voloshinov (a member of Bakhtin’s circle who, according 
to many opinions, signed a book written by his more famous friend because the 
former has an interdiction to publish during Stalin regime) said: “… Any true 
understanding is dialogic in nature. Understanding is to utterance as one line of 
dialogue is to the next” [14]. This is in consonance with Lotman’s conception of text 
as a „thinking device” [17], determining that: “The semantic structure of an internally 
persuasive discourse is not finite, it is open; in each of the new contexts that dialogize 
it, this discourse is able to reveal ever new ways to mean” [1]. 

Any discourse may be seen as an intertwining of at least two threads belonging to 
dialoguing voices. Even if we consider an essay, a novel or even a scientific paper, 
discourse should be considered implying not only the voice of the author. The 
potential listener has an, at least, as important role. The author makes a thread of 
ideas, a narrative. Meanwhile, in parallel to it, he must take into account the potential 
flaws of his discourse; he must see it as an utterance that can be argued by the 
listener. In this idea, discourse is similar to dialog and to music polyphony (in fact, it 
should not be a surprise that different art genres like music, literature and 
conversation have similar features), where different voices interanimate. 
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Discursive voices weave sometimes in a polyphonic texture, feature which Mikhail 
Bakhtin admired so much in Dostoyevsky’s novels. They are characterized by 
Bakhtin as “a plurality of independent and unmerged voices and consciousnesses” [2]. 
However, polyphony is not only a randomly overlay of voices. It has also musicality; 
it is in fact one of the most complex types of musical compositions, exemplified by 
the complex contrapuntal fugues of Johann Sebastian Bach. “When there is more than 
one independent melodic line happening at the same time in a piece of music, we say 
that the music is contrapuntal. The independent melodic lines are called counterpoint. 
The music that is made up of counterpoint can also be called polyphony, or one can 
say that the music is polyphonic or speak of the polyphonic texture of the music.” [7]. 

In polyphonic music, the melodic, linear dimension is not disturbing the 
differential, vertical harmony. Moreover, for example, in Bach’s fugues, the voices 
inter-animate each other. The main theme is introduced by a voice, reformulated by 
the others, even contradicted sometimes (e.g. inverted) but all the voices keep a 
vertical harmony in their diversity. 

Starting from Bakhtin’s ideas, we extend these ideas to collaborative learning. 
Therefore, we will further describe how polyphony may arise in collaborative 
learning and we will propose ways of supporting it in learning environments. 

3   The Polyphony of Problem Solving Chats 

3.1   Collaborative Learning in Virtual Math Teams 

Computer and communication technologies offer now new possibilities for 
collaboration, by virtualizing classroom group interaction. New types of artifacts like 
hypertext, the World Wide Web, chats or forums of discussions, are changing the 
classical learning scenarios. In addition to classical sheets of paper or blackboards for 
drawing diagrams and writing formulas and sequences of problem solving steps, 
computer animations, simulations or even virtual participants in the dialog (artificial 
agents) may be used now for collaboration. It is extremely important to analyze the 
particularities of discourse in this new context. A good example is the fact that in 
chats we can much more easily use a multiple threaded discourse, similar to 
contrapuntus in classical music than in face-to-face conversations. 

The (VMT) research program investigates the innovative use of online 
collaborative environments to support effective K-12 mathematics learning as part of 
the research and development activities of the Math Forum (mathforum.org) at Drexel 
University. VMT extends the Math Forum’s “Problem of the Week (PoW)” service 
by bringing together groups of 3 to 5 students in grades 6th to 11th to collaborate 
online in discussing and solving non-routine mathematical problems. Currently, 
participants interact using a computer-supported collaborative learning environment, 
which combines quasi-synchronous text-based communication (e.g. chat) and a 
shared whiteboard among other interaction tools.  

At the core of VMT research is the premise that primarily, group knowledge arises 
in discourse and is preserved in linguistic artefacts whose meaning is co-constructed 
within group processes [10]. Key issues addressed by the VMT include the design 
challenge of structuring the online collaborative experience in a meaningful and 
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engaging way, and the methodological challenge of finding appropriate 
methodological approaches to study the forms of collaboration and reasoning that take 
place. 

3.2   Polyphonic Inter-animation in Chats 

Let us consider the following problem: 

Three years ago, men made up two out of every three 
internet users in America. Today the ratio of male to 
female users is about 1 to 1. In that time the number 
of American females using the internet has grown by 
30,000,000, while the number of males who use the 
internet has grown by 100%. By how much has the total 
internet-user population increased in America in the 
past three years? (A) 50,000,000 (B) 60,000,000 (C) 
80,000,000 (D) 100,000,000 (E) 200,000,000 

This problem was one of an eleven problems set that were used for an experiment 
in which a group of students had to solve first individually and after that 
collaboratively, using chat. It was one of the two that were not solved individually by 
any students but it was solved collaboratively.  

Let us now consider a chat excerpt that includes the main utterances that 
contributed to the finding of the solution (see figure 1). 

 

Fig. 1. An excerpt illustrating the collaborative solution construction 

Discourse begins with Dan’s idea of starting from the 30000000 number specified 
in the problem statement (line 357). It continues with Mic’s problem solving 
buffoonery (lines 360-364, 366 and 368-370), remarked by Cosi (line 365) and Dan 
(line 367): Mic seems to start writing a reasoning but he only fakes, writing fragments 
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of the problem statement linked by a typical phrase “… and since … ”. However, this 
fake discourse fragment seems to belong to a mathematics speech genre and, even 
being a pastiche, is continued by Hal which extrapolates the 1:1 ratio from the present 
(as stated in problem) to the whole 3 years and advances 60000000 as a solution (line 
371). 

Mic continues the buffoonery (lines 372-375). After about one minute, Cosi’s 
(incorrect) utterance “i think it's more than 60,00000” appears as a critique or as an 
intuition of something wrong, of some kind of an “unsuccessful story”. Nevertheless, 
after less than another minute, she realizes that her own supposition is wrong because 
the ratio cannot be 1:1 or bigger. 

The collaborative discourse enabled Cosi to solve the problem. She didn’t solve it 
in the first phase, when they had to solve it individually. However, when she listened 
to the discourse proposing a solution (correct in the case of Dan’s beginning proposal, 
fake at Mic and wrong at Hal), she felt the need to put herself on a different position. 
Therefore, the discourse acted as a tool, as an artifact that enabled Cosi to find the 
correct answer. 

Discourse in chat collaborative problem solving has an obvious sequential, 
longitudinal, time-driven structure in which the listeners are permanently situated and 
in which they emit their utterances in a threaded manner. In parallel with this linear 
threading dimension, the participants situate themselves meanwhile also on a critical, 
transversal (or differential) position. For example, in the excerpt considered in this 
section, Dan’s theme was continued by Mic’s buffoonery, continued itself by Hal and 
then contradicted by a first theme of Cosi that was eventually totally changed, in its 
opposite. We could say that the critique of Cosi appeared as a need to bring the 
harmony of a correct solution. 

In this longitudinal-transversal space, voices behave in an unity-difference manner. 
This phenomenon is not specific solely to chats. It appears also to polyphonic music: 
“The deconstructivist attack (…) – according to which only the difference between 
difference and unity as an emphatic difference (and not as a return to unity) can act as 
the basis of a differential theory (which dialectic merely claims to be) – is the 
methodical point of departure for the distinction between polyphony and non-
polyphony.” [6]. 

The unity and difference trends take different shapes in chat problem solving. We 
can include in the unity category cumulative talk [8] or collaborative utterances [9], 
repetitions [12], socialization or jokes. For example, many times participants in chats 
feel the need to joke, probably in the need to establish a closer relation with other 
participants, in order to establish a group flow state [3]. In fact, in all the chats we 
examined there is a preliminary socialization phase, inter-animation appearing not 
immediately after the beginning of chats. 

4   Groupware for Polyphonic Inter-animation  

Difference making has a crucial role in chats for collaborative learning, role which 
may be best understood from a polyphonic, musical perspective. The possibility of 
contemplating (listening), from a critical position, the ideas (melodies) of other 
peoples and entering into an argumentation (polyphony of voices), enhance problem 
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solving and enables learning through a trial-error process. Such processes appear also 
in individual problem solving (we can say that thinking is also including multiple 
inner voices) but the presence of multiple participants enhance both the possibility of 
developing multiple threads and, meanwhile, of differences identification. The inter-
animation of the multiple perspectives of the participants, the opposition as result of 
contemplation and the presence of a third opinion in case of conflict, and sometimes 
the synthesis it brings are a better asset to success than a multi-voiced discourse 
performed by an individual (as inner thinking), that is inherently much less critique. 

Evidence that participants permanently keep a differential position is also provided 
by the statistics of personal pronouns usage in chat sessions. For example, in a corpus 
of chats recorded in May 2005, “I” was used 727 times, much more than the usage of 
“we”, with 472 occurrences. First person “me” was used 84 times comparing to “us”, 
used only 34 times. However, the second person addressing is very well represented 
by 947 uses of “you”. 

 

Fig. 2. A summarization module that offers an abstraction of the flow of main ideas  

A natural consequence of the theoretical considerations discussed above is the need 
for a software support for small groups that facilitates polyphonic development. Such 
a groupware, named “POLYPHONY”, is now under development. The system is built 
around a chat system, which has some additional modules, not present in usual instant 
messaging. These modules offer abstractions of the ongoing chat, in the idea of 
making clear the flow of ideas and the other “voices” (the melody) and, the most 
important, to induce polyphonic, differential ideas . 
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In figure 2, a snapshot of one of the first implemented modules, the summarizer, is 
illustrated. This module builds a summary using natural language processing and 
heuristics, It automatically assigns an importance score to each utterance, and selects 
the most important utterances. Summarization is important in chats because knowing 
what came before, starting from clear summaries would help people to respond, to 
carry on the “melody” and to contribute to the polyphony with a personal, differential 
voice. 

In addition to the summarization module, other facilities for chats, based on natural 
language processing are developed in POLYPHONY. They abstract and display facts 
about each participant, for example, the emotional state, the degree of relevance of the 
utterances of each participant. A module for speech acts identification has been 
already implemented [13]. The goals aimed by these modules are to induce self-
reflection and images about the others, to facilitate inter-animation, and finally to 
encourage multiple voices to enter into a polyphonic framework.   

5   Conclusions 

Discourse in chats implies an inter-animation of multiple voices along two 
dimensions, the sequential, utterance threading and the transversal, differential one. 
These two dimensions correspond to a unity-difference (or centrifugal-centripetal, 
[1]) basic feature of polyphony. The unity directed dimension is achieved at diverse 
discourse levels by repetitions, collaborative utterances, socializing and negotiation 
discourse segments. 

The second, differential dimension could be better understood if we consider 
discourse as an artifact that, taking into account that every participant in collaborative 
activities has a distinct personality, is a source of a critical, differential attitude. Even 
if individual, inner discourse may be multi-voiced, difference and critique are 
empowered in collaborative contexts, in a community of different personalities. 

A consequence of the sequential-differential perspective for the design of CSCL 
environments is that they must facilitate inter-animation not only on the longitudinal 
dimension, through threading but also the transversal, differential, critical dimension. 
Tools that may enter in this category should be able to provide abstractions or 
summarizations of previous discourse, in order to facilitate differential position 
taking. They should also allow the participants to emphasize the different proposed 
themes and to relate them in threads, polyphonically. 

Wegerif also advocates the use of a dialogic framework for teaching thinking skills 
by inter-animation: “meaning-making requires the inter-animation of more than one 
perspective“ [16]. He proposes also that questions like “’what do you think?’ and 
‘why do you think that ?’ in the right place can have a profound effect on learning” 
[16]. However, he did not remark the polyphonic feature of inter-animation. 
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Abstract. During computer-mediated synchronous collaboration there is need 
for supporting reflection of the partners involved. In this paper we study 
techniques for determining the state of an evolving collaborative process, while 
the activity is in progress, making the users aware of this state. For this reason, 
a State of Collaboration (SoC) indicator has been defined, which is calculated 
using a combination of machine-learning and statistical techniques. Subse-
quently a study was performed during which SoC was presented to a number of 
groups of collaborating partners engaged in problem-solving activities. It was 
found that this group awareness mechanism influenced in a significant way the 
behavior of the groups in which it was used. This study has wider implications 
to the design of groupware and in particular towards gaining an insight into the 
effect of group awareness mechanisms on computer-mediated collaborative 
learning. 

Keywords: collaborative problem solving, small group interaction, synchronous 
collaboration, computer supported collaborative learning, interaction analysis. 

1   Introduction 

Socially inspired theories, supported by the growing development of network and 
collaborative technology and increased connectivity, have advanced interest on 
computer-based collaborative problem solving environments. These theories usually 
influence our considerations on effectiveness of the collaborative problem solving 
process, as well as the design of the collaboration-support tools involved.  While most 
research and development of collaboration support technology has been directed 
towards asynchronous collaboration settings, in which usually large numbers of partners 
are engaged, there is a growing interest in supporting synchronous interaction in which 
usually small groups of actors are involved (e.g. 2 to 5 partners). In a recent outlook of 
the Computer-Supported Collaborative Learning field, Stahl [1] suggests that 
collaborative learning should be primarily studied at the small group unit of analysis 
where contributions coming from individual interpretive perspectives are interwoven 
into group cognition. There seem to be some benefits in this kind of group activity when 
it is computer-mediated. In cases of problem solving in rich and critical conceptual 
domains it appears that computer supported collaboration could be significantly 
effective: For activities aiming at conceptual development, communication in written 
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forms combined with communication through graphical representations, seems to be 
more effective than face to face interaction alone because it requires a more extensive 
thinking process [4]. The need to externalize one’s own thoughts, in a written or a 
graphical way, could have significant effects, especially when the learning activity 
implies rich conceptual knowledge that is under development.  

In many of these environments, when actors interact in a synchronous collaborative 
mode, they work in a shared workspace while they communicate using written 
dialogue often in combination with gestures in the shared workspace that can take the 
form of sticky notes and tele-pointer operations. Additional affordances of these 
environments contribute further towards enriched collaborative experience. For 
instance the substantiation of communication and interaction, which takes the form of 
a history log, can be used for supporting supervisor’ tasks and actors’ reflection and 
self-awareness. In Computer Supported Collaborative Learning activities, the state of 
evolving knowledge must be continually displayed by the collaboration participants 
with each other [6], thus history logs provide a treasury of information directly related 
to knowledge building. 

The paper first presents the Synergo environment, and then describes run-time 
support features for building awareness at group level, illustrating their usage with the 
example of some vaidation studies. 

2   The Synergo Environment 

This section presents the Synergo environment from two standpoints. First, in section 
2.1 the diagram building tool for supporting collaboration among students is 
discussed, followed by an introduction to analysis tools that aid students’ reflection.  

2.1   Synergo’s Diagram Building Tool  

Synergo (www.synergo.gr) supports synchronous collaborative building of diagram-
matic representations by small groups of students.  

The environment has been used in Secondary and Higher education settings for 
teaching computer science and other subjects. The typical client view of Synergo is 
shown in Fig. 1, which includes a snapshot of a concept mapping activity. Synergo 
supports building of different kinds of diagrams. It contains libraries for building 
flowcharts, entity-relationship diagrams, concept maps, data flow diagrams etc. On 
the left-hand side column of Fig. 1, libraries of primitive objects are shown. The 
activity is monitored and logfiles are generated and made available for inspection by 
the users or supervisors. On the right hand side the group coordination panel and the 
chat window is shown. Different color codes are used to represent the group members 
in the chat window, while various attempts have been made to represent the state of 
the peers during interaction. In the following sections some of these group awareness 
mechanisms are described.  

Examples of use of Synergo in authentic educational conditions include collabo-
rative building of algorithm flowcharts by large number of students in a distance 
learning course of the Hellenic Open University [7], class activities in the frame of an 
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introductory to computing course in a High school [8], collaborative problem solving 
of distant groups across two Universities [9]. 

Shared activity 
space

Chat tool 
 

Fig. 1. The Synergo environment: client user interface 

2.2   Synergo  Analysis Toolkit  

An additional feature of Synergo is its inherent support for analysis and supervision of 
the activity. So a set of analysis and supervision tools is included in the environment, 
typically in enabled client nodes, called Teacher nodes. These are mainly used by the 
teachers and researchers, while limited versions of the tools may be used in some 
cases by students as meta-cognitive aids. For instance, the student version of these 
tools permit playback of the so far activity while problem solving is in progress.  

The main functionality of the Analysis tool is the presentation and processing of 
logfiles which have been produced during group activities. These logfiles contain 
actions and exchanged messages of group members, in sequential order. An extract of 
a logfile is shown in Fig. 2. The logfile is based on the same format of the exchanged 
control and chat messages and is stored in XML form. This file can be viewed, 
commended and annotated by a researcher using an adequate analysis framework, as 
discussed by Avouris in [10]. A related functionality of the analysis tool is its 
capability of post reproduction of the modeling activity, using the logfile, in a step-
by-step or continuous way using the playback tool. Further annotation of activity logs 
through this playback tool can also be done, as discussed in more detail in [11]. 

The annotated or original history logfiles contain references to the objects involved 
in the developed activity, by their unique identifier GUID. So if an entity X is used by 
a logfile L and is not available in the local libraries, the analyst needs to search and 
download the related entities in order to be able to playback the model and reproduce 
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accurately the activity. In case of missing entities the environment will reproduce 
them by a default entity with no behavior or iconic representation associated. This 
decision to disentangle, the logfiles from the often heavy structures associated with 
model entities is made in order to keep the history logfiles small in size and facilitate 
their easy exchange and storing. The logfiles can be stored and exchanged in various 
formats including XML and the tools are based on a database of logfiles, which serve 
for studies of modeling activities. The format of logfile data is compliant to a 
proposed model for interoperability of CSCL-related log data described in [2]. 

1)  00 : 48 : 55 User1 Request Key 
2)  00 : 49 : 05 User2 Accept To Give The Key 
3)  00 : 49 : 12 User1 Chat “I asked for the key “ 
4)  00 : 49 : 20 User1 Chat “ok I got it”
5)  00 : 49 : 26 User1 Rename Object Ellipse 1 from END USER to END USER #2  (A2412) 
6)  00 : 51 : 06 User1 Chat “Get the key and change all relations with those connected to LANS”
7)  00 : 52 : 05 User2 Chat “ ”
8)  00 : 52 : 08 User2 Request Key 
9)  00 : 52 : 13 User1 Accept To Give The Key  

 

Fig. 2. Extract of a history logfile from collaborative problem solving 

3   Run Time Support at Group Level: Building Awareness 
Mechanisms  

One key feature of the presented environment is the support provided at run time to 
the collaborating partners through a view of the state of evolution of the collaborative 
activity. Based on the fact that the activity is logged at both the client and the server 
nodes, some abstract representations of the activity have been defined with the 
objective to feed them back to the group members in order to increase group 
awareness and motivate meta-cognitive processes for self-regulation. In this section a 
mathematical model of collaboration is presented, reflecting the symmetry of 
participation in dialogue and solution building of the group members. In the following 
section 4 a new approach, based on data mining of historical data is proposed. 

3.1   Modeling Collaborative Activity 

In this section the key parameters are described through which collaborative problem 
solving activity can be modeled in Synergo. In typical problem solving scenarios, 
dialogue and action are interleaved supporting each-other. So the activity is based on 
both direct communication acts (e.g. chat messages) and indirect communication 
through operations in the shared workspace.  
This activity can be modeled according to the following four dimensions: 

− The time dimension t : (when the action is taking place) 
− The actors’ dimension: { }kAAAA ,...,, 21=  (who is acting) 

− The objects’ dimension: { }OOOO ,...,, 21=  (the object of action in shared space): 

− The typology of events dimension: Ty  (what is the type of action ). 
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This latter dimension leads to interpretation of the activity that takes place. It is 
assumed that there is an existing analytical framework, which defines this typology 
Ty. If r is the finite number of expected event types, then we define a set 

{ }rTTTTy ,...,, 21=   as the analytical framework of the study. Ty can be defined by the 

framework user.   
    Using the above four dimensions we can describe any given activity as a set of 
discrete non-trivial events produced by the actors, contained in the logfile. These 
define an ordered set of m events { }mEEEE ,...,, 21= . Each one of these events is 

related to meaningful actions of the actors who interact with objects of set O 
incrementally contributing to the problem solving activity. Each event is defined as a 
tuple ( )

iTOAti TOAtE
tAOT

][],[,,=  where ],1[ mi ∈  , t the event timestamp, A the actor 

who performed the action of the specific event, O an optional parameter referring to 
the object of the specific action and T an optional parameter which interprets the 
event according to the analysis framework Ty.    

This is a useful general model for logging collaborative activities. Every time an 
event is produced by the actors, this is recorded and a history of such events, i.e. an 
ordered list of Es can be produced, as a result of such an activity. This record of the 
activity can be further annotated by including mental or cognitive operators, as 
interpretations of the recorded activity. This model permits further off-line analysis 
and interpretation of the activity, while quantitative indices of the activity can be 
easily produced at run time, given that some of the Ty annotations can be produced 
automatically, by the software itself (e.g. actions of insert, delete, chat, etc.) As a 
result visualizations of the progress of problem solving can be generated [14], as 
discussed in the next section.  

Synergo permits definition of a typology of generated events Ty, and automation of 
the task of categorization of observed events (e.g. insertion, modification, deletion of 
primitive objects in the workspace and exchange of text messages). The Synergo 
environment facilitates the Ty definition process, by allowing association of kinds of 
low level software generated events, to event types. So for instance, all the low level 
events of type “Change of textual description of concepts” in a concept-mapping tool 
are associated to the “Modification” type of action, as shown in figure 3. Every time 
an action is recorded, this is automatically categorized according to the analytical 
typology defined by the user. Various formal models like OCAF [15] suggest 
interpretation of exchanged messages (written dialogues during collaboration by 
distance), or recorded oral utterances (during face to face collaboration), in relation to 
operations towards “objects” of the activity space, using a language for action 
approach [16], defining a unifying framework for analysis of dialogue and action. 
However interpretation of dialogue events at run time is not possible, unless the users 
themselves classify their exchanged messages through a dialogue annotation scheme. 
However this approach has not been used in our case, as we considered that it 
imposes a meta-cognitive load to the users and lucks reliability. Instead in the next 
section quantitative measures of collaboration are described, using just the 
automatically classified events. 
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Fig. 3. Definition of an Event Typology scheme Ty: The low level recorded events, generated 
by the software (right) are related to event types (left) 

3.2   Quantitative Indices of Collaboration 

Using the model of activity described above, a number of indices, characterizing the 
state of group activity, have been defined. The objective was to calculate them in order 
to present them to the group members in a visual form. Some of these indices relate to 
the density of occurrence of some specific types of event per time interval tq, e.g. 
number of exchanged text messages per tq, number of new objects in the shared space 
per tq, etc. These can be calculated at the group level or at the individual partner level. 

One other kind of index is related to the degree of symmetry of activity of the 
group members. This index describes the relative contribution of the group members 
in a specific type of events.  
An example of an empirical general index, called Collaboration Factor is described 
here. This reflects the symmetry of contribution of actors in the solution, taking into 
account the relative weights of actors, objects and types of actions.  
If we assume that N events of Actor A concern object O, then the contribution of 
Actor A to object O is measured as: 

( )
=

⋅=
N

i
iAO TWAWAC

1

)(  where W( ) is the relative weight of actor A and W(Ti) is the 

weight of type Ti of event i, that contributed to O history.   
The history factor HF of object , is defined as ( )

kM

ACstdev
HFO −=1  , where 

]1,0[∈HF  and M is the mean value of all actors contributions AC for object O. HF 

takes value close to 1 when there is symmetrical contribution of all actors in the 
history of object O and close to 0 when the object has been discussed and used by 
small part of the group.  

The collaboration factor of object O is defined subsequently, as  

HFCF OO ⋅=
m

OEL
W O

O

)(
⋅ , ]1,0[∈OCF       

Where Wo the relative weight of object O in the model, )( OOEL  is the length of action 

events of object O and m the total number of action events in E.   
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Finally the collaboration factor of the activity CF is defined as the mean value of 
all components’ collaboration factors, including the abstract objects, or objects that 

were introduced in the solution and later rejected:    : == 1i
Oi

CF
CF

,   ]1,0[∈CF                 

In the formulas of CF defined here, a number of weight factors have been 
introduced: W(A) is the weight of actor A, Wo is the relative weight of object O and 
W(T) is the relative weight of type T of event. These factors are defined a priori for a 
certain kind of activity and reflect the relative importance of the corresponding 
entities. So for instance in a problem solving activity the learners’ contributions are 
considered more important than those of the tutor, some objects of the problem 
representation are more important than others (e.g. an entity is more important than an 
attribute in an Entity-Relation Diagram), while some types of events (e.g. insert a new 
entity) are more important than others (e.g. modify the description of an existing 
entity).  It should be observed that all dialogue messages were classified as of T= 
Tdialogue without refining further their typology, as already discussed in the previous 
section. 

The Collaboration Factor CF, in addition to the other indices introduced here, like 
the density of activity of specific type of action events per time unit, can be presented 
in visual form to the group members in order to support understanding of the 
collaboration dynamics. An example of use of these indices is included in the 
following section.  

3.3   A Case Study of Calculation and Visualization of Indices of Collaboration 

In this section we describe an example of visualization of collaborative activity in the 
frame of the Synergo tool from a case study. The activity involved building of a 
concept map of an Internet service (an electronic bookshop was the service to be 
model by the participants in this case) by small groups of students of an 
undergraduate University course, in the frame of one lab session (45’). We focus on 
one of these groups made of 4 students in this section. The logfile of the activity of 
this specific group was studied using Synergo. More details of this study can be found 
in [11]. First the relative weights of the activity types and the actors were defined. In 
our case events related to creation and modification of sticky notes are assigned lower 
weight (0.3), as they are used for administration purposes and were not related to 
problem solving. The actors were all considered of the same weight W(A)=1, while 
the objects used (concepts and relations) were also considered of similar importance. 

A number of representations were produced using the described model. One 
possibility was to show the current value of CF at the side of the workspace Also the 
users can choose to playback the activity and produce in numeric and visual form the 
evolution of their contribution to the solution and the evolution of the Collaboration 
Factor CF. This is shown in figure 4(a), and 4(b). In 4(a) the solution is shown with 
associated history of contribution of various actors to the objects. In 4(b) the 
evolution of CF with time is shown. This graph provides an indication of the degree 
of collaboration of the group of the four students as they are building the e-shop 
concept map. From this graph it seems that while for the first period of the activity the 
degree of collaboration was high, subsequently the partners became more 
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individualistic, working on parts of the solution, as also shown in the annotated 
concept map of fig 4(a). Later on towards the end of the session, there is more 
interaction, the final value was CF=0.073. 

(a)

(b)

(c)

(d)

 

Fig. 4. Visualization of (a) annotated solution (b) Evolution of Collaboration Factor, (c-d) 
Evolution of Actor activity 

Other indices can also be presented, like the density of actors’ activity of various 
types. Also the contribution of each actor in the activity can be visualized. In figure 
4(c) and 4(d) the actor contribution of “insert object” events and chat messages is 
shown. Each line of these diagrams represents one of the four group members. From 
this picture, it is deduced that the second actor shows relatively low activity. 

4   Support for Group Awareness: A Machine Learning Approach  

In addition to the method for calculating and visualizing at run time indices of 
collaboration, described in the previous section, a new approach that is based on data 
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mining of rich sets of historical logfiles is proposed in this section. The premise of 
this approach has been that given a rich set of examples of collaborative situations 
that have been evaluated in terms of the collaborative value of the activity, a module 
can be trained to be able to classify them accurately enough to be used in the future 
for classifying other unknown situations.  Through this approach it is expected that 
discourse-related characteristics of the activity that were ignored in the previous case, 
can be taken into account and a more accurate interpretation of the collaborative 
progress is made at run time. 

First a number of attributes characterizing given segments of previously recorded 
collaborative activities have to be defined. Then adequate data sets should be selected 
and effective machine learning algorithms should be used for training classification 
algorithms, the performance of which subsequently need to be evaluated and to be 
tested in a typical field study. The described process is a typical data mining approach 
that has been used often in problems with rich data sets, not solved by analytical or 
algorithmic approaches [12]. Our problem appears to have these characteristics. So a 
first attempt to use data sets from previous recorded collaborative problem solving 
activities in order to train a classifier of collaborative value was made.  

We made an assumption that we need to fragment the logfile L of a given activity 
in consecutive segments L={S1, S2, … Sk}, each one of which containing enough 
activity in order to be able to establish for the specific segment the quality of 
collaboration. The fragmentation criterion was established first as a constant time 
slice t. However we soon discovered that the activity often does not evolve with 
uniform density with respect to time, so in certain time segments there was enough 
activity to establish the quality of collaboration factor while in other segments the 
activity was insufficient. So a second fragmentation criterion was used subsequently: 
this was the Number of Events (NE) recorded in the events set E. It was decided to set 
NE=60 which produced a number of segments k for a given logfile. It is obvious that 
there is a tradeoff between the value of NE and the number of segments k that can be 
produced from a given logfile of activity, i.e. the higher NE the less number of 
segments are deduced. In the following, a sensitive analysis was performed in order to 
establish the effect of the value of NE on the performance of collaboration classifiers.  
Given a certain segment Si in which NE events have been included, we need to 
identify the attributes that would be related to the quality of collaboration. These 
attributes should be measurable characteristics of the monitored activity, without 
human intervention, as otherwise deduction of the attribute values would be a tedious 
process for large data sets.  

A set of such attributes was defined and subsequently their predictive power, in 
terms of the quality of collaboration was tested. The original set of attributes of a 
given segment of collaborative activity is the following: 

− Total number of exchanged dialogue messages (integer) 
− Degree of symmetry in participation in dialogue [0..1] 
− Number of alternations of speaker in dialogue (integer) 
− Average number of words per dialogue message (integer) 
− Number of questions in the dialogue - as identified by question mark character 

(integer) 
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− Total number of activity events in the shared workspace (integer) 
− Degree of symmetry in participation in workspace activity [0..1] 
− Number of alternations of actor in workspace activity (integer) 
− Degree of symmetry in object modifications in the workspace [0..1] 

From these nine (9) attributes, the first five (5) are related to dialogue while the 
other four (4) are related to activity in the shared workspace. A key attribute is the 
symmetry of participation of the partners in certain kind of activity, like the dialogue 
or the modification of the objects of the workspace. A fully symmetrical activity 
(measured as Symmetry=1) is that in which all partners contribute equally in the 
activity, while asymmetrical activity (Symmetry=0) is that in which a single partner 
dominates the activity and collaboration is doubtful. 

The effectiveness of this model was tested using logfiles from a number of distinct 
recorded collaborative activities. The main source of data has been the logfiles of 
problem solving activities of small groups of students (made of 2 to 3 students) of the 
Hellenic Open University and of the University of Patras, engaged in building concept 
maps and flow chart diagrams to given problems, using Synergo.  Data from 23 such 
groups were used. Different segmentation factors NE have been used in these files. 
The different values of NE and the corresponding different numbers of segments that 
were created in this study are shown in Table 1. 

Table 1. Different fragmentation criteria for segment creation 

  

 

 

 

 

For each one of the segments, manual characterization of the quality of 
collaboration was qualitatively performed by human evaluators. This was defined 
using three quality measures: low collaboration (1), medium collaboration (2) and 
high collaboration (3). Subsequently using these data sets, an attribute selection 
process was performed in order to establish which of the originally proposed 
attributes contributed more effectively towards prediction of the quality of 
collaboration. For attribute selection the Correlation based Feature Selection (CFS) 
technique was used [13]. 

As with the most of the feature selection techniques, CFS makes use of a heuristic 
algorithm along with a gain function to validate the effectiveness of feature subsets. 
This heuristic rule takes into account the usefulness of the independent features to 
predict the class feature(s) as well as the level of their correlation. Using this 
technique in the four data sets defined according to different values of NE, shown in 
Table 1, we established the most effective predictors, shown in Table 2. 

 Table 2 shows that the attributes that appear in all data sets are: the number of 
dialogue messages (2), the number of alternations of speaker in dialogue (4), the 

# of events (NE) per 
segment # of segments of activity 

60 306 
80 234 

100 188 
200 99 
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average message size (5) and the number of actions in the shared workspace (7). From 
these four attributes the first three are related to the dialogue and just the fourth one is 
related to the activity in the shared activity space. 

Table 2. Attribute selection using CFS 

NE=60 NE=80 NE=100 NE=200 
(2) num_chat (2) num_chat (2) num_chat (2) num_chat 

(3)symmetry_chat  (3)symmetry_chat  

(4) altern_chat (4) altern_chat (4) altern_chat (4) altern_chat 

(5) avg_words (5) avg_words (5) avg_words (5) avg_words 

(6) num_quest (6) num_quest (6) num_quest  

(7) num_draw (7) num_draw (7) num_draw (7) num_draw 
 

A number of alternative classification algorithms were used for building the 
classifier of the quality of collaboration (Naïve Bayesian Network, Logistic 
Regression, Bagging, Decision Trees, Nearest Neighbor).  Using the open source data 
mining environment WEKA [12] we trained a number of these classifiers that belong 
to different categories and use distinct techniques. It is important to note that Synergo 
facilitates the export of log file data in the form of tab separated document files that 
are easy to handle by tools such as WEKA. 

Evaluation of the performance of the produced classifiers was performed using a 
10-fold cross validation technique, separating our data set in training and testing data. 
In figure 10 the performance of a set of six classifiers in terms of percentage of 
correctly classified segments is shown for different values of NE. From this figure it 
is deduced that the best performance was achieved in the case of fragmentation factor 
NE=60. For this data set all classifiers achieved success rate of over 85%, with best 
performance by the Logistic Regression classifier who achieved a performance of 
87%. As NE increases, the performance of the classifiers deteriorates with the case of 
NE=200, as worse case in which the average performance of the six classifiers was 
just over 80%. If we take in consideration the fact that an additional disadvantage of 
high values of NE is that it inflicts long waiting times at run time, as a large number 
of events should be accumulated before a new value of the factor is calculated, the 
conclusion of this part of the study is that the most effective values of the 
fragmentation factor NE should be around the lowest value NE=60, while 
experimentation with even lower values of NE made the task more difficult and 
increased the number of indecisive segments since the number of events was too low 
for a clear verdict on collaboration by the human expert.  

As a conclusion of this phase of experimentation with building a mechanism for 
evaluating the quality of collaboration in the frame of our framework at run time, in 
order to use it as a group awareness mechanism, we discovered that this machine 
learning approach was effective since the trained classifiers were capable, with 
accuracy close to 90%, to classify segments of activity in a qualitative way. It should 
however be observed that this second approach produced a qualitative index of group 
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collaboration (high, medium, low) contrary to the statistical approach that produced a 
more accurate numerical value.  

A final attempt was made to use a combination of the two approaches discussed 
here, and in section 3. So we built a hybrid collaboration awareness mechanism as a 
linear combination of normalized values of the collaboration factor (CF) discussed in 
section 3 and the quality of collaboration factor discussed in section 4. The result was 
a measure of the state of collaboration (SoC) which was implemented and used in the 
frame of a case study discussed in the final section of the paper. 
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Fig. 5. Performance for different values of the fragmentation factor 

5   Evaluation Study 

An evaluation study of the developed group-awareness mechanism was performed 
next. The objective of the study was to establish the effect of this mechanism to small 
groups of users of Synergo. In the study thirty-three (33) students of the Electrical & 
Computer Engineering Department of our University participated. In the context of a 
laboratory session of the Human-Computer Interaction course they were asked to 
evaluate collaboratively in small groups the usability of a web-based accommodation 
booking service of a major international conference. Subsequently they were asked to 
build a state transition diagram of the typical user interaction with the system, in 
which to associate usability-related comments. The group members interacted 
exclusively through the Synergo chat tool and the Synergo shared activity space in 
which they built the requested diagram. The students were assigned to 11 groups 
made of 3 students each. Six (6) of these groups were provided with the group 
awareness collaboration mechanism. The other five (5) groups did not have that 
facility.  

A comparative qualitative and quantitative evaluation of group interaction of these 
two sets of groups was preformed. We measured how symmetrical the interaction of 
the group members were in the two sets. The overall measure combined the degree of 
symmetry of dialogue events and actions in the shared activity space. This measure 
took the values shown in Table 3 for the groups of the study.  
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State of 
Collaboration 

Usability
remarks 

State transition 
diagram 

 

Fig. 6. Typical user workstation during collaborative problem solving 

An extract of a typical solution produced by one of the groups is shown in figure 6. 
It was found that there is significant difference between the mean value of the two 

sets (t-test: p=0,0423<0,05). The mean values of collaboration symmetry are 45% for 
set A and 36% for set B, with standard deviation 0.053 and 0.075 correspondingly. So 
the activity of the groups of set A who were aware of the collaboration state through 
the developed group awareness mechanism was more symmetrical.  

Table 3. Group awareness State of Collaboration factor 

 
[U1] Let us start talking about ourselves in order to 
increase the bar to 100%
[U2] U3, you should talk! 
[U3] hhhm what to say :) 
[U1] You see it went up to 42% by just doing that 
[U3] hey hey hey 
[U3] How do we start drawing? 
[U2] As long as you U1 talk, it goes down... 
[U1] OK I will shut up then..  

Fig . 7. Example of dialogue extract about the collaboration factor 

Set A: Groups with  group-
awareness mechanism 

Set B: Groups without 
group awareness mechanism   

38 % 36 % 
41 % 47 % 
48 % 34 % 
49 % 37 % 
52 % 26 % 
43 %   
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In addition, by examining more closely the dialogues in groups of set A it was 
found that in four (4) out of the six (6) groups there was an explicit discussion about 
the group awareness mechanism.  

A side-effect of the group awareness collaboration mechanism was that in some 
occasions the partners attempted even to affect explicitly the value of this factor, as in 
the extract of figure 7. However this kind of dialogue events accounted for less than 
5% of the overall exchanged messages.   

Overall the dialogues were focused in the task and the participation of the partners 
in the groups of set A was more active and focused than those of set B. The 
discussion about the group awareness mechanism took place at the beginning and the 
end of the session in all four occasions and it did not affect the problem solving task.  
In groups of set B the participation of the partners in the activity was less 
symmetrical, due often to the existence of partners of limited contribution to the 
activity. This is an incident observed often in groups with more than two partners in 
synchronous groupware. 

6   Conclusions 

Building group reflection mechanisms for groupware systems, like the State of 
Collaboration (SoC) factor for the Synergo environment discussed in this paper, 
presents difficulties, since these factors are calculated from many diverse indices who 
are produced by the dispersed activity of the collaborating community. Use of just 
statistical aggregate measures is an approach that has been used effectively in the 
past, however there is an increasing need to capture the semantics of the evolving 
collaborative process in order to feed them back to the group of the partners providing 
them with more realistic group awareness view. Use of machine learning techniques 
for this purpose presents great advantages, since these techniques often require much 
less data and use less processing power than the statistical techniques, while they are 
more flexible in providing qualitative measures of the state of collaboration. However 
in order for such techniques to be proven effective, a tedious modeling phase should 
proceed followed by a careful training phase of the algorithms. In addition, rich data 
sets which depict many examples of collaborative or antagonistic situations should be 
used during the data mining process.  

An overall conclusion of the study is that group awareness seems to play a 
significant role in the group activity, as it is easy to interpret, not requiring high 
cognitive load and focusing ability of the partners concerned, as is the case with 
individual partners’ awareness mechanisms. Through a single graphic measure or a 
plot represents vividly the state of the group. The result in our case study was this 
mechanism to cause higher degree of involvement of the individual partners and lead 
to improved collaboration.  
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Abstract. Interaction analysis (IA) methods and tools aim to enhance collabora-
tion, providing support for basic functions such as awareness, regulation or 
evaluation. The importance of these functions depends on the roles played by 
the participants in a collaborative experience. For this reason, IA tools need to 
recognize the dynamic role transitions that usually occur in authentic learning 
settings, as well as to interpret and manage the information needs required by 
these changing roles. We are working in the definition, developing and valida-
tion of a conceptual framework for characterizing roles in collaborative learning 
contexts that aims at supporting IA tools in achieving these goals. In this paper 
we present the main results obtained from an experience that illustrates how this 
framework, initially proposed in a previous paper, supports the definition of IA 
indicators and values for detecting role transitions in a dynamic way. This ex-
perience is part of a longitudinal validation process of the framework that we 
are carrying out in various authentic learning contexts.  

1   Introduction  

At present, the elaboration of advanced Interaction Analysis (IA) tools and methods 
for the study of collaboration is a research priority in the CSCL (Computer Supported 
Collaborative Learning) field [1], [2]. IA can support different functions (e.g., aware-
ness, regulation and evaluation) based on the understanding of collaborative proc-
esses. The mentioned functions can be oriented to different types of users, which have 
different needs depending on diverse aspects related to the context, the specific task, 
the educational level of the participants and the IA purpose. For example, [3] identify 
different needs of a teacher in asynchronous and synchronous scenarios, and therefore 
suggest different types of support.  

Following this idea, in the CSCW (Computer Supported Cooperative Work) field 
we can find some proposals of awareness systems that adapt their functionalities to 
the different participants’ roles [4], [5]. These approaches consider that the key issue 
is to provide exactly the right amount and type of information for a given participant 
in a given role performing a given task. From these experiences we can state that IA 
tools would benefit from considering these role-based proposals, in order to improve 
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the collaborative processes they support. Moreover, in CSCL we can find a number of 
works that show how the pre-assignment of appropriate roles to the participants 
facilitates their interaction, improving the overall collaborative experience [6], [7].  

From the aforementioned works, we can see that it would be very useful to identify 
the roles that can appear in collaborative processes and what are their IA needs, i.e., 
the information type and how to present it to these roles. Then, the problem faced in 
this paper consists in how to characterize the roles that participate in a collaborative 
activity, in order to facilitate the dynamic detection of role transitions during its 
development. With this information, an IA tool should be able to adapt its outputs to 
the needs of these evolving roles, in an automatic or semiautomatic way.  

In a previous paper [8], we presented the outline of a framework for the structured 
description and characterization of roles. The framework faces the lack of a common 
taxonomy of roles in CSCL and the need of describing dynamic aspects, such as the 
mentioned shifts between roles that usually take place in real contexts.  

This framework is not a final proposal, and it needs a complete validation process. 
The theoretical foundations of CSCL demand the use of authentic learning settings in 
order to achieve relevant evaluation results. In this paper we present one of these 
validation experiences, which was aimed to assess how the framework supports the 
detection of role transitions in a dynamic way. This experience also serves to illustrate 
how the framework can be applied to a concrete learning situation. 

The rest of the paper is structured as follows: The next section introduces our 
proposal of a conceptual framework to describe roles in CSCL contexts. Section 3 
presents the experience carried out in order to assess the capability of the framework 
to support the dynamic detection of roles and discusses next steps derived from this 
experience. The paper finishes presenting the main conclusions and an overview of 
our future work plans. 

2   A Conceptual Framework for Describing Roles in CSCL   

This section introduces the main features of our proposal of a framework for the 
structured description of roles, initially presented in [8]. We will focus here on the 
main aspects used in the experience presented in the section 3. This framework aims 
to enable IA tools to adapt their functionalities to the different roles played by 
participants in collaborative activities. This adaptation requires a description of these 
roles so that IA tools can interpret and manage computationally this information. 

The description of a role in the framework includes four aspects: definition, IA 
needs, context of application, as well as indicators and values for detecting it.  

The definition of a role includes its name and the description of its function. In this 
context, the name is a generic role such as a human, an agent or any combination of 
them (e.g. teacher or student) [9], and its description is a characterization of an actor 
in terms of activities, duties and responsibilities in the learning activity (e.g., 
facilitator: “a teacher performing a minimal pedagogical intervention in order to 
redirect the group work in a productive direction” [10]). 

The description of IA needs specifies the IA information required for a role. These 
needs involve the purpose (e.g., awareness, regulation or evaluation), information 
content (e.g., participatory aspects, such as intra-group collaboration), information 
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type (e.g., numerical or graphical), complexity (e.g., elementary or advanced 
information) and presentation of information (e.g., bar  chart or sociogram), as well as 
the timing (frequency) and type of medium which will be used to communicate the 
information to the user (e.g., by the teacher in the classroom or by mail). 

These requirements are influenced by the context. The description of context 
includes diverse aspects collaborative activity such us the scope, that details the 
number of participants included in the learning activity (e.g., small group, large 
group), the type of environment (e.g., synchronous or asynchronous), the educational 
level of the students (e.g., university or K-12 students), the collaborative experience 
level of participants (e.g. elementary or expert), the specific collaborative tasks (e.g., 
collaborative edition), and the tools used to develop the activity (e.g. BSCW). 

Finally the specification of indicators and values is meant to enable an IA tool to 
identify a possible change of role during the activity. Each indicator includes a 
specification of its:   

 Name: An identification of the indicator, for example “participation rate”. 
 Description: It refers to the generic aspect of interaction that it represents and its 

relation with the functions of this role.    
 Range of values and interpretation: It explains the correspondence between the 

different values that the indicator can take and their interpretation with respect to 
the described role.     

 Relevance rank: It is possible that we need to use more than one indicator. This 
aspect states the relevance of the indicator for detecting the role (e.g., some 
proportion as 50% or a rank such as first, second…). 

 Detecting mode: How and when the indicator is calculated (i.e., directly in a 
specific moment, or between milestones). 

All these aspects constitute the basis of the framework. However, this is not a final 
proposal, but it is under a process of cyclic refinement. As mentioned beforehand, the 
complexity of the CSCL domain and the generality of the framework itself, require a 
longitudinal study, where the ideas are incrementally applied to authentic learning 
scenarios. This way, we plan to assess specific aspects of the framework incur-
porating formative corrections to the proposal that are again assessed during the next 
cycle. During this cyclic process, we have already applied the framework to a case 
study where we could evaluate the capacity of the framework to successfully adapt 
the IA support to different roles, based on the descriptions of these roles made with 
the framework [11]. This was a static adaptation, where the roles played by the 
participants and their needs were pre-defined before the beginning of the collaborative 
activity. In this paper we are focusing on the possibility of identifying role shifts 
dynamically, so that an IA tool could adapt its output to these changes during the 
activity. We have carried out an experience in an authentic learning scenario to assess 
this possibility. Next section presents the results of this experience. 

3    An Experience to Assess the Dynamic Detection of Roles 

The study described in this section is part of a case study that has been taking place 
since February 2005 in the course of “ICT (Information and Communication 
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Technologies) applied in Education” at our University. Besides our goal of using it to 
assess the capacity of the framework to support the dynamic identification of role 
shifts in a collaborative activity, it also provides an example of the use of the 
framework in a concrete situation. Table 1 shows the main characteristics of the 
context of this experience, according to the five dimensions defined in the framework: 
scope, environment, educational level, experience and tools.  

Table 1. Specification of characteristics related with the context of this experience   

Dimensions Description

Educational level University A course of ICT applied in Education 
Scope Large group Twenty-six students distributed in three groups 

Students: NoneCollaborative
experience Teacher: Expert
Environment Blended Technology supports in-site or distance activities. 
Collaborative
tools Synergeia [12] This tool provides a workspace for sharing 

documents among all the actors in the course 

Theoretical phase  Students analyzed diverse aspects of the subject 
and elaborate in groups three reports (subtasks) 

Specific tasks
Practical phase Students created a Webquest, that could be used in 

a real school  

In this context we have applied the framework for detecting a limited set of emer-
gent roles of learners (isolated and coordinator) and teachers (guide and collaborator). 
We employed Social Network Analysis (SNA) as a specific IA method, which is 
appropriate for the study of structural properties of individuals learning in groups 
[13]. We used SAMSA in order to produce the desired social network indicators. In 
this case study we considered the relationships composed by the indirect links be-
tween an actor that creates an object in a Synergeia shared workspace and those that 
access this object in order to read it. All the aforementioned roles were described and 
could be identified using the framework. For reasons of space, the rest of this section 
focuses on the detection of the teacher-guide and teacher-collaborator roles, but the 
discussed results are also applicable to the rest of the learners’ roles.  

3.1   Description of the Indicators Associated with Each Role by Means of the 
Framework 

This section explains how we employed the framework for specifying the set of SNA 
indicators and values for detecting the teacher-guide and the teacher-collaborator 
roles using IA. The selected indicators were: degree centrality (CD(i)) and closeness 
centrality (CC(i)). CD(i) is the most common measurement for the study of 
participatory aspects of learning. It indicates the activity of an actor in the network. 
Also, it is an index of the actor’s prestige [14]. CC(i) denotes the proximity of a node 
to the rest of nodes in the network. This index can be interpreted as a measurement of 
the influence of an actor in the overall network. In the case of relationships that 
consider the direction of the link, two degree and closeness indexes are defined. For 
example, for CD(i): indegree (CDi(i)), or the number of links terminating at the node; 
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and outdegree (CDo(i)), or the number of links originating at the node. We have also 
selected the sociograms for the visualization of the detected roles in a very intuitive 
way. The sociograms represent the actors as nodes and the relationships among them 
as lines in the graph.  

According to the dimensions specified in the framework, we defined the values of 
these indicators for detecting the teacher-guide and teacher-collaborator roles. We 
consider a teacher-guide as a leader that conducts the activity, detects participation 
problems and intervenes in order to improve the collaboration. For this reason, his 
SNA values are the highest among the actors in the network, and he has a central 
position in the sociogram. Table 2 details the concrete values associated to this role.  

Table 2. Specification of the indicators and their values for the teacher-guide role (teacher-
collaborator role values are not shown for space restrictions) 

Role: Teacher-Guide
Indicators

Description Number of links terminating at this actor, in the 
sense measured by the network

Values / 
Interpretation

A high value indicates a high actor’s prestige into 
the group 

Indegree CDi(i)

Relevance rank First
Description Specifies the proximity of an actor to the rest of 

actors in the network
Values / 
Interpretation

A high value indicates a high influence of the actor 
in the overall network 

Incloseness CCi(i)

Relevance rank Second
Description A sociogram represents the actors as nodes and the 

relationships among them as lines in the graph. 
Values / 
Interpretation

A centered node in the graph indicates an prominent 
actor for the rest of participants 

Actor position  in a 
sociogram

Relevance rank Third. Only for visual validation  

On the other hand, we defined the teacher-collaborator as a teacher that monitors 
the development of the activity but does not guide it. She participates only in specific 
moments, for example for reading the reports elaborated by the students. For this 
reason, her values for the selected indicators have to be lower than the majority of the 
actors in the network, and her position in the sociogram is not a central one. 

The same procedure was followed to define the indicators for detecting the roles of 
the isolated and coordinator learner. With all these descriptions, we could analyze 
the networks and detect learners and teachers’ role transitions. Next section shows 
how we could identify these transitions for the teacher, supported by the descriptions 
provided by the framework.  

3.2   Results: Evolution of Teacher Role During the Collaborative Activity  

We have analyzed the activity of the participants during the overall collaborative 
learning activity. Using SAMSA as the IA tool, and the specifications discussed in the 
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previous section we performed a study of participants’ roles after the end of each 
subtask, approximately each four weeks.  

During the elaboration of the first report, in the theoretical phase, we detected the 
role of the teacher-guide. His indexes CDi(teacher) and CCi(teacher) were the highest 
of participants (29 and 10,57 respectively). Moreover, we can see in the sociogram 
associated to this phase (Figure 1(a)) how the teacher was the most centered node. 
Thus, we could conclude that the teacher was the leader of the activity in this phase.  

Fig. 1. Sociograms representing the participants interactions: (a) During the elaboration of the 
theoretical first report. (b) During the first part of the practical phase.  

  
The values of these indexes decreased for the teacher during the next weeks. To the 

end of the theoretical phase, his indexes were lower (CDi(teacher)=19 and 
CCi(teacher)=13.17) than some of the students indexes (CDi(x08)=39, CCi(x08)=13.73; 
CDi(x00)=36, CCi(x00)=13.62; CDi(x21)=28, CCi(x21)=13.39; CDi(x20)=22, CCi(x20)= 
13.45). Thus, the teacher was still one of the most important actors, but other partici-
pants had begun to acquire some autonomy.  

Following this tendency, after the first part of the practical phase we could detect 
clearly that the teacher had lost his role of guide and he had become a collaborator in 
the activity.  In this period his indegree and incloseness indexes show a notable de-
crease (CDi(teacher)=14 and CCi(teacher)=8,77, respectively). More than 50% of the 
students presented higher values in these indexes (with CDi values ranging from 132 to 
21 and CCi values from 10.39 to 8.82). We can view the sociogram associated with the 
practical phase in Figure 1 (b). The teacher is not a centered node anymore. 

These results were confirmed by triangulation with different sources of data and 
analysis methods, including questionnaires, focus groups of volunteers, and classroom 
observations, following the process described in the Mixed Evaluation Method [15]. 
This process confirmed the change of the teacher’s relevance during the process. For 
example, 79% of the students confirmed the initial role of the teacher as a guide and 
justified her posterior evolution towards a less central role.  

In conclusion, we can state that the indicators and values defined with the 
framework supported the detection of the teacher’s role transitions during the 
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collaborative activity using IA. Once a role transition is detected, an IA tool could 
adapt its output to the specific needs of the emergent role. This adaptation has been 
already tested in a previous experience with the predefined roles, where the output of 
the SAMSA was adapted to these roles [11]. After the study presented in this paper, 
we can think of a next study where both functionalities are integrated, in order to 
provide a dynamic adaptation of IA support to the users of a CSCL scenario.  

4   Conclusions and Future Work   

This paper has presented an experience performed in an authentic learning scenario 
using IA methods for identifying dynamically a limited set of emergent roles, 
corresponding to teachers and learners, as part of the validation process of our 
proposal of a framework for the structured description of roles.  

This dynamic detection of role transitions is aimed to allow IA tools to adapt their 
output to the needs of the described roles during the collaborative activities. A static 
adaptation of IA tool based on the framework has been already shown in [11]. 

The experience described in this work shows that the structured description of roles 
proposed in the framework provides appropriate information to describe and identify 
a limited set of roles. The fact that the indicators and values to detect these roles are 
described in computational terms allows IA tools to interpret and manage the 
information. This opens a space for the automatic or semi-automatic adaptation of IA 
tools to CSCL. Overall, these results aim to contribute to the evolution of the IA field 
in CSCL, which is currently more focused on the developing of research prototypes, 
and therefore, far from offering solutions for real users, as stated by [2]. 

Next iterations of the process of cyclic refinement of the framework will include its 
application to other authentic learning scenarios, where the dynamic identification of 
roles and the adaptation of the output provided by the IA tools will be integrated. 
Additionally, we will increment the number of roles to identify and support by the IA 
tools. This implies further work in the recognition and definition of adequate 
indicators to identify these roles. 
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Abstract. Orchestra is a new formalism on which we are working in the field of 
cooperative systems design. In CoCSys methodology for Cooperative Capillary 
Systems design, we transform partial scenarios describing particular 
cooperative situations in a more comprehensive Cooperative Behaviour Model 
(CBM). In this paper, we describe our contribution to the need for a graphical 
formalism which would be able to express in a natural way, understandable by 
different actors (users, designers, developers,…) different cooperation 
situations in an ambient intelligence environment (mobile, context-aware, 
proactive and ubiquitous). ORCHESTRA is complementary to CTT and UML 
Use cases, and its objective is to express clearly cooperation situations 
(explaining easily synchronous or asynchronous cooperation activities) and the 
role (active or passive) played instantaneously by each actor. We take into 
account main concepts of “cooperative world” which are Actors, Roles, Groups, 
Tasks, Processes, Artefacts (Tools and Objects) and Contexts (Platforms, 
Situations and Users). With Orchestra formalism we try to express by a sort of 
music staff individual and collective behaviours. In this way we can model 
either individual works or organized collective activities. We present this 
formalism, its metamodel and its use for the description of two cooperative 
situations. We describe also a transformational process projecting a 
ORCHESTRA description on the cooperative architecture. 

Keywords: Specific description language, MDA inspired elaboration process, 
transformation process, formalism meta-model and examples.  

1 Introduction 

CSCW [1] is a field of interactive computer-based systems which objective is to allow 
to several participants (actors) to work together via a computer-based system to solve 
cooperatively a problem which can be of different natures (design, management, 
production, learning, etc). Design of this kind of systems is relatively complex 
because it is not limited to individual activities, but also and mainly to cooperative 
work of several actors, which can be classified in co-operation, coordination and 
conversation activities in respect with the definition initially proposed by Ellis [10] 
and adapted by several other authors [8, 16]. This cooperative work can be done in 
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several cooperative situations characterized initially by Johansen and enhanced by 
Ellis [9]. At the moment CSCW systems are becoming more and more mobile, 
context-aware and proactive. We called this kind of cooperative systems Capillary 
Cooperative Systems (CCS) [7]. We use this term by analogy with the network of 
blood vessels. The purpose of the Capillary CS is “to extend the capacities provided 
by co-operative working tools in increasingly fine ramifications, hence their can use 
fixed workstations and handheld devices". These systems become also pervasive, 
proactive and ubiquitous. Our final goal is to allow them to evolve in mixed reality 
environment (mixture of real and digital objects and tools) and to put into practice 
Ambient Intelligence (AmI) concept. 

In the following sections we describe our methodology (section 2), we present 
CBM content (section 3), then we discuss the formalism features and present 
ORCHESTRA concepts and its meta-model and we give two illustrative examples 
(section 4). We also briefly sketch a transformational process from ORCHESTRA 
description to a Cooperative Architecture (section 5). We finish by conclusions and 
perspectives. 

2 Our Approach: CoCSys Methodology 

We are studying design of CSCW systems and we propose an approach and a process, 
called CoCSys (Collaborative Capillary System) engineering process. Main reason for 
this more comprehensive process is related to the necessity to allow the evolution of 
this kind of system during its use in relation with the users’ skills, expertise, and the 
evolution of their perception and the mastery of the system. Our approach is based on 
Model-Based approach [17], which is characterized by a different way of 
development: “Rather than programming an interface using a toolkit library, 
developers would write a specification of the interface in a specialized, high-level 
specification language. This specification would be automatically translated into an 
executable program, or interpreted at run-time to generate the appropriate interface.” 
This approach is used in HCI for several years and become more generally used in 
other development application fields. OMG adapted a similar approach as new 
paradigm of development which is called MDA Model-driven architecture [13]. 
Others acronyms describing similar ways are MDE (Model-driven engineering) or 
MDD (Model driven development). In each case specification at concrete, abstract or 
meta level is privileged before studying the way to produce an executable code. The 
production is done more or less automatically by transformation or translation of 
these models. The objective of our approach is to adapt this trend to CSCW. We are 
proposing a framework for design, implementation and evolution of CCS. Fig. 1 
provides a general overview of this approach. It is based on 3 main parts: 1/Scenarios 
Collection, 2/Cooperative Behaviour Model (CBM), and 3/Collaborative 
Architecture; and 3 transformation phases: I/CBM Model Construction, II/CBM 
Projection on the Collaborative Architecture and III/Evolution. The methodology 
begins with the Scenario Collection phase: a list of scenarios [4] is collected during 
the discussions with potential users (Fig. 1, component 1). These scenarios are local, 
related to specific tasks or activities pointed out by different users. The Cooperative 
Behaviour Model (Fig. 1, component 2) for a specific collaborative application 
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contains concrete actors, artefacts, tasks and contexts that the cooperative application 
will take into account. Scenarios are studied in order to extract the actors’ tasks or 
activities and to determine temporal and functional constraints defining the 
organization of these activities (Fig. 1, transformation I). The goal is also to study 
completeness, correctness and the coherency of this model by adding missing 
activities, by eliminating redundancies and by validating working process and 
participating artefacts. 

Fig. 1. CoCSys methodology 

In the second transformation phase (Fig. 1, transformation II) contextualization, 
adaptation and specialization are undertaken. This process is a transformation of the 
CBM model to more operational description. It is not only a translation, but a 
projection on a predefined architecture (Fig. 1, component 3), i.e. from a software 
engineering perspective, it is clear that the development of a cooperative application 
cannot be carried out from scratch. We are using a three layers generic framework for 
cooperative systems (Fig. 1, component 3). Last transformation objective is to take 
into account evolution of scenarios and corresponding CBM evolution (Fig. 1, 
transformation III). These aspects are not described in this paper 

3 Scenarios and Cooperative Behaviour Model 

We consider that a scenario allows to final users and designers to meet them and 
discuss together. A scenario describes repetitive activity that should activate an 



166 B. David et al.  

adaptation mechanism which will be recorded and reused. For us the scenarios are 
short stories describing precise working situations which occur for different actors. 
This analytical perception of working situations seems be possible to catch and 
express observers or actors needs. We are asking to give as precise description as 
possible, i.e. to indicate, if possible, all actors evolving, artefacts used, activities 
executed and contexts characterising them (devices used, geographical location, 
temporal situation …). We collect these scenarios for different collaborative 
situations. In this way we can consider that this formulation of scenarios is possible, 
meaningful and useful. If scenarios are short limited stories, expressed mainly by 
different actors, behaviour model objective is to discover overall organization of the 
cooperative system in which main elements are actors, artefacts, tasks, processes and 
contexts. The designers are in charge to study different scenarios and to construct 
gradually the Cooperative Behaviour Model (CBM). In the model we find 
comprehensive collections of actors, artefacts, activities and contexts and also all 
relations which allow materializing all necessary elements for each activity. Different 
processes are also explained carrying out dependencies between tasks and their 
temporal and organizational constraints. This comprehensive model is able to manage 
the cooperative system behaviour and will be used during the implementation process 
i.e. projection of this model on a particular hardware, network and software 
architectures. Main elements of the CBM model are: 

• An actor, as instantiation of one or several roles, a role is a basic element of human 
behaviour in the system, which can be qualified as Acting (A), Observing (O) or 
Editing (E) i.e. observing and acting. We distinguish main actor (double arrow) 
and secondary actor (simple arrow). 

• An activity, describing an identified work which a role can do, this activity can be 
also A, O or E, i.e. acting, observing or editing activity.  

• A process is expressed as a network composed of process states (PS) and process 
transitions, which can also be qualified by A, O or E.  

• An artefact can be either a tool or an object. The tool is an instrument used in the 
task; the object is either input, support or output of the task, qualified by A, O or E.  

• A context is a collection of three aspects giving platform, situation (often logical, 
physical or geographical location) and user preferences characterising the context. 
We take into account several platform examples and elements: laptop, PDA, 
cellular phone, and also active environmental object (active RFID tag), passive 
environmental object (passive tag), … 

In the CBM model all these elements are expressed and interconnected. We can 
take as example a user’s role, which is identified by a name, a type, its participation in 
different actors, the activities which can be done, the process states and transitions in 
which their can occur, the artefacts (tools and objects) manipulated and the contexts 
(platform, situations and user preferences) which applies the role. These interrelations 
are also needed for other elements of the model. They are explicitly or implicitly 
described and can change during the system life expressing its adaptation and 
evolution. List of activities is one of the main components of CBM. This list is 
obtained from the task tree which can be expressed by CTT [14], an interesting task 
formalism, and its environment (CTTE) proposed by Paterno. Its extension for 
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cooperative activities [12] seems appropriate to express cooperative situations. 
However, the choice to have a hierarchical structure as basic representation and to 
express everything on this structure doesn’t appear appropriate to us. In CTT, 
collaboration is expressed by individual task trees and by a collaborative task tree. 
That is interesting to express tasks, but is insufficient for the more comprehensive 
view of collaboration, that we need. We consider that tree view of tasks is an 
interesting presentation during the task design phase. However, during the activities 
organization (definition of effective collaborations), mainly effective activities (leaves 
of the task tree) are important and their individual or collaborative scope is essential, 
in relation with effective actors, objects, tools, process states and transitions and 
contexts. To express in a more comprehensive way this view we propose a new 
formalism called Orchestra. 

4   ORCHESTRA 

The objective of Orchestra is to propose a more comprehensive formalism which is 
able to express together all main aspects of the CBM. ORCHESTRA adapts musical 
score notation [18] to our problem of CBM description. For us, the 5 lines of a staff 
are expressing 5 main aspects of the CBM (Fig. 2), which are: user’s role, activity 
concerned, process state or transition, artefacts involving in the activity and the 
context. On each line, we can situate one or several “notes” expressing names of 
corresponding items i.e. roles, activities, process states or transitions, artefacts and 
contexts. Each note can receive a stem which indicates the participation of the 
element (acting, observing or editing done by main or secondary actors). A bar line 
indicates the separation between independent cooperation episodes. Each 
cooperation episode expresses a state or a transition in the cooperation process 
description network. For each cooperation episode temporal organization is expressed 
either sequentially from the left to the right, by different types of parenthesis, or by 
explicit change of episode. These parentheses are used to express different situations: 

(…) alternatives, 
{…} mandatory participation, 
[….] potential participation. 

Different key signatures are expressing synchronous or asynchronous 
collaborations, collaboration modes and styles of coordination (computational  or 
social , implicit or explicit):

@ - Asynchronous with infinite answer delay 
@@ - Asynchronous with limited answer delay (on call) 
& - Synchronous “in-meeting” cooperation 
&& - Synchronous “in-depth” cooperation 

In synchronous collaboration two different participations must be distinguished: 

• instantaneous, short term collaboration, i.e. vote activity, 
• long term participation, long term collaboration, i.e. sketching activity.  
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Role 
Activity 
Process 
Artifact 
Context 

Acting 
Observing 
Editing 

Role 
Activity 
Process 
Artifact 
Context 

R-Name R-Name 

PS/PT-Name 

AT/AO-Name 

L-Name 

R-Name 

A-Name 

P-Name U-Name 

 

Fig. 2. ORCHESTRA main concepts 

In the first case an implicit collaboration is appropriate (short exclusive access to 
the shared space), in the second case explicit participation must be asked and allowed 
(long-term access to the shared space) either by social coordination ( ), i.e. one of 
human actors is in charge of this coordination or a computational ( ) one i.e. the 
computer fulfil it. Graphically we express instantaneous collaboration by a dot over 
concerned chords, for long term collaborative we use a horizontal line and a symbol 
expressing social or computational coordination ( , ) i.e. coordination made by one 
of the actors or by interaction (asking for, receiving and returning exclusive access 
right to shared space). 

Another important notion in CSCW is awareness. Its objective is to allow to 
different actors to know (or not) what has been done by an actor. It is important to 
decide statically (by the designer) or dynamicaly by the actor himself the scope of 
information propagation to other actors. For static way we propose to express 
awareness in ORCHESTRA formalism. Special marks are proposed:  

• for no awareness, 
• for partial awareness (for specific actors), 
•  for overall awareness (for all actors). 

To explain more deeply ORCHESTRA formalism we give on Fig. 3 its meta-
model, then we use it on two relatively simple examples. 

4.1   Heating Equipment Maintenance Activities 

We propose first to express heating equipment maintenance activities (Fig. 4) with 
six actors: client, secretary, technician, supervisor, expert and clerk. Main scenarios to 
put together are the following: 

• A client (secondary actor), observing a problem with his heating equipment, 
phones to the repair company to ask intervention. The secretary (secondary actor) 
asks him his profile (address, equipment…) and finds him in the database. He 
organizes an appointment with a technician. State: RV (RendezVous), Actors: 
Client, Secretary, & 
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Fig. 3. ORCHESTRA metamodel with note, stem, chord, episode, collaborative modes, 
awareness, temporal relations, repetition signs and presence as main concepts 

• In the morning, before leaving the company, the technician (main actor) loads on 
his PDA necessary information for his round with appropriate information (clients 
and their addresses, nature of intervention …). State: Init, Actor: technician, @ 

• At client house, the technician works on maintenance process, he can study history 
file of the supplies, precise blueprints, elaborates a diagnosis using appropriate tools, 
and repair, or ask for spare parts. State: Work, Actors: Client, Technician, & 
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• In a situation of impossibility to diagnose alone, he can contact his manager 
(secondary actor) to ask him some helps and to exchange some information. He 
can also contact, in a synchronous manner the heating manufacturer expert (secon-
dary actor) to study the situation with him. State: Coop, Actors: Technician, 
Manager, Expert, && 

• At the end of his round technician, back at the company, updates history file of 
visited equipments and gives his intervention statement. State: End, Actor: 
Technician, @ 

• Next day the clerk (secondary actor) produces the financial balance and statement 
of accounts and either sends the bill to the client or he integrates it in the client 
record. State: FB (Financial Balance), Actor: clerk, @ 

PDA 

Helping 

Manager 

Clerk 

update 

FB 

PC 

Expert 

Coop 
R 
A 
P 
A 
C 

@ 

R 
A 
P 
A 
C 

R 
A 
P 
A 
C 

R 
A 
P 
A 
C 

Tech 
 

Man 
 

RV 
 

Init 
 

Work 
 

End 
 

FB 
 

Client  

Secretary 

Techcian 

& &

Technician 

Update 

PDA 

Int St. 

@ @ && 

RV 

RV 

RV 

RV 

Load 

information 

PDA 

Client Client 

Be here Be here 

Technician Technician 

Work Coop 

Histore analyse 

PDA PDA 

Manager 

Helping 

Doc 

PDA 

PC 

Client 
 

 
 

Fig. 4. Different ORCHESTRA description of heating maintenance activities example 

In Fig. 4 we show ORCHESTRA modelling for this example. We are proposing 
several levels of description; individual activities are expressed by a staff (first staff). 
For collaborative ones either synthetic (second staff) or in-depth description are 
authorized. In-depth cooperative description is characterized by a precise description 
of each role of the same activity, activity set or activity period (period Coop). On the 
same sheet, for each role, a staff describes its situation. In this way it is possible to 
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understand globally all collaborative activities. A more synthetic view is obtained if 
we put together on the same staff several roles evolving simultaneously in the same 
(cooperative) activity. Corresponding cooperative process is presented on Fig. 5. 

 

Init Work

Coop

RV 

FB 
End 

 

Fig. 5. Collaboration process, expressed as a state – transition network 

4.2   Cooperation in Teaching in Large Class 

As second example of ORCHESTRA modelling, we present our study on how to 
make teaching in large class livelier and more participative by using wireless devices. 
We describe briefly the challenge of teaching in large class and present the DRIM-AP 
project (French acronym for Multiple Interactive Radio Devices and Participative 
Lecture Theatres) at Ecole Centrale of Lyon (Graduate School of Lyon). 

Lecture in large class is widely used in higher education as a teaching method but 
is also known to present some difficulties [19] like lack of exchanges, rarefaction of 
feedbacks, difficulty to motivate students. Indeed, teachers are often challenged by 
having to perform a lecture and to wonder about students understanding level at the 
same time. It needs from teacher a part of his attention and concentration to analyze 
student’s behaviour and to encourage them to participate. On student side, lectures are 
sometimes perceived as boring and participation is complicated by shyness and fear 
of being ridiculous in front of teachers or fellow students. 

Over the past few years, e-learning has hugely increased the use of technologies in 
educational area, providing software solutions to manage distant students through the 
use of learning platforms or virtual classrooms. Nevertheless, a few has been 
accomplished to really integrate the use of technologies in face to face lectures. But 
since the rise of wireless networks and mobiles devices, all components are now 
available to build solutions that could help teachers to increase participation and get 
more feedback from students in large class lectures [20]. That’s the topic of our 
research program at Ecole Centrale of Lyon where we are working on the DRIM-AP 
[11] project whose aim is to provide a software solution of teacher-students 
interactivity based on the use of wireless devices and Wi-Fi local networks. 

Implementation of mobile campus and student’s laptops equipment policies 
provide a favourable background for new interactive teaching solutions. In a large 
class context, like shown in Fig. 6, each student can use his wireless device to 



172 B. David et al.  

communicate with the teacher during lecture. On his side, the teacher displays the 
slides and monitors the class with the same computer. 

The DRIM-AP project takes place in a research program, with a support from the 
Hewlett Packard company in the context of the 2004 HP EMEA Mobile Technologies 
for Teaching Grants. Our aim is to design a tool based on Cooperation Interaction and 
wireless technologies in the face to face approach of teaching and evaluate the 
usability of this kind of tool for students as well as for teachers. On the functional 
level, our work gathers the main orientations identified during the state of the art 
study:  

• interactive tests, initiated by the teacher and addressed to all students in a 
synchronous way, 

• individual and asynchronous students feedbacks concerning mainly two 
aspects: lecture speed (too slow, too fast) and lecture understanding, 

• individual and asynchronous questions to the teacher,  
• synchronous vote. 

At the teacher side, we propose improved monitoring tools for managing the 
interactive class, broadcasting tests and polls, receiving and reading students’ 
messages on the teacher laptop computer as well as slides control, tests elaboration 
and submission, answers collection, consolidation and synthetic presentation, vote 
organization, answer writing and sent to a particular student (individually) or 
broadcasted to all students (collectively). 

Fig. 6. Principle of an interactive large class using wireless devices 

At the student side, communication feedback to the teacher about lecture, like 
speed (too slow, too fast), understanding, sound and visual ambiance is possible. 
Students can also write and submit questions or remarks, take notes, answer to full 
assessments or quick polls.  

We show on Fig.7 several tasks and their context: 

• 7A describes asynchronous individual student task “question writing” 
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Fig. 7. Different ORCHESTRA descriptions: individual, cooperative, in-depth or synthetic 
views for DRIM-AP case study 

• 7B describes in in-depth manner synchronous cooperative task “interactive 
test” 

• 7C gives a synthetic version of this task.  

All events (question, feedback, slide display…) are tracked by DRIM-AP. In this 
way the lecture can then be replayed by the teacher in order to identify when the main 
problems (understanding, lecture speed …) occurred. Corresponding cooperative 
process is presented on Fig. 8. 
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Fig. 8. DRIM-AP collaboration process, expressed as a state – transition network 

5   Transformational Process from ORCHESTRA to Cooperative 
Architecture 

As explained briefly in the CoCSys presentation, the target of our process is a generic 
software architecture composed of three layers decomposition as a generic framework 
for cooperative mobile pervasive systems. The top layer corresponds to the 
collaborative application level. It contains all the cooperative software used by the 
actors. This level is totally user-oriented, which means that it manages interaction 
control and proposes interfaces for notification and access controls. It uses multi-user 
services provided by a second layer. This one is a generic layer located between 
application layer and the distributed system layer. This layer contains common 
reusable elements of groupware activities and acts as an operating system dedicated to 
groups. It supports collaborative work by managing sessions and users, provides 
generic cooperative tools (e.g. telepointer) and is responsible for concurrency control. 
It also implements notification protocols and provides access control mechanisms. 
The last layer is essentially in charge of message multicast and consistency control. 
Usually, it is a computer-oriented layer which provides transparent mechanisms for 
communication and synchronization of distributed components. 

Currently, we are developing a cooperative middleware called SMAC (Services for 
Mobile Applications and Collaborations) that implements the two lower layers 
(groupware services and distributed system) of this conceptual cooperative archi-
tecture (see Fig. 9). 
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Fig. 9. Three layer collaborative architecture structure 

As we target mobile devices, we have strong constraints for the choice of 
technology for the Distributed System Layer. On one hand, synchronous cooperation 
is hard to implement with lightweight clients, and on the other hand heavy distributed 
objects systems such as Corba or J2EE are not available on mobile devices. Currently 
we choose to base SMAC on the Virtual Synchrony distributed programming model 
[3, 6], by using a version of JGroups [2] specially implemented for the J2ME / CDC 
Java Virtual Machine. Although the Virtual Synchrony programming model does 
have some limitations regarding specific mobile CSCW scenarios (mainly: it does not 
scale well to a large number of concurrent users, and it is not very adapted to 
situations involving lots of connections and disconnections), it does fit well with the 
kind of scenarios that we are experimenting, and it provides convenient and powerful 
abstractions of cooperating processes that need to keep coherent states. 

Above this layer, the Groupware Services Layer is composed of a core framework 
of Java classes onto which we can plug specific groupware services as needed. 
Currently, only a subset of these services is implemented, mainly the classes 
corresponding to the notions of collaboration, cooperation episode and session, and 
the classes representing users and groups. This provides a minimal system that 
handles synchronous collaboration, as well as persistence of collaboration states 
between sessions. 

The relation between ORCHESTRA and the generic architecture is the following: 
Information coming from the ORCHESTRA description concerning roles, activities, 
process, artefacts and context is “projected” on this architecture. This projection  
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concerns either application layer or collaborative layer, whose core classes are 
summarized in figure 10. Information about role and actors is manipulated at the 
collaborative layer, as well as at the application layer, where the corresponding user 
interface is proposed. ORCHESTRA concept of activity is translated to the SMAC in 
two different ways. An application specific activity, called semantic activity, is 
located at the application layer, for generic activity its location is naturally at the 
collaborative layer. Concerning cooperation processes management expressed in 
ORCHESTRA by episodes and their orchestration, their corresponding SMAC classes 
are using an adaptive workflow engine. ORCHESTRA artefacts are either tools or 
objects, generic or semantic. Their mapping to SMAC is done either at application 
layer (for semantic artefacts) or at collaborative layer for generic ones. Tools are used 
or activated at application layer and objects are manipulated by services located either 
at application layer or at collaboration layer depending of their specificity or 
genericity. Context description expressed by ORCHESTRA is used at physical level 
concerning hardware platform description, at distribution layer concerning software 
level description and either at collaborative layer or application layer concerning 
location adjustment and user preferences. Main mechanisms used during this 
transformation are XML encoding and decoding of information manipulated in 
ORCHESTRA editor and interpretation engine, which is able to read these XML files 
and execute appropriate code either generated from this description or corresponding 
attachments doing the link with existing code at collaboration layer or specifically 
developed code at application layer.  

SMAC

 

Fig. 10. SMAC and Cooperative Application Layer core classes 

As illustrated in Fig. 11, according to platform adaptation mechanisms we are able 
to produce appropriate interfaces in regard with hardware platform used i.e. laptop, 
PDA or Smartphone. 
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Fig. 11. Screenshots of DRIM-AP user interface on different devices 

6 Conclusion 

In this paper, we outlined a new formalism called ORCHESTRA, which objective is 
to provide a graphical expression of Cooperative Behaviour Model. CBM, elaborated 
from a collection of scenarios, as a reference for the transformation process allowing 
different implementations. As it is important to associate different actors to this 
constructive process, we propose a formalism which could be used during initial 
discussions as well as during the implementation and adaptation process. We 
expressed two concrete examples highlighting description capacity. We also 
explained the relation between the formalism and generic software architecture on 
which expressed mobile collaborative system can be implemented.  

ORCHESTRA has been tested on several concrete examples and we continue to 
upgrade it by new concepts as result of these tests. The connection with mixed reality 
has not been described in this paper, when if we are currently working on it. 
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Abstract. This paper presents a system called CodeBreaker for supporting 
small and medium size software development based on an extreme program-
ming principle. The system follows a decentralized model of development, 
which means, it does not requires a central repository. A set of rules for code 
ownership maintains the synchronization  of the work among all members of 
the developing team which can work on- or offline. It allows fine-grained 
locking of parts of the code.  

Keywords: collaborative software development, peer-to-peer, extreme pro-
gramming. 

1 Introduction 

The development of systems for supporting distributed programming teams has 
attracted the attention of many authors in the past. Most of these systems are 
developed for supporting a particular software development style. For example, in [1] 
a system for supporting distributed teams in extreme programming is presented. In [2] 
the authors describe a system for supporting distributed software development based 
on a peer-to-peer architecture, in opposition to the most common centralized 
repository architecture. Version control systems like CVS [3] or SourceForge [4] are 
perhaps the most frequently used today for supporting collaborative, distributed 
programming. Although the development of this kind of systems has been very 
prolific in the past, there are many reasons to believe that there is still room for 
improving software development support and that the last word is far from being said. 
This is especially true when we consider new situations that arise from new scenarios 
created by the existence of pervasive computing enabled by mobile technology like 
wireless LANs and smaller, lighter and more powerful notebooks. This scenario 
promotes the emergence of small programming teams, which may start developing a 
small to medium size project in a brain-storming like meeting. Such kind of situations 
is becoming more common, as most people use their own notebook computer as their 
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working machine anywhere, be it at home, at work, or even during a coffee break, 
which has been characterized as “nomadic” computing.   To more concretely illustrate 
the requirements of the software developing scenario we want to support, let’s take 
the example of two or three programmers that get together and exchange ideas about a 
new system they have just conceived in a planned or spontaneous brain storming 
session. They open their laptops and start developing a new project, which they more 
or less outline by creating new classes which contain just some sample code or 
comments. A wireless network may be present, permitting them to work synchro-
nously. If not, they will have to exchange files to merge their work asynchronously, 
maybe by email or by pen drives. They decide to continue separately divining the job 
and responsibilities. All or some of the original members may meet again, new 
members who joined the project may be also present and they will have to merge their 
work. They will certainly welcome a tool for coordinating their work satisfying the 
following requirements: 
 
• Work on a peer-to-peer architecture without having a central repository. As 

we want to support people who may start a new development without previous 
preparation, a central repository may not be always available for all members at 
that moment. Because of this, every member of the developing group should have 
a copy of the project as updated as possible, even when working alone.  

• Allow synchronous and asynchronous collaborative working. The system 
should support the synchronous collaboration work when two or more users are 
online, providing adequate tools. But it should also allow synchronizing the work 
with other participants which are offline in the best possible way, and provide 
mechanisms for merging the code developed offline.  

• Allow the inclusion of new unforeseen participants Because the system is aimed 
to support flexible and changing teams, there should be a way to include 
unforeseen participants and assign them tasks. However, the system should avoid 
an uncontrolled explosion of participants and maintain a certain order in the 
versioning of the code. 

• Allow fine grained and logical oriented locking of code. In a less formal and 
flexible team everyone may have access to all the code and be able to modify it. 
However, this condition may introduce too much complexity for synchronizing the 
work. A good trade-off solution may be that the system should give the possibility 
of locking finer parts of the code inside a file, like a class, a instance variable or a 
method. It also should allow reserving names for allowing the locking of code 
which has not been written yet. In this way, participants may distribute the work 
among themselves by just locking names of classes, methods or even variables 
which are still not written or used. 

 
Of course, for this scenario we have an extreme programming style of development in 
mind. Extreme Programming (XP) is a software development methodology, which 
emphasizes bringing the project to the beta testing phase as quick as possible, 
reducing the time of planning phase and increasing the priority for the beta testing 
phase [5]. Currently, the cost and time to develop small or medium-size software 
using the classic software engineering methods is too high. XP stresses the 
 



 A Decentralized and Flexible Tool 181 

collaborative work and distributed programming. Most of the systems claiming to 
support software development according to XP are focused on supporting the 
synchronous work. Some of them are mere collaborative editors while others include 
support for coordinating the work, like awareness and versioning mechanisms. Some 
authors have already pointed out to the necessity of not having a centralized 
repository to coordinate the work of a software developing team [6], while others also 
have stressed the necessity of having a fine grained, logical oriented locking of the 
code [7]. The decentralized model is certainly the most flexible and suitable model for 
the requirements of the situation we are going to address.  
    However, there is still no system which meets all the requirements mentioned. 
Developing such a system represents a challenge of high complexity, in the design 
and in its implementation.  In this work we will present a system called Codebreaker 
for supporting small and medium size software development based on an extreme 
programming principle, meeting the requirements mentioned above which 
corresponds to a  specific subset of was is known as XP.  
    Because of the logical locking of the code requirement we will develop it for 
supporting a particular programming language which is Java. However, most of the 
restrictions that this language imposes are easily transferable when implementing the 
same system for any other object oriented language or even a modular programming 
language with some modifications.  

2 Related Work 

Back in the late 80'and early 90's when the Internet was rapidly expanding, there was 
a great interest in the distributed systems. It was then predicted that such systems will 
be the dominant technology for the synchronous collaborative work in the future 
[8].We can nowadays confirm those predictions and add that these system have also 
deeply influenced the working style in all fields, Of course, computer system 
programming was one of the first, and many systems have been developed since very 
early. We can classify those systems in two categories according to the aspect they 
stress with their support. 

2.1   Versioning Management Systems 

In the 1990's perhaps the most used tool for collaborative work synchronization was 
created, CVS, [3] initiating a wave of development of tools supporting Version 
Management. CVS problems are well known [9]: it uses a centralized model, a central 
data repository and only few operations or commands which can be executed offline. 
This makes this structure really unsuitable for synchronous collaborative 
programming development. All developers need access to the central server for 
almost all operations. Today, there is a whole family of CVS-like tools: GNU-Arch, 
Subversion, CSSC, PVCS, etc. These applications are frequently used in the Open 
Source community and also in large business environments. All of them follow the 
same schema: one central repository, and file-level permissions. (Check in, out).   
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2.2   Collaborative Development Environments 

One of the first approaches to the implementation of collaborative development 
environments is the Orwell system [10]. This system allows the Smalltalk 
programmers to develop programs using a common library. An interesting aspect of 
this system is that it organizes the developing system code in methods and classes 
instead of files, thus using a more logical approach to present the code. Another 
Collaborative Environment that follow the same idea of the Orwell system is Tukan 
[11].This synchronous distributed team programming environment for Smalltalk 
claims to solve the problems that Extreme Programming teams have. Tukan 
incorporates a version management system and adds awareness information, 
communication channels and synchronous collaboration mechanisms. It also provides 
a shared code repository with a distributed version management and the code 
integration can be made in a centralized or decentralized way. The IBM Rational 
ClearCase System [12] provides real time support for collaboration between 
developers located anywhere on the Internet. It uses a central server that manages 
user’s permissions and differences between the source code versions. The server has 
also support for multiple repository server deployments for large-scale enterprise 
teams. Another tool to which supports the collaborative editing of source code is the 
Collab add-on for the Netbeans 5.0 [13]. This add-on allows the NetBeans users to 
edit files collaboratively, share files and provides space to communicate with other 
developers.An interesting system which does not relay in a central repository but has 
the ability of use multiple repositories was recently presented in [14]. The principle 
behind it is that of using and re-using software components from different repositories 
while also offering the own local to the rest of the community.  

3 The CodeBreaker 

3.1   Rules for Code Ownership     

In order to allow the synchronization of the code being developed among the 
members of the group in an asynchronous scenario CodeBreaker imposes that any 
existing code in any of the participants' computer should be “owned” by someone.  A 
CodeBreaker code development project starts with one person defining the project an 
others joining it. Each new member including the one who created the project has to 
register an e-mail address and receives a digital signature. All members can develop 
new code which is owned by him/her. Other members will receive the code and can 
use, modify, and even share it with others, but the only “official” version can be 
distributed or approved by the owner. In this way, there will be always a final version 
of the entire software which will be the sum of the code pieces each participant owns 
and has released. The rules for sharing the work should guarantee that there will be no 
inconsistencies about the final version (this will be discussed in section 3.4). In order 
to allow users to delegate their work, users can pass the ownership of the code among 
each other. Figure 1 shows an example how ownership of code may develop during a 
project involving three programmers.  
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Fig. 1. The different colors show the ownership of the code. In the first row, A and B start a 
new project writing both a part of the code. In the second, they merge their works and keep the 
ownership. In the third row, C joins the project and A grants ownership rights to part of the 
code. 

3.2   Exceptions to the Rules 

It is important to maintain the rights of the owner of the code and the order of the 
project itself in order to avoid an uncontrolled explosion of versions. It is also known 
that in many projects it is sometimes impossible to maintain and respect every rule 
because of the emergence of unforeseen situations, so an alternative should exist for 
bypassing the rules in exceptional cases. For example, it could happen that a certain 
user cannot work on the project anymore and that he is not reachable to ask him to 
delegate the work to other users. In this case there are two mechanisms that can be 
applied and the two coexist giving more flexibility to the system. The first one is that 
a user can ask the rest of the team to approve or reject by voting a petition for 
becoming  the owner of a certain code piece that is owned by a third member of the 
team and/or to force the acceptance of a given modification. 

3.3   Logical Locking 

As we already said, the entities of the code which can be owned are logical more than 
physical one. Logical entities which can be locked are organized according to the 
JAVA organization of the code. The locking is done over a name of a class or 
interface, a method inside a class or a class variable. In this way, it is possible to lock 
code which still not exists. The scope of the locking also follows the class hierarchy 
of Java: If a class name is locked all the extended classes will be locked as default. In 
the same way, if an interface file is owned, the implementations of those methods are 
also owned. This may be necessary in cases when one of the participants should write 
the same method for different classes, for example, the same programmer developing 
a drawing method for different objects representing graphical elements. An exception 
to the past rules is for example what happens with packages. Even if they are owned 
by a certain user, any other user should have the chance to create classes inside it. 
    As the system is aimed to support the development in Java and is implemented as a 
plug-in for NetBeans 5.5, the logical separation of the code is based on the same 
granularity provided by this development tool. Every part of the code is assigned to a 
user and it appears locked for the rest of the development team. It is important to 
notice that locking a part of a code means that a specific snipe of code is owned by a 
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specific user, so other users can not distribute modified code as a final accepted code. 
They need the permission of the actual owner. However, they have the chance to 
modify it for personal use or to present it to the owner or the rest of the team for being 
accepted as final in the future. 
    By automatically locking the inherited classes of a locked class, i.e. the user that 
owns a specific class, owns by default the subclasses that extend it, a better control of 
the whole system is achieved. For example, a class that has been implemented to fit a 
small set of requirements and is not completely defined could have many changes in 
their implementation issues, the data representation, and many similar details. This 
functionality ensures that the users that try to inherit from such classes must have the 
permission from the owner of the parent class, preventing inconsistencies  
    It is certain that having temporary code or avoiding modifications completely is not 
possible, but this option of the system allows giving a little more control to the 
process and as it is based on the rules defined for the system, they are still flexible 
enough to support a more relaxed working style. 

3.4   Synchronizing the Work  

Synchronization must be possible when working synchronously as well as 
asynchronously. When working synchronously the information about changes of any 
type is sent to all connected participants. When a latecomer joins a working session 
with one or more other participants, their records are compared to update information 
about changes. Only code changes which are issued by the owner of the code are 
forcibly exchanged. There is no conflict about which is the latest version, since the 
owner issues a correlative number when its code is being distributed. This number is 
also used to check if the change has been incorporated already. So if two users A and 
B meet and have two different versions of a code owned by a third member C, the 
version of this part of the code with the highest correlative number will be copied to 
the file system of the user with the lower correlative number.  When an owner wants 
to publish a new version of a code a file with an XML content containing metadata 
and data for the code is generated and signed with his digital signature. The same is 
done for distributing information about changes to the code ownership and new 
members.  
    For participants who are seldom online with the rest of the group or if various 
subgroups do not meet each other frequently CodeBreaker offers an asynchronous 
mechanism based on the use of e-mail. The XML files with the changes are sent to all 
email addresses of the project. Users can download them and process them offline.  
    As the system is planned to work on an XP-like environment, the option of pair 
programming [15] is a very important issue. To allow pair programming, a user 
should ask for being watched by another user. The user that begins to watch should 
have permission of modifying parts of the source code and to see real-time the 
modifications made by the user that sent him the invitation. When both ended to work 
as a pair, the source code should be saved on both workstations, but the modification 
should be marked as from one user only, so that the owner receives only one 
confirmation of a given code. 
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3.5   Assigning Roles 

CodeBreaker is aimed to support more a flat project structure in which every 
participant has the same rights and responsibilities. However, sometimes even in 
small projects there may be a need for having a certain hierarchy in order to maintain 
the synchronization among the participants. CodeBreaker introduces two mechanisms 
which allow this with flexibility. The first one is, when a user is created it may or not 
receive the right of accepting new participants for the project. The number of 
participants which is allowed to invite can be also be specified. This rule helps to 
keep the control about the number of participants in the project. The second one is 
about receiving the ownership of a code. A user may receive or not the permission of 
passing the ownership of a code to a third one. This may be used to assign 
responsibilities to certain members of the team which they will not able to avoid by 
granting rights to another member.   

4 Conclusions 

With the system presented in this document it should be possible to support a real XP 
project development based on the conditions described in this work, giving the chance 
to the development team to use a tool that has the flexibility enough to develop the 
software without having troubles because of a complicated tool. The simplicity 
behind this idea gives the real chance to give a competitive tool. The rules the system 
implements about ownership of the code for controlling the coordination of the 
participant's work also support this fact and add more flexibility, so that the user can 
create a project that works under the rules that are most similar to the way his/her 
team really works. 
    The usage of a widely known IDE is very important, not only because there is no 
need to build one from scratch, but also because it does not represent a real adaptation 
to new software for a development team. 
    Another important aspect about this work is the fact that many small projects 
developed in real life, such as small software for limited purposes, internal utilities for 
companies and also including many small open source projects, are developed under 
an XP-like methodology under the conditions we described.  
    In order to implement the peer-to-peer communications among the online 
participants the system uses the JXTA™ [16] technology, which provides libraries 
and APIs aimed at implementing peer-to-peer systems. 
    Codebreaker use this technology to discover the participants of the developing team 
in the LAN and to establish a connection between them.  JXTA also allows the 
system to be extended for many users, so that they can be connected from anywhere 
in the Internet, even trough firewalls.  
    CodeBreaker is still in the prototype implementation phase. To continue the work 
over this idea, we plan first to finish the development in order to test of the system in 
real environments. With all this information and the information of every tested team 
about its past projects, the efficiency of this tool could be really measured and it could 
be possibly to conclude about its effectiveness. 
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Abstract. This paper proposes a framework to support the modeling
of services in Educational Modeling Languages (EMLs). EMLs have been
proposed to support the modeling of educational units (e.g. a theoretical
distance learning course, a lab practice, a discussion-based course). Their
modeling approach is based on the featuring of the elements involved in
educational units (e.g. participants, data, tasks) and the coordination
among these elements (e.g. the order between tasks, the data flow, the
assignment of participants to tasks). A key issue in EMLs is the modeling
of environments where participants are intended to interact. This part of
the modeling involves the featuring of the services and the coordination
requited to obtain appropriate service interactions. The paper describes
the perspectives of a new EML proposal named PoEML (Perspective-
oriented Educational Modeling Language) devoted to the modeling of
services and their coordination: operational, interaction, awareness and
authorization.

1 Introduction

Educational Modeling Languages (EMLs) [1], specifically the de facto standard
IMS Learning Design (IMS LD) [2], were proposed some years ago to support the
computational modeling of ’Units of Learning’ (UoLs) in accordance with differ-
ent pedagogical approaches. To do it, EMLs enable the featuring of the elements
that participate in educational units and their coordination. They are usually
arranged in accordance with a ’Task scheme’ involving three main entities: (i)
the Goal(s) that have to be achieved in each Task, which are usually related
with an Object that need to be produced; (ii) the Person(s) that have to carry
out each Task, who participate in the task playing specific Role(s) (e.g. learners
and staff); and (iii) the Environment where each Task has to be carried out
(composed by artifacts, applications, services, etc.). Eventually, these UoLs are
executed by EML-compliant LMSs (Learning Management System), and their
activities are eventually supported by tools/service that the LMS integrates.
In this way, EMLs offer an approach to enable the development of tailorable
groupware.

A key issue in the modeling of UoLs is the featuring of e-learning environ-
ments. These environments will be arranged during run-time to support inter-
action among participants. The modeling of environments in EMLs needs to
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consider two main components: artifacts and services. This paper is focused on
the modeling of services and their coordination. In order to enhance the reuse of
UoLs at design time EMLs should not to fix the services to be used during run-
time. Accordingly to this approach, services should be described in an abstract
way, indicating the behavior required in the e-learning environment. During run-
time, different tools providing the required behavior can be used. As a result,
the same e-learning environment can be arranged using different tools.

This paper proposes a service description framework for EMLs based on the
previous ideas. In addition, it proposes to generalize EMLs coordination sup-
port to enable the modeling of service control and management issues. This is
performed in the context of a new EML proposal, PoEML: Perspective-oriented
Educational Modeling Language. The main concern of this language is to provide
a modular solution that facilitates the modeling of UoLs in an incremental and
flexible way.

The next section introduces the modeling of services in IMS LD. Afterwards,
the PoEML proposal is briefly introduced to provide an overview of the whole
proposal. The following four sections describe the specific components of the
service description framework. The paper finishes with some conclusions.

2 The Modeling of Services in IMS LD

A main concern in the modeling of educational units is related with learning
environments. Learning environments are made up of artifacts (e.g. properties,
documents) and services. These elements are intended to be used by participants
to perform the tasks. The modeling of the great variety of educational units
introduces a requirement for the use of a wide range of services [3].

EMLs could approach the modeling of services in two ways. An initial solu-
tion may involve that the EML enables the modeling of all the functionalities
required on any educational unit. This approach does not seem feasible. Firstly,
it is very difficult if not impossible to provide the wide range of required ser-
vices. Secondly, as reusable components, UoLs need to remain neutral in terms
of software requirements. If they only work with a specific tool then they are
not reusable. As a consequence IMS LD has proposed the description of four
services and the need to support more services in the future. The SLeD pro-
posal [4] to extend IMS LD has adopted a Service Oriented Architecture (SOA)
approach to perform this extension, proposing environments configured in ac-
cordance with abstract services descriptions. Anyway, currently the IMS LD
support to model services is very limited. It only includes four services: email,
discussion forum, monitor and search/index. In order for complex designs to
be created a greater range of services needs to be described. In addition, ser-
vice coordination is not considered at all. Therefore, this paper introduces a
service description framework dealing with the modeling of services and their
coordination.
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3 Proposal Context: PoEML

This paper is in the context of a larger work whose main purpose is to en-
hance the modeling support provided by current EMLs [5]. In this initiative the
modeling of educational units is performed following a separation of concerns ap-
proach. The different concerns are named perspectives. The proposal identifies
twelve perspectives: Functional, Social, Informational, Structural, Operational,
Organizational, Process, Temporal, Authorization, Awareness, Interaction, and
Causal. This decomposition in separate perspectives enables to approach the
modeling of UoLs in a structured way. Simple educational units can be modeled
using the basic perspectives, while complex units may require the more advanced
ones. Eventually, the computational modeling complexity is reduced for a large
amount of educational units. In addition, the obtained models are more flexible,
as changes in a certain perspective do not affect to other perspectives (or they
affect in a controlled way).

PoEML is organized in several packages in accordance with the perspectives
and aspects identified. Figure 1 illustrates the EducationalScenario (ES ) ele-
ment. It is the core component of the proposal. An ES is intended to support
the modeling of any kind of educational practice at different aggregation levels,
from simple lessons, to complete courses. The ES element is the aggregation
point where all other elements are anchored. Each ES constitutes a context of
elements not accessible from other ES, except from a Parent ES to its Child
ESs. As it is represented in the figure, an ES is intended to: (i) achieve a certain
Goal or set of Goals; (ii) that have to be attained by a particular Participant
performing in a given Role; in a particular Environment composed by (iii) a set
of Artifacts, (iv) and Tools that represent Applications and Services; (v) in the
context of a certain Organizational Structure; (vi) considering a certain Order
in the way in which Tasks are intended to be attempted; and (vii) Temporal
Restrictions on their performance; and involving a set of rules that control and
manage (viii) the Authorizations of the involved participants to invoke opera-
tions; (ix) the Awareness they receive during execution; and (x) the Interaction
through applications and services. Most of the considered elements enable the
inclusion of self-aggregations. As example, a role may contain other roles to
support the modeling of hierarchical groups.

The next sections introduce the service description framework included in
PoEML. The perspectives composing this description framework are: operational
(about the modeling of services) and interaction, awareness and authorization
(about service coordination with other elements of educational units).

4 The Operational Perspective

This perspective involves the description of services to be included in ESs’ En-
vironments. It considers the featuring of functional and non-functional require-
ments. In addition, we propose to model specific service components in order
to support their management by the LMS. The solution is related to current
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Fig. 1. The EducationalScenario element and its main components

technologies that describe services in the context of the Services Oriented Ar-
chitecture (SOA). The next section introduces this technology and then the
operational perspective is presented.

4.1 Service Object Architectures

The SOA approach [6] is based on the description of abstract services inter-
connected in a specific way. During run-time the abstract services are provided
by concrete instances that provide the required behavior. This approach is in-
tended to facilitate the development of applications comprised of a number of
components which can plug together, instead of the more integrated, monolithic
systems. Currently, it is possible to identify two approaches, one developed by
the industry and the other one by the academia [7].

In the industry approach the main idea is to encapsulate a certain functional-
ity within an appropriate interface and provide it as a Web service. These pro-
posals only consider the syntactic featuring of Web services. The more important
specifications were Web Services Description Language (WSDL) [8], that enables
the syntactic description of Web services in a language neutral manner, and the
Universal Description, Discovery and Integration (UDDI) [9], that enables the
advertisement of Web services in a universal register. In these registries Web
services are published in accordance with categories of a controlled vocabulary.
The vocabulary indicates the different types of services.
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The academic approach is initiated under the consensus that syntaxis alone
is not enough to develop definitive solutions. At this point, semantic Web ser-
vices are being proposed to allow the semi-automatic and automatic annotation,
discovery, selection, composition and execution of Web services. Three main ap-
proaches have been developed to bring semantics to Web services: WSDL-S,
OWLS and WSMO.

4.2 Operational Specification

This section presents a proposal to support the modeling of the services that
should be included in the EMLs’ Environments. The Operational Specification
is only concerned with the description of the features of the desired services.
The perspectives presented in the next three sections are concerned with their
coordination. This perspective proposes the modeling of the following issues:

– General Service Description. It should be possible to specify the desired
functional and non-functional requirements of services. We do not propose
any model to perform this description but support the available possibilities:
both semantic and non-semantic. In this way, it is possible to indicate the
services required in accordance with a term in a controlled vocabulary, a
taxonomy or an ontology. In general, we support the use of semantic Web
services proposals. Anyway, a more realistic approach is to use a UDDI
approach as it does not require the development of ontologies. This general
service description involves the description of the functional capabilities, but
also non-functional capabilities (e.g. quality of service, cost, availability) and
user-interface aspect.

– Operations Description. In addition to the General Service Description we
consider the featuring of service operations. These operations are intended
to be used by the LMS that executes EMLs models (in accordance with the
interaction perspective). As an example, we can require that a conference
service will provide an operation that enables the LMS to invite a participant.

– Events Description. Services can generate events that need to be captured
by the EML LMS. In the awareness perspective these events are intended to
be processed in order to capture specific situations. Therefore, it is possible
to indicate that an application providing certain events is required. As an
example, we may require a simulator service that provides events to indicate
the start, pause, stop and finish of a simulation.

– Permissions Description. Services’ permissions also need to be described in
order to demand its provision during runtime. These permissions are as-
signed to participants in order to constraint the available functionality for
users. Many times, different users are assigned different privileges to use the
functionalities of services (e.g. an expert learner has access to more functions
in a simulator than a novice learner). In the section about the authorization
perspective we describe the management of permissions in ESs.

Operations, Events and Permissions descriptions may be provided both in a
syntactic or semantic way. The main problem of the syntactic description is that
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different services may offer the same syntaxis but with different behaviors. By
the way, the provision of semantic annotations is more complicated.

5 Interaction Perspective

The operational perspective indicates the services that should be included in an
environment. Anyway, it does not provide any support to coordinate them. The
interaction perspective is concerned with the invocation of operations in services.
We consider interaction specifications to control and manage service behavior.
We are considering the interaction perspective to support the modeling of policies
in collaborative applications: session management, membership management,
floor control, conversation control.

5.1 Interaction Specifications

The modeling of the interaction perspective is approached through Interaction
Specifications (ISs). An IS indicates which operations have to be invoked, how
they have to be arranged and the entity they are offered to. The modeling of
the ISs involve three components: interaction sources, interaction processing and
interaction sinks. These components are described in the next sections.

Interaction Sources. They are the basic operations that may be invoked in
the UoLs. These operations are named as primitive operations. The interaction
source description deals with the featuring of the operation and its parameters.
As an example, an operation provided by a conference service to add partici-
pants to sessions: ’add-participant (session-id, participant-id, initial-status). The
services primitive operations are featured in the operational perspective. In ad-
dition, the EML LMS also provides operations that may be invoked during UoL
execution. For example, there exists a set of operations that enable to per-
form modifications in a running instance of an ES schema: create-new-sub-ES,
remove-sub-ES, create-new-role, assign-participant-to-role, etc. These operations
are included to support the dynamic modification of the UoLs during run-time.

Primitive operations can be of two types: a synchronous request/response
or an asynchronous one-way operation. A one-way operation requires only the
input parameters of the operation because it does not expect any response.
A synchronous request/response operation requires both input parameters and
output parameters. As an example: the operation send-mail in an e-mail service
is an asynchronous operation. An operation get-participant-contributions on a
bulletin board service includes input and output parameters.

Interaction Processing. The interaction processing is about how primitive
operations are performed. This processing involves three issues: (i) the specifica-
tion of the particular element in which the operation have to be produced (e.g. a
particular instance of a tool, all the instances of a tool, all the tools in a certain
environment); (ii) the management of the input and output parameters (it is
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about the population of the parameters with actual values. This management
is modeled with elements of the informational perspective as it deals with data
transfer and copy); and (iii) the composition of operations.

The main point in interaction processing is operation composition. Many
times an operation is invoked in isolation, independently of other operations.
Nevertheless, in some situations several operations have to be performed in con-
junction, arranged in a certain way. As a result composite operations are obtained
involving several primitive operations and other composite operations using ap-
propriate operators. Figure 2 depicts the operation constructs considered for the
composition of operations. The proposed constructs are described as follows:

– The sequence construct allows to define a collection of operations to be
performed sequentially in lexical order, namely, in the order in which they
are listed within the sequence element. The sequence construct is considered
finished when the final operation were completed.

– The parallel construct provides concurrency and synchronization. A parallel
completes when all of the operations in the construct have been completed.
Completion of an operation in a parallel construct includes the possibility
that it will be skipped if its enabling condition (see next item) turns out
to be false. The parallel construct completes when all the enable operations
have been completed.

– The if-expression construct enables to introduce a control to decide if an
operation should be invoked. Therefore, this construct supports conditional
behavior. In case the if condition is true the then branch is taken and the
corresponding operation is performed. In other case, the else branch is taken
(if available. If the else branch is not available it is considered as an empty
operation). The if-expression construct is complete when the operation of
the selected branch completes.

– The while construct allows to indicate that an operation is to be repeated
as long as a certain success criteria is met. It supports repeated performance
of a specified operation.

Interaction Sinks. The interaction sinks involve the entities to which the
operations are offered. In POEML, operations are invoked as a result of an event
produced during the execution. Tools offer a main part of their functionality
to users through their own graphic interfaces. The main purpose of composite
operations is to be invoked directly by the EML LMS. In this way, they are
involved in the modeling of ECA (Event-Condition-Action) rules. For example,
it is possible to indicate that when an ES is instantiated (namely, an event ES-
new-instance triggers) to invoke the creation of an instance of a certain service.

5.2 An Interaction Specification Example

As an example of an interaction specification we provide the following XML code
(for the sake of simplicity we have renowed some points like service instances or
event processing which are not relevant). The desired behavior is that when a new



194 M. Caeiro-Rodŕıguez, M. Llamas-Nistal, and L. Anido-Rifón

Fig. 2. The set of operation constructs available in PoEML

participant enters in an ES it is added to the chat session. In addition, if the new
participant is a teacher and the current moderator in the chat is a learner then
the new participant is assigned the moderator role in the chat. The specification
represents an ECA rule that is evaluated when a participant enters in an ES (it
is represented by the participant-connect-event). The rest of the XML involves
a composite operation made up by a if-expression. The condition evaluates if
the new participant is a teacher and the current moderator a learner. If this
condition satisfies, the participant is added to the chat and the moderator role
is assigned using a sequence construct. In other case, the participant is simply
added to the chat.

<event>
<filter>

participant-connect-event
<filter>

</event>
<operation>
<if_expression>
<if>

<AND-condition>
participant-enter-ev.participant.role=’teacher’
chat-s.get_moderator().role=’learner’

</AND-condition>
</if>
<then>

<sequence>
chat-s.add_user(participant-connect-ev.participant)
chat-s.set_moderator(participant_connect-ev.participant)

</sequence>
</then>
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<else>
chat-s.add_participant(participant-connect-ev.participant)

</else>
</if-expression>

</operation>

6 Awareness Perspective

The awareness perspective is intended to provide timely and highly relevant in-
formation about what is happening during an UoL execution. Information in
this perspective is delivered as awareness events. We propose to model the way
in which events produced by services should be processed and delivered to ap-
propriate users and services. An important property of the awareness perspective
is to provide the right amount of awareness. If too much information is provided
the user may be saturated and the information is useless. If not enough infor-
mation is provided the user does not acknowledge many situations. Therefore,
awareness should be constrained and focused in order to be provided to the right
participant the right awareness at each time.

6.1 Awareness Specifications

This perspective is intended to model Awareness Specifications (AwSs). An AwS
defines patterns of events, describes how information from constituent events is
to be digested, and dictates to whom the result is to be delivered.

Awareness Sources. The Awareness Sources involve the set of events that can
be produced during the execution of a UoL. Typically, these events are called as
primitive events, since they are the basic events produced in a system. Primitive
events may be considered for every situation that is of interest.

Similarly to the distinction between types and instances of types in program-
ming languages we distinguish between event instances and event types. An event
type describes at an abstract level the essential factors that unambiguously iden-
tify the occurrence of an event of that type. Each concrete occurrence of an event
type is represented within the system by its specific event instance, whose main
task is to save all relevant information about each the event. The event type
specifies the parameters that sufficiently describe the specific features of the
event. Each event type will provide a different set of features. These parameters
will take particular values in each event instance. As an example, an event in-
stance of the event type ’simulation-abort ’ is generated each time a simulation is
aborted. This event type specifies particular features, such as: the time point at
which the abort is produced, the simulation point, the participant involved, etc.
Each event instance will provide particular values of the features (e.g.: ’13:30,
189, maria, ...’).

This paper is focused on the events generated by the services included in
the environments. These events are featured in the operational perspective. Each
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service will provide a particular set of events, each one of them with particular
parameters involving different content (e.g., a simulator tool generates events
like: simulation-init, simulation-pause, simulation-resume).

In addition to the events generated by services, during the execution of a
UoL other events may be generated (e.g. events related with the presence of
participants in environments). These events are generated by the LMS during
the execution of the UoL. The awareness perspective is also intended to control
these events to provide a comprehensible support.

Awareness Processing. Awareness Processing is concerned with the capture
and processing of event instances in order to detect particular situations. The
purpose is to detect occurrences of simple primitive events. In addition, usually
we are not interested on a single event but on a combination of multiple events,
that are called in the literature as composite events. Composite events are defined
by composing primitive or composite events with a set of operators. Similarly to
primitive events, composite events are featured by a set of parameters.

A technique is needed to detect occurrences of combinations of multiple events,
i.e., to detect composite events. This has long been studied in the active database
field where event algebras have been proposed [10]. More recently, XML-based
approaches involved in distributed Web systems have also considered this prob-
lem [11]. As a result, the literature describes several techniques that can be
used to process events (e.g. Petri nets, automata, tree-based, graph-based). In
this work, the approach adopted is based on Directed Acyclic Graph (DAG).
A composite event specification is a rooted DAG where the leaves of the DAG
are primitive event producers, the non-leaves are event operator instances, and
the edges are connections, i.e., typed event streams. An event operator is a self-
contained, reusable algorithm for recognizing event instances and calculating the
parameters of the resulting composite events. During execution of the specifica-
tion, primitive events will enter the DAG at their associated leaves and flow to
the input slots of operators connected to those leaves. As composite events are
generated, they flow to their consumers, which are usually slots of other event
operator instances.

The event operators are intended to process the event instances to capture
composite events [12]. We consider three basic categories of event operators :

1. Filtering is about selecting events of the same event type that satisfy a cer-
tain condition on their content. It allows to select events of interest based
on the values of their parameters. In this way, it is possible to select events
related with: a particular instance of a service; all the instances of a service;
a certain participant; etc. In addition, awareness specifications are situated
in particular context. The operators in this category involve typical arith-
metic comparison to check the value of event parameters: equal, greater than,
minus than, value in a interval. The operators included in this category are:
– Selection. The selection operator enables to select a particular event in-

stance. As example: (i) to take the average instance during an interval
T; (ii) to take the most recent instance during an interval T.
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– Single comparison. It generates an output event when the considered
parameter value of the input event satisfies a comparison expression.
For example, it enables to capture the events produced in a interval T.

– Double comparison. It takes two producers of events as inputs (but with
the same event type) and generates a composite event as output if in-
puts have occurred and the parameters of both events satisfy a certain
comparison.

2. Aggregation is about to summarize events of the same event type detected in
the system. It allows to count the number of events produced. We consider
different kinds of operators to aggregate events:
– Counter. It maintains a count of the number of input events seen and

it delivers a composite event instance with a parameter indicating the
value of the counter. This operator is useful when combined with filter
operators described previously (e.g. a counter operator computes the
number of compilation-error events produced and a comparison operator
enables to capture when such number is greater than 10).

– Interval Counter. It maintains a count of the number of input events
seen in a certain temporal interval. This operator enables to capture the
frequency of generation of events. It can be used to detect if an excessive
number events are produced in a certain interval of time (e.g. to detect if
there are more than 5 compilation-errors by minute. This may indicate
a deficiency on the learner programming capabilities).

3. Event correlation addresses relationships among instances of different event
types. The operators considered to process composite events are:
– Conjunction. A complex event C = conjunction (A, B), based on the

conjunction operator and two events A and B, is triggered whenever
events A and B occur in any order. It is possible to include a temporal
parameter T indicating the maximal length of the interval between the
occurrences of A and B. If T = infinite it indicates that there is no
restriction.

– Disjunction. A complex event C = disjunction (A, B), based on the
disjunction operator and two events A and B, is triggered whenever
event A or B occurs.

– Concatenation. A complex event C = concatenation (A, B), based on the
concatenation operator and two events A and B, is triggered whenever B
occurs, provided that A did already occur. Event B begins before event
A is finished.

– Sequence. Similar to the previous operator, but in this case event B
begins when event A has finished. It is possible to indicate: (i) that is
no occurrence of any event between event A and B; (ii) that there is an
interval T between event A and B; (iii) that event A and event B occur
contiguously.

– Concurrency. A complex event C = concurrency (A, B), based on the
concurrency operator and two events A and B, is triggered whenever
events A and B occur in parallel.
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– Negation. This (unary) operator enables to indicate that a event instance
of the specified type has not to be produced. This operator is combined
with the other ones, enabling to indicate: no event B occurs during A’s
occurrence; no event B occurs after starting A’s occurrence within an
interval T; event A is followed by event B and there is no event C in the
middle between both events, etc.

Awareness Sinks. The awareness sink is about the entity that receives the
events processed in the composite events specifications. These entities may be
human participants, services or ECA (Event-Condition-Action) rules (obviously,
the event part of an ECA rule). The sink specification means that when a certain
event is produced in a resource the awareness sink entity is acknowledged.

The specification of the awareness sink can involve a single instance of the
described element or a set of instances. As an example, we can indicate that
an event has to be notified to a teacher role (namely, to all the participants
assigned to the teacher role) or to a certain participant performing such teacher
role (e.g. a teacher related with the learners that triggered the event). This
kind of assignment is specified using conditions involving the properties of the
awareness sink and the composite event.

The assignment of an awareness specification to a human participant can be
of two types: synchronous and asynchronous. Synchronous assignment indicates
that the participant is assigned just in the moment in which the event is pro-
duced. Asynchronous assignment indicates that the event is stored. In this way,
the participant can obtain the event anytime, even if she is not connected when
the event is produced.

6.2 An Awareness Specification Example

Figure 3 depicts a example of a composite event DAG. This composite event
is considered in the context of a computer programming laboratory where a
learner has to produce a computer program. Learners have an editor to type
the program source code and a compiler to check the program and to compile
it. A typical behavior of learners when they have problems during programming
is that they compile the program several times without making any change in
the program source code. In this example we are interesting in detecting this
situation to inform to a supporting tutor.

In the figure we consider two types of primitive events. The Program Modi-
fication event triggers when the learner modifies the program source code. The
Compilation Error event triggers when the learner compiles and a compilation
error is produced. This event is provided to an Aggregation Interval Counter
operator that computes the number of times that such event is produced in a
interval T (T is short enough to compute events produced consecutively, because
we are interesting in this situation that reflects learner exasperation). Then a
Filter single comparison operator is included to detect if the previous counter
is greater or equal than 3. Also, a Correlation negation operator is included to
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check if a Program Modification event triggers. Finally, a Correlation Conjunc-
tion operator triggers the desired composite event if 3 instances of Compilation
Error trigger in the period and no Program Modification event triggers.

Correlation
Conjunction

Primitive Event
Program

Modification

Primitive Event
Compilation Error

Aggregation
Interval Counter

(interval=T1)

Correlation
Negation

Filter
Single Comparison

(ncount >3)

Fig. 3. A composite event DAG representation

7 Authorization Perspective

The authorization perspective involves the modeling of authorizations to support
the management and assignment of permissions.

7.1 Authorization Specifications

We consider the modeling of the Authorization Specifications (AuSs) distinguish-
ing three main components.

Authorization Sources. The Authorization Sources involve the set of permis-
sions supported by the elements involved in a UoL. These permissions are called
primitive permissions, since they are the basic permissions.

In this paper we are focused on the permissions supported by services. These
primitive permissions are featured in the operational perspective. In addition,
PoEML considers permissions in other elements:

– Artifacts. These are permissions about the management of data fields and
files: read, modify, destroy.

– ES schema. This is a set of permissions that enable the introduction of
modifications in an ES schema during run-time. There are different levels
of permissions depending of the desired modification capability: tutor (it
enables to perform to select alternatives considered during the design-time);
author (it enables to model new schema elements and to eliminate existing
schema elements during the run-time).

Authorization Processing. The authorization processing involves the man-
agement of primitive permissions in order to facilitate their assignment to
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participants. This processing involves the combination of permissions and the
introduction of conditions to obtain composite permissions.

A Composite permission is an abstraction that encapsulates two or more per-
missions or the same permission in several elements. This abstraction is conve-
nient to express permissions at a high (abstract) level. We distinguish two kinds
of composite permissions:

– Composition of different permissions. It involves the combination of two or
more permissions into a single permission abstraction. The permissions may
belong to the same element or to different elements. For example, consider
the permission to transfer data from one application to another application
(e.g. the transfer of the results of a simulator to an analysis tool). Such
an action typically involves two permissions. The first permission is for ex-
porting the data from the first application to an appropriate artefact. The
second permission is for importing the data from an artefact to the sec-
ond application. However, it is useful for modeling purposes to think of a
more composite abstraction called transfer-permission that consists of the
individual permissions.

– Composition of the same permission in different elements. This involves the
combination of the same permission in several elements. As an example,
consider an ES Environment that includes synchronous and asynchronous
communication services: a chat tool, a whiteboard tool, a bulletin board, etc.
These applications usually involve a permission (namely, an application role)
named as ’moderator ’. We can consider an ’environment-moderator ’ permis-
sion that includes the ’moderator ’ permission in all the services included in
the environment. In this way, a higher level abstraction is provided. Further-
more, it is assured that if a participant is assigned the ’moderator permission
in the chat service it also owns the same permission in the bulletin board.
The combination of permission elements can be performed in accordance
with: (i) the elements that belong to an environment; (ii) the elements of a
certain type (e.g. text files); (iii) the elements of a certain class (it is pos-
sible to assign elements to different classes or categories, e.g. restricted and
unrestricted resources). It is also possible to combine these selections (e.g.
elements of a class and of a certain type).

In addition to aggregate permissions composite permission processing can
also include conditions. These conditions indicate constraints to determine if
the combined permissions should be transferred (provided to the authorization
sink or not. As an example, the previous transfer-permission may depend on a
property about the UoL execution mode (e.g. demo, review, master).

Authorization Sinks. The authorization sink indicates the entity that receives
the permission composed in the permission processing part. These entities may
be human participants or services (e.g. a service may be authorized to use another
service or an artifact).
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Similarly to the awareness sinks the specification of the authorization sink
can be referred to a single instance of the described entity or to a set of the
available instances. As an example, we can indicate that a write permission is
assigned to all the learners or only to the learners that have obtained an A grade
in a previous questionnaire.

8 Related Works and Conclusions

EMLs have been proposed to enable the modeling of UoLs in accordance with
different pedagogical approaches. This is a very ambitious goal that requires
the support of many different issues. Particularly, the support of collaborative
learning requires the provision of appropriate learning environments and their
coordination in appropriate ways. Therefore, the modeling of learning environ-
ments is one of the more critical points. A main part of this modeling deals with
the integration and coordination of external systems. In this way, the paper in-
troduces a service description framework proposal to support the modeling of
the services and their coordination in environments of educational units. It is an
original proposal that contributes to the development of EMLs modeling capa-
bilities, but that also introduce interesting solutions to the provision of tailorable
groupware.

The development of a service description framework is a main concern in the
current research of EMLs. The SLeD (Service Based Learning Design) project
has developed a LMS that integrates IMS LD UoLs with final tools [4]. The
results of this project are being considered by the IMS LD developers to propose
a CCSI (CopperCore Service Integration) module [13]. Particularly these works
are focused on the integration of IMS QTI questionnaires and IMS LD UoLs.
Other initiatives related with the modeling of services are [14] and LAMS [15].
Nevertheless, to the best of our knowledge, there no exists any proposal for
a service description framework. In a different way, several initiatives related
with the description of services frameworks for e-learning have been proposed
during the last years (e.g. the JISC ELF [16], the IMS Abstract Framework
[17]). Anyway, these proposals are more related with the development of software
systems than with the execution of EMLs.

This paper proposes a comprehensible service description framework. It con-
tains proposals to model the features and services together with their coordina-
tion. The solution proposed can be considered as a generalization of the current
IMS LD service approach as it considers services’ operations, events and permis-
sions. Eventually, we hope this proposal may be considered for the future exten-
sion of IMS LD. It will be presented in the future in the appropriate community.
In addition, the general PoEML approach, based on separation of concerns, can
facilitate the development of EML languages, as it provides a structured ap-
proach to the modeling and use of UoLs models. As a result, the computational
modeling of educational units can be solved in a simpler and more flexible way.
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Abstract. The recent proliferation of using mobile devices in collabo-
rative scenarios increases the need for sophisticated and flexible group-
ware frameworks for heterogeneous environments. This paper presents
the architectural design of Agilo, a groupware framework that has been
designed explicitly for synchronous groupware applications involving the
use of heterogeneous devices. By respecting device heterogeneity from
the ground up, the framework provides an architectural design that is
highly flexible along different architectural dimensions on the one hand
and simple yet powerful to use on the other hand. Two applications from
different application domains based on Agilo are described together with
first usage experiences from the developer’s point of view.

1 Introduction

During the last decade, the use of mobile devices in daily work scenarios has
massively increased. Although mobile devices have found their way into business
work settings the application areas still are most often limited to individual
services like synchronizing personal calendars, note-taking, and browsing the
web. More recently, the research on the integration and use of mobile devices
in collaborative settings is constantly growing. It has been pointed out that
the use of application frameworks is an adequate way to simplify the design
and development of applications in general and groupware in particular [1,2].
Allowing for the increasing trend of mobility in CSCW (Computer-Supported
Collaborative Work) scenarios, new groupware application frameworks have been
developed or existing groupware frameworks have been extended in order to
support mobile devices.

Heterogeneous environments comprising mobile devices exhibit specific char-
acteristics [3,4,5], most notably these are (a) the limitations of processing and
battery power, memory and user interface capabilities, (b) unreliable network
conditions, and (c) a highly dynamic environment during application runtime
including, for example, changing user and device locations).

These characteristics affect all parts typically available in a groupware
framework—communication abstractions, framework and application layer, and
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user interface support. The belated extension and adaptation of frameworks
therefore leads to conceptual as well as implementation-related mismatches be-
tween the framework parts addressing classical groupware scenarios and the parts
addressing support for mobile devices. Groupware frameworks that have been
designed explicitly to support mobile or heterogeneous devices usually focus on
specific application domains, such as meeting environments where mobile devices
are used as input devices and to share data (e.g. Pebbles [6] and SharedNotes [7])
and collaborative face-to-face learning environments (e.g. ConcertStudeo [8]).

This paper presents the groupware development framework Agilo that was
explicitly designed to support heterogeneous devices from the ground up. The
consideration of device heterogeneity from the very beginning of the framework
design phase has lead to a framework architecture that avoids the above men-
tioned mismatches while providing support for the different characteristics of
heterogeneous environments. By providing a high degree of flexibility along sev-
eral architectural dimensions the framework is suitable for applications in very
different application domains.

The focus of this paper lies on the presentation of the architectural design of
the framework and how it meets the characteristics of heterogeneous devices. The
framework has been used to build two applications from the domains of public
safety organizations and meeting support systems. Besides the description of
the applications first usage experiences from the developer’s point of view are
presented as well.

The remainder of this paper is organized as follows: section 2 motivates the
need for a highly flexible groupware framework to include heterogeneous de-
vices. In section 3 groupware frameworks supporting heterogeneous devices are
presented and analyzed according to their flexibility. In section 4 the architec-
tural design of the Agilo groupware framework is explicated. Section 5 describes
two applications built using the Agilo framework. In section 6 experiences from
application development and runtime execution are presented. Section 7 con-
cludes the paper with a short summary and several open issues that need to be
addressed in subsequent research.

2 Motivation

In order to provide comprehensive support for application development in gen-
eral, it has been pointed out that application frameworks need to provide flexibil-
ity appropriate to the application domain [1]. For the development of groupware
applications, several architectural patterns (or “variation points”) have been
identified [9,10].

These variation points can be divided into static and dynamic variation points.
Variation points addressing static characteristics of groupware architectures are
the following: (a) The Distribution Architecture addresses the distribution in the
collaborative application. Prominent examples for different distribution architec-
tures are Client-Server and Peer-To-Peer distribution models. (b) The Commu-
nication Infrastructure addresses low-level communication issues such as network
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and messaging protocols. (c) The Sharing Model specifies how data accessible
by different users and components is shared and manipulated, for example by
exchanging messages or by manipulating replicated objects.

Variation points addressing dynamic characteristics are the following: (d) The
Concurrency Model addresses the design how multiple concurrent processes and
threads execute in the collaborative application and framework. (e) The Synchro-
nization Model specifies the coordination of concurrent access of shared data in
order to avoid or resolve conflicting changes. Although the latter two variation
points usually address issues that are part of the framework, application devel-
opers should be able to easily adapt or even exchange the according framework
components according to specific application needs.

It is rather obvious that the tight integration of different realizations of varia-
tion points simplifies the development of more complex applications [10]. For ex-
ample, when considering a meeting scenario where the participants are equipped
with notebooks in order to provide input for brainstorming and voting sessions:
during the meeting, after one of the voting sessions, the facilitator notices that
another brainstorming session should be performed next. He updates the meet-
ing agenda accordingly and changes the configuration of several subsequent vot-
ing sessions. While the input of participants is usually entered once and never
changed again, the agenda and session configurations need to be synchronously
updated in an atomic way at each device. For participant submissions a message-
based approach is convenient since they are atomic by themselves and no con-
currency conflicts can arise. However, atomic manipulations of multiple data
instances necessitate the use of transactions, and, depending on the frequency
of concurrent (and maybe conflicting) changes of the data objects, specific con-
currency control mechanisms might be necessary as well.

Coming from this example it is only a small extension of the application sce-
nario to include heterogeneous devices which puts other constraints and require-
ments on the application and, as stated above, on the underlying application
framework as well.

3 Related Work

There exists a wide variety of frameworks that provide comprehensive support
for the development of groupware applications. However, the support of hetero-
geneous devices often has been added belatedly to existing frameworks that origi-
nally have been designed to support the application development for desktop and
PC-based groupware applications, e.g. Pocket DreamTeam [11] or Manifold [12].
During the last few years frameworks have been proposed to support the de-
velopment of groupware applications using either mobile devices exclusively or
using heterogeneous devices. According to the focus of the paper, we focus on
the discussion of groupware frameworks for heterogeneous environments.

The DOORS system has been designed for asynchronous collaboration in het-
erogeneous environments which has been extended to support synchronous col-
laboration as well [13]. Its object framework provides replicated data objects in
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order to allow working on shared data while disconnected (so-called coobjects).
DOORS offers flexibility according to the Distribution Model by providing repli-
cated servers and according to the Concurrency and Synchronization Models by
encapsulating the according framework functionality and providing different im-
plementations. In order to provide different Sharing Model implementations, the
coobject notion needs to be extended. However, these implementations are based
on replicated objects which complicates more low-level implementations, such as
plain message-passing.

In [12], Marsic presents the Manifold framework, an extension of the DIS-
CIPLE framework [14] to support heterogeneous devices. It uses a data-centric
approach for sharing: while data is shared among all collaborators using XML
(Extensible Markup Language) it is presented and adapted according to device-
specific capabilities using XSL (Extensible Stylesheet Language). Manifold uses
a multi-tier architecture by separating concerns in a presentation layer, domain
logic, and collaboration functionality. While DISCIPLE already provides support
for heterogeneity on the networking level, Manifold makes use of Java Beans1

in order to provide support for heterogeneous devices on the application and in-
teraction level. Although Manifold provides an extensible architecture and flex-
ibility according to the communication infrastructure, flexibility related to the
other variation points is limited.

Pocket DreamTeam [11] is an extension of the Java-based DreamTeam plat-
form [15] in order to support mobile collaboration. DreamTeam is a Peer-to-
Peer based platform for synchronous collaborative applications that makes use
of so-called “resources” which form the basis for collaborative applications, e.g.
shared texts or shared web pages. Each resource can communicate with their
corresponding peer resources using synchronous remote method calls. Pocket
DreamTeam handles the restrictions of wireless connections by using remote
proxies that mediate state changes between peer resources. These proxies are lo-
cated on stationary parts of the network and therefore provide reliable network
connectivity to other peers that may act as proxies themselves. Another exten-
sion of DreamTeam addresses flexibility concerning the Sharing Model, called
DreamObjects [16]. However, DreamObjects does not support devices with lim-
ited capabilities. Furthermore, flexibility according to the Distribution Model as
well as most other variation points is limited. In addition, as described in [11], a
DreamTeam application has to be ported to C++ for use in Pocket DreamTeam.

QuickStep is a toolkit designed to support data-centered collaborative appli-
cations for handheld devices [17] based on record-based shared data (like to-do
lists, calendars etc.). In order to avoid conflicts, only the creator of a record
is allowed to modify it which in turn allows fast synchronization of replicated
objects. However, it does not provide typical groupware services like session
management (all users connected to a server implicitly join a session). Further-
more, QuickStep primarily addresses collaboration of co-located users, e.g. in
meeting scenarios to synchronize personal calendars. In fact, according to the
variation points described above, QuickStep only provides flexibility according

1 http://java.sun.com/products/javabeans/
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to the Communication Infrastructure by supporting different communication
protocols.

The BEACH environment has been designed to support synchronous collabo-
ration using heterogeneous devices [18]. As an example application for asynchro-
nous brainstormings using limited devices (in this case Palm Pilot V), PalmBeach
has been implemented [19]. However, PalmBeach is a separate application that
has been implemented from scratch using a proprietary messaging protocol in or-
der to allow for communication with more capable devices running the BEACH
platform. The BEACH platform itself has never been designed for application
development involving mobile devices with limited capabilities.

4 Framework Design

The Agilo framework combines approaches of so-called “white-box” and “black-
box” application frameworks [1]. White-box frameworks support extensibility by
providing base classes to be inherited and pre-defined hook methods to be over-
ridden by application developers. Black-box frameworks provide interfaces to
plug-in components into the framework by using object composition and delega-
tion. While white-box frameworks usually require application developers to have
intimate knowledge of the internal structure of the framework, they provide bet-
ter support for the developer in order to adapt internal framework functionality
than black-box frameworks. Black-box frameworks, on the other hand, are gener-
ally easier to use and extend but hide most of the framework functionality. Agilo
provides both, template methods and framework base classes to be extended on
the one hand as well as interfaces in order to plug-in application components on
the other hand. This approach leads to a major benefit over frameworks that
strictly follow one of the two approaches: The black-box parts of the framework
are fully sufficient to build less complex applications that can be easily accom-
plished by less-experienced developers. However, the white-box parts allow the
fine-tuning of framework-internal structures and behavior by more experienced
developers in order to meet application-specific needs and requirements which
have not been foreseen during the framework design phase.

The Agilo framework architecture is composed of three tiers: The bottom tier
consists of a network abstraction interface and protocol-specific implementations,
the middle tier consists of the mandatory framework core and the upper tier
consists of application as well as optional framework components (see figure 1).

The upper tier is the framework part application developers usually are faced
with. By providing most of the framework functionality as optional components
in this tier Agilo becomes much more flexible and customizable compared to
frameworks, where all or most of the framework functionality is contained in the
middle tier. The upper tier follows a component-based approach which leads to
several advantages: (a) components can be easily reused, (b) components can
be configured and adapted independently which simplifies testing and increases
flexibility, (c) the API (Application Programming Interface) of the core frame-
work is small and compact and therefore easy to learn and memorize which is
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Fig. 1. The Three Tiers of the Agilo Framework Architecture

important especially for less experienced developers, (d) since unnecessary com-
ponents don’t have to be deployed and instantiated, application deployment can
be tailored according to specific device capabilities more easily.

The remainder of this chapter details the architectural design of the Agilo
framework according to the variation points depicted in section 2.

4.1 Conceptual Model

The Agilo framework is based on three main concepts: modules, messages, and
connections. Modules are software components either on framework or applica-
tion level that are responsible for processing incoming messages (they constitute
the upper tier, see figure 1). Messages are application-specific data chunks that
are sent between clients and server.2 The delivery of messages between clients
and server is performed by connections that hide low-level implementation de-
tails of network protocols (connections are the upper edge of the bottom tier).
While the concepts of messages and connections can be directly mapped to the
variation points Sharing Model and Communication Infrastructure, respectively,
the concept of modules is cross-cutting to the different variation points. The fol-
lowing paragraphs explain the three concepts in more detail.

According to the Sharing Model, Agilo provides different data sharing real-
izations. As basic communication abstraction Agilo provides messages that are
application-specific data chunks sent asynchronously between clients and server.
Synchronous messages are realized on top of asynchronous messages that can
be used by clients to send a request to the server and block until a response
from the server arrives. Although not often required, messages can have an ex-
plicit priority in order to be able to process more important messages earlier
than other messages. On top of both types of messages and provided as optional
components in the upper tier, transactions for atomic sending and processing of
multiple messages as well as a generic transaction-based object replication mech-
anism can be used in application scenarios with a high number of concurrency
conflicts and frequent data access and manipulations. The different realizations
can be used tightly integrated in a single application.
2 For the sake of clarity we use the terms Client and Server since a Peer-To-Peer

distribution model can be realized on top of the Client-Server distribution model,
where each peer acts as both, client and server, at the same time [10].
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According to the Communication Infrastructure, Agilo provides a high-level
abstraction of network connections (the bottom tier in figure 1) that allows the
implementation of applications independent of underlying network and trans-
port characteristics. Typical connection implementations are TCP (Transmis-
sion Control Protocol) sockets and—to support nodes secured by a firewall—
HTTP (Hypertext Transfer Protocol) connections, where clients constantly poll
the server to send and receive accumulated messages. Each connection uses a
marshaller that converts messages into a byte sequences and vice versa. By ex-
changing the marshaller of a connection the messaging protocol can be easily
adapted in order to support the integration of third-party clients and devices
into Agilo applications or to meet specific security requirements.

An Agilo application usually consists of several modules, each running either
on client- or server-side. Modules listen to incoming messages and process them
by performing some kind of activity. Which messages a module is interested in is
specified by a message filter of the module. The message filter arbitrarily defines
a boolean expression to accept or reject incoming messages. This way, a single
module can listen to different kinds of messages and different modules can get
notified about the same incoming message. Modules are registered at a local
ModuleRegistry that allows retrieving local module instances using node-wide
unique lookup names in order to access application logic of other local modules
by direct method calls.

Figure 2 shows the static relationships of the conceptual core of Agilo.
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Fig. 2. The Classes and Interfaces Constituting the Agilo Conceptual Model

4.2 Execution Model

During application runtime, several aspects of the Agilo framework core
functionality are required in order to provide message delivery and processing.
Besides the two variation points addressing dynamic concerns, the Concurrency
and Synchronization Model, the typical message flow is of central importance of
the Agilo architecture. The following paragraphs describe the two core modules
that are related to the dynamic variation points, the Concurrency Model and the
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Sharing Model, and that are necessary for the execution of Agilo-based group-
ware applications before the general message flow in the system is presented.

The server-side ClientRegistry module manages the dynamic grouping of
clients. By storing a mapping from arbitrary identifiers to a collection of client
identifiers, multiple clients can be easily addressed at once to deliver messages.
Using the general-purpose ClientRegistry, application-specific session and client
management can easily be realized. Since the ClientRegistry is an ordinary mod-
ule that can be accessed via the ModuleRegistry, the framework does not limit
whether the client mappings are entered by clients or directly by the server.

In order to improve network performance the default implementation of the
ClientRegistry can be exchanged to support message delivery to multiple clients
on network level using, e.g., IP multicast. In combination with a toolkit for
reliable multicast such as JGroups3, the typical drawback of multicast—potential
packet loss—can be avoided. However, for scenarios involving widely distributed
clients the benefit and performance gain of network-level multicast decreases.

The second core module that needs to be present for processing messages
is the MessageHandler that supports different realizations of the Concurrency
Model. By default it enqueues incoming messages according to their priorities;
messages with the same priority are enqueued in FIFO (First In First Out) or-
der. A single active object, the MessageRouter, dequeues messages and forwards
them sequentially to the modules that are listening for this message (according
to their MessageFilter). In case other message delivery orders are sufficient4,
these can be realized by either configuring the MessageHandler module or, for
proprietary concurrent message processing strategies, by replacing it with a pro-
prietary implementation.

Regarding the Synchronization Model, the default implementation of the Mes-
sageHandler avoids any conflicts because all messages are processed sequentially,
which can be seen as an implicit transaction handling. The use of transactions to
bundle multiple messages and process them atomically does not necessitate con-
flict resolution strategies as well: the messages that are part of the transaction
are enqueued one after the other similar to enqueuing single messages—the only
difference is that the framework guarantees that no other messages not belong-
ing to the transaction are enqueued in between. Analogously, the execution of
transactions that manipulate replicated objects does not require synchronization
if manipulations of replicated objects can occur independent of the current ob-
ject state. Hence, as long as data manipulations cannot fail, no synchronization
mechanisms are necessary.

Nevertheless, if manipulations of shared data can fail, synchronization strate-
gies such as locking or automatic conflict resolution are inevitable. To provide
support for applications that require this kind of data manipulation behavior, a
module providing transaction management based on the Java Transaction API5

is currently under development.

3 http://www.jgroups.org/
4 For a survey and comparison of different message orders, see, for example, [20].
5 http://java.sun.com/products/jta/
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Figure 3 shows how messages are processed by Agilo. In order to provide a
“complete picture,” the figure shows a situation where a message is delivered as
reaction on an incoming message.

(Network) Connection Marshaller MessageHandler MessageRouter Module(s)

incoming data (byte[])

unmarshal message(s)

enqueue message(s)

dequeue message

notify module(s)

send message

marshal message

queue outgoing data
outgoing data (byte[])

Fig. 3. Message Delivery and Processing in the Agilo Framework

4.3 Immanent Support for Heterogeneous Devices

The Agilo framework addresses the heterogeneity of devices by the following
features:

1. The framework provides appropriate device-independent abstractions to free
application developers as much as possible from device-specific implementa-
tion details.

2. The framework is highly tailorable according to device characteristics and
usage purposes.

3. The network abstraction interface provides configurable network protocol-
independent reliability support.

The first feature is realized by using Java as framework programming lan-
guage. For many of the more capable devices on the market today Java Virtual
Machines (JVM) based on the Java 2 Micro Edition (J2ME) are available. De-
vices for that no JVM is available or that do not provide enough resources to
execute J2ME-based applications, client applications based on other program-
ming languages can be integrated into Agilo applications by using customized
messaging protocols.

The second feature is enabled by the modularity of the framework design.
The capabilities of different devices used in a single application scenario often
differ. Therefore, the devices are used for specific purposes that best match
their individual characteristics. By providing the modularity as integral part of
the architectural design of the framework, this massively simplifies application
development involving devices with different capabilities:
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– Best-matching modules can be chosen by application developers as needed
for the purpose of specific devices while modules that are not used by a spe-
cific device do not need to be deployed to it. This is a necessary prerequisite
for using devices with very limited processing power and memory.

– The runtime performance increases because unnecessary code execution over-
heads are avoided.

– Since the API of the framework is inherently segmented into the core API
and separate module APIs, especially less experienced application developers
benefit by not getting overwhelmed by a huge and complex API.

The third feature is part of the network abstraction tier. According to the fact
that wireless network connections can be highly unreliable Agilo has to provide a
reliable messaging service. In order to provide reliable network connections, the
different connection implementations need to be equipped with a guarantee for
(a) lossless message transmission, (b) correct message reception, and (c) correct
message arrival order without duplicates. These requirements are implemented
on framework level instead of completely relying on network protocol charac-
teristics which on the one hand simplifies the connection implementation using
other network protocols and increasing code reusability and, on the other hand,
enables reliable message exchange independent of the underlying network pro-
tocols and marshalling of messages. However, different protocols per se already
ensure some of the required reliability issues. For example, TCP provides correct
message reception and arrival order, while UDP (User Datagram Protocol) does
not provide lossless transmission and correct arrival order.

In order to avoid unnecessary overhead on the framework connection layer, the
different connection implementations only make use of the reliability features if
necessary. For that, an “optimized ACK” protocol is provided by the framework
where lost or corrupt messages are explicitly requested by the receiving from the
sending node. In order to be able to use third-party messaging platforms that
provide reliable messaging on their own (for example, JGroups or JMS6), the
reliability features of the framework can be easily switched off.

5 Applications

Based on Agilo, two applications for heterogeneous environments have been im-
plemented: First, an application supporting communication and coordination in
emergency missions of public safety organizations, called OPUS. Second, a com-
mercial application for sophisticated large-scale meeting support, called Digital
Moderation7, has been extended to support the use of heterogeneous devices.

5.1 OPUS

The communication during emergency missions as they are performed today by
public safety organizations is based on analog trunked radio which leads to several
6 http://java.sun.com/products/jms/
7 http://www.ipsi.fraunhofer.de/digital-moderation
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problems [21]: (a) A partner has to follow the whole communication in order to de-
cide which information is dedicated to him. (b) In order to communicate a partner
has to interrupt his current work context. (c) In high noise areas the understand-
ing of the communication partner can become difficult and may lead to delays in
case of explicit inquiries. (d) Messages that contain a high amount of information
probably have to be written down. (e) No private information can be exchanged
between two communication partners. (f) Finally, the access to the communica-
tion media is not easy as the number of participants increases.

In order to address these problems caused by the trunked radio technique as
communication medium, the synchronous groupware OPUS has been proposed
in [21]. The requirements for the software were derived from several typical
scenarios in missions of public safety organizations. The functional requirements
can be divided into the domains task management and resource management.
The task management comprises all activities of generation, assignment, and
maintenance of tasks. A task is a problem which a resource has to work on.
A resource, in turn, is every unit, single man, or equipment that can perform
or can be used to perform the work to solve a task. The resource management
comprises all activities to control the relationship among resources.

Besides the functional requirements, two non-functional requirements have
been identified as well. First, to adequately support the work context the system
has to run on handheld devices. This avoids additional weight to be carried by
relief units besides their regular equipment. Depending on the user-specific work
context, PDA, SmartPhones as well as cell phones need to be supported. Second,
during a mission, the device may be not always connected to the network. Thus,
interrupted communication links need to be taken into account.

To meet the denoted requirements, the OPUS software architecture has been
designed as described in [21]. By applying the patterns “Replicate For Freedom”
and “Mediated Updates” [22], the architecture follows a replicated approach,
where applications and shared data objects are replicated to client devices. In
case of local modifications the client notifies a central server component that
propagates the changes to the affected clients. This architecture ensures that
a user can still keep on working while the communication link to the server is
temporarily interrupted. To support limited devices, the provision of a central
server exempts client devices from maintaining lots of communication links.

Figure 4 shows the overall architecture of the OPUS system. The consistency
module is responsible for communicating local data changes to the server and
for updating local data replicas in case of data update messages received from
the server. The data model holds the domain-specific application data which is
accessed and manipulated either by the consistency module or locally by the
user via the user interface. The task and resource management modules contain
the application logic which connects the application data with the user interface.

Details about the implementation of OPUS can be found in [21]. Table 1
shows the realization of the static variation points in the OPUS system. The
transaction-based messages are used in order to allow reassigning resources to
another supervisor which has been realized by using the Agilo ClientRegistry.
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Fig. 4. Top-Level Software Components in the OPUS System

Table 1. Realizations of Static Variation Points in the OPUS Application

Variation Point Realization
Distribution Model Client-Server
Comm. Infrastructure Different Network Protocols (TCP, HTTP)
Sharing Model Asynchronous messages, synchronous messages,

transaction-based messages

5.2 Digital Moderation

The Digital Moderation system is a commercial meeting support system for fa-
cilitated and co-located meetings providing conceptual as well as technical scal-
ability with respect to the number of meeting participants (meetings with up to
several hundreds of users are supported). The main characteristics of the Digi-
tal Moderation system are easy adaptability and extensibility to accommodate
different facilitation methods, dynamic runtime extensibility to allow changes of
the agenda during the meeting, automatic meeting report generation as well as
sophisticated facilitation services in order to increase meeting performance. Fa-
cilitation methods are realized by providing a meeting tool API, e.g. to provide
brainstorming, ranking and voting tools.

Digital Moderation supports different meeting scenarios; besides large-scale
meetings, workshop scenarios with about 20 participants are supported that
usually are performed by an external facilitator equipped with several WiFi-
capable notebooks at a company site (see figure 5). Both scenarios essentially
require a very high system reliability. The system itself needs to be robust against
hardware and network failures either because no sophisticated failure-tolerating
hardware is available or because of financial reasons in case of a large number of
meeting participants.

Digital Moderation is implemented using Agilo with a Client-Server Distrib-
ution Model which provides better technical scalability for large-scale meetings
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compared to a Peer-to-Peer Distribution Model and which simplifies automatic
meeting report generation. Network failures are already avoided by the network
abstraction tier of the framework while hardware failures, especially in case of
server failures, are currently addressed by a generic recovery module based on
message logging.

Fig. 5. A Typical Digital Moderation Workshop Setup

Recently, the Digital Moderation meeting scenarios have been extended in or-
der to provide support for using heterogeneous (especially mobile) devices during
meetings; the implementation of these extensions are currently ongoing. One of
these extensions addresses the technical support during a large-scale meeting:
technicians are equipped with PDA during meetings in order to get continuously
informed about device characteristics and device-specific connectivity details.
Additionally, participants can ask for technical support via the user interface
which automatically shows up on the user interface of the technicians’ PDA.
This way, technical issues can be handled more efficiently and user satisfaction
can be improved because of the smooth integration of the technicians and their
responsibilities into the meeting execution.

Another extension addresses the use of different devices in a meeting according
to specific meeting task characteristics. Depending on the task, devices with
different interface capabilities are more appropriate than others. For example,
for a meeting of a design team, the use of devices with pen-based input is more
applicable e.g. to provide scribbles during a brainstorming session, while other
participants use keyboard-based input devices to submit new ideas.

Table 2 shows the static variation points in the Digital Moderation applica-
tion. While asynchronous messages are used for participant contributions, syn-
chronous messages are mainly used during client startup in order to retrieve
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Table 2. Realizations of Static Variation Points in the Digital Moderation System

Variation Point Realization
Distribution Model Client-Server
Comm. Infrastructure Different Network Protocols (TCP, HTTP)
Sharing Model Asynchronous messages, synchronous messages,

replicated objects

meeting and tool configuration data. The transaction-based manipulation of
replicated objects is used by the facilitator to update meeting data, such as
tool configurations and the meeting agenda. Since no concurrent data manipula-
tions can happen (only the facilitator is allowed to update the meeting data), no
sophisticated concurrency control and synchronization mechanisms are needed.

6 Experiences Gained

Up to now, the Agilo framework has been used by ten application developers
whose expertise ranges from less-experienced Java developers to expert Java de-
velopers with comprehensive experience in developing distributed systems. The
Digital Moderation application has been used successfully to perform meetings
with up to 200 participants involving more than 50 devices.

The Agilo framework core consists of 112 classes for clients and 132 classes
for the server which result in framework binaries of around 200 KB and 230 KB,
respectively, in size. Optional modules, e.g. the transaction-based generic object-
replication without sophisticated synchronization and concurrency-handling,
consists of 54 classes resulting in around 50 KB binaries on clients and server.

Compared to Agilo, other groupware frameworks, e.g. COAST [2] and
DyCE [23], provide more functionality as part of the non-dividable framework
core which leads to two immanent limitations. On the one hand, larger frame-
works put more constraints on how to use and extend the framework which
massively increases the learning time of application developers. On the other
hand, these frameworks require more system resources which limits the applica-
bility for heterogeneous environments.

The experiences gained during the development of the applications sketched
in the previous section confirm these conclusions. The small framework core and
the modular architecture of the framework lead to a very quick understanding
of how to implement applications using Agilo (typically far less than a single
day)—even for less-experienced developers.

To our experiences, the modularity and flexibility of Agilo substantially sup-
ports the evolution of applications. New functionality can be implemented by in-
troducing new kinds of messages and developing independent modules. This way,
new functionality can be easily added without affecting stability and correctness
of existing application logic. The flexibility to combine different realizations of
variation points in a single application massively simplifies the development of
applications combining different complexity levels without overly increasing the
overall system complexity.
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7 Conclusions and Future Work

This paper presented the architectural design of the groupware framework Agilo
that has been explicitly designed to support the development of groupware ap-
plications in heterogeneous environments. By providing a highly modular archi-
tecture where most of the groupware functionality itself is provided as separate
modules, the framework offers a high degree of flexibility, which imposes only
few usage constraints on the application development. In fact, applications can
be built faster due to increased reusability of software components and faster un-
derstanding of the provided framework core concepts. The inherent extensibility
of the framework provides support for device-specific development and tailor-
ing for a wide range of devices—from desktop PCs and full-featured notebooks
to handheld PDA and devices providing only a very limited set of capabilities
like SmartPhones. The experiences gained during the design and development of
two different systems (one of them a large commercial meeting support system)
based on Agilo have shown that even unexperienced Java developers can compre-
hend the conceptual framework design very quickly and implement applications
within the first one or two days after starting to work with Agilo.

Although the framework has been used to implement two different systems,
there are three main areas that require further research. One area addresses the
implementation of other applications that especially differ with respect to the
dynamic variation points. Since both applications presented in this paper do
not put strong requirements on synchronization and concurrency control mech-
anisms (because of their application domains), the experiences regarding the
Synchronization as well as the Concurrency Model are still in an early stage.

Another area is to improve runtime support for heterogeneous devices. In the
literature of Ubiquitous Computing it has been emphasized that heterogeneous en-
vironments are highly dynamic [3]. While some of the dynamic characteristics are
already supported in Agilo (e.g. fault tolerance against intermittent network fail-
ures), others are not yet supported in an application-independent way, for exam-
ple, changing user and device locations and moving stateful applications to other
devices. In order to support this kind of context awareness, the approach most of-
ten suggested is automatic self-adaptation of the system or framework (e.g. in [3]).
For convenient support of application developers the Agilo framework should pro-
vide according services, especially to support device and application mobility.

Finally, Agilo needs to be evaluated quantitatively regarding runtime perfor-
mance, stability and scalability. Albeit there have been several performance and
load tests conducted for the Digital Moderation system, concrete statements
about throughput, failure frequency and scalability of the framework need to be
determined in a more systematic and reproducible way.
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Abstract. We are interested in integrating and exploiting the shared-
knowledge from a group by an existing infrastructure of plasticity, as
another parameter more to be embedded in the adaptation process. The
aim is to offer the benefits from plasticity and awareness jointly, provid-
ing a systematic support in both issues. In this paper we focus on the
proactive adaptation to contexts of use under a plasticity viewpoint. The
aim is to promote interaction and real time coordination, contributing
to real collaboration in multiple and changing groupware scenarios.

1 Introduction

We are no longer tied to our desktop computer due to the wireless technology, the
mobile networking capabilities, and a plethora of new computing technologies.
New advances provide us freedom to move around and to access to the tech-
nology in new and changing environments, keeping in permanent contact when
we are working on groups. However, current CSCW approaches focus on the
restrictions and affordances that mobile devices and mobility provide, but they
do not address the huge heterogeneity1 and the adaptation to changing contexts
of use at the same time. Real time constraints related not only to the shared-
knowledge between group members, but also other related to the user (changing
needs and preferences), to the environment (daylight, localization, etc.), and
even related to network constraints (bandwidth, server availability), which de-
scribe the context of use2, are volatile and require sophisticated capturing and
adaptive capabilities that today are still challenging. In a broad perspective, the
variability and multiplicity of parameters introduced by all the previous issues
are collected under the term plasticity. It was coined as the ability from systems

1 Diversity and versatility in the decision about the device or platform to use, taking
into account the significant differences in their physical, graphical and interaction
features.

2 Our context of use conception encompasses five components: the environment, the
user, the platform, the particular shared knowledge and the task at hand.

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 219–227, 2006.
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to mold their own UI to a range of computational devices, conditions and envi-
ronments in order to tackle the diversity of contexts of use in an economical and
ergonomic way [12], offering a great flexibility. We propose to adapt plasticity
tools to novel groupware scenarios. Another handicap of CSCW is the lack of
evidence in the use of complex social dynamics where the group activity takes
place. In this line, groupware designers have included aspects related to aware-
ness, which has become a cornerstone in computer systems design in several
ways. Awareness reduces the meta-communicative effort needed to collaborate
across physical distances in CSCW environments [8] and promotes real collab-
oration among group members. The shared knowledge should be appropriately
captured, represented, integrated and promoted. However, awareness support is
not systematic and developers must build it from scratch every time.

Groupware systems must be highly adaptable to new changing conditions
involving not only constraints related to mobility as described above, but also
to their distributed shared knowledge. In this paper we deal with the dynamic
adaptation at runtime. It is necessary to implement some mechanisms to obtain a
twofold benefit: (1) reaction in a proactive manner to contextual changes and (2)
shared-knowledge awareness, contributing to make collaborative work successful.
The infrastructure presented in this paper reuses some existing tools addressed
to provide plasticity in order to integrate awareness information and exploit it
as an integral part of the plasticity process.

This paper is structured as follows. Section 2 discusses some related work.
Keeping in mind that our goal is to integrate awareness mechanisms in a certain
infrastructure of plasticity, in section 3 we describe the approach and infrastruc-
ture of plasticity we consider the most appropriate. Section 4 presents a de-
scription of the software architecture we propose and reports some guidelines of
abstraction towards a major flexibility to compose the generic application frame-
work 3 we pursue. Finally, some conclusions and further work are explained.

2 Related Work

Many authors have proposed different elements necessary for obtaining a real
collaboration. We present some related works to support collaborative systems
in which proactive aspects and/or awareness mechanisms are treated.

Collaborative environments supporting proactive adaptation. It is wor-
thy pointing up the research on collaborative work based on the Collaborative
Filtering approach. In this line, some authors have emphasized their research on
adaptive systems (proactive adaptation) based on the group member’s interests.
In particular, Barra [1] describes an adaptive system for group navigation on
the web whose goal is to provide collaborative and adaptive navigation to users
groups sharing a ”common interest” on the web. However, the most part of these

3 A semi-complete application that can be customized to produce particular applica-
tions.
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systems is only focused on different static user aspects, providing different kinds
of prefixed profiles.

Collaborative environments supporting heterogeneity and proactive
adaptation. One of the most relevant and complete work is the one developed
by Favela et al. [4]. Their research is applied in the healthcare field. They combine
interactive public displays together with handhelds, towards the development
of a pervasive hospital environment. The integration of proactive components
in an agent-based architecture offers information relevant to the case at hand,
apart from context-aware and personalized information to the user. We can
point up that their approach is totally dependent on the server, implying that
some problems like network failures could have serious consequences in critical
environments like hospitals. In that way, our approach intends to reduce this
degree of dependence, tending towards client-server architectures that obtain
an operational balance between both sides. Its idea is to make client devices
autonomous to a great extent by means of low resource-consuming programming
techniques that can be supported in small devices, as explained in section 4.1.

There are many works related with frameworks to dynamically support con-
text-awareness. Marsic [7] has developed a data-centric framework for synchro-
nous collaboration of users with heterogeneous computing platforms, allowing
clients with different computing capabilities to share different subsets of data
based on XML. The interface is customizable according to the context and the
user needs. However, the level of shared information is quite limited, and what is
more important, it is static. The shared-knowledge awareness [2] is not handled.

Collaborative environments supporting awareness and proactive
adaptation. One of the most relevant works that integrate awareness mech-
anisms is the one proposed by Correa and Marsic [3]. They have developed an
extensible and generic architecture to support awareness in heterogeneous col-
laborative environments under a semantic consistency approach, what is their
main innovation. Their architecture not only provides awareness, but also allows
the adaptation, although only related to resource constraints. They show that
awareness support implies a trade-off between the degree of awareness and the
network usage. In fact, our work is in the line of pursuing this balance. Another
common point with our work is the development of an application framework.
They plan the development of an adaptive version of their architecture to aware-
ness issues.

As we have observed, there is a lack of guidelines about how to integrate as-
pects as adaptivity, context-awareness and shared-knowledge in the same tool.
Our work intends to support the development of computing collaborative envi-
ronments that integrate all these aspects.

3 Initial Approach and Infrastructure of Plasticity

The infrastructure chosen for our proposal is based in our dichotomic view of
plasticity [9], which divides the plasticity problem in two different challenges
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with two clearly delimited goals that make up an extension to the Thevenin
and Coutaz concept of plasticity [12]. They are called explicit plasticity and im-
plicit plasticity [9]. We match these two issues respectively with the stages of
design (construction, sometimes a reconfiguration of an existing UI) and execu-
tion (specific readjustments at runtime) that the UI has to withstand over the
whole system’s lifetime. To be more precise, explicit plasticity tackles relevant
changes in the UI, caused by unforeseen situations that involve a reconfiguration
of the UI (e.g. changes in the computing device). Due to the considerable scope
involved, it needs to be solved in a server, where it is brought into operation
under an explicit request by the client. This is why we call it ”explicit”. Implicit
plasticity is in charge of providing proactive adaptation (also called adaptivity)
at runtime, as the user goes through new contexts of use. It tackles specific mod-
ifications in the UI, originated by predictable contextual changes (e.g. changes in
the daylight level or in the user’s location), which can be solved by an automatic
readjustment on the client side, without any express action or request. This is
why we call it ”implicit”. Clearly both challenges require different modelling,
strategies and tools; hence they need to be studied and developed in different
frameworks. This division in two goals is what we call a ”dichotomy”.

Under this twofold perspective, the infrastructure of plasticity consists of com-
bining two different engines framed in a client-server architecture. These engines
are called Explicit Plasticity Engine (EPE henceforth) and Implicit Plasticity
Engine (IPE henceforth), respectively. The EPE consists of an automatic tool
of production of plastic UIs, as in a design stage. The IPE consists of a runtime
adaptive engine with the capacity to detect the context and react in order to
adapt the UI to the contextual changes on the fly, providing thus the proactive
adaptation pursued on the client side. In this line, our interest is focused on de-
veloping a generic framework easily customizable to IPEs for particular systems.
This is what we call Implicit Plasticity Framework (IPF henceforth).

This architectural framework allows delimiting clearly both goals, to be solved
in both engines, which are managed in an alternative, iterative and complemen-
tary manner. The goal is to give feedback to the plasticity process without
discontinuities, keeping both sides in continuous updating. Under this approach,
the client only resorts to the server when he/she needs a reconfiguration of the
UI -unsolvable locally by the IPE-, propagating to the server the contextual
changes that require to be accommodated to the new situation. We can sum up
the benefits of our infrastructure in these three ones: (1) an operational balance
between both sides; (2) autonomy to perform adaptivity on the client side (that
reduces dependence to the server and possible communication failures); and (3)
real time reaction to certain contextual changes, contributing to a proactive (im-
plicit) adaptation. Figure 1 shows the overview of the process described, as well
as the delimitation between the two sub-concepts of plasticity. The EPE is out
of the scope of this paper. A detailed description can be looked up in [10].

In order to integrate the awareness information, the key point is to include
the evolving group state and the real time group constraints in the characteri-
zation of the context of use. This information is captured and represented in the
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Fig. 1. Overview of the plasticity process

client-side in order to be considered at runtime. However, it is essential sharing
it with the rest of the group. This is why he/she propagates it to the server,
which will be able to gather and model an overall group knowledge, through the
EPE.

4 Software Architecture for the Client-Side

4.1 Design Requirements and General Structure for the IPE

Taking into account that our final goal is to develop a generic framework to eas-
ily derive the suitable IPE for a particular system (the IPF), we apply the most
orthogonal design strategies to obtain the most challenging design requirements.
Particularly, we must guarantee certain properties such as: (1) transparency in
adaptation; (2) reusability; and (3) orthogonality. In particular, orthogonality
is essential in order to the adaptive mechanisms be handled independently, so
that they can evolve individually, avoiding conflicts and promoting reusability.
This property is especially important in systems where a lot of dimensions are
presented, such as collaborative environments. In order to guarantee these prop-
erties we need to apply a separation of concern technology.

We conceive an IPE as a software architecture divided into three layers. The
two first are: (1) the logical layer, which contains the application core function-
ality; (2) the context-aware layer, which controls and models the real time con-
straints (the contextual model); in the case of collaborative applications, all the
information related to the communication and coordination actions that affect
to the whole group state: the shared-knowledge [2] from the perspective of the
user at hand. This information will be kept updated for further use, in order to
provide awareness. Finally, the third layer is an intermediate layer responsible for
applying the adaptation over the core system according to the contextual model
(context-aware layer) following, as mentioned before, some sort of separation of
concern technology. The approach chosen for this layer is the Aspect Oriented
Programming [6] (AOP henceforth). The reasons that justify this decision are
out of the scope of this paper. It can be looked up [11] for a detailed justification,
as well as an introduction to AOP. AOP guarantees the three properties men-
tioned before, obtaining the maximum modularization for the adaptive mecha-
nisms, and what is more important, without affecting the software structure of
the underlying system (transparency). AOP offers these goals encapsulating the
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treatment of each real time constraint (e.g. the related to groupware) in sepa-
rated and concentrated program units called aspects4 (orthogonality). Hence we
call the intermediate layer (3) aspectual layer.

From a general collaborative viewpoint, the aspectual layer has the responsi-
bility of promoting communication events and actions focused on improving the
coordination of the group activities. To do so, it is in charge of interfering impli-
citly the situations along the system execution in which these initiatives could be
beneficial for the group, and augment there the core functionality triggering this
kind of actions, as well as catching the context in order to construct the shared-
knowledge from the particular viewpoint of each user. These actions are triggered
by means of the AOP mechanisms, trying to improve collaboration, and they
make up the extra-functionality that the IPE introduces without affecting the
underlying system. Furthermore, due to we use a combination of metadata and
aspects -whose explanation is out of the scope of this paper-, coupling between
the base system and the adaptation mechanisms is removed (reusability). We
can say that the aspectual layer acts as a transparent link between the other
ones. Figure 2 depicts a sketch of an IPE for a generic collaborative system.
We include two aspects to tackle the two goals mentioned: the Communication
aspect and the Coordination aspect. The role of the coreAppAnnotator aspect
in figure 2 is also out of the scope of this paper. The Shared-Knowledge-Model
component corresponds to a representation of the shared-knowledge from the
particular user viewpoint.

Fig. 2. IPE for a generic collaborative system

4 Program units that interfere the core functionality injecting new code or modifying
the base code.
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4.2 Further Guidelines Towards Abstraction: The IPF

In the design of our IPF, according to the experience extracted from the IPEs
built up to now, we take into account some considerations in order to achieve
system-independence and reusability. Let us see them according to each issue
pursued: different adaptation mechanisms, different contextual needs and differ-
ent domains of application.

Adaptation mechanisms. In order to avoid system-dependences, and to ob-
tain ”universal” adaptation mechanisms, we resort to aspect hierarchy and to
some refactoring steps. Thus, references to the name of certain methods, classes
or particular APIs are encapsulated, redefining the associated elements in sub-
aspects conveniently specialized. This is also the appropriate strategy if we need
to define different ways to interfere the base code behaviour following the AOP
mechanisms. Another strategy to achieve abstraction is refactoring in the aspects
code (the advices5). In effect, sometimes is not necessary to define the complete
advice in sub-aspects, but only a method that encapsulates special needs or vari-
abilities. Then, we use advice refactoring. This idea in particular corresponds to
the Template advice idiom [5]. We can use other types of refactoring or AOP-
specific patterns to make good aspectual designs.

Application domains. We are planning to reuse our IPF for different domains
deploying libraries of aspects. Thus, each particular application would be able to
establish the set of concerns it needs to manage. For example, in an archaeological
site considering the daylight constraint to adjust the UI is required. However, in
an indoors museum guide this concern is useless. In a tele-aid system another
kind of concerns are required to assist high-mountain rescues. It would be useful
to build a package of aspects related to mountain conditions.

Contextual needs. In a similar way, we need to adapt the context-aware layer
to the aspectual one, in order to map aspects with data stored in the contextual
model. We need to obtain flexibility also in the context-aware layer. As long
as this layer is based on the object-oriented programming, we use hierarchy of
classes to build their components in a generic way.

5 Conclusions and Further Work

Assuming that mobile solutions can offer large-scale solutions in supporting co-
ordinated work, it is recommendable to reuse as far as possible the work already
realised to solve problems inherent to mobility in the groupware work. In this
line, plasticity tools intend to offer a solution to most of the issues related to
groupware. Moreover, groupware activities need to be designed providing aware-
ness mechanisms to share the group understanding among group members. We
have presented an infrastructure of plasticity in which to integrate awareness

5 The code to be executed when aspects intercept the base code. Equivalent to methods
in classes.
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mechanisms, as well as how to accommodate the client-side software architec-
ture to support collaborative activities. The aim is to combine plasticity and
awareness goals, until now following separated ways, making group issues an
integral part of the plasticity process.

The infrastructure of plasticity proposed follows a client-server architecture
model not centered in the server as usual is presented in the literature, but ad-
justed to our dichotomic view of plasticity, which looks for an operational balance
client-server. This approach promotes a better collaboration between devices and
less constrained mobility conditions, contributing to autonomy and robustness at
the client side, as well as to a real time reaction during the task performing. This
approach is in the line of obtaining a trade-off between the degree of awareness
and the network usage, identified by Correa and Marsic [3]. Moreover, the soft-
ware architecture for the client-side is based on low resource-consuming program
units (aspects) that support awareness mechanisms and adaptivity in compact
limited appliances, scarcely increasing the size of the final code. As a result, this
architecture becomes suitable for the pervasive design. Additionally, the inte-
gration of the adaptive mechanisms with the base system becomes a seamless
process because of: (1) any refactoring step or modification in the software struc-
ture from the initial system is needed; and (2) coupling with the base system is
also removed due to we use a combination of metadata and aspects, promoting
so reusability.

As further work we plan to arrange and deploy a hierarchical library of generic
aspects that might be included in the groupware design. In a similar way, we
are developing the groupware facet in the server side, constructing an EPE to
tackle the design stage. Additionally, we want to specialize our work in the
construction of collaborative systems for ambience intelligence and pervasive
computing scenarios. Finally, we are interested to develop some visualization
mechanisms to provide shared knowledge awareness information to the whole
group, using the same infrastructure proposed in this paper.
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Abstract. Advances in wireless communication and mobile computing extend 
collaboration scenarios. A current strategy to address productive, educational 
and social problems is to incorporate mobile workers using computing devices 
into work practices. Typically, collaborative applications intended to support 
mobile workers involve some type of centralized data or services. This situation 
constrains the collaboration capabilities, particularly in ad-hoc communication 
scenarios. We propose an autonomous software module able to provide and 
consume services from others units. We call it a Service-Oriented Mobile Unit 
(SOMU). A SOMU has been implemented as a middleware running on laptops 
and PDAs. Collaborative mobile applications developed on this middleware are 
then able to interact among them almost in any communication scenario. 
Availability of this tool is particularly relevant to support mobile collaboration 
when there is no stable communication support or no communication at all.  

Keywords: Middleware for Mobile Groupware, Service-Oriented Mobile 
Units, Web services Platform, Ad-hoc Collaboration Scenarios. 

1   Introduction 

Fast development in the area of information and communication technology and 
especially in broadband internet access and mobile computing has changed the 
established ways of communication, learning, entertainment and work in professional 
and private lives. The mobile and mobility concepts have a strong link to wireless 
technologies [1]. Most often a mobile worker is conceived as a person moving and 
executing tasks anywhere and anytime, using mobile computing devices with wireless 
communication capabilities. Provided the current mobile computing devices have 
wireless communication capabilities, any place becomes a potential scenario to 
support mobile work. Examples of these scenarios are: parks, coffee shops, hospitals, 
universities, schools, shopping malls, offices and airports. 

Mobile workers are on the move to carry out their activities. Usually, they have 
some instances for data synchronization or collaboration with other people. Mobile 
workers are frequently not sure which is the next collaboration scenario and its 
characteristics. Therefore, they need autonomous and flexible collaborative solutions 
independently of the availability of centralized resources or fixed wireless 
communication infrastructure (access points). When two or more mobile workers 
meet, the physical scenario must not be a limitation to collaborate.  
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Collaboration activities involving mobile workers can be supported by mobile 
networks, also called MANETs (Mobile Ad-hoc NETworks) [16].  However, it means 
solutions including MANETs to support the computer-based collaborative activities 
should be designed and implemented. Most collaborative applications intended to 
support mobile workers involve some type of centralized data or services. This 
situation constrains the collaboration possibilities, particularly in ad-hoc communi-
cation scenarios. A software piece which is able to provide and consume services 
from others units is proposed. It is called Service-Oriented Mobile Unit (SOMU). The 
solution is fully distributed. Each unit has been implemented as a middleware running 
on laptops and Personal Data Assistants (PDAs). Collaborative mobile applications 
developed on this middleware are then able to interact among them almost in any 
communication scenario. Thus, mobile workers using such applications can 
collaborate when there is no stable communication support or no communication at 
all. Two application scenarios are briefly described below to illustrate the role of 
MANETs in mobile collaboration. 

Disaster Relief: Activities to resist and recover from natural, hazardous and 
intentional eXtreme Events (XE) are highly dynamic and demand effective 
collaboration among a broad range of organizations. First responders (police, 
firefighters and medical personnel) deployed in the work area need to know the 
information about the site and affected buildings (e.g. maps, probable people 
locations and vulnerable points), exit routes, resources deployed in the area and 
tasks assignment. Mobile workers from several organizations need to be 
autonomous, interoperable and carry diverse shared information to do the assigned 
activities. Sometimes they also need to update such information and communicate 
the updates to the partners, leaders and other organizations in order to support 
decision-making processes. Typically, this collaboration scenario has minimal or no 
communication capabilities [6]. However, collaboration among first responders is 
required. Government authorities in charge of macro-decisions should be able to 
access information from the mobile workers (e.g., police, firefighters and medical 
personnel) to monitor the activities evolution and make corrections on previously 
made decisions.  
Building and Construction: The building and construction industry is characterized 
by: (a) dispersed teams working on the development of a new site, (b) teams do not 
belong to the same company, (c) they are not able to use fixed communication 
infrastructure and (d) they need to be on the move to carry out the assigned work. 
For example, electrical engineers (mobile workers) belonging to a company need to 
be on the move in order to inspect and record the status of the electrical facilities 
being developed by the company employees at a construction site. During the 
inspection, each engineer updates the information recording the current status of the 
electrical facilities. After the inspection and before leaving the construction site, the 
engineers meet to check agreement on the updated information and review it. If 
they detect incomplete or contradictory data, some of them can inspect the facilities 
again in order to solve such case. Similarly to the previous scenario, mobile 
workers need autonomy, interoperability and they also need to be able to 
collaborate no matter the features of the physical scenario. 
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Mobile computing devices and mobile ad-hoc wireless networks (MANETs) offer 
a wide range of new collaboration possibilities for mobile workers. However, the 
design and implementation of the mobile collaborative solutions for ad-hoc scenarios 
imply several challenges in terms of the following aspects.  

Autonomy: Collaborative mobile applications should function as autonomous 
solutions. Communication availability in the physical scenario and access to 
centralized shared data and services cannot be a limitation to support collaboration 
among mobile workers in ad-hoc scenarios. Therefore, solutions able to work in 
Peer-to-Peer (P2P) settings are required. 

Interoperability: Provided mobile workers may need to do casual or opportunistic 
collaboration, the collaborative mobile applications they use should offer data and 
services interoperability.  

Shared information management: Shared information supporting collaborative 
applications in these scenarios need to be highly replicated since there are frequent 
disconnections in wireless networks (even using access points). Keeping the shared 
information coherence in a P2P network is not a trivial problem to solve. 

Use of hardware resources: The collaborative mobile applications should operate, 
in many cases, with constrained hardware resources; e.g., the case in which these 
solutions need to run on PDAs. 

Next section describes the challenges and opportunities offered by service-oriented 
computing to support collaboration in ad-hoc wireless settings. Section 3 presents 
related work. Section 4 describes the way to overcome the stated challenges with 
SOMUs. Section 5 shows two application scenarios, and section 6 presents the 
conclusions and future work.  

2   Service-Oriented Computing in Ad-Hoc Wireless Settings  

Ad-hoc networking refers to a network with no fixed infrastructure [24].  When the 
nodes are assumed to be capable of moving, either on their own or carried by their 
users, these networks are referred as MANETs. The nodes of the network rely on 
wireless communication to collaborate with each other. The advantage of ad-hoc 
networking is that the absence of a fixed infrastructure reduces the cost, complexity 
and time required to deploy the network. It also allows users to be on the move 
transporting their communication capabilities [23]. Unfortunately, most of these 
MANETs have a small communication threshold in terms of allowed distance 
between two mobile workers. In addition, the lack of a fixed infrastructure introduces 
challenges for using and maintaining ad-hoc networks. Knowledge of various factors 
will help to motivate understanding of the protocols that have been developed for ad-
hoc networks. A brief explanation of these properties follows. 

 No pre-existing infrastructure: By definition, ad-hoc networks do not have any 
infrastructure. The nodes in the network rely on wireless communication for 
information dissemination and gathering. This lets ad-hoc networks be used in 
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remote environments, and mainly to support mobile workers. Moreover, the 
MANETs are attractive because of the reduced effort to set up and use them.
Small communication threshold: Mobile computing devices provide communi-
cation services without using a base station when they are part of a MANET. Thus, 
each device may function as a base station to act as a gateway between peer devices 
or to access other networks. The current wireless communication norms supporting 
mobility have a limited communication threshold (or communication range). For 
example, the IEEE 802.11b/g (Wi-Fi) threshold is about 200 meters in open areas 
and 20 meters in built areas.  
Power-scarce devices: Mobile devices making up the ad-hoc network have a 
physical environment that is assumed to be devoid of resources such as power. In 
fact, because of the absence of any underlying infrastructure, power outlets 
generally are not available. For this reason, mobile devices that form the ad-hoc 
network use either battery power or passive power sources, such as solar energy. 
This fact further reduces the communication threshold of this type of networks. 
No centralized mechanisms: Since ad-hoc network do not have any underlying 
infrastructure and wireless communication is employed, centralized routing 
algorithms are not applicable. The cost of transmitting data from all nodes in the 
network to a central location becomes prohibitively expensive in terms of power 
usage. Furthermore, centralized components become critical failure points and then 
there are the typical problems with scalability and fault tolerance for processing all 
the information.  

On the other hand, Service-Oriented Computing (SOC) is a new paradigm gaining 
popularity in distributed computing environments due to its emphasis on highly 
specialized, modular and platform agnostic code facilitating interoperability of 
systems [22]. A key issue with SOC in ad-hoc networks is to mitigate the problem of 
frequent disconnection and to ensure that some channel between the user and the 
provider of a service is maintained for a significant period. Furthermore, SOC helps 
decouple concerns about network availability and connectivity and it also implies 
simplifications in the software development process.  

The service model is composed of three components: services, clients and a 
discovery technology. Services provide useful functionality to clients. Clients use 
services to support complex functionalities that will be available for users. The 
discovery process enables services to publish their capabilities and clients to find and 
use needed services. As a result of a successful lookup, a client may receive a piece of 
code that actually implements the service or facilitates the communication to the 
server offering the service. The implementations of service-oriented models may have 
some limitations in terms of functionality because of the peculiarities of the ad-hoc 
wireless settings.  

The idea of using mobile computing devices as hosts for service registries is very 
appealing. However, overloading simple devices belonging to a work session may 
lead to a defensive behavior from a collaborative system, e.g., terminating advertise-
ment broadcasts or completely ignoring client communication.  
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Fig. 1. a) The client could use the service but it cannot discover it because the service registry is 
not accessible; b) A client discovers a service which is no longer reachable 

 
Failure of a mobile computing device implies a complete lack of communication 

between users in a collaborative session and between clients and services whose 
communication is routed via this device, even if they could communicate directly. 
Therefore, the service model needs to adapt itself to the new networking conditions. 
For example, if the node hosting a service registry suddenly becomes unavailable, the 
advertising and lookup of services becomes paralyzed even if the pair of nodes 
representing a service and a potential client remains connected (Fig. 1a). Furthermore, 
due to frequent disconnections and mobility of nodes, there is another problem when 
the advertisement of a service is still available in the lookup table until its lease 
expires (Fig. 1b). 

As a summary, high degree of freedom and a fully decentralized architecture can 
be obtained in MANETs at the expense of facing significant new challenges. 
MANETs are opportunistically formed structures that change in response to the 
movement of physically mobile hosts running potentially mobile code. New wireless 
technologies allow devices to freely join and leave work sessions and networks, and 
exchange data and services at will, without the need of any infrastructure setup and 
system administration. Frequent disconnections inherent in ad-hoc networks lead to 
inconsistency of data in centralized service directories. Architectures based on 
centralized lookup directories are no longer suitable. Therefore, the model and 
technologies addressing these issues should consider all nodes as mobile units able to 
provide and consume services from other mobile units.  

3   Related Work  

Several collaborative solutions have been proposed to support mobile workers [2], 
[8], [17], [18], [26]. Although the proposals have shown to be useful to support 
specific collaborative activities, they were not designed as general solutions. 
Therefore, the capability to reuse these solutions in various work scenarios is 
relatively small.  
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On the other hand, there are several interesting initiatives in the middleware area, 
which propose reusable functions to support collaboration in P2P networks. One of 
them is LaCOLLA [14]. This middleware has a P2P architecture and provides general 
purpose functionalities for building collaborative applications. LaCOLLA works well 
in networks with important signal stability, such as fixed or one-hop wireless 
networks. However, the middleware does not support autonomous members of a 
group and does not have components and mechanisms that will allow mobile devices 
become LaCOLLA peers.  

Unlike LaCOLLA, the iClouds framework offers spontaneous mobile user 
interaction and file exchange in mobile ad-hoc networks [11]. This framework also 
provides independence of a server doing a full replication of any shared file, which is 
appropriate in MANET scenarios. However, it does not provide support to exchange 
shared objects, just files. In addition, iClouds does not distinguish among copies of 
the same shared file (e.g. master and slave copies) and it does not support distributed 
operations on those files either. The functions provided by iClouds are focused just on 
data sharing. 

There are frameworks that provide, through an API, specific functionalities to 
support mobile collaboration, such as YCab [5] and YCab.NET [21]. These 
frameworks implement their own protocol and they provide just the following generic 
services: session manager, text chat, image viewer, GPS and client info. Probably, the 
most popular framework to support P2P collaboration is JXTA [13]. This framework 
provides a common platform to help developers build distributed P2P services and 
applications. Here, every device and software component is a peer and can easily 
cooperate with other peers. Although JXTA has shown to be useful to support 
collaboration in P2P networks, it also requires a fixed or one-hop wireless network 
(similar to LaCOLLA). Therefore, it is not well suited to apply it in ad-hoc mobile 
work settings. 

On the other hand, Nokia has developed a services-oriented framework that could 
be used to support mobile collaboration. This framework includes a set of APIs and 
an SDK (Software Development Kit) allowing developers to create service-oriented 
applications that act as consumers of Web services on mobile devices [12]. Provided 
the mobile applications can just consume services, their autonomy is limited and  
they require a service provider, which is not suitable for ad-hoc mobile work 
scenarios. 

Currently, there are several proposals to share information in P2P networks, even 
considering mobile computing devices [10], [20]. Typical examples are tuple-based 
distributed systems derived from LINDA [7], such as: FT-LINDA, JINI, PLinda, T-
spaces, Lime, JavaSpaces and GRACE [9], [19], [3]. Despite the fact these 
implementations work in P2P networks, they use centralized components that provide 
the binding among components of the distributed system. Other middleware, such as 
XMIDDLE [15] and PASIR [20], allow mobile hosts to share documents across 
heterogeneous mobile hosts, permitting on-line and off-line access to data. 
Nevertheless, these middleware are just focused on data sharing and they do not 
support the autonomy and interoperability capabilities required by mobile workers. 
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4   The Services-Oriented Mobile Unit 

The need to support mobile collaboration in ad-hoc work scenarios and the limitations 
of current solutions to support it motivated the development of the SOMU software 
module. SOMU is a lightweight platform able to run on PDAs and notebooks. It 
enables each mobile computing device to produce and consume Web services from 
other peers. Such functionality is implemented in a lightweight Web server called 
µWebServer (Fig. 2). Thus, the autonomy and part of the interoperability required by 
mobile workers is supported.  

Mobile Collaborative Applications 
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Web services Shared Files 

Html Jpeg Gif 

WebServer

HTTP 
Component 

SOAP 
Component 

Listener 

SOMU 
Manager

TCP/IP

Mobile Units Near Me

Units Profiles Mobile Units 
Profile 
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Work Items  
Queue  

API   

Multicast 

SOMU Platform 

 

Fig. 2. SOMU Architecture 

SOMU also implements a local storage which is composed of (1) a shared storage 
space to allocate the files the mobile unit wants to share, and (2) a space to allocate 
those Web services exposed by the mobile unit. By default, SOMU provides basic 
Web services for Web services description and discovery.  

The SOMU Manager is the component in charge of creating, storing and 
dispatching work items when a mobile collaborative application invokes Web 
services exposed by other mobile units. The work items stored in a mobile unit 
represents the Web Services (WS) invocations that such unit needs to perform. Each 
work item is composed of a ticket, a mobile universal unit, the WS proxy, WS input 
and WS output. The ticket is the work item identifier. It is used to communicate the 
results of a WS invocation to a mobile collaborative application. The Mobile 
Universal Identification (MUI) identifies each mobile unit. This identifier allows the 
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SOMU Manager to make direct invocations to WS running on other mobile units. WS 
Proxy contains the information required to coordinate the invocation and the response 
of WS exposed by other mobile units. WS Input contains the invocation parameters to 
be sent by the WS Proxy when it invokes the remote WS. WS Output contains the 
results of a WS invocation. 

The Mobile Units Near Me is the component in charge of discovering and 
recording the mobile units that are close to the current mobile device. This 
information is used to decide a good time to start an interaction with a specific mobile 
unit. This component uses a multicast protocol. It involves discovering the name, 
universal identification and the IP address of the mobile units belonging to the 
MANET. 

Since Web services are typically accessed from different kinds of mobile 
computing devices, interoperability and personalization play an important role for 
universal access. The Mobile Units Profile Manager stores and manages information 
related to mobile units, such as the universal identification, hardware, software, and 
network capabilities. Web service can use this information to provide optimized 
contents for various clients. The two main components of the platform, i.e., the 
µWebServer and the SOMU Manager, are explained in the next two sub-sections. 

4.1   µWebServer  

The µWebServer has the capability of exposing Web services and executing HTTP 
requests from Laptops and PDAs. The listener is responsible for managing client 
requests on a particular port. It performs validations and determines the most 
appropriate supporting components to carry out a request. The supporting components 
represent the implementation of a particular Internet protocol. The µWebServer 
implements supporting components for HTTP and SOAP.  

 

Browser 

PutHttpRequest(Msg) 

Mobile User 

SendHttpRequest(Msg)

WebServer 

return DataRequest 
ShowRequest 

ProcessHttpRequest(Msg) 

 

Fig. 3. Sequence diagram of result request service over HTTP 

 
The HTTP component supports the processing of HTML, GIF and JPEG Web 

requests and GET and POST through SOAP components. As client requests are 
received, the required file is retrieved from local storage. Then, this file is converted 
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into a stream of bytes and sent back to the mobile unit client. Figure 3 shows the 
sequence diagram to invoke Web services over HTTP GET operations. 

Figure 4 (a) presents the results of invoking the “Mobile UDDI” Web service 
(included by default in SOMU), which provides information about all Web services 
hosted in a remote mobile unit. Figure 4 (b) presents the results of a similar invocation. 
In this latter case, the invoked remote Web service is the “Mobile Info Profile” Web 
service (also included by default), which informs the WSDL document related to it. 

 

(a) (b)  
 

Fig. 4. (a) List of Web services hosted in a remote mobile unit; (b) WSDL of a remote Web 
service 

 
On the other hand, the SOAP component addresses the requirements of processing 

Web services remote invocations by clients. The current implementation supports 
GET, POST and SOAP action operations. Typically GET and POST operations are 
used for browser requests. These operations return an XML string representing the 
results. Meanwhile, SOAP actions are used to identify SOAP packets sent by 
applications using a particular Web service. Additionally, the SOAP component 
provides facilities to automatically generate WSDL (Web Service Definition 
Language) files from a requested Web service.  

4.2   SOMU Manager  

This component creates, stores and dispatches work items when a mobile 
collaborative application wants to invoke remote Web services. If the destination 
mobile unit is online, the SOMU manager picks up the work item and processes it, by 
creating a proxy client instance that interacts with the remote Web service. When the 
SOMU manager receives the results of the Web service invocation, it notifies to the 
mobile collaborative application and it delivers the results.  

On the other hand, if the remote mobile unit hosting the Web services is not 
reachable, the mobile collaborative application switches to offline mode. Internally, 
the mobile collaborative application calls the manager to create a work item. The 
work item is stored in the work items queue. Periodically, the mobile units near me 
verifies if the destination mobile unit gets online. When the destination unit is online, 
the SOMU manager from the requester unit retrieves the work item from the queue. 
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Then, the manager sends an invocation of the remote Web service using the proxy 
functions. After processing the request, the remote Web service returns the results 
back to proxy client. Finally, the manager then returns the results to the mobile 
collaborative application. 

4.3   SOMU Components Dynamic Interaction 

In order to understand the SOMU platform functionality, Figure 5 shows the 
dynamics of the interactions between two mobile collaborative applications, when an 
application “A” requires a Web service exposed by a remote application “B”. The 
first step of this interaction requires the application “A” make a local request to 
invoke the remote service from “B”. “A” states this requirement through a work item 
which is created and stored by the SOMU manager (2nd step). Then, this manager asks 
to the mobile units near me component if the application “B” is in online mode and if 
“B” is within the “A” communication range. If the answer is negative, then the 
SOMU manager waits and retries until it gets a positive answer (3rd step). 
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Fig. 5. Interactions among SOMU main components 

 
When the mobile application “B” gets online and in the “A” communication range, 

the SOMU manager creates the proxy using reflection from the context information. 
Such information is in the WS Proxy field which is part of the work item. Then, the 
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SOMU manager invokes the remote service hosted in “B” (4th step). The invocation is 
received by the WebServer (5th step). Since the request is a Web service invocation, 
the WebServer SOAP component activates the corresponding Web service through 
reflection and it invokes the method implementing the service (6th step). The 

WebServer returns the results to the mobile application “A” (6.1 step).  If the 
application “B” is subscribed to receive the events related to a specific Web service, 
the WebServer will send the corresponding notification (6.2 step). When the SOMU 
manager from “A” receives the results, it removes the work item from the queue (7th

step). Finally, the SOMU manager from “A” notifies the mobile application “A”, 
indicating the work item with the specific ticket has finished its processing (8th step). 

4.4   SOMU Implementation Aspects 

SOMU was implemented in C# using the .NET Compact Framework; however, it can 
also be implemented using the J2ME SDK for mobile devices. The .NET platform 
was chosen since it offered rapid prototyping and a rich development environment 
including live debugging on emulators. The .NET libraries natively support XML 
manipulation, Web service description and reflection. This allows us to implement 
basic services for Web services description and discovery.  

5   Application Scenarios 

The following scenarios show how the actions taken by a mobile collaborative 
application are translated into the actions that occur within the Services Oriented 
Mobile Units. Two mobile collaborative applications which use the services provided 
by the platform were developed in order to test SOMU. These applications represent a 
proof-of-concept and they illustrate the feasibility of the proposed approach. One of 
them concerns one of the application scenarios mentioned in Section 1. They are 
briefly described below. 

5.1   Mobile Electronic Meeting System 

The implemented mobile electronic meeting system, called Meeting Space, is an 
interactive mobile computer-based system for supporting decision meeting processes. 
Like other Electronic Meeting Systems (EMS), the application goal is to support 
group members to be effective and make good decisions. The application was 
designed to be used by mobile users working online and offline. Provided the 
application running on each mobile unit is autonomous, uncoupled and independent 
of centralized components and networking infrastructure, users can meet in almost 
any place and carry out an ad-hoc work meeting (Fig. 6). The tool supports just some 
pre-meeting and meeting processes [4]. Specifically, it allows to: (1) create and share 
a meeting agenda, (2) specify, make private annotations and provide feedback about 
shared problems and solution ideas, (3) detect peers near the current device and 
generate notifications, and (4) share documents with peers. 

During a pre-meeting, users can work alone in order to collect information and make 
private annotations about each item of the meeting agenda. When the mobile users near 
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Meeting space 

 

Fig. 6. Meeting Space Application 

 
me component detects two or more users in the same communication range, it notifies the 
local SOMU manager. Then, this manager notifies the others SOMU managers running 
on the remote mobile units, which deploy a visual notification on the screen of the mobile 
computing devices. Thus, the application provides these persons the opportunity to hold 
an ad-hoc meeting to discuss in a face-to-face setting. For such discussion, the users can 
share documents and annotations by using the SOMU Web services and also specific 
Web services developed just for this application. The preliminary conclusions or results 
of the pre-meeting can be recorded in a shared file. Then, this file can be distributed 
among the mobile units by using the SOMU Web services. 

Users can propose and share ideas (and annotations related to them) to discuss each 
item of the meeting agenda. Users can also provide feedback about the proposals and 
interact with other users in order to refine an idea, problem or any other item. The 
current application does not support rich computer-supported interaction mechanisms, 
such as full mediated discussion forums or brainstorming tools.  

The meeting documents are registered and distributed to the corresponding 
members at the end of the meeting. Since the meeting place is almost any available 
place, the service-oriented solution proposed by this application becomes suitable to 
address the physical scenario constraints. 

Figure 7 presents a possible sequence diagram of a process to show how the system 
supports an idea discussion. When a mobile user A proposes a public idea, the SOMU 
manager creates a work item. These public ideas can be delivered to other peer 
members as soon as possible. If a mobile user B is in A’s communication range, then 
A’s SOMU manager invokes a Web service from B in order to communicate the idea. 
When B’s WebServer receives the proposal, it communicates the idea to the local 
application. The B’s application makes the idea available for the user to process it. If 
B rejects the idea, then such communication is received by the A’s application via the 
 



240 A. Neyem, S.F. Ochoa, and J.A. Pino 

MU: Member A 

ProposeIdea 

ShowRejectingIdea 

ShowProposeIdea 

CreateWorkItem 

MU: Member B 

InvokeWebService(XML) 
ProcessRequest(Msg) 

return WSRequest 

RejectingIdea 

CreateWorkItem 

InvokeWebService(XML) 

ProcessRequest(Msg) 

return WSRequest 

MA: Application A MA: Application B 

 

Fig. 7. Sequence diagram of typical activity of accepting/rejecting/refining ideas between two 
meeting members 

 
SOMU manager. Afterwards, the A user can redefine the idea and submit it for 
consideration again. Thus, a new interaction cycle begins. 

A next version of the Meeting Space application is planned to have support for 
voting. Users will be able to cast anonymous votes, a desirable feature in certain types 
of decision meetings. This feature will make the application valuable in physical 
settings otherwise unsuitable for these decision meetings. 

5.2   Group Decision-Support System for Disasters in Urban Areas 

Disasters affecting urban areas have shown the need to improve the group decision-
making processes and the coordination of efforts done by organizations participating 
in disaster relief activities [6]. Typically, police is in charge of isolating and securing 
the affected area, firefighters are the initial responsible for protecting human life and 
physical infrastructure, medical personnel are responsible for healthcare of the 
affected people, and government authorities are responsible for coordinating the 
efforts of the participant organizations in order to reduce the impact of the extreme 
event on Society [6]. One key aspect to consider is that critical activities must be 
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carried out in a short time period, such as ensuring the safety of the disaster area and 
conducting search and rescue procedures [25].  

Initially, first responders deployed in the disaster scenario have to coordinate their 
efforts in order to support these activities. The developed application allows mobile first 
responders to access and distribute shared geographical information of the disaster area 
and the resources available to support the mitigation process. The information about the 
available resources is deployed on a map in order to get a visual identification of the 
resource allocation (Fig. 8). This information is divided in several layers. Each 
organization involved in the activities can update a specific layer. These information 
layers can be shared among mobile workers deployed in the disaster area and also 
among the disaster managers. Typically, a mobile worker uses a PDA or a Tablet PC. 

Firefighter Civil Engineer

Synchronization Result 

 

Fig. 8. Information Synchronization between a firefighter and a civil engineer 
 
In order to illustrate how this application works, let us consider the following 

situation. A firefighter team needs to get updated information related to the stability 
of the physical infrastructure of an area, because they need to conduct search and 
rescue activities in such place. Therefore, the most direct way is to get an updated 
information layer from civil engineers evaluating the area. Two or more firefighter 
team members can use PDAs to get information from civil engineers, other partners 
and the command post.  
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If the communication in the disaster area is based on MANETs, then the firefighter 
team members need to be aware about the presence of civil engineers within their 
communication range. The mobile units near me component can notify these 
firefighters about such situation. Firefighters synchronize structural information from 
the civil engineer and get an updated view of the disaster area (Fig. 8). Thus, these 
first responders can make better decisions about where and when to conduct the 
search and rescue procedures. The decisions made and the results of the search and 
rescue activities are recorded in the firefighters’ information layer. Now, a new 
update of the shared information is available. 

This synchronization process uses not only the Web services provided by SOMU 
by default, but also other Web services created just for this application. One of these 
Web services is SyncXML that synchronizes to XML files following a policy similar 
to the one proposed by XMIDDLE [15]. This Web service is essential for the 
application because all basic information is represented in XML. In order to illustrate 
how SOMU components interact in this application, let us consider the same case 
described in Figure 8. In this case, Figure 9 presents a sequence diagram of the 
interactions between SOMU and application components.  
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Fig. 9. Sequence diagram of synchronization structural information between a firefighter and    
a civil engineer 
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When a civil engineer gets in the communication range of the firefighter team, or 
vice versa, firefighters using PDAs are notified through a user event launched to the 
device screen. Therefore, a mobile unit used by a firefighter requests a 
synchronization operation in order to get updated information related to the physical 
infrastructure information layer. Then, the SOMU manager creates a work item and 
invokes a Web service exposed by the civil engineer’s mobile unit, by indicating the 
version of the layer information the firefighters have. When, WebServer in the civil 
engineer mobile unit receives the request, it launches the SyncXML service to process 
the request. Since the information the firefighter has is outdated, a local process is 
launched in the civil engineer mobile unit to retrieve the information updates from the 
local layer. Then, an XML file indicating the information updates is sent to the 
firefighter SOMU manager as response to the invocated Web service. The receiver 
mobile unit processes such information and shows it on the device screen.

6   Conclusions and Future Work  

Most frameworks and platforms proposed to support collaborative activities of mobile 
workers use some type of centralized data or services. This centralization jeopardizes 
the application capabilities to support collaboration in ad-hoc communication settings. 
This paper presents a platform called SOMU (Service-Oriented Mobile Unit) intended 
to support the collaborative activities carried out by mobile workers in ad-hoc 
scenarios. Unlike the previous related works, SOMU proposes a fully decentralized 
architecture allowing mobile devices to act as autonomous units. The platform lets 
mobile computing devices expose and consume Web services in order to carry out an 
activity. Collaborative mobile applications developed on this middleware are then 
able to interact among them almost in any communication scenario. Availability of 
this tool is particularly relevant to support mobile collaboration when there is no 
stable communication support or no communication at all.

This middleware was implemented in C# using the functionality provided by the 
.NET Compact Framework. However, the same functionality could be implemented 
using J2ME. The type of implementation allows SOMU to run on a wide range of 
computing devices from PDAs to desktop PCs.  

The platform provides a basic foundation for the development of mobile 
collaborative applications. This platform intends to increase the technical feasibility 
of solutions in the area and to reduce the development effort of MANET-based 
mobile collaborative applications. These issues have not been fully analyzed yet for 
the two developed applications, but the initial findings support these hypotheses.  

Future work includes, in the short future, formal experimentation to study the 
possible contributions and limitations of SOMU and the consequences on the 
applications developed on it. Furthermore, the functionality provided by Web services 
will be tested in order to determine if the uncoupled interaction proposed by SOMU 
represents a limitation for mobile workers when collaborating in ad-hoc 
communication scenarios. As a second step, the functionality of SOMU will be 
extended to integrate (by default) P2P sessions management, standard WS discovery 
mechanisms (such as WS-Discovery), and enabled support for the new stack 



244 A. Neyem, S.F. Ochoa, and J.A. Pino 

specification, such as WS-Security, WS-Trust, WS-Federation, WS-Addressing, WS-
Routing and WS-Attachment.  
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Abstract. To improve their efficiency and competitiveness, organizations are 
increasingly interested in applications that support team work, usually know as 
groupware. Beside interoperability, familiarity with the application and users’ 
mobility support, a feature that is of outmost importance in groupware is the 
notification of events produced by cooperative activities. Web Services have 
emerged recently to support the exchange of data in distributed environments 
using common Internet technologies and have been used mainly to build 
business-to-business applications. However, Web Services have capabilities 
that make them suitable to meet the requirements posed by groupware 
applications, a field where little work has been carried out. This article 
describes a model for developing cooperative applications based on Web 
Services technology and using asynchronous notification of events, and 
presents a brief description of the implementation of the support services for 
that model and of a prototype application that uses them. 

Keywords: CSCW, Groupware, Web Services. 

1   Introduction 

One technological development that revolutionized the professional and leisure 
activities in the last decade was the Internet, particularly the World Wide Web 
(WWW). Its ease of utilization and its potential regarding information retrieval and 
business and leisure activities have led to an exponential growth of the users’ 
community, fostered by the recent availability of mobile access to the Web. The dawn 
of this century witnessed the emergence of a new technology that enables the 
exchange of messages between remote applications or services, using Web protocols 
and data formats widely supported. This technology, known as Web Services, has 
capabilities that ease the interaction between peers in heterogeneous environments.  

In the current organizational context of companies and institutions, one success 
factor is the ability to effectively realize team work. This fact has raised the interest of 
organizations in applications of Computer Supported Cooperative Work (CSCW). In 
this kind of applications, usually referred as groupware, interoperability issues, 
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application’s familiarity and users’ mobility support assume significant importance. A 
common requirement for cooperative applications is the ability to asynchronously 
notify the occurrence of events produced as the result of cooperative activities. 

During the last decade, several frameworks have been developed to enable the 
construction of groupware applications and the majority of them were implemented 
using Java technology. Examples of such frameworks are CBE [1] MetaWeb [2], 
Mushroom [3], Collaboration Bus [4], Habanero [5], Agilo [6], AORTA [7], 
DOORS [8], ANTS [9] and Artefact [10]. A few other frameworks were imlemented 
using other programming languages, like GroupKit [11] (C++) and COAST [12] 
(SmallTalk). These frameworks usually communicate through TCP/IP, HTTP or even 
proprietary protocols, except the Artefact framework that relies on CORBA [13]. The 
major flaws of all these frameworks are the lack of interoperability support and the 
inability to integrate legacy applications. Only Artefact can theoretically address these 
issues, but the CORBA implementations never achieved the desired degree of 
interoperability and only a few of the specified CORBAservices were really 
implemented. 

A technology emerged recently and promises to efficiently address interoperability 
and legacy support: Web Services. The main field in which Web Services are 
currently used is business-to-business (B2B) applications and in the vast set of 
groupware categories, Workflow Management is the only one that shows significant 
developments in the use of Web Services. This fact, along with the issues referred 
above, motivated us to define a model for the creation of cooperative applications that 
uses Web Services technology to provide the mechanisms that support the cooperative 
activities, relying on the asynchronous notification of events to reflect them. The main 
objective of this model was to define a set of core services that enabled the 
development of cooperative applications that used these services to provide features 
such as the sharing of cooperative events and shared data consistency. Along with the 
innovation issue referred before, Web Services rely on highly accepted and 
disseminated technologies such as the HyperText Transfer Protocol (HTTP) and the 
eXtensible Markup Language (XML), providing a high level of interoperability, 
application’s integration and user’s familiarity with the execution environment. 

The main goal of this article is to present SAGA, a framework composed by a set 
of Web Services that provide the features required by cooperative activities, namely 
the asynchronous notification of events. For this purpose we first discuss some 
theoretical issues concerning Web Services and CSCW. Then we present the SAGA 
architecture and describe the main implementation issues of the prototypes of 
SAGA’s services and of an innovative cooperative video editing application, 
COVIEW, developed to validate the SAGA architecture. Finally, we present some 
experimental results concerning the use of SAGA and COVIEW. 

2   Web Services 

The concept of service is frequently associated with the idea of an application 
accessible through interfaces, which tell us how to use the operations they provide. 
These applications are usually referred as applications with a Service Oriented 
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Architecture (SOA).[14, 15] The Web has a utilization paradigm and a protocol set 
for communications and data representation that were easily accepted and are widely 
supported. The ability to build services accessible using Web protocols is very 
attractive for a significant portion of the software industry and the international 
scientific community. The convergence of SOA and Web protocols, under the 
guidance of the World Wide Web Consortium (W3C),[16] produced the technology 
currently known as Web Services.[15, 17] A simple definition for a Web Service is 
that of an application that is accessible through an interface, using common Web 
protocols, such as HTTP,[18] and use data representations that follow the de facto 
standard XML.[19]. As a component, a Web Service represents a functionality that 
can be reused without knowledge of its implementation details. 

The use of protocols and data representations widely adopted gives Web Services a 
highly appreciated and desirable feature, that other distributed processing 
architectures had difficulties to efficiently achieve: interoperability. Indeed, the use of 
Web protocols for communication provides platform independence and the use of 
XML for data representation provides independence at the programming language 
level. The latter also has the ability to transform legacy applications into services 
accessible through Web Servers, facilitating the interaction among systems. This 
feature gives organizations the ability to increase the profitability of their investments 
in information systems and to expand business opportunities. Thus, the trend will be 
for any kind of application to be offered as a Web Service and become accessible 
anywhere. 

Web Services use XML to describe their service interfaces and to encode the 
messages exchanged in the invocations. The description of the interfaces is contained 
in a file using the Web Services Description Language (WSDL).[20] That description 
contains information regarding the available operations, the data types manipulated, 
the format of the exchanged messages, the protocols that are supported and at least 
one access point (an address), known as a Uniform Resource Identifier (URI). The 
messages exchanged in the invocations use a packet format and a data encoding 
 

Fig. 1. Web Services based system architecture 
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mechanism defined by the Simple Object Access Protocol (SOAP).[21] Beside the 
message exchange model, SOAP formalizes a remote procedure call model. Another 
important feature of the Web Services is the availability of a service, Universal 
Description Discovery and Integration (UDDI),[22] that enables other services to 
register and publish their interfaces, making it possible for a user to discover and 
know how to use them. The classification of services is also possible, facilitating the 
processes of discovery and utilization. For each Web Service registered, UDDI stores 
its name, its operations and its access point, i.e., the information contained in the 
WSDL description. The description of a service interface can be used to build the 
service’s client applications. Figure 1 shows the generic architecture of a system 
based in web services and the sequence of activities since a service registers until it is 
used by a client. 

3   CSCW 

The scientific field known as CSCW [23, 24] investigates how team work can be 
supported by information and communications technologies, in order to improve the 
performance of a group of persons involved in the execution of common or 
inter-related tasks. CSCW is an inter-disciplinary scientific domain, involving the 
scientific areas of distributed systems, multimedia communication, telecommuni-
cations, information science and socio-organizational theory. The impact of the 
utilization of CSCW applications (usually referred as groupware) is not always 
positive, being very important the consideration of socio-professional issues. Indeed, 
the utilization of CSCW applications can modify substantially work practices or 
dissolve organizational aspects of the team, which can bring negative consequences to 
their adoption. As far as possible, it is recommendable to use methodologies that 
enable the understanding of the way people usually work or that enable the discovery 
of ways to improve it. Some examples of successful groupware applications are 
workflow applications, like IBM Lotus Notes[25] and Microsoft Exchange.[26] 

An important issue in groupware is the existence of an environment that is shared 
among team members.  This environment may include documents, shared whiteboards 
and shared pointers, among others. Groupware applications must have mechanisms to 
distribute cooperative events produced by members in the shared environment. 
Usually, the shared environment coexists with the private environments of each 
member, imposing the availability of diverse management mechanisms to control 
information access. To ensure consistency of the data being shared, special care must 
be taken regarding concurrency control, implementing mechanisms like atomic 
transactions, locks, versioning, token passing or voting systems. Potential targets for 
groupware are software project and engineering teams, coordination of work processes 
in large organizations, distance learning, telemedicine and cooperative editing. 

4   SAGA Architecture 

The diversity and complexity of work methodologies in organizations is increasing 
and the participants’ responsibilities are not always statically defined. Hence, the 
execution of tasks by several persons, which may not always play the same role in the 
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execution of a certain type of tasks, is relatively frequent. Furthermore, during the 
execution of a task, one person may want to consult others, regarding specific issues 
or to obtain approval from upper levels of the organization. 

Usually, groupware tries to support team work in the most successful way, 
providing means for information sharing, for its joint manipulation and for 
communication between cooperating participants. However, the architecture of 
cooperative applications is based often on proprietary solutions, which do not address 
issues of flexibility, interoperability and support of legacy systems.  

The Internet is now present in nearly all organizations, namely through popular 
applications such as e-mail and web browsers. Java technology enables the 
construction of applications that make the most of this situation, but does not satisfy 
several security and privacy issues, neither the interoperability between diverse 
systems, written in different programming languages. Developing cooperative 
applications based on Web Services can be an attractive choice, enabling applications 
to take advantage of the potential of the technology regarding distribution issues, such 
as interoperability, security and legacy systems reuse. Furthermore, the Web Services 
technology is supported by the major actors in the software industry and academic 
community. Usually, Web Services are used mainly in business-to-business 
applications. In the CSCW domain, there is some work carried out concerning the 
Workflow Management field, under the siege of the Workflow Management Coalition 
(WfMC).[27] But the features of Web Services make them suitable to support other 
classes of cooperative applications. This led us to define a model for building 
cooperative applications based on Web Services, which we designated SAGA – web 
Services Architecture for Groupware Applications. 

The main goal of SAGA is to constitute a framework that enables the development 
of cooperative applications through the composition of several core functionalities 
available through Web Services. These must provide a set of operations suitable to fit 
the requirements of every class of cooperative applications. 

Because the tasks assigned to each participant in a cooperative session may vary 
more or less frequently, it is desirable to have the ability to download applications as 
needed and execute them immediately. This feature provides the system with a high 
degree of flexibility and the users with the latest version of the required application. 
Figure 2 depicts SAGA’s overall architecture, showing the generic services that 
provide support for several kinds of cooperative applications and their interactions 
with the client-side components. 

The Group Storage module is a database that stores the applications and 
information resources that will be manipulated by cooperative users. Local Storage is 
used to store the resources downloaded from the server and the resources produced by 
the local user. The resources information contained in the Group Storage is stored in 
object databases, which manage data such as the name of the resource, its type, its 
version, a brief description and some keywords to ease queries. For information 
resources the identification of its creator is also stored. 

The Client module refers to a simple application that serves as an access point to 
the system and corresponds conceptually to the client of both the Authentication 
Service and the Applications Repository Service. Indeed, clients of Web Services 
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Fig. 2. SAGA architecture 

Fig. 3. Client architecture 
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interact with service proxies instead of interacting directly with service instances. 
These proxies run on the client computer and intermediate communications between 
clients and services. Hence, the Client module in the SAGA architecture uses proxies 
for the Authentication and Applications Repository services. Figure 3 shows the block 
diagram of the Client module. 

Cooperative activities usually incorporate at least one of the following 
functionalities: communication among team elements, information sharing and joint 
visualization of activities or work environments. For the latter two it may be highly 
relevant to ensure exclusive access to shared resources, using concurrency control 
mechanisms. These mechanisms include free manipulation of resources by several 
simultaneous processes and restriction to a few or even to a single process (e.g. 
locks). For this purpose, the SAGA architecture contemplates a Concurrency Control 
Service. This service, whose architecture is shown in Figure 4, has methods to obtain 
and release locks and tokens, to assign version numbers and to manage voting 
systems. 

Fig. 4. Concurrency Control Service’s architecture 

The user, after his authentication, visualizes the list of the applications available in 
the Applications Repository Service and may then select the ones he wants, download 
and execute them immediately. These applications may, in runtime, use the 
Information Repository Service to access the information resources and download the 
needed ones. When a user wants to cooperate with another one he accesses the Users 
Directory Service to see the list of available potential partners. Then, the user sends 
an invitation to the potential partner, which is informed of that fact and has the choice 
to accept or reject the invitation. Upon acceptance, users register their interest in 
being notified of cooperative events and can start a cooperative work session. The 
invitation process and the notification of cooperative events are intermediated by the 
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Events Notification Service. This service is an interface to the functionalities provided 
by an events notification system, allowing the adoption of the most convenient one 
(e.g.. an organization can have a legacy system that it wants to reuse) and its 
architecture is shown in Figure 5. 

Fig. 5. Events Notification Service architecture 

The Events Notification Service interface provides operations to register interest in 
receiving cooperative events and to remove that interest, as well as to notify of the 
events produced during a cooperative session. For each user joining a cooperative 
session an instance of the Events Notification Service is created. This instance is 
registered in the Events Notification System as an event consumer. Each cooperative 
event fires the invocation of the notification operation, which delivers it to the Events 
Notification System, which in turn will propagate it to all registered consumers. These 
notifications are asynchronous to avoid the need for applications to be web services 
with public operations. All cooperative events are distributed as strings, making the 
system suitable for any kind of event produced by any kind of cooperative 
application. 

Since SAGA adopts generic architectural solutions, it has features that make it 
suitable for a vast set of cooperative applications, namely: 

• the features provided by Web Services offer a high degree of interoperability and 
the ability to integrate legacy systems; 

• the Events Notification Service enables the creation of multiple cooperative 
sessions and the propagation of any type of events; 

• the Concurrency Control Service provides diverse mechanisms that enable the 
adoption of the concurrency control policy that best suites the application needs. 

5   Implementation Issues 

To validate SAGA we implemented prototypes of the services described above, as 
well as a prototype application to test them. In was not our intention to have an 
implementation covering the whole system, but to introduce some simplifications that 
would make the implementation feasible and would still address the main features 
required to validate the SAGA architecture. All services and applications were 
developed in Java, since it is an object oriented language with good semantics and 
syntax capabilities and it has a set of frameworks in areas crucial for our purposes, 
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namely those related with events notification (JSDT – Java Shared Data Toolkit),[28] 
media playback (JMF – Java Media Framework) [29] and object database 
management (JDO – Java Data Objects).[30] For the Web Services infrastructure we 
chose Systinet WASP Developer,[31] because it has a mature implementation, a vast 
programmers’ community and can be integrated with major Java development 
environments, such as Sun Microsystems NetBeans [32] and IBM Eclipse [33], 
enabling automatic generation of several useful code fragments. Fig 6 shows the 
generic class diagram of the SAGA prototype implementation we made, where we 
can see: 

• the client applications – validator, COVIEW (cooperative video editing tool), 
InformationList, ApplicationsList; 

• the proxies to the web services – Authentication, 
EventsNotification, InformationRepository, 
ApplicationsRepository; 

• the web services – authentication, eventsNotification, 
informationRepository, applicationsRepository; 

• management applications – SystemManager, operDBUsers, 
operDBResources; 

• databases’ classes – User, Client, Manager, Resource, 
Information, Application. 

Resource
(f rom resources)

User
(f rom users)

Authentica
tion

(f rom if ace)

EventsNoti fic
ation

(f rom if ace)

eventsNotification
(f rom ev entServ )

val idator
(f rom accounts)

Information
Repository
(f rom if ace)

COVIEW
(f rom v idEdit)

Manager
(f rom users)

Cl ient
(f rom users)

authentication
(f rom accounts)

InformationList
(f rom repository )

operDBUsers
(f rom accounts)

Application
sRepository
(f rom if ace)

informationRepository
(f rom repository )

Information
(f rom resources)

Application
(f rom resources)

SystemManager
(f rom accounts)

ApplicationsList
(f rom repository )

operDBResources
(f rom repository )

applicationsRepository
(f rom repository )

 

Fig. 6. SAGA generic class diagram 
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To manage the data required by services and applications we have two main object 
databases: one for storing users’ information and other to store both information and 
application resources. The information stored in the users’ database is used in the 
authentication process. The resources database stores resource objects that can be 
either applications or multimedia information resources, as well as the associated 
metadata. There are 2 types of users: the common user (Client) and the system 
manager (Manager). Both have specific attributes and operations and inherit others 
from the superclass User. A similar situation occurs for the resources database, 
which has a superclass (Resource) and 2 subclasses, Information and 
Application, as can be seen in Figure 7. The repositories provide operations to 
list, add, remove and search for resources in the databases. Only a manager can 
remove resources (of both types) from the database or add Application resources to it. 
Informational resources can be added by any registered user. The prototype 
implementation of SAGA contemplates search operations by name and keywords, 
which are performed using Object Query Language (OQL) [34] statements. 

User

userType : String
name : String
passwd : String

getName()
getPasswd()
setName()
setPasswd()

(from users)

Client

activ : Boolean

getActiv()
setActiv()

(from users) Manager

ChangeNamePasswd()
VerifyNamePasswd()

(from users)

Resource

name : String
resourceType : String
version : String
description : String
metadata[] : String
blob : Blob

getName()
getResourceType()
getVersion()
getDescription()
getMetadata()
getBytes()
setBytes()
setDescription()
setMetadata()

(from resources)

Information

author : String

getAuthor()

(from resources) Application
(from resources)

 

Fig. 7. Databases class diagram 

A management application allows system managers to create, destroy or change 
application and informational resources, as well as user accounts. Its graphical 
interface is shown in Figure 8. 

In Figure 9 we can see the window that is shown when a user wants to add a new 
resource to the database. This window is similar for both applications and 
informational resources. The “Type” field does not refer to the type of resource in the 
sense of being an application or an informational resource. This field is manually 
inserted by the user with expressions like “MPEG”, “DivX” or “MP3”, helping 
further resources’ identification. Its value is stored in the resourceType attribute 
of the database class Resource. 
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Fig. 8. System management window Fig. 9. Adding new resources 

Applications can be downloaded as JAR files (because graphical interfaces usually 
produce several class files) and instantly activated in the client side, using a class 
loader for this purpose. Figure 10 shows the window containing the list of 
informational resources available to the users. Clicking the resource entry and then 
the “OK” button opens a window showing the characteristics of the selected resource. 
This window is similar to the one of Figure 9, with 2 extra fields: version number and 
author’s name. A similar window is shown for the list of application resources 
(without author’s name). 

 

Fig. 10. List of informational resources 

The Concurrency Control and the Events Notification services are particularly 
important for cooperative activities. The prototype of the Concurrency Control 
Service implements a versioning mechanism, since it was sufficient for the appli-
cation we chose to validate SAGA. Moreover, we were particularly interested in 
testing the performance of the system and the Events Notification Service is crucial to 
this issue. This service follows a publish-subscribe model, where applications (event 
producers) publish their interest in propagating their events and other applications 
manifest their intention (subscribe) to receive these events. When an application starts 
its execution, it registers as a consumer of system events, so that its user may be 
invited for a cooperative session. Upon acceptance, it is also registered as a consumer 
of the specific events of that session. The registration of one application creates an 
instance of the Events Notification Service that is used to asynchronously notify it of 
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the events it is interested in. This instance mediates the registration and notification 
processes between the applications and the events notification system (supported by 
JSDT). Each user may be engaged with several other users in the same cooperative 
session or in separate ones. Indeed, a user A may have a cooperative session with user 
B and another cooperative session with users C and D, without mixing cooperative 
events from distinct sessions. 

Figure 11 shows the main classes involved in the event notification process, 
namely the Events Notification Service (eventServ) and its client-side proxy 
(I_Event), some JSDT classes and interfaces that help to implement the notification 
mechanism, the test application (COVIEW) and the classes related with the 
asynchronous notification feature of the Web Services infrastructure (Generic-
AsyncCallback and AsyncConversation). Beside the operations to register 
in sessions, to quit them, to invite/accept cooperation and to send/receive events, there 
is an operation that shows the list of active users. This operation is used to search for 
potential partners to invite for cooperation. It corresponds to the Users Directory 
Service, which we choose not to implement separately, but to integrate it with the 
Events Notification Service, because their functionality is closely related. 

ClientAdaptor
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ChannelC
onsummer

(from jsdt)

Client

(from jsdt)

GenericAsyncCallback
(from async)

AsyncConversation
(from async)

COVIEW
(from VidEdit)

I_Event

(from iface)

consummer

name : String

dataReceived()

(from events) Data
(from jsdt)

Session
(from jsdt)

Channel

sendToClient()
sendToOthers()

(from jsdt)

eventServ

register()
quit()
invite()
accept()
users_list()
getEvent()
setEvent()

(from events) client

name : String

getName()
authenticate()
sessionInvited()
channelInvited()

(from events)

ClientAdaptor
(from events)

Client

(from jsdt)

AsyncConversation
(from async)

COVIEW
(from VidEdit)

I_Event

(from iface)

Data
(from jsdt)

Session
(from jsdt)

Channel

sendToClient()
sendToOthers()

(from jsdt)

eventServ

register()
quit()
invite()
accept()
users_list()
getEvent()
setEvent()

(from events) client

name : String

getName()
authenticate()
sessionInvited()
channelInvited()

(from events)

 

Fig. 11. Events Notification’s class diagram 

6   Cooperative Video Editing Application - COVIEW 

To test the behavior and performance of SAGA with an innovative application, we 
built a prototype of a cooperative video editing tool, COVIEW (COoperative VIdeo 
Editing on the Web). This prototype is a simplified application in terms of the 
functionality it offers, because our aim was mainly to check if cooperative video 
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editing is viable and if SAGA can support it. Therefore, COVIEW only implements 
the definition of editing points (IN and OUT) and the reproduction of both the 
original clips and the clips produced as a result of the editing process. These 
operations fire events to be propagated to cooperators, which can then properly 
manipulate them. The implementation of a complete cooperative video editing tool is 
a task quite complex and would require the involvement of a large team. Indeed, the 
choice of events to be propagated and what to do with the events that are received is a 
subject that deserves appropriate attention by a team with professional expertise in the 
field of video production and also with social sciences background, which is not our 
case. Nevertheless, for the purposes exposed above we believe it was sufficient. 

Fig. shows the main window of the COVIEW application, where we can observe 
the various menus and buttons available and a video clip being played. The 
manipulation of video clips is achieved with the help of the JMF framework. 
Cooperation can be started by choosing the corresponding entry in the “Cooperation” 
menu. This action fires the invitation process described previously. Fig. shows the 
window that is displayed when a user is invited to join a cooperative session and the 
one used to notify the reception of a cooperative event when the user is already in 
cooperation mode. Similar windows exist for the acceptance and rejection of an 
invitation and for notifying that someone has left the cooperative session. 

 

Fig. 12. COVIEW: main window 

 

Fig. 13. Windows shown for invitation and for event notification 
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7   Experimental Results 

The operation of the system was subject to both qualitative evaluation and 
quantitative measurements. The qualitative evaluation of the system being used by 
several cooperators was very positive since the system performed quite well regarding 
response time and did not show any errors or locks related with cooperative activities. 
We also made some measurements to register the delay introduced by the propagation 
of cooperative events. These measurements were carried out building small 
applications that simulate the production of cooperative events at predefined time 
intervals. The results of this performance test are summarized in Table 1, where it can 
be observed that the system performed quite well in almost all situations, except for 
the case of a production of events at time intervals of only 0.1s, which is an unlikely 
situation in most utilization scenarios. Furthermore, for almost all situations the 
average delay was less than 100 ms and the minimum delay was below 1ms and the 
test applications were not able to record it. 

Table 1. Results of the performance tests  

 ∆t - time interval between consecutive events (s) 

 0.1 0.5 1 2 5 10 

Average 49.498 0.326 0.073 0.059 0.055 0.061 

Maximum 111.701 2.433 0.320 0.281 0.241 0.331 

Minimum 1.713 0 0 0 0 0 

Figure 14 shows a chart with the performance results produced for a time interval 
of 1 s between consecutive cooperative events. Other time intervals, except for 0.1s, 
exhibit a similar chart. 
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Fig. 14. Performance results for a time interval of 1 s 

8   Conclusion 

This paper described an architectural model for a framework that enables the creation 
of several kinds of cooperative applications. The architecture, which we called 
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SAGA, uses web services to provide a set of core functionalities that can be 
composed to build the cooperative applications. To validate the architecture we built 
prototypes of the specified web services and also of an innovative cooperative video 
editing tool, COVIEW. Web services have features that make them suitable to support 
cooperative applications, namely those related with interoperability and the fact that 
the message-oriented approach is adequate to the exchange of event notifications.   

SAGA is an open, distributed, interoperable, modular and evolutionary 
architecture that proved to be viable, allowing the interaction between applications 
and support services as well as the exchange of events produced during cooperative 
sessions. The prototype services that were built based on the SAGA architecture 
performed robustly and their architectural solutions are generic enough to allow their 
usage in diverse cooperative application scenarios. COVIEW has capabilities that can 
turn it into a powerful tool since remote and collaborative video editing is an activity 
that could be envisaged in many situations where a reporter sends the raw material to 
the TV headquarter but wants to be involved in the final editing. 

We are planning several improvements of the services and applications described in 
this article, namely the addition of metadata to the resources stored in databases and a 
more accurate specification of COVIEW requirements, resulting from the inclusion of 
multidisciplinary teams (with sociologists and audiovisual professionals) in the 
development process and the testing of the final product in real world situations. 
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Abstract. In this paper, an active and autonomous e-learning system--Active e-
Learning Space (ALS) is presented. ALS is a P2P-based learning environment 
that supporting dynamic construction of hierarchical and self-managed learning 
community. In ALS, student can construct or join a learning community 
according to the learning requirement, learning collaboratively with others. 
ALS is composed of three parts: (1) ALS server accomplishes e-learning 
information management and services; (2) Participating sites constitute a 
pastry-based p2p overlay network supporting message multi-casting and uni-
casting, and resources sharing; (3) ALS e-Learning application, which is 
running on the top of the p2p network, realizes an active learning community.  

Keywords: active e-learning space; e-learning; p2p computing; CSCL. 

1   Introduction 

With the advance of information technology, significant changes have been taken 
place in the ways that people acquire and disseminate knowledge. CSCL, as a new 
learning medium has been widely developed [1]. However, many E-learning 
applications are in nature a learning content publish/subscribe system, which focuses 
on content dissemination, and just to produce more and more learning contents for the 
interested students[2]. In such e-Learning environment, students are considered 
mainly as a passive role to consume a great deal of learning materials, and the 
learning process is mainly controlled under instructor[3].  

Obviously, the deficiency of such e-Learning schema can not reach a promising 
pedagogic effect as expected. Education is not an affair of ‘telling’ and being told, but 
an active constructive process [4]. In a real learning process, students are playing an 
active learning role that they are not only a receiver of education, but also a generator 
of contents of a learning context, and always keep active mutual interaction with 
teachers and other students. 

Therefore, an ideal e-learning environment should supports active learning 
community: (a) multiple role: students are “taught” by others, not only “taught” by 
teacher, and are educating others in the community as well; (b) autonomy: how, 
where, what of learning is controlled by the students in some extent instead of 
dictated by a teach; (c) active: the learning content is partly controlled by students, 
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they should have the ability to contribute, modify the content that directly impact their 
learning context. We call such e-learning environment as Active Learning Space.  

In this paper, we present a prototype system (called ALS) partially realizing Active 
Learning Space. The system has two features: firstly, the e-Learning sessions and 
learning communities are constructed on a Pastry-based P2P network infrastructure 
[5], and running on the distributed sites; Secondly, learning community or sub-
community can be constructed by teacher or student according to their needs in an 
ongoing learning session.  

The rest of this paper is organized as follows. In section 2, we present the system 
architecture of the environment. Section 3 discussed the design of Active e-Learning 
Community. In section 4, we introduce the state of art of related works of e-Learning 
systems. Finally, we draw the conclusions and point out our future research directions 
on section 5. 

2   System Architecture 

The ALS is a distributed e-Learning system which is comprised of two categories of 
node, as shown in Fig.1. First type is an ALS server as a supporting platform on 
which management modules are running, including user manager, course manager, 
learning space manager, learning material manager; Second type is a group of peer 
sites which constitute the ALS e-Learning environment supported by pastry p2p 
overlay substrate. Teachers and students are participating in e-Learning session from 
their distributed sites.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Active Learning Space system architecture 

The ALS server functions are composed of following primary modules:  
User Manager: There are three classes of user role: teacher, student, and guest. 

Each role provides corresponding access rights to the e-Learning resources, such as 
course files, learning materials and course session. 

Course Manager: Course information, such as course list, course schedule, course-
student relationship and course-teacher relationship, are maintained by Course manager.  
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Active Learning Space Manager: This module is responsible for maintaining the 
information of hierarchical community’s structure and its member node list, 
addressing the community management operations, such as create/destroy a 
community, join/leave a community, and query community info.  

Users enter into the ALS e-Learning environment from their dispersed peer sites. 
These sites constitute a fully decentralized p2p network. As shown in Fig.2, the pastry 
substrate layer constitutes the peers’ infrastructure, realizes multi-casting and 
unicasting of e-Learning message among the peers, and supports distributed learning 
material sharing. The application layer, which realizing the actual Active e-Learning 
Space, is composed of topic manager, and collaboration tools, such as whiteboard, 
chat, file sharing and courseware sharing.  

 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Peer site architecture 

At the peer site, ALS e-Learning application is building on the pastry p2p 
substrate. It supports a scalable, distributed object location and routing substrate for 
p2p applications. SCRIBE serves a scalable message publish/subscribe support layer 
for above application layer. PAST serves a distributed file sharing support layer for 
shared document manager.  

The application layer is composed of four application modules, including file 
sharing, topic manager, community manager and whiteboard/chat. File sharing 
maintains a distributed file-sharing pool. The shared file directory provides a global 
view among buddy members in the active community. For each learning topic session 
of a topic, community manager maintains a community’s member list. Topic manager 
maintains current topic list and topic tree to log topics, sub-topic. In an active 
community, teacher and student member can create a new topic or sub-topic as his 
needs in the learning process.  

3   Implementation of Active e-Learning Space  

3.1   Hierarchical Community Structure  

In ALS, users of online learning are dynamically divided into different group (called 
as community) according to there studying topic. There are two types of community 
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that can be constructed: course community and topic community. Course community 
is a virtual classroom of the course teaching and learning in ALS learning 
environment. Topic community is a virtual discussing board beyond the class in ALS 
learning environment. Community member can creates a sub-community at any time 
as needed in course of studying or discussing. The community manager is responsible 
for community maintenance issues, such as create/destroy community/sub-
community, member join/leave. As shown in Fig.3, each site maintains a hierarchical 
community structure. Each structure node represents a community or sub community. 
Community maintains its course/topic, member list, root node ID (owner). ALS 
provides several collaborative tools to user, such as chat, whiteboard, file sharing tool, 
and courseware broadcasting tool. Users of same community can study 
collaboratively by means of these tools. For example, users in same community can 
communicate message through chat/whiteboard tool, share file through file sharing 
tool. By using courseware broadcasting tool, users can also view PPT/PDF slides 
broadcasted synchronously from a member of same community, and make real time 
communication by means of collaborative marking. 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Community structure 

3.2   Dynamic Community Construction 

In the ALS runtime environment, students will dynamically form multiple learning 
communities and sub-communities in course of learning session according to their 
learning topic.  

The course community is created by the corresponding instructor of the course’s 
topic. Community’s members are composed of students that have selecting the course. 
Students can attend the course community–virtual class, and become a member of the 
class. In the process of course learning, members can create sub-community as 
needed. For instance, a teacher creates a sub-community, relating to the questions, 
outline, concepts, exercises, chapter/section, in the class according to his teaching 
needs. Then, he can invite students to participate in the sub-community, discussing 
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around the topic, or answering questions relating to the topic, in order to 
strengthening students’ understanding of the topic. Members are attending the topic 
sub-community according their interesting freely. In a community or sub community, 
member sites maintain a multicast tree for messaging among members.  

Fig.4 shows a scenario of community composition in an ALS runtime environ-
ment: there is “Grid computing” community, “P2P” community, and three sub-
community (“Grid introduction”, “Grid scheduling” and “P2P File sharing”).  John 
and Mike are current in same sub-community -- “P2P file sharing”.  

Fig. 4. An example of community and sub-community at ALS running time 

3.3   Characteristic of Active Community 

Autonomy in ALS community 
Autonomy refers to the fact that the how, what, and why of learning is controlled by 
the learner instead of dictated by a teacher or a school. Firstly, community is created, 
controlled and administrated by its members. A topic community or sub-community 
can be constructed by any user at any time in the ALS learning context. Furthermore, 
user can join/quit any community freely in the ALS e-learning environment. Finally, 
user can share a document, discussing a question, sharing an application with other 
user freely according to their study objective, personal interests and preference in ALS. 

Static role and member relationship 
In current implementation, there are three categories of role supported in ALS: 
teacher, student and guest. ALS assigns a role to user according to the corresponding 
responsibility in e-learning environment at the member initialization phase. Member’ 
role reflects static relationship with other members in ALS, for example teaching-
studying relation between teacher and student, classmate relation between two 
students, colleague relation between teachers. In a course community, the members’ 
role is predefined.  



 Towards a P2P-Based Active e-Learning Space 267 

Dynamic implicit role and member relationship 
Besides static role and static relationship in course community, ALS can define 
dynamic role and member relationship in topic community or topic sub-community. 
Topic community is constructed dynamically according to teacher’s teaching 
objective or student’s interests. Hence, topic community defines a dynamic learning 
community, and reflects a dynamic role relationship among their members. Users can 
create/join/quit a community dynamically according to his interest in current context. 
A topic community implicitly maintains dynamic member and role relationship, such 
as questioning-answering relation, discussion relation, learning material sharing 
relation and so on, according to members’ interests, experience, knowledge 
background, emotion and etc.  

Implicit member 
Implicit member refers to the member, who had taught or studied a course. ALS sites 
provide a searching tool which help user to find potential implicit members and their 
Pastry node-IDs by searching information of history topic or history course preserved 
in the ALS server. Then the Pastry substrate will help user notifying and inviting them 
to attending current community if they are online. If the potential member accepts the 
invitation to joining, then he becomes a temporary member, and participates in 
discussion with others instantly. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. A runtime snapshot of the prototype system 

3.4   The Prototype System 

The demo prototype system is developed to demonstrating the active learning space. 
Currently, functions, such as topic/community management, courseware broadcasting, 
file sharing, chat/whiteboard, are implemented. Users can create topic, invite 
members to join topic, synchronously broadcast courseware to members. Fig. 5 shows 
a runtime snapshot of the prototype system. In the system, there are several topics that 
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user can participate in, such as “P2P”, “Grid computing”, “Virtual reality”, “AI” and  
“Wireless”. In “P2P”, there are six sub-topics, such as “P2P Introduction”, “P2P File 
sharing”, etc. John and Mike are currently within “P2P File sharing”, chatting and 
sharing PPT slides about P2P technology.  

4   Related Works 

In recent years, P2P technology has been used in many projects to supporting e-
Learning and collaborative application. Edutella [6] is a RDF-based framework for 
representing information in the P2P network environment. It focuses on exchanging 
information about learning objects over the P2P network. However, there are no 
collaborative e-learning functions, and does not intend to support interactive learning 
activity. ELENA [7] is a service-based architecture for personalized distributed e-
Learning environment. It mainly emphasizes on providing the personalized access to 
learning resources in an e-Learning network. The works of Planet [8] is mainly on 
designing a distributed content repository which built on a structured p2p grid layer. It 
provides an alliance of content repositories throughout the p2p grid, and allows 
researchers to locate content by their own keywords of interest, which are stored and 
looked up in the decentralized p2p-grid infrastructure.  

Gridcole [9] is an OGSA-based CSCL system. The primary work is focused on 
configurable feature. By employing IMS-LD scripts to describe the sequence of 
learning activities and required tools, users can configure a suitable environment 
supporting their own CSCL scenarios. GlobalEdu [10] intends to develop a large-
scale pervasive learning environment. It aims at supporting learner’s mobility at 
global scale. The ActiveCampus [11] is a wireless location-aware e-learning 
environment, and mainly used for supporting location-aware instant messaging and 
maps of the user’s location annotated with dynamic hyperlinks of nearby buddies. 
Leite,F.G. [12] presented a PDA-based mobile learning architecture based on P2P 
network. His work is mainly addressing the issues of mobile data management, 
replication and physical failing in the mobile learning system. APPLE [3] builds a 
virtual classroom environment based on WSRF.NET and Gnutella-like P2P network. 
The main work is to providing live broadcasting services for peer site in a p2p e-
learning environment.  

The previous works are mainly focused on two aspect of problem in p2p-based e-
learning systems: representing, exchanging, personalized access and distributed 
repository of learning resources; configurability, mobility, location-awareness, and 
mobile data management support in e-learning system architecture and design. Our 
work is mainly focused on designing of active e-learning environment, in which user 
can collaborates or communicates actively with other member in the process of online 
studying in a dynamic constructed community.  

5   Conclusions and Future Works 

In this paper, an active and autonomous e-learning system--Active e-Learning Space 
(ALS) is presented. ALS is a project that intends to exploring the benefits of active, 
dynamic and autonomy e-learning community supported by a p2p environment. In 
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ALS, student plays an active role that he can construct a learning community 
according to the learning scenario in course of online studying, communicates and 
collaborates with others. The ALS e-learning system is composed of three parts: (1) 
ALS server realizing e-learning information management and services; (2) A fully 
decentralized pastry-based p2p network that is consisted of user sites, realizes multi-
casting and uni-casting of e-Learning message, and supports distributed learning 
material sharing; (3) ALS e-Learning application, that is running on the top of the p2p 
network, realizes construction and management of active and dynamic learning 
community, and supports whiteboard, chat and courseware sharing.  

Currently, topic/community management, courseware broadcasting, file sharing, 
and chat/whiteboard tool, have been implemented in the system. We are planning to 
implement learning material recommending function by means of semantic searching, 
and research member recommending issue about a user needs to communicate with 
other member familiar with same topic. Finally, the evaluation of performance and 
usability of the ALS system is also our future work.  
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Abstract. Contextual collaboration seamlessly integrates existing groupware 
technologies into a uniform user experience that combines synchronous and 
asynchronous interactions. This user experience is usually supported by a 
contextual collaboration infrastructure that needs to efficiently cope with the 
fast switching and integration of different modes of interaction. This paper 
experiments with a new model for contextual collaboration based on the notion 
of generic shared objects. We describe a native implementation of this model 
and evaluate its behavior under different media traffic conditions. We compare 
the native implementation with an alternative implementation that integrates 
existing notification and meeting servers to deliver the same model behavior. 
We discuss trade-offs and limitations of those two implementations. 

1   Introduction 

Contextual collaboration promises new levels of productivity by seamlessly 
integrating content sharing, communication channels, and collaboration tools into a 
unified user experience. One form of contextual collaboration embeds collaborative 
features, such as presence awareness, instant messaging, real-time conferencing, file 
exchange, and virtual workspaces into other business applications [10, 14] For 
example, through the integration of communication channels and office tools, users 
can easily switch between individual and collaborative work. Through a single click 
of a button, they can start a chat from within their document editors, share a document 
on their desktops by dragging it on their buddy lists, or start a remote presentation by 
right-clicking on a presentation file on their desktop. Contextual collaboration lowers 
the end-user’s barrier to engage in collaboration by transparently integrating existing 
groupware technologies. By doing so, it reduces end-users’ cognitive cost of 
switching between collaboration tools and applications, providing contextual points of 
access to a set of inter-related applications and the artifacts they produce. A highly 
contextualized user experience entails frequent changes in work mode and modalities. 
From an infrastructural perspective, this requires the use of different services, for 
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example, meeting servers to support synchronous collaboration, notification servers to 
support timely delivery of messages, or document repositories to allow sharing of 
content. 

In this paper, we study a model for contextual collaboration that supports multiple 
modalities of media collaboration. Our model is based on generic shared objects that 
provide building blocks for supporting contextual collaboration applications. We 
present a native implementation of this interaction model and study its behavior under 
different interaction patterns, representing different kinds of media collaborations. We 
compare our native service implementation with an alternative integrated 
implementation where existing services such as meeting and notification servers are 
used. Our goal is to characterize and understand the trade-offs and limitations that 
exist in different implementations of services supporting contextual collaboration with 
respect to the responsiveness of the infrastructure and its ability to support the traffic 
requirements of different collaboration tools. 

This work was motivated by previous research on Activity Explorer (AE) [6, 8]. 
AE provides a highly contextualized user experience integrating synchronous and 
asynchronous types of collaboration. AE is built on top of our collaboration model 
using generic shared objects. Previous works, however, did not analyze the limitations 
of the model in terms of scalability, support for different media interaction, and the 
trade-offs involved in building such an infrastructure using existing technologies. 
Hence, with this work, we expect to understand the applicability of the model to 
different traffic conditions, and to assess the use of existing services in supporting this 
blended collaborative model. The lessons learned can be applied to the development 
or improvement of contextual collaboration infrastructures. 

Section 2 of this paper discusses related work. In Section 3 we describe the 
contextual user experience in AE in more detail. Section 4 introduces the contextual 
collaboration model used as the basis for our study. Section 5 describes the two 
implementations of this model. In Section 6 we describe our simulation environment, 
the experiments performed, and the experimental results comparing both 
implementations. Section 7 discusses general trade-offs and lessons learned. 

2   Related Work 

The concept of using shared objects to support collaboration is similar to the Tuple 
Space work, proposed by Gelernter as part of the Linda coordination language [5]. 
Tuple Spaces are currently implemented in IBM’s TSpaces system [18] and SUN’s 
JavaSpaces [3]. They provide a persistent shared memory accessed through an API 
that allows distributed processes to read, write, and remove information represented 
as tuples. Compared to our shared objects, Tuple Spaces are rather a programming 
paradigm that helps developers with concurrency control and other issues, while we 
focus on offering a shared object service that can be used to build collaborative 
applications. As such, membership, notifications, and service-oriented communication 
are an integral part of our model. 

Notification servers, as defined by Patterson et al. [12], provide a simple common 
service for sharing state in synchronous multi-user applications. They address the 
problem of maintaining consistency in real-time applications and supporting 
awareness. Compared to Tuple Spaces and our shared objects, state is usually not 
persistent.  
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Publish/subscribe systems are similar to our work since they offer general purpose 
event notification functionality based on the observer design pattern [4]. Notification 
servers such as Elvin [2] or YANCEES [16] are usually employed as event routing 
infrastructure to support the development of awareness applications. Elvin provides a 
relatively simple but optimized set of functionalities, efficiently processing large 
quantities of events based on content-based routing of tuple-based events. In such 
systems, however, event persistency is usually not supported. Moreover, those 
systems are not usually designed to support synchronous real-time interaction. The 
insufficiency of the publish/subscribe model in supporting different groupware 
applications is also discussed in [17] and [9], where new services around this model 
are proposed to address some of the deficiencies such as the lack of flexibility in the 
notification model, and support for end-user subscriptions. 

The technical aspects of blending of synchronous and asynchronous collaboration 
have been also addressed in [13] and [8]. Preguiça et al. [13] provide a very good 
description of the general problem space. Compared to our work, they mainly address 
consistency control issues. 

3   Activity Explorer 

Activity Explorer (AE) is a contextual collaboration application based on the 
paradigm of activity-centric collaboration [7]. AE runs as a stand-alone desktop 
application that connects to a contextual collaboration server implementing our 
collaboration model. In AE an activity is a set of related, shared objects representing a 
task or project. The set of related objects is structured as a hierarchical thread called 
activity thread, representing the context of the task at hand. Users create new activity 
threads by creating root objects from any type of content or communication. Users 
add items to an activity thread by posting either a response or a resource addition to 
its parent object. Activity threads combine different types of objects, membership, 
and alerts. The context (membership and content of the activity thread) is made 
persistent thought the use of shared objects. AE supports sharing of six types of 
objects: message, chat transcript, file, folder, annotated screen snapshot, and to-do 
item. 

Fig. 1 shows the main AE user interface. My Activities (A) is a multi column 
“inbox-like” activity list that supports sorting and filtering of activities and shared 
objects. Selecting a shared object in this list populates a read-only info pane (B). The 
Activity Thread pane (C), maps a shared object as a node in a tree representing an 
entire activity thread. Activity Thread and My Activities are synchronized by object 
selection. My People (D) is a buddy list showing all members the current user shares 
activities with. Users interact with objects or members, as displayed in these views, 
through right-click context menus. Representative icons are highlighted green to cue 
users of shared object access and member presence (2a, 2b). 

The following scenario illustrates a contextual user experience in which shared 
objects are used in a collaborative context, as part of an activity. The activity starts 
from a document. The outcome of the activity is shown in Fig. 1. 

Bob and Dan are working on a project (a file) using Activity Explorer. Bob right 
clicks on the file object in his list to add a message asking Dan for his comments (1b). 
A few hours later, Dan returns to his desktop (2a). In the system tray, Dan is alerted 
to the new activity. Clicking on the alert, he is taken to the activity thread. He opens 
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the message and while he is reading it, Bob perceives Dan is looking at the message 
due to the turning of the object icon to green (2b). Bob then seizes the opportunity to 
expedite their progress; he right clicks on the initial message and adds a chat to this 
activity (2c). A chat window pops up on Dan’s desktop and they start a chat session 
(2d). Bob refers to a detail in the project description; for clarity he wants to show 
Dan what he would like changed. By right clicking on the chat object, Bob creates a 
shared screen object (3a). A transparent window allows Bob to select and “screen 
scrape” any region on his desktop. He freezes the transparent window over the 
project text. The screen shot pops up on Dan’s desktop (3b). Bob and Dan begin 
annotating the web content in real-time like a shared whiteboard (3c).
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Fig. 1. Activity Explorer User Interface

4   Contextual Collaboration Model 

The contextual collaboration model behind AE is based on the concept of Generic 
Shared Objects (GSO) [8]. GSOs are persistent collaboration objects that can be used 
as building blocks for new collaborative applications that require a seamless, 
contextual user experience with blended synchronous and asynchronous 
collaboration. This generic model provides both simplicity and uniformity, allowing 
the extension of the service to new media types, and the uniform composition of 
artifacts into hierarchies such as activity threads. GSOs combine various collaborative 
functions such as group communication, content management, notifications, and 
membership-based access control policies into objects that can be hierarchically 
composed. 

In this paper, we assume a client/server architecture in which many clients interact 
with each other through a collaboration server (or service) implementing the concept 
of GSOs. This architectural style was selected for being currently supported in the AE 
prototype, as well as in existing technologies such as notification servers and meeting 
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servers used in our experiments in the integrated implementation described later on in 
the paper. Note that the GSO model can be also implemented in different architectural 
styles (e.g. see [8]).  

The GSO communication protocol is based on three basic primitives: Request, 
Response, and Notification: A client interacts with a GSO by issuing a Request to that 
object (for example, reading an attribute, adding a new member, reorganizing the 
object hierarchy and so on). The object then replies with a Response to the requesting 
client. Depending on the type of request, the object can also send out Notifications to 
currently online clients as illustrated in Fig. 2 (b). 

 

Fig. 2. Generic Shared Object behavior 

Our contextual collaboration service manages a collection of GSOs and their 
relationships, i.e. by containment and/or reference. This facilitates the aggregation of 
GSOs into hierarchical structures, thus modeling complex collaborations such as the 
previously mentioned activity threads in AE (see Fig. 1 C). 

Each GSO provides a simple content model based on a set of properties. The 
content model describes what kind of data an object shares and stores, for example, 
chat transcripts, e-mails, file contents, streaming media and so on; e.g. each Shared 
Object in AE is represented by a GSO. Jazz [1] and C&BSeen [11] are other examples 
of applications that use GSOs in a less direct way. Note that a GSO does not provide 
any means for semantically describing the content. Content is associated with a GSO 
by adding arbitrary numbers of <name, value> pairs. The interpretation and use of the 
<name, value> pairs is left to client applications, which provides flexibility to the 
model. For example, the persistent chat object in AE, stores each chat message as an 
arbitrary long String property.  

Every GSO represents a “persistent conferencing session” between its members. 
The distribution of content (synchronous or asynchronous) is performed through the 
use of notifications. Any modification to the set of properties of a GSO is not only 
stored in the underlying data store, but also automatically sent as notifications to all 
the other members of that GSO. Hence, our model provides a different paradigm for 
real-time collaboration based on persistent state and state change notifications. 

Each GSO also manages a list of members (e.g. A, B, and C in Fig. 2). The GSO 
member list controls the access to its content and represents a distribution list for 
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sending notifications about the creation and modifications of a GSO. The member list 
is dynamic, allowing the addition and removal of existing members at runtime. Since 
the member list is also a property of the GSO, any modification to this list, triggers 
notifications that are sent to all online GSO members. 

Notifications of content change come in two different modalities controlled by the 
use of open and close requests. Change notifications (without the actual content) are 
sent to all online members of the object whose open status for that object is false. 
Notifications with the actual content (or a delta change) are sent to all online members 
whose open status for that object is true. This semantic is important to prevent 
members that are not interested in certain objects from receiving unnecessary 
information each time a change is made in the object.  

Since all GSO content changes persist, GSO properties are still available when 
clients disconnect and later reconnect to the service. This allows members of an object 
to interact asynchronously. In summary, the described behavior of GSOs inherently 
merges real-time conferencing with content management and asynchronous 
collaboration modes.  

5   Implementation 

In order to study and better understand the implications and trade-offs of combining 
various interaction modes of collaboration in a common model, we have built two 
implementations: (1) a server that implements the GSO collaboration model natively; 
and (2) a server that uses existing collaboration technologies to deliver the same 
functionality offered by our model. 

5.1   Native Implementation 

In our native implementation, the GSO concept is directly mapped to persistent 
objects (using the OO programming paradigm). The implementation of the GSO 
manages every aspect of the model, i.e. content management, membership, access 
control, notifications, data transfer and persistency. The GSO service manages a 
collection of GSOs and their aggregation into hierarchical structures (trees). Clients 
access the GSO service through a client side API (see Fig. 2). 

In the example of Fig. 2 (a), clients A, B, and C are all members of a GSO object. 
Client A and B open the object for real-time interaction by submitting an openSO()
requests to the server (1, 3). The server GSO then sends open notifications to all its 
members, by iterating over the member list and invoking the registered callback 
interface methods (2, 4). The open state of the GSO is now changed to true for clients 
A and B. Sending notifications to every member of the GSO keeps all connected 
clients in a consistent state (i.e. with the latest view of the GSOs they are members 
of). Client C, for example, knows that A and B are currently working on the GSO 
content. Based on this information, client C can decide to open the GSO object and 
start receiving the actual new content as it gets changed. In Fig. 2 (b), client A 
changes the content of the GSO by submitting a setProperty() request (5); client B 
receives a content change notification including the content data (7). Client C is 
online but receives only a content change notification without the data because its 
open state is false (6). However, knowing that the content has changed, Client C could 



276 R.S. Silva Filho et al. 

now read the updated content of the object by submitting a getContent() request to the 
server. 

The server is implemented in Java and communicates via Remote Method 
Invocation (RMI) with its clients. Notifications are sent to clients through RMI also. 
Upon logon, each client registers an RMI callback interface with the server. Since we 
assume storage to be a constant throughout this paper, we did not implement a 
particular storage mechanism in our prototypes. 

5.2   Integrated Implementation 

In our alternative integrated implementation, the initial native implementation was 
modified to perform synchronous interaction through meeting servers and to deliver 
events using a notification service. The integration of the two new backend 
technologies was completely transparent to the end users. Clients interact through the 
same GSO service API. In the backend, however, the implementation complexity 
increased significantly. A more detailed description of the service integration and the 
data flow can be found in [15]. 

For example, in order to integrate the meeting server with our model, we 
introduced the concept of a server-side client (SSC) that acts as a connector between 
the synchronous meeting and the persistent aspects of the model. A SSC is a special 
client in a meeting session. A meeting is a session created between two or more 
participants/clients that provides a non-persistent shared space where messages are 
sent to all the meeting members. The SSC is responsible for storing session data in a 
persistent repository by updating the respective GSO when content is changed. For 
example, when a chat message is posted to a meeting session, the SSC for that session 
stores the message in the GSO, which itself triggers a notification. This approach 
provides a generic mechanism that can be used to transparently integrate any meeting 
server. 

Note that using meeting servers to support real-time collaboration entails setting up 
a meeting session with the meeting server every time a client opens a shared object 
for real-time interaction (see Fig. 2 (a)). Likewise the meeting session needs to be 
disposed every time the client closes the GSO. For each session, a SSC also needs to 
be created in the beginning and disposed in the end. 

We integrated a notification server into the service to support assynchronous 
change notifications. Whenever a GSO’s property or content is changed, a single 
notification is produced. Differently from the previous native implementation, that 
produced one notification per GSO member, a single message is now relayed to a 
notification server that is responsible for distributing the notification to all the 
members of the object. The subscription style used was topic-based: each client 
subscribes/un-subscribes to a global GSO notification topic when logging on and off 
the service. In this approach, the notification server acts as a broadcast channel; a bus 
connecting all online clients. Notifications are subsequently filtered in the client side 
API, i.e. the client API ignores notifications that are not addressed to that particular 
client. 

The integrated solution was also completely implemented in Java. We used 
YANCEES [16] as the notification server because of its ability to be configured with 
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a simple topic-based core, and for having a simple API, similar to Elvin [2]. We used 
a simple Java-based meeting server from the TeamSpace project [7]. We sought to 
keep the two implementations as similar as possible in order to get meaningful results 
for a comparison, e.g. both implementations share the same common GSO model and 
externalize the same GSO API. However, given the number of different existing 
publish/subscribe and real-time collaboration systems, our simulation results may 
vary depending on the backend technologies used. 

6   Experimental Results 

The model described in Section 4 unifies characteristics of publish/subscribe systems, 
synchronous collaboration servers, and content management in a uniform and flexible 
way. As such, it facilitates the development of collaborative applications that have 
contextual collaboration characteristics. This blending of synchronous and 
asynchronous collaboration, however, requires the compromising of different 
requirements from these two interaction modalities. For example, traditional 
synchronous communication infrastructures, such as meeting servers, are usually 
designed to support the collaboration of small groups, under more strict timing and 
bandwidth conditions such as audio or video. Notification servers, on the other hand, 
generally are employed in applications with less strict timing and real-time 
constraints, focusing on awareness and messaging, where the number of clients is 
potentially large and the data traffic is relatively small. When those two different 
interaction modes are combined in a single collaboration model, different trade-offs 
involving scalability, responsiveness, robustness, and implementation complexity 
have to be considered. We conducted a series of experiments to understand these 
trade-offs and answer the following questions: How well do the two different 
implementations of the model handle the blending of synchronous an asynchronous 
collaboration? What is the impact of different data rates and data sizes depending on 
the type of media interaction? How is the response of the infrastructure to different 
combinations of those factors? 

6.1   Experimental Setup 

Since we wanted to understand the behavior of the model under regular use conditions 
and have strict control of the number of clients connected, we developed an 
automated client simulator that interacts with our service implementation using 
different patterns. Those patterns simulate the use of different collaborative tools with 
their traffic conditions, number of users and data size. The simulator client exercises 
the server APIs performing regular actions such as: create new object, set properties, 
open, close, add member and so forth. For the purpose of our tests, we defined four 
different patterns approximating the traffic conditions of chat, file sharing, message 
exchange, and streaming media. The streaming media pattern was defined to analyze 
the server behavior under heavier load, testing its scalability limits. Note that these 
patterns are only approximations of actual interaction patterns. Table 1 describes the 
different patterns with their data characteristics and probabilities. 
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The main differences between the four media traffic patterns are in the size of the 
data, the number of messages exchanged by each member, and the frequency (defined 
by the interval between messages). For example, a typical chat session in our 
simulator client corresponds to an interaction with a GSO with two members on 
average exchanging an average of 10 messages each member. Each message has an 
average length of 40 characters. Each chat GSO also has an average of seven 
properties that are modified with 16 characters on average. Chat messages are 
exchanged at every 15 seconds on average. During this interaction, periods of 
inactivity may also occur with an average duration of 15 seconds. 

Table 1. Media pattern programming used in our experiments 

Data Content change  
probabilities 

Media 
Pattern 

no

Mem
bers Size 

(chars) 
no msg interval Set Add Del 

Streaming 5 64K  100 50 ms 0.5 0.5 0.0 
Chat 2 40  10 15 sec 0.0 1.0 0.0 
File Sharing 4 100K  10 5 min 0.7 0.1 0.2 
Message 
Exchange 

8 1K  1 1 sec 1.0 0.0 0.0 

In our GSO model, a property can be set (overwritten or created), added (appended 
to the end of the current content), or deleted. Table 1 also shows the probabilities for 
these content change actions. In the chat pattern, for example, all chat content changes 
are of type “Add” because chat transcripts are typically not randomly modified, but 
they grow over time as new messages are exchanged.  

For each pattern, we reproduce the actions of a typical work day of 8 hours. We 
programmed our automatic client to perform those actions in a simulation time of 4 
minutes. This setup is similar to [8] and allow us to stress test the infrastructures using 
a reduced number of clients. During one simulated workday, the following actions are 
performed by the client: A total of 15 shared objects are created on average with five 
objects being root objects (representing a new activity thread). Each client listens to 
an average number of 10 objects. 15 open and 15 closed objects on average are 
modified that day. The interaction patterns also differ with respect to the time span 
that each client is working either online or offline. 

All experiments were carried out on three client machines (IBM T30, 1.6GHz, 
512MB) and one server machine (IBM MPro, 3 GHz, 1.5 GB). The client machines 
and the server were connected on an isolated 100Mbps Ethernet local network to 
eliminate interference with other network traffic. Client machines were equally loaded 
with a set of client simulators in steps of one, i.e. the first test starts with 3 clients (one 
in each client machine), then 6 clients (two per client machine) and so forth. Please 
note the number of simulator client processes running on a single client machine 
impacts the overall simulation results. Based on tests, we decided to limit the number 
of automated clients to eight per client machine in order to minimize this effect. 
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6.2   Results: Native Implementation 

In order to understand the overall service behavior to the different media patterns, we 
plotted the total average execution times for each one of the four patterns against the 
number of clients interacting with the system. In this experiment, each client process 
executes a typical work day, using a single interaction pattern which includes open 
and closing objects, logging in and out, offline times and content changes. 

Fig. 3 shows that the system has a linear response to the increase in the number of 
clients, for low-frequency traffic patterns such as chat, message exchange, and file 
sharing. The graph also shows that the size of the data, as in the case of file sharing, 
does not impact performance as much as the frequency of the messages. The main 
characteristic of streaming media is its high frequency of relatively large data 
messages. As can be seen in Fig. 3, our reference implementation does not scale as 
well for this pattern (it grows in a non-linear fashion). This can be explained by the 
fact that we send out content change notifications (with or without the actual content) 
to every member of the GSO. Given the high data frequency of streaming media, the 
server load increases quickly, since each data message triggers a series of content 
change notifications, typically one for each member of the objects involved. 
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Fig. 3. Average total simulation execution times of the native implementation under different 
activity patterns for a typical workday 

In another experiment, under the same experimental conditions, we sought to 
understand the responsiveness of our implementation. The responsiveness of a 
collaborative system is defined by its response and notification times. The response 
time describes how fast the system reacts to user input, i.e. how fast actions are 
reflected in the user interface of the clients executing the action and receiving 
responses. The notification time describes how fast a collaborative system updates 
remote clients. In a collaborative setting, it is desirable to keep this number as low as 
possible in order to keep all clients in sync with each other minimizing lag. Response 
time in our model is determined by the execution time of the client API calls. Fig. 4 
shows the average method execution times for setting the content property of a GSO 
performed by the setContent() API call. 
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Fig. 4. Average execution time of the setContent() call in the native implementation with 
different media patterns 

Fig. 4, shows that the execution times for the setContent() API call are relatively 
low (in the order of milliseconds). They grow linearly with the number of clients for 
all interaction patterns, except for the streaming media pattern. For a small number of 
clients, and consequently a small number of method calls on the server, the streaming 
media pattern is comparable to the other patterns but, as the number of method calls 
increases with the number of clients, the response time of the system to this pattern 
grows quadratically. Note that the message pattern initially has a relatively high 
execution time compared to streaming media. The reason is the higher number of 
members in that pattern (eight on average). This demonstrates the low impact of 
notifications (without data) relative to the frequency of interaction with the system. 

In the same experiment, we also measured notification times: the period of time 
from calling a method in the client API to the delivery of its notification to the other 
members of a GSO.  
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implementation 

Fig. 5 shows the average execution vs. notification times for creating new GSOs. In 
this experiment, the notification times are slightly lower than execution times. At an 
almost constant difference of about 1 ms (in the trend lines), each local user 
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interaction is made visible to remote clients at about the same time. Except for 
streaming media setContent() calls, the response times of the native implementation 
are relatively high (i.e. below 10ms) and the notification delays are extremely low. 

As a general conclusion, our experiments show that the performance of the model 
is a function of the data frequency of the interaction pattern (number of data 
messages/second), and the number of members of a GSO. For general traffic (low 
frequency and low bandwidth) the model scales very well having good 
responsiveness. However, for streaming media traffic, with a relatively medium 
number of members, and an average volume of information, the system delays 
increase quadratically. 

6.3   Results: Integrated Implementation 

Existing real-time collaboration servers are optimized for online meetings with a 
smaller number of participants but relatively high data volume, e.g. audio, video. 
Given the results in the previous section, it seems reasonable to apply real-time 
meeting servers to support frequent and high volume property changes in a GSO. We 
hypothesized that the implementation of the synchronous aspects of our model with a 
meeting server would increase the overall system performance. 

Notifications are another aspect of our model that we believed to be well 
understood today. Publish/subscribe systems provide general-purpose event 
notification services. Notification servers receive anonymous notifications and route 
them to interested parties. This routing is orchestrated by subscriptions. These 
systems are typically optimized for a very large number of subscribers and small to 
medium data volumes for each subscriber. We hypothesized that GSO events such as 
create / delete GSO, add/remove member, or infrequent property changes (e.g. 
changing the presence status of a member on an object) would be well supported by a 
publish/subscribe system. 

Hence, we expected that our integrated implementation of the model using meeting 
and notification servers, would result in better scalability of both the notification 
process (asynchronous mode in our model), and the synchronous collaboration 
through content exchange (the synchronous mode of our model). An expected price to 
be paid, however, would be the extra cost of integration and the increased complexity 
of the architecture. In order to verify this hypothesis, we repeated the same set of tests 
with the integrated service implementation. 

Fig. 6 (a) compares the cost of the set/add content calls in both implementations for 
the streaming media pattern. As expected, the integrated implementation scales better, 
in a more linear fashion, than our original native implementation. In other words, 
using a dedicated meeting server seems to pay off for this type of traffic. 

The chat and the file sharing media patterns did not expose any significant 
differences in the integrated implementation with regards to the cost of the 
setContent() call. The message exchange pattern, however, yielded some interesting 
results. Fig. 6 (b) shows that the use of our meeting server was more costly, in terms 
of performance, than the native implementation for this pattern. Both implementations 
though seem to expose linear behavior as indicated by the trend lines. One of the 
major differences between the message exchange pattern and the other patterns is the 
number of members per GSO (eight on average for the message pattern). While our 
meeting server seems to handle high bandwidth, high frequency traffic well, 
performance seems to degrade with an increased number of meeting participants. 
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Fig. 6. Comparison of the average execution times for setContent() calls  

Since the use of a meeting server introduces additional complexity (see Section 0), 
we expected that the price for better scalability during the synchronous interaction 
phase of a GSO would come with additional delays in the start up of the shared 
meeting that handles it. The data in Fig. 7 compares the cost for opening GSOs in 
both implementations. The data confirms that the open call, where a new meeting 
session is started, has become one of the most costly calls in the integrated 
implementation. However, it still scales in a linear fashion indicated by the trend line. 
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When comparing the average execution times of other GSO API calls for both 
implementations, we noticed that the registerMember() and loginMember() calls also 
impose high delays in the integrated implementation. The reason for these delays is 
our notification server. Creating subscriptions when registering members and when 
logging in comes at an additional expense. Note that subscriptions in our native 
implementation were implicit through the member list. 

While we expected that subscription management would come at an extra cost, we 
were surprised to see that the notification server introduced high delays in delivering 
notifications. Fig. 8 compares execution times for creating GSOs against the 
notification time. The integrated implementation has low response times but does not 
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scale well with regards to notifications. On average, under a load of 24 clients, remote 
clients are updated only 0.5 second after the GSO was created locally. The 
notification times seem to grow exponentially according to the trend line. 

One could argue that the use of the notification server as a shared bus is one of the 
reasons for the notification server behavior observed in Fig. 8. In another alternative 
implementation, we tested server-side filtering of events, i.e. the configuration of the 
notification server with more accurate subscriptions that filter out events that are not 
of interest of the client. This approach, however, required constant update of the 
subscriptions (each client manages one or more subscriptions filtering out events that 
do not belong to the objects they are members of). Subscriptions need to be updated 
when new objects are created, members log on/off, or members are removed/added to 
objects. Given the high subscription costs impacting the registerMember() and login()
operations, this solution did not scale well. These membership and object life-cycle 
dynamics resulted in similar or worse delays than the ones observed in Fig. 8. 

7   Lessons Learned 

Interference of conflicting requirements. The support of synchronous and 
asynchronous interaction in a common and simple model is not a trivial task. While 
the native implementation of the GSO model supported well the majority of traffic 
patters, it did not scale well for high frequency, high-bandwidth data as in our stream 
media pattern. The use of meeting servers can improve the performance of 
synchronous message exchange under those circumstances. However, the notification 
server in our integrated implementation became a bottleneck, impacting the scalability 
of the entire model. This demonstrates how a combination of different services can 
interfere with one another, limiting the performance of the overall infrastructure. 

Integration complexity. Our initial hypothesis, that the integration of existing 
services to support contextual collaboration, would combine the strengths of both 
services, showed not to be completely true. It had shortcomings in the form of extra 
complexity. Even though an integrated solution, that uses specialized services, can 
perform better than a more simple implementation, the integration of those off-the-
shelf components usually demands special attention to matters such as timing, 



284 R.S. Silva Filho et al. 

synchronization, and adequacy to the model. It also makes the implementation of the 
system more prone to errors and additional setup delays, such as startup times, as 
observed in our experiments, during member log-in and opening objects.  

Mismatch of programming models. Another issue elucidated in our experiments 
was a mismatch of the programming models of the different components used. For 
example, the extension of the meeting server to support persistency was not trivial; 
our solution was to use a server-side client acting as meeting recorder. Another 
example was the inadequacy of the notification server in handling frequent 
subscription changes. In our experiments, we tested the integrated GSO 
implementation with two subscription models: server-side filtering and client-side 
filtering. Client-side filtering was the approach that better scaled in our 
implementation. Both approaches, however, had their own trade-offs and limitations: 
client-side filtering moves part of the processing to the client side, but requires the 
delivery of extra notifications through the network. Server-side filtering limits the 
amount of traffic to the clients and relieves them from discarding unnecessary 
notifications. However, the latter approach results in an extra burden to the 
notification server, that needs to deal with constantly changing subscriptions in order 
to accommodate changes in the GSO membership. 

Impact of distribution. An advantage of using separate components such as a 
meeting server and a notification server is the ability to distribute processing 
throughout different hosts in a network. In additional tests, we distributed the 
notification and meeting servers across different machines in the network. We found 
that, with more than 30 clients, the distributed configuration begins to perform better 
than the centralized approach. This shows that with a significant number of clients, 
the distribution of main system components is a good approach for scalability. 

8   Conclusion 

In this paper we studied two implementations of a new collaboration model that 
seamlessly integrates different collaboration modalities into a single interaction 
model. Our model facilitates the development of contextual collaboration applications 
such as Activity Explorer. Our experiments show the trade-offs of developing 
contextual collaboration systems based on existing collaboration services such as 
meeting and notification server. The simultaneous support for synchronous and 
asynchronous interaction in a single model tends to work well in a native 
implementation for the average case, where neither the synchronous nor the 
asynchronous aspects of the model are put to exceeding stress. The low complexity of 
a native implementation together with high responsiveness might satisfy the 
requirements of the majority of contextual collaboration applications today. The 
integration of meeting servers restricted to only media traffic can significantly 
improve the scalability of the implementation. The use of generic notification servers 
to support the model, however, was problematic because mapping GSO behavior onto 
publish/subscribe semantics caused additional overhead. 
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Abstract. Functional and non-functional requirements must be taken into 
account early in the development process of groupware applications in order to 
make appropriate design decisions, e.g. spatial distribution of group members 
and group awareness, which are related to the main characteristics exhibited by 
CSCW systems (communication, coordination and collaboration). This research 
work presents a proposal intended to facilitate the development of groupware 
applications considering non-functional requirements such as reusability, 
scalability, etc. In order to achieve these objectives, the proposal focuses on the 
architectural design and its implementation, with emphasis on the use of a 
realization of the technological Linda coordination model as the basis for this 
implementation. The outcome is a distributed architecture where application 
components are replicated and event control is separated. This work is part of a 
conceptual and methodological framework (AMENITIES) specially devised to 
study and develop these systems. 

1   Introduction 

Groupware has been defined as “a computer-based system that supports groups of 
people engaged in a common task (or goal) and that provides an interface to a shared 
environment” [7]. To date, groupware has comprised various systems: Workflow 
Management Systems (WfMS), Computer-Mediated Communication (CMC) (e.g. e-
mail), Decision Support Systems (DSS), shared artifacts and applications (e.g. shared 
whiteboards and collaborative writing systems), etc. These systems include common 
and specific requirements in relation to the following group activities [7]: 

• Communication. This emphasizes the exchange of information between remote 
agents by using available media (text, graphics, voice, etc.). 

• Collaboration. Effective collaboration requires people to share information in the 
group context. 

• Coordination. The effectiveness of communication/collaboration is based on 
coordination. It is related to the integration and harmonious adjustment of the 
individual work effort towards the accomplishment of a greater goal. 
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The inherent complexity of CSCW (Computer Supported Cooperative Work) 
systems requires a great deal of effort in specifications and development [3]. The 
development of groupware applications, the technological part supporting 
collaboration processes in CSCW systems, is more difficult than that of a single-user 
application; social protocols and group activities must be taken into account for a 
successful design [13]. Methodologies and implementation techniques aimed at 
enhancing group interaction activities (especially for synchronous groupware [23]) 
should therefore be applied. On the other hand, there is a lack of methodological 
proposals for addressing and integrating the study and development phases of a 
CSCW system. Furthermore, we argue that special attention must be paid to the 
software architecture, which is defined by the recommended practice for architectural 
description of software systems [2] as “the fundamental organization of a system, 
embodied in its components, their relationships to each other and the environment, 
and the principles governing its design and evolution”. 

This article shows the implementation of a high-level architectural design for 
groupware applications [11]. This architecture guarantees important software quality 
properties since the main design criterion centers on mutual component independence. 
To this aim, we propose the use of the data-driven programming model [20] provided 
by the JavaSpaces technology [29], a realization of the Linda coordination language 
[5], in order to accomplish its implementation. The proposal based on this 
technological data-driven coordination has two aims: firstly, to fulfill common and 
specific functional requirements in CSCW systems related with human 
communication, coordination and collaboration, such as to provide group awareness 
in order to support and enhance these group activities; and secondly, to be able to 
build this kind of distributed applications taking also into account non-functional 
requirements such as reusability, scalability, etc. This proposal is part of AMENITIES 
[10], a conceptual and methodological framework that is specially devised to study 
CSCW systems and develop groupware applications. 

The paper is organized as follows. Section 2 briefly introduces the AMENITIES 
methodology, providing a general description of its models and stages. Section 3 
focuses on how an architectural design enables us to address the development of 
groupware applications. Section 4 introduces the Linda coordination model and 
describes how it is used to implement group awareness in this architectural design. In 
Section 5, the physical architecture and its corresponding deployment are described 
briefly for the current implementation. Section 6 references related work and the main 
conclusions are provided in Section 7. 

2   AMENITIES 

AMENITIES [10] (an acronym for A MEthodology for aNalysis and desIgn of 
cooperaTIve systEmS) is a methodology based on behavior and task models, specially 
devised for the analysis, design and development of CSCW systems. The 
methodology stems from cognitive frameworks (activity theory, distributed cognition, 
etc.) and methodological proposals (requirements [17] and software engineering [27], 
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task analysis [31] and modeling [21]). Thereby, AMENITIES provides a conceptual 
and methodological framework that seeks to avoid the main deficiencies found in 
approaches traditionally applied to this kind of system, by focusing on the group 
concept and covering the most relevant aspects of its behavior (dynamics, evolution, 
etc.) and structure (organization, laws, etc.). Another objective is to allow us to 
systematically address the analysis and design of CSCW systems and to facilitate 
subsequent software development. Therefore, it also proposes a concrete methodology 
including concrete phases, models, notations, etc. Fig. 1 provides a general scheme of 
the methodology, showing the main models (boxes) and stages (dashed lines) 
involved. Just like most methodologies, AMENITIES follows a simple iterative 
process allowing us to refine and review these models.  

Model

Requirement Models

UML Case Use 
Applied

Etnography

Cooperative Model
(COMO-UML)

Software Development
Models (UML)

Formal Model

UML 
Statecharts

Requirements
Functional

Requirements

UML
Diagrams

Refine
DevelopAnalyse

(Coloured Petri Nets)

Additional
Requirements

Revise

Revise

 

Fig. 1. General scheme of AMENITIES 

The cooperative model (called COMO-UML in Fig. 1) is the core of the 
methodology and enables us to represent and connect instances of concepts defined in 
the conceptual framework of AMENITIES, according to the requirements for each 
specific system. The cooperative model [8] describes the system (especially on the 
basis of coordination, collaboration and communication) irrespective of its 
implementation. It therefore provides a better understanding of the problem domain. 
In order to build this model, a structured method (comprising four stages) is proposed: 
specification of the organization, role definition, task definition, and specification of 
interaction protocols. This method has been specifically devised to make easier 
connections between all the concepts (for instance, tasks to be performed under each 
role). The modeling notation proposed is based on both UML state and activity 
diagrams [19], but with a semantics specially defined for this problem domain [9]. 
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3   An Architecture for the Groupware Development 

The architectural design of the groupware application is the starting model for the 
software development phase in AMENITIES, and therefore, for the proposal 
introduced in this paper. This section shall first present the motivations and 
foundations for our architectural proposal; it shall then make the proposal concrete by 
using a real case study. 

3.1   Motivations and Foundations 

Most requirements to be considered for the development of each specific groupware 
application are specified in the cooperative model described above, for instance, tasks 
requiring various actors to be accomplished (i.e. cooperative tasks), or constraints 
(specified by means of the law concept) preventing an actor from being involved in 
more than one task. However, apart from specific requirements for each groupware 
application, common design issues for this kind of system should be taken into 
account at an abstract level. An architecture guiding the organization of architectural 
elements (basically composition, interfaces and interactions) can just provide this 
desired abstraction level covering the following general objectives: 

 

• Groupware applications are inherently distributed. It is therefore important to 
obtain an implementation stemming from a set of subsystems that communicate 
with each other through well-defined interfaces. The division/partitioning of the 
whole system into components (called subsystems) facilitates its development, 
evolution and maintenance. 

• Appropriate organization and mapping of functionality onto subsystems in order to 
achieve certain desired software properties such as reusability, portability and 
interoperability. 

• A groupware system should be able to increase the number of subsystems because 
new applications supporting other activities could be added for the same group.  

 

In order to achieve these objectives, some guidelines of the Unified Software 
Development Process [15] for specifying the architectural view of the design model 
have been adopted. For this purpose, the design process is carried out using the UML 
language, providing the three following architectural views: 
 
1. Component view. In order to represent the system partitioning, package diagrams 

with the stereotypes system and subsystem are used in conjunction with the 
composition relationship (a form of the aggregation association that considers 
bound parts by lifetime). 

2. Functional view. The functional aspects (static structure) of the system are 
specified by means of both class and interface diagrams associated with 
subsystems, and creating connections between them on the basis of the use 
relationship. 

3. Behavioral view. System behavior (dynamic view) (i.e. how the subsystems 
collaborate by means of interactions) is specified on the basis of the functional 
structure (described in the previous paragraph), using collaboration diagrams. 
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3.2   Case Study 

A collaborative appointment book application for group work has been developed 
according to the architecture to be described in the next subsection. This application 
allows lecturers/researchers (people playing these organization roles) within the same 
department at the University of Granada to coordinate in proposing meetings in a 
common forum. This human coordination must be supported on the basis of providing 
group awareness [25]; users currently connected to the system can observe each other 
(both presence and activity). An additional requirement for the system is to allow 
participants to share information in real-time (synchronous) and asynchronous modes. 

The application (see Fig.2) consists of: 
 

1. A panel for possible roles to be played, which also highlights the role currently 
being played by the participant. 

2. A panel showing the other participants who are playing the same role. 
3. A panel including the calendar and the messages sent. 
4. A popup window to show the activities of each participant we are interested in. 

 

Fig. 2. General view of the collaborative appointment book application 

3.3   Architecture 

According to the objectives and the three views described in the subsection 3.1, the 
architecture is made concrete as follows: 
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1. Component view. The whole system is divided into several parts. A basic 
groupware application consists of four subsystems: Identification, 
Metainformation, Awareness and the application itself (in this case, the 
Appointment book). Fig. 3 shows the component diagram for the case study, 
illustrating the UML package diagram and the System and Subsystem stereotypes. 
Although there is only one application in this example, other applications can be 
easily integrated while this design is maintained. 

Appointment book
subsystem

Identification
subsystem

Metainformation
subsystem

Groupware 
system

Awareness
subsystem

Generic Platform (API)  

Fig. 3. UML package diagram for the component view 

The Identification, Metainformation and Awareness subsystems are always 
present for every groupware application. The application subsystem is obviously 
specific for each groupware application. All the subsystems are described in more 
detail in the next views, according to the functionality they provide and the 
behavior exhibited. 

2. Functional view. By means of a UML interface diagram, Fig. 4 (left) shows the 
four mentioned subsystems and their use relations on the basis of the associated 
functionality. Each subsystem provides an interface designed to achieve 
independence between the subsystems and other applications making use of them. 

In particular, the Metainformation subsystem supports all the functionality for 
checking metadata (possible roles to be acquired, laws applied by the organization, 
etc.) specified in the cooperative model. The Identification subsystem is used to 
start the application and to control users’ access to the system. The Awareness 
subsystem is intended to maintain shared and contextual information (telepointers, 
list of participants playing a specific role, etc.) in charge of providing group 
awareness that the participants need for an effective collaboration. Finally, the 
Appointment book subsystem provides both an extended functionality as that of a 
single-user appointment book and slightly different semantics. 

3. Behavioral view. Fig. 4 (right) shows how the subsystems collaborate to resolve 
interactions between users and the Appointment book subsystem. A UML 
collaboration diagram is used to model this behavior. 

In this case, a typical user interaction starts at the Appointment book subsystem. 
Firstly, users must identify themselves in the system (messages 1, 1.1, and 1.2). 
Once they have been correctly identified, they can choose to register their presence 
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in the system so that other users can choose to observe them (messages 2, 2.1, and 
2.2). They themselves want to know which users are currently connected under the 
same role (messages 3, 3.1, 3.2, and 3.3). The system therefore supplies the 
necessary infrastructure for group awareness and we are able to collaborate in real 
time. 

Identification
s ubsystem

A wareness
s ubsystem

Appointment book
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Metainformation
s ubsystem

Identific ation
interface

Appointment book
interface

Metainformation
interface
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Fig. 4. UML interface diagram (left) and collaboration diagram (right) 

4   Architecture Implementation 

There are basically three ways of communicating/sharing information between group 
members in order to provide effective group awareness: “explicit communication, 
where people tell each other about their activities; consequential communication, in 
which watching another person work provides information as to their activities and 
plans; and feedthrough, where observation of changes to project artifacts indicates 
who has been doing what” [14]. 

In the following subsections, we will briefly describe Linda and JavaSpaces 
(Section 4.1), and also how the Linda coordination model is applied to the 
implementation of the Awareness subsystem (Sections 4.2 and 4.3) within the 
architectural design presented in Section 3.3. The focus is on how object-oriented 
tuple space features can be used to support these three ways of communicating/ 
sharing information. 

4.1   The Linda Coordination Model and the JavaSpaces Technology 

The aim of distributed computing is to design and develop each distributed 
application as a set of processes and data which are distributed over a computer 
network, and to interact with them in an integral way. Computation and involved 
element coordination are usually addressed separately in distributed computing. A 
technological coordination model establishes the relations between components and in 
turn provides the mechanisms needed to enable interaction between them. These 
mechanisms are orthogonal to the computation model [12]. 

The space-based distributed computing model is derived from Linda [5]. A space is 
an object (or tuple in Linda terms) store for data shared through a computer network. 
A tuple is a data structure with several typed fields set to particular values, e.g. 



Leveraging the Linda Coordination Model for a Groupware Architecture Implementation 293 

<10,”Madrid”>, consisting of an integer number and a string. Only a few atomic, 
basic functions are provided to operate on them (see Table 1). Operations in and rd 
use an especial template tuple as a pattern with which to match those tuples to be 
retrieved. If several tuples match the searching template, only one is retrieved non-
deterministically. Since a tuple space is “global” (i.e. visible from any location), the 
processes on any computer can insert tuples into or take tuples from the space 
concurrently. 

Table 1. Tuple space operations 

Operation Description 
out Insert a tuple into the space 

in Take a tuple from the space 

rd Inspect (read) a space tuple, without removing it  

JavaSpaces [29] has been chosen as a tuple space implementation based on Linda. 
In JavaSpaces, tuples and their fields are typed as objects in the Java programming 
language. This provides a richer type system than Linda does. Since tuples are objects 
which belong to a particular class, they may have methods which are associated with 
them. 

There are four main operations which can be invoked in a JavaSpace tuple space: 
write, read, take (can be blocking or not) and notify; the first three operations 
correspond to the Linda operations out, rd, and in. Henceforth, we will use the 
operation names provided by JavaSpaces. Objects use the notify invocation to ask the 
space to inform them that one kind of tuple matching a given template has been 
inserted into the space. The mechanism involved in this operation is called distributed 
notification of events [28]. When an object wants to be notified about some kind of 
tuple insertion, it must register the corresponding matching pattern of the tuple 
together with the notify operation. Notification will be provided when a tuple 
matching this pattern has been inserted into the space. This mechanism will be very 
useful as basis of providing context awareness in groupware applications. 

In JavaSpaces, the operations mentioned above are not limited to a single space but 
may be carried out in turn on different spaces. As far as the information space (i.e. the 
tuple space) is concerned, this also enables centralized, replicated, dynamic, hybrid, 
etc. architectures to be devised. On writing a tuple in the space, the time it will remain 
in the space before being deleted is also defined. This time may be indefinite so the 
tuple in question will remain until it has been withdrawn by the take operation. 

4.2   Data Sharing 

While the cooperative task is being performed, it is necessary to share data. This 
section discusses the basic mechanism to share data stored in tuples. Depending on 
when data are shared, it is possible to distinguish between synchronous and 
asynchronous modes of communicating information [23]. Synchronous 
communication shows the changes that occur in the shared environment as soon as 
they take place. Asynchronous communication can be obtained for instance, when 
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logging into the system and observing the changes that other users have made on the 
shared objects at another time. 

In the collaborative appointment book application, both types of communication 
can be found in the way the user interacts with the board saving appointment 
messages. When a user decides to log into the system and download the 
corresponding board messages, he/she can see the contributions that other group 
members have submitted previously (asynchronous communication). If he/she wants 
to be informed of any message arriving at the shared board, he/she will immediately 
see any contribution from the members playing their current role (synchronous 
communication). Similarly, users can choose what kind of system interaction they 
desire at any time and effortlessly change from one to another. 

Fig. 5 shows a sample scenario for the collaborative appointment book introduced 
in Section 3.2. Let us imagine that there are several users in the system (e.g. Anna, 
Peter, John and Martha). Each one is part of at least one group. For example, all are 
members of the group Prof (Professor) and Peter, John and Martha are also TC 
(Teaching Committee) members. Let us imagine that user John has just logged into 
the system. At present, only Anna, Peter and now John are connected. If John decides 
to load his group board, he will see all the proposals that other group members have 
previously submitted. In this example, we can see how he would read Peter’s and 
Martha’s messages (Martha is not even connected now). If he decides to “register”  
to be notified about the submission of new messages by other members, he will need 
to insert a template tuple into the space (through his Awareness subsystem) in order to 
show that he is interested in the tuples related to his group board. 

Shared spaceShared space

TC Juan

Prof Anna

TC Peter

Prof Anna txt

TC Peter txt

Prof Peter txt

TC Martha txt

TC Peter txt

Interest TC ??? ??? Arriv

 

Fig. 5. Synchronous and asynchronous data communication 

4.3   Feedthrough and Consequential Communication 

The JavaSpaces mechanism for distributed notification of events (notify operation 
described above) and the definition of the time a tuple may remain in the space are 
also used in our approach to support the other ways of group awareness, namely 
feedthrough and consequential communication. This section discusses how events are 
propagated in the system.  
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We have found that a groupware system can be basically modeled using two types 
of tuples: tuples containing steady information and which are inserted into the space 
for an indefinite time; and tuples used to announce events and which are more volatile 
since information relating to their associated events is relevant at a given time and in a 
particular context. This is shown through the two following scenarios. 

Actor’s Presence 
Let us consider that the actor John has logged into the system and is playing the role 
of Teaching Committee (TC) member. He is reading this committee board to see what 
messages have been sent by other members. Peter is currently connected and he is 
playing the same role as John (i.e. TC). Anna is also connected and playing the role 
Prof. In addition, John would like to know which other members are connected now 
in order to discuss the date of an online meeting with them or to see which other 
proposals they are currently submitting. In order to accomplish this, user John asks 
(from his appointment book application, and therefore, the appointment book 
subsystem) to be informed of which other users playing the same role as him are 
connected. In turn, the Appointment book subsystem will use the awareness subsystem 
to insert appropriate template tuples into the space so that he will be notified 
whenever any user playing the role TC arrives or leaves. This scenario is depicted in 
Fig. 6. The same applies to the notice board messages that are represented on the 
right-hand side of the figure. 

Shared spaceShared space

TC John

Prof Anna

TC Peter

Prof Anna txt

TC Peter txt

Prof Peter txt

TC John txt

TC Peter txt

TC ???

Interest

TC ??? ???

Interest

Arriv

TC ??? Exit

Arriv

 

Fig. 6. Starting scenario 

If professor Martha, who is also a TC member, enters the system playing this role, 
the space would notify John’s Awareness subsystem of this event. Previously, 
Martha’s Awareness subsystem would have inserted the appropriate tuples into the 
space (see Fig. 7) when she logs in. 

In this way, Martha’s Awareness subsystem would insert a (1)-type tuple (as 
mentioned at the beginning of this Section) indicating more stable information such as 
her name, role she is playing, connection time, etc. (for the sake of simplicity, this 
tuple has the form <TC, Martha> in Fig. 7); and another (2)-type tuple in the form 
<TC, Martha, Arriv> that provides “event” information such as “Martha has just 
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logged in”. The (2)-type tuples would have a brief remaining time in the space 
associated since this kind of information is only meaningful or valid to the connected 
users that have asked to be notified of other group member activity. If after half an 
hour, another TC member connects (e.g. Martin), his Awareness subsystem would 
inform the other members playing his role by reading <TC,???> tuples. 

The same applies to the exit notification. When Martin logs in, the tuples used by 
other members logging out before he connects (e.g. <TC,Peter,Exit>) are useless and 
must therefore be deleted. By deleting these tuples, we also decrease the information 
overload in the space. We will see this in detail in the following scenario. 

Shared spaceShared space

TC John

Prof Anna

TC Peter

interest

TC ??? Arriv

TC ??? Exit

TC Martha

TC Martha Arriv

MatchMatch Match

Tuples inserted by Martha’s 
awareness subsystem

 

Fig. 7. Arrival of a member with the same role 

Actor’s Activity 
The need for tuple elimination is more evident if we consider the telepointer 
mechanism. The coordinates of other users’ mouse pointers have a very brief validity 
(a hundredth of a second at most) since they are continuously changing. In this regard, 
the programmed removal of the tuples in the space is a very efficient way of 
maintaining space consistency and preventing obsolete information being stored. 

Shared spaceShared space

TC John

TC Peter

interestTC Martha

Tuples inserted by Martha’s 
awareness subsystem

John ??? ???
x y

Peter ??? ???
x y

 

Fig. 8. Remote mouse pointer tracing 
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The starting point for the following scenario is Scenario 1, although some tuples 
have been hidden for readability. Let us imagine that Martha has just arrived and 
wants to see what John and Peter are doing. For this purpose, the appointment book 
application allows other members’ application interfaces to be replicated and 
represented remotely. 

Martha’s awareness subsystem will be in charge of inserting template tuples in the 
space so as to trace John’s and Peter’s pointers (see Fig. 8). 

Since John and Peter are registered in the system and their activity can be 
observed, their Awareness subsystems are continuously inserting their mouse pointer 
coordinates (see Fig. 9) in the space. This kind of tuple lifetime is very brief as the 
information they provide is very punctual. It does not matter whether Martha's 
Awareness subsystem captures all John’s or Peter’s mouse pointer coordinates. 

Shared 
space
Shared 
space

TC John

TC Peter

interestTC Martha
John ??? ???

x y
Peter ??? ???

x y

John 45 68 Peter 85 26

John 45 69 Peter 86 26

John 44 70 Peter 87 27

John … … Peter … …

Match

Notify

Automatically deleted tuples

 

Fig. 9. Remote mouse pointer tracing 

5   Physical Architecture and Deployment 

JavaSpaces allows several spaces to be “running” on the same or different machines. 
This means that the tuple space need not be allocated on a specific machine and may 
also be distributed and partitioned between different sites. In any case, all the tuples in 
all the spaces form a single logical space of data. The space partitioning also allows 
pieces of information and tuples used by certain services (e.g. Awareness subsystem) 
to be allocated on certain machines depending on system performance. The way a 
space client application is “advised” about the entire tuple space distribution and the 
space distribution itself are beyond the scope of this work. 

Each user has a replica of the application, i.e. the one he/she interacts with. In order 
to represent the behavior of other group members remotely, it is only necessary to 
replicate the events that the space notifies in the remote user interfaces that every user 
maintains for each user he/she is observing. This way of programming remote state 
replication is particularly efficient since a user need not send his entire state by means 
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of complex data structures or objects; this state is instead defined separately on the 
basis of very short messages announcing the occurrence of certain events. 

Current implementation has been carried out by using standard internet technology 
(web browsers and servers, Java, etc.). Fig. 10 shows how client applications and the 
space are not necessarily placed in any particular network node. The clients and 
services can be allocated in the same or different nodes. Clients interact with the 
system by inserting information into the space or retrieving information from it 
without being aware of where the tuples (or services) are. 

Client

Browser+JRE

Identification
Awareness

Metainformation
Client

Browser+JRE

ClientBrowser+JRE

Client
Browser+JRE

JavaSpaces

 

Fig. 10. Abstract view of the system and deployment 

6   Related Works 

The CSCW and groupware community have developed in the last years several 
experimental collaborative systems. Most of them have been developed for particular 
applications; this fact requires a great effort in implementations. Others have 
identified basic services for groupware systems developing toolkits to build these 
applications. For example, Groupkit [24] provides a component library for building 
multi-user interfaces. The main problems of this kind of proposal are: 

• interfaces cannot interoperate between them, and 
• difficulty of adaptation to the user’s needs.    

Pounamu [18] is a collaborative editing tool for software system design that permits 
work to be carried out both synchronously and asynchronously. It is built in Java 
using RMI and can be installed using different architectural designs, although it is 
limited to peer-to-peer collaboration scenarios. 

EventHeap [16] provides a software infrastructure for interactive workspaces by 
means of an extension of TSpaces [32]. In [26] a flexible notification framework for 
describing and comparing a range of notification strategies is introduced; it can be 
very useful to guide the design of notification components. NSTP (Notification 
Service Transfer Protocol) [22] is a basic service (no semantics) for sharing state in 
synchronous groupware, therefore, it abstracts out the problem of state consistency 
from any application. The mechanisms implemented in these three proposals are 
similar to the presented in this paper, but in our case, the emphasis is mainly on the 
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methodological context for these implementations (global and abstract architectures, 
methologies, …) instead of technological one (failure isolation, algorithms, 
consistency...).   

MARS-X [4] and XML-Spaces [30] are coordination models that extend Linda 
model features using XML document properties for information sharing. Another 
architectural pattern for web services based on the Linda model (which also uses 
XML documents) is proposed in [1]. None of these addresses remote event replication 
in remote interfaces. 

7   Conclusions and Future Work 

Technological and social aspects influence human collaboration; being aware of other 
group members' activity diminishes the risk of work duplication and inconsistencies 
in proposed tasks deriving from their concurrent accomplishment. This paper 
proposes an implementation for fulfilling functional requirements related to group 
awareness. It is part of a conceptual and methodological framework.  

The state of the system is described by means of tuples in a space; replicas of the 
same groupware application and interactions between subsystems can be techno-
logically coordinated exchanging tuples through spaces instead of communicating 
directly. Another benefit is the temporal and spatial dissociation inherent to this 
paradigm since a space and its tuples may remain in the system, even after the process 
that created them has ended. At this level, implementation and deployment issues are 
abstracted thanks to the coordination model that eases the building of distributed 
applications. 

Whether it is distributed or not, a tuple space (such as the one our collaborative 
appointment book interacts with) imposes no restriction about the computer where it 
must be placed. This enables us to fulfill certain non-functional requirements related 
to profitable transparency characteristics in distributed systems: localization, access, 
replication, concurrency and scalability. This degree of transparency simplifies 
architecture development and facilitates the application of concrete guidelines in 
groupware systems building. As outcome of this research work a hybrid collaboration 
architecture [6] has been proposed; application is replicated in each network node, 
and control is logically centralized (actually distributed or centralized depending on 
the tuple space implementation). The main advantage of this approach is that users 
keep local replicated copies of other participant interfaces without sending the objects 
which define them (the interfaces). 

There are other benefits of the proposed solution made apparent from the 
experience acquired in the development of a real example. Although performance 
analysis has not been carried out yet, apparent results obtained executing the 
collaborative appointment book application on internet seem promising.  

By way of future work, we have started to develop a graphic component library 
(toolkit) for building groupware applications following the hybrid architecture 
mentioned above. The aim is to include and encapsulate the implementation 
philosophy described in this work within these graphical components in order to 
simplify the subsequent groupware systems development. In addition, portability in 
the current implementation is Java-dependent, that is, the applications which interact 
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with the space must be programmed in this language. Some of the related works avoid 
this handicap using markup languages (XML) in the definition of the tuple space and 
thereby, hiding implementation issues and promoting interoperability. 
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Abstract. Groupware is evolutionary and difficult to develop and maintain. 
Thus, its code becomes unstructured and difficult to evolve. In this paper, a 
groupware development approach based on components organized according to 
the 3C collaboration model is proposed. In this model, collaboration is analyzed 
based on communication, coordination and cooperation. Collaboration 
requirements, analyzed based on the 3C model, are mapped onto software 
components. These components aid developers to assembly groupware. The 
RUP-3C-Groupware, which is a groupware development process, is used for 
that purpose. This process is a RUP extension focused on groupware domain, 
and is the result of 8 years of experience with the development of collaborative 
services for the AulaNet Project. The proposed approach is applied as a case 
study to the development of the new version of the AulaNet environment. In 
order to instantiate the environment’s communication services, 3C based 
component kits were developed for the case study. The components allow 
composition, re-composition and customization of services to reflect changes in 
the collaboration dynamics. 

Keywords: groupware, component software, collaboration model, groupware 
development process. 

1   Introduction 

Douglas Engelbart [1968] pointed out the relevance of applications for office 
automation, hypertext and groups. Today the first two are widely available, used and 
commercially accepted, while groupware technology is still perceived to be unstable 
and commercially risky, generating few products [Greenberg 2006]. In most 
companies, computational support for collaboration is limited to systems for 
exchanging messages or filing documents. 

Groupware technology has not fulfilled its potential yet. Although, research at 
CSCW is now at a fairly advanced stage, it still lacks a manner of simplifying the 
programming of collaborative systems and promoting a critical mass of users. 
Groupware development requires qualified programmers trained to deal with 
protocols, connections, resource sharing, distribution, rendering, session management, 
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etc. This limits the number of developers active in the area and misplaces the 
creativity and efforts of these developers, taking their attention out from the creation 
of solutions to the solving of low-level technical problems, disrupting the 
investigation of collaboration support [Greenberg, 2006]. In addition, groupware 
development lacks a process to guide the developer while generating related artifacts. 

These groupware development problems are experienced in the development and 
maintenance of the AulaNet environment [Fuks et al. 2006]. AulaNet is a web-based 
groupware solution for teaching and learning. AulaNet has been under development 
since 1997 and is widely used. The system has grown through prototyping, while its 
functions have been implemented in an evolving fashion. The constant changes 
required by collaboration and the evolution that forces the changes in technology 
made the application code strongly linked and with a low level of cohesiveness. 
Technical aspects permeate the entire code, mixed with the collaboration support, 
diverting this way the developer’s attention.  

This article proposes the use of 3C based components as a means of developing 
extendable groupware whose assembly is determined by collaboration needs. By 
analysing the problem from the viewpoint of the 3C model and using a component 
structure designed for this model, changes in the collaboration dynamics are mapped 
onto the computational support. This way, the developer has a workbench with a 
component-based infrastructure designed specifically for groupware, based on a 
collaboration model. In addition, the developer is provided with a process designed 
specifically for this approach.  

The proposed approach is being applied to the re-development of the AulaNet 
environment. The new version of AulaNet is being developed with the capability to 
recompose the environment, reuse its services in various situations and reconfigure 
them to accompany the evolution of the work processes and group characteristics. A 
layered architecture is defined comprising component frameworks and collaboration 
components. 

2   A Component-Based Infrastructure Based on the 3C 
Collaboration Model to Groupware Development  

The 3C collaboration model is based on the idea that to collaborate, members of a 
group communicate, coordinate and cooperate. The 3C model derives from the 
seminal article by Ellis et al. [1991]. The model proposed by Ellis et al. is used to 
classify computational support for collaboration. In this article, the 3C model is used 
as a basis for modeling and developing groupware. There is also a difference in 
terminology; the joint operation in the shared workspace is denominated collaboration 
by Ellis, while it is denominated cooperation in the 3C model. The 3C model is also 
similar to the Clover model [Laurillau & Nigay 2002], where cooperation is called 
production.  

Communication involves the exchange of messages and the negotiation of 
commitments. Coordination enables people, activities and resources to be managed so 
as to resolve conflicts and facilitate communication and cooperation. Cooperation is 
the joint production of members of a group within a shared space, generating and 
manipulating cooperation objects in order to complete tasks [Fuks et al. 2005]. 
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Despite their separation for analytic purposes, communication, coordination and 
cooperation should not be seen in an isolated fashion; there is a constant interplay 
between them. Groupware such as chat, for example, which is a communication 
service, requires communication (exchange of messages), coordination (access 
policies) and cooperation (registration and sharing). 

A groupware environment normally offers the participant a set of collaborative 
services that are used in different moments of collaboration. Most of them offer mail, 
discussion list, forum, chat, messenger, agenda, etc. Very similar services are used in 
groupware environments and each service is relatively independent within the 
environment. These characteristics are well suited to the application of component-
based development. In a component-based environment, the developer selects the 
services most suited to the group’s collaboration needs. Services are classified 
according to their purposes and characteristics of the 3C model: communication, 
coordination and cooperation. 

The same rationale that was used for environment and its services, may be used for 
services and their functionalities. Almost every chat possesses a shared area where 
messages are displayed, a list of connected participants and an area for writing 
messages. By using a component-based architecture, these characteristics can also be 
reused. Other developers can use them to select the functionalities best suited to the 
groups and activities in question. 

This analysis leads to the adoption of software components at two levels. The first 
level comprises the components that implement the communication, coordination and 
cooperation services, used to offer computational support to the collaboration 
dynamics as a whole. The second level comprises the components used to assemble 
the aforementioned services, providing specific support to communication, 
coordination and cooperation within the dynamics of a particular service. The 
components that implement the collaborative services are called services and the 
components used to implement the computational support for service collaboration 
are called collaboration components.  

2.1   The Collaboration Component Kit 

This approach provides the developer with component kits to be used in assembling 
groupware solutions and collaborative services. Domain engineering aims to provide 
components that implement the concepts of a software domain and may be reused to 
implement new applications on this domain. In this paper, the domain analysis, the 
first step of domain engineering, was based on the literature and on the knowledge 
accumulated by the AulaNet development group, which has eight years of experience 
in developing tools for collaboration. The domain analysis was restricted to 
communication services, which in addition to their communication elements present a 
representative cross-section of coordination and cooperation elements. Even a 
communication service, as for example, a discussion forum, besides the 
communication components, also uses coordination and cooperation components. 
Communication is related to the media [Daft & Lengel 1986], message categorization 
[Gerosa et al., 2001], dialog structure [Stahl 2001] and transmission mode. Support 
for coordination in a communication service is related to channel access policies, task 
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Table 1. Collaboration Component Kit 

COMMUNICATION COORDINATION COOPERATION 
MessageMgr AssessmentMgr CooperationObjMgr 
TextualMediaMgr RoleMgr SearchMgr 
VideoMediaMgr PermissionMgr VersionMgr 
AudioMediaMgr ParticipantMgr StatisticalAnalysisMgr 
PictorialMediaMgr GroupMgr RankingMgr 
DiscreteChannelMgr SessionMgr RecommendationMgr 
ContinuousChannelMgr FloorControlMgr LogMgr 
MetaInformationMgr TaskMgr AccessRegistrationMgr 
CategorizationMgr AwarenessMgr TrashBinMgr 
DialogStructureMgr CompetencyMgr  
ConversationPathsMgr AvailabilityMgr  
CommitmentMgr NotificationMgr  

and participant management. Support for cooperation in a communication tool is 
related to the recording and handling of the information.  

A component kit is a collection of components designed to work as a set [D’Souza 
& Wills 1998]. A family of applications can be generated from a component kit, using 
different combinations and developing other components on demand. Component kits 
are extendable, allowing new components to be absorbed as necessary. Software 
components are refined repeatedly until they reach the desired maturity, reliability 
and adaptability. With the aim of providing tools for the groupware developer, a 
Collaboration Component Kit is provided, for using collaboration components to 
assemble services. The components are shown in Table 1. 

Component frameworks [Syzperski 1997] are used to provide support to the 
management and execution of the components. In the proposed architecture, a 
component framework is used for each proposed component type (service, 
collaboration), allowing the peculiarities of each one to be met. Services are plugged 
into the Service Component Framework for the assembling of the groupware 
environment, and collaboration components are plugged into the Collaboration 
Component Framework for the assembling of the services. Component frameworks 
are responsible for handling the installation, removal, updating, deactivation, 
localization, configuration, monitoring, and import and export of components. The 
Service Component Framework manages the instances of the services and their links 
to the corresponding collaboration components. The same service can possess various 
instances independent of each other. The Component Framework manages the 
instances and keeps their current state, enabling restoration at a later date. 

Most of the functionalities of the component frameworks are recurrent and 
reusable. A framework can be used for the instantiation of a family of systems. In this 
article, a framework is used to instantiate the component frameworks. This type of 
framework is called a component framework framework (CFF) [Szyperski 1997, 
p.277]. A component framework framework is conceived as a second-order 
component framework whose components are component frameworks. Just as a 
component interacts with others directly or indirectly via the component framework,  
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the same applies to component frameworks, whose highest level support is the 
component framework framework.. Extending the notion used by Szyperski [1997], 
Figure 1 illustrates the application architecture, including the Groupware Component 
Framework Framework, as a second-order component framework. The Service 
Component Framework interacts with the Collaboration Component Framework to 
enable the instantiation and the association between the instances of the components. 

Infrastructure Frameworks
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Component

Framework

Service
Component
Framework

Collaboration
Component
Framework

Service X

3C Component A

3C Component B

Service Y

Framework

.

.

Groupware
Application

Database
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Fig. 1. The proposed architecture 

The application’s architecture represents a high level logical project independent of 
the support technology [D’Souza & Wills 1998]. The components plugged into the 
business layer implement the concepts of the 3C collaboration model.  

3   RUP-3C-Groupware 

The groupware development process RUP-3C-Groupware is a RUP extension 
comprising the good practices learnt during the eight years of the AulaNet Project: 
Component Oriented Approach, which was already discussed in the previous sections; 
3C Collaboration Model to Guide the Development and Evolutionary Development 
Investigating One Problem per Version. 

To develop software, particularly groupware, is to solve problems. A good practice 
is trying to solve one problem at a time [Fuks et al. 2006]. In each version a specific 
problem is addressed, allowing a better understanding of both the problem and the 
solution tried, and the identification of new problems still calling for a solution, 
feeding the development process back.  
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Fig. 2. Case Study activity of RUP-3C-Groupware (RUP’s original artifacts are dimmed) 

In the RUP-3C-Groupware, the “Case Study” activity was defined, Figure 2, which 
aims to verify whether the solution implemented in the version solves the problem 
that is being addressed. A Case Study Plan is developed considering the expected 
results. Then, the version is used by a group. Data is collected and analysis is carried 
out to evaluate the version. This version can then be deemed adequate and released 
for use, and the Deploy discipline is initiated. Otherwise, from the evaluation of the 
version, new problems may be identified, initiating a new cycle in the development 
process. Other diagrams and activities of RUP process were also adapted. 

4   Case Study in the AulaNet Environment 

An early version of the Debate service was implemented using a communication 
component, tailored for synchronous communication protocols, and a cooperation 
component, which implements a plain shared space. This version of Debate is a 
typical chat service, containing an expression element, where learners type their 
messages, and awareness elements, where messages from learners taking part in the 
chat session are displayed, as shown in Figure 3. 

The early version provided no support for coordination, leaving it to the standing 
social protocol. However, some courses that use a well-defined procedure for the 
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Fig. 3. Early Debate interface (left) and current Debate interface (right) 

debate activity, such as the one shown in Figure 3, need effective coordination 
support. Floor control, participation order and shared space blocking ability were 
added to the service. The shared space was also enhanced with new awareness 
elements, like session title, timestamp and identification of mediators. 

The same communication component was used for the new version of Debate, 
given that the synchronous communication protocols and the message characteristics 
remained the same. The cooperation component, which implements the shared space, 
was also enhanced with new awareness elements.  

The collaborative service was extended to follow the evolution of the work 
dynamics. The use of the 3C model allowed an isolated analysis of the necessities and 
difficulties of each collaboration aspect. Based on this analysis a more suitable service 
was assembled, mapping collaboration necessities onto software components, both of 
them organized according to the 3C collaboration model.  

5   Conclusion 

Many groupware environments found in the literature use a component-based 
architecture, namely FreEvolve [Won et al. 2005], DACIA [Litiu & Prakash 2000], 
CoCoWare platform [Slagter & Biemans 2000] and GroupKit [Roseman & Greenberg 
1996]. However, none of them use the 3C collaboration model as a basis for 
designing and organizing software components and the development process. 

By designing and developing the collaboration services as software components, 
the developer has the means to assemble a specific groupware environment tailored 
for the collaboration needs of the group. The services are selected from a component 
kit based on the 3C model. These components encapsulate business implementations 
and rules on collaboration, provided by experts and also obtained from 
experimentation. A component-based architecture provides a working environment 
with the capability to evolve.  

“Without an adequate architecture, the construction of groupware and interactive 
systems in general is difficult to maintain and iterative refinement is hindered” 
[Calvary et al. 1997]. A component-based architecture allows components to be 
selected to assemble a groupware solution meeting a group’s specific interests. The 
components are customized and combined as required, keeping in mind future 
maintenance. The use of this approach enables prototyping and experimentation, 
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which are fundamental in CSCW, given that the success cases are very few and 
poorly documented. However, it is worth stressing that the proposed solution does not 
eliminate the need for an aware developer who is knowledgeable about the subject in 
question, since it is not enough to link the components randomly to produce an 
effective collaborative system. 
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Abstract. Collaborative learning systems can benefit from service-orien-
ted computing, allowing educators to integrate external tools, offered as
services by software providers, in order to support the realization of col-
laborative learning situations. Since finding and selecting appropriate ser-
vices is a challenging issue, the Ontoolcole ontology has been developed
in order to support the semantic search of CSCL services intended for the
use of educators. This paper presents significant enhancements made in
Ontoolcole from a prior version. Namely, Ontoolcole incorporates an arti-
fact module, a task-level coordination module and the description of sta-
tic information resources, further improving the capabilities to describe
complex CSCL tools such as stateful applications or decomposable group
tasks. An experiment with real educators has been carried out to evaluate
whether Ontoolcole can be employed by educators to search CSCL ser-
vices. Evaluation results show that Ontoolcole’s abstractions can fit edu-
cators’ questions based on their real practice while retrieving useful tools
for their educational needs.

1 Introduction

Computer Supported Collaborative Learning (CSCL) [1] is a discipline that pro-
motes the use of Information and Communication Technologies within the con-
text of collaborative learning. The so-called collaborative learning systems (CLSs)
typically offer an environment with several tools that users may employ to accom-
plish some learning activities. With the increasing popularity of service-oriented
computing [2], many CLSs, e.g. Gridcole [3], have embraced this paradigm al-
lowing diverse organizations to offer software tools as services for the realization
of a wide range of collaborative (besides individual) learning activities.

One desirable feature for CLSs is tailorability [4]. A tailorable application pro-
vides users with some means to modify its functionalities so as to better fit their
needs [5]. In this sense, tailorable CLSs enable educators to easily integrate ex-
ternal tools in order to support the realization of new situations. Service-oriented
computing can help the development of tailorable CLSs, since an educator can
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tailor a service-oriented CLS to her setting by selecting adequate services among
those offered by service providers [3]. Besides, service-oriented computing can
promote educational software reuse since an available service can be employed
to support different learning activities.

However, service-oriented computing introduces the challenge of service dis-
covery since consumers need to find the most appropriate services for their cur-
rent needs among the available ones. In the context of CSCL, educators are
expected to perform the search of services in order to tailor a CLS to support
their collaborative scenarios. These services are coarse-grained and directly con-
sumable by learners and teachers through user interfaces, as opposed to other
intermediary services primarily intended to be composed with others. Therefore,
a service discovery facility should allow educators to query for their educational
capabilities, rather than their low-level technical details. Moreover, educators
should be able to query for their collaboration properties since they are critical
to enable or not a collaborative scenario. Throughout this paper we will use the
term CSCL service to refer to any service-based tool that may be discovered
by educators and integrated in a CLS system. Note that, within this view, a
CSCL service is not necessarily designed for learning nor it is required to be
collaborative.

Concerning the type of searches, two very different types can be distinguished:
syntactic and semantic searches (named navigational and research searches in
[6], respectively). In the former type, the user provides the search engine with
a combination of keywords, retrieving a set of documents based on the appear-
ance of those keywords using Information Retrieval techniques [7]. In contrast, a
semantic search is intended to gather information compliant with the semantics
of the query. A search engine can achieve this by exploiting ontologies [8] that
are used to explicitly formalize knowledge, enabling rich descriptions and robust
information retrieval. We are interested in this latter type of searches for the
discovery of CSCL services since they allow much more expressive queries and
enhanced precision in service retrieval [9].

Current service discovery approaches are commonly accomplished using well-
known registries. Service providers publish service metadata in registries while
consumers query them to find appropriate services for their needs. However,
standard registries, such as UDDI [10] in the popular Web Services architecture
[11], only support syntactic searches. Moreover, just a restricted set of queries
are possible, e.g. business entities and the services they provide in UDDI (simi-
lar to the Yellow Pages). Semantic Web Service (SWS) technology [12] promises
to automate Web Service discovery allowing semantic searches, as well as auto-
matic invocation and composition. OWL-S [13] is perhaps the most remarkable
initiative for the semantic description of Web Services.

Our previous work [14] discussed these different approaches for the discov-
ery of CSCL services and proposed an ontology of CSCL tools with the aim
of allowing educators to perform semantic searches of service-based CSCL tools
using learning concepts. Such an ontology describes tools through the supported
tasks that can be performed by an actor (probably playing a role). In this
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paper, we present an evolution of this ontology, named Ontoolcole, that intro-
duces significant changes. Specifically, Ontoolcole incorporates an artifact mod-
ule, a task-level coordination module and the description of static information
resources. These changes dramatically improve the capabilities of Ontoolcole to
describe complex CSCL tools (although simple tools can also be described in an
easy way) such as stateful applications or decomposable group tasks. Besides,
in order to evaluate if educators can benefit from using Ontoolcole for the se-
mantic search of CSCL services, we have carried out an experiment with some
practitioners posing questions from their real practice.

The rest of this document is organized as follows: section 2 presents an
overview of Ontoolcole and discusses the limitations of a prior version. Section 3
depicts the new features introduced to overcome previous limitations and illus-
trates both the description of tools with Ontoolcole and the architecture of an
Ontoolcole-powered service discovery system. Next, section 4 evaluates whether
Ontoolcole can be employed by educators to search CSCL services. Finally, the
main conclusions of the study are shown as well as current research work.

2 Ontoolcole: The Vision

Ontoolcole is an ontology for the description of collaborative learning tools,
allowing the semantic search of CSCL services. This section first shows the design
criteria that guided Ontoolcole. Then, a brief overview of Ontoolcole is presented,
as well as the discussion of the limitations of the previous work [14].

2.1 Design Criteria

As discussed in [14], existing approaches for service discovery do not fit well into
educators’ needs for the search of CSCL services. Focusing on semantic searches,
emerging frameworks for SWS, such as OWL-S, provide a generic Web Service
description ontology that must be extended with a domain ontology to capture
specific knowledge. However, service descriptions are limited to a low-level in-
put/output transformation view. While this can be appropriate for business-to-
consumer (B2C), many CSCL applications are interactive and have collaborative
features that require other higher-level abstractions. This is the motivation for
Ontoolcole, an ontology for the description of collaborative learning tools.

Ontoolcole aims at describing CSCL tools from their users’ point of view, on
the assumption that educators will search for service-based CSCL tools querying
about their functionality. In this sense, Ontoolcole does not try to capture other
aspects such as implementation details which concern mainly service providers.
Decoupling the description of tools from technical details allows the use of On-
toolcole in a service discovery scenario, but it also offers new opportunities to
the CSCL domain, such as a recommender system of learning tools for CSCL
practitioners.

After concluding that the focus on tool descriptions should be put on sup-
ported functionality, a key design decision is to determine the level of detail, since
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there is a strong trade-off between complexity in the description and utility for
the search. A big, complex and powerful model may require too much effort
to provide comprehensive tool descriptions and to query. On the other hand, a
very simple model may result of little value for the final user. For instance, [15]
provides a thorough conceptual model of groupware intended to compare and
describe a wide range of groupware systems from their users’ point of view. How-
ever, this model describes groupware at the object and the operation level, e.g.
“A drawing tool offers objects like straight lines, points, curved lines, [. . . ]”. In a
search scenario, supporting fine-grained queries about these aspects requires ex-
haustive tool descriptions, while in most cases it would be sufficient just to offer
a higher level vision of their functionality. Thus, the decision in Ontoolcole has
been to describe the tasks that can be performed with a tool (see section 2.2).
Interestingly, a similar approach was taken in [16] for the search of bioinformatics
services.

Besides, the search process is meant to be semi-automatic in order to allow
the user to take the final decision in the service selection, reducing the required
complexity of the model. In this sense, Ontoolcole tool descriptions do not need
to be exhaustive but sufficient for an initial filtering from which the educator can
then choose. Nevertheless, Ontoolcole has been constructed with the aim to be
extensible and new extensions can leverage the automation of service discovery.

Finally, Ontoolcole has been formalized in OWL DL [17], a widespread and
expressive language with definite semantics that allows the use of off-the-self
Description Logic (DL) classifiers such as RacerPro [18]. A DL classifier can
support the search of services by reasoning whether a service description of the
set of available services is relevant to a query.

2.2 Ontoolcole Overview and Previous Limitations

An ontology specifies an explicit conceptualization of a domain that can be ex-
ploited by information systems such as a retrieval engine to organize information
and direct the search processes [8]. In this sense, the Ontoolcole ontology spec-
ifies that a Tool supports one or more Tasks that are performed by an Actor,
maybe playing a specific Role, as shown in Fig. 1. The realization of a Task may
require an Artifact as an input or may produce an Artifact as an output. This
simple schema is the basis of the description of tools in Ontoolcole and it has
been employed with small variations in the CSCL/CSCW literature [19]. How-
ever, Ontoolcole extends this model offering five prototypical task types that can
be further specialized, specifically Perception, Construction, Communication,
InformationManagement and Computation. These terms are a reification of the
uses that may be served by a tool [1]. This change is motivated in order to reflect
the actor’s point of view.

Each task type has its specific properties. A perception task, such as reading
or hearing, can only be performed by a person or a group and require some
artifact as input. Similarly, a construction task, such as writing or modeling, is
performed by either a person or a group and produces some artifact as a result
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Fig. 1. Overview of the previous information model of Ontoolcole

of the task. A communication task is explicitly performed by a group exchang-
ing messages of different types (text, graphics, audio, video or documents). In
contrast, an information management task can be specialized to publishing, re-
trieving, searching, sending or deleting some artifact. Finally, a computational
task, such as compilation or computer simulation, is always performed by a com-
puter system transforming some inputs into some outputs. Collaboration work
is naturally described in this model by specifying group tasks and the roles that
participants may play during the realization of a task. Moreover, group tasks
can be annotated in Ontoolcole as either synchronous or asynchronous.

Combining these elements, a wide range of tool types can be described. These
tool definitions can be very generic, e.g. “communication tool: any tool that
supports a communication task”, or more specific, e.g. “whiteboard: any tool
that allows a group to draw synchronously an image”. In a similar way, tool
instances can be described using Ontoolcole.

This brief description depicts Ontoolcole as in [14]. However, this preliminary
version had three main limitations that were detected when using it to describe
tool instances. First of all, it lacks an artifact model to accomodate the different
products that may be used or created during the realization of a task. This is a
critical aspect to differentiate the capabilities of a tool and the previous version
did not offer a mechanism for this issue. For instance, many tools can support a
writing task, but there are differences on the document types that can be edited
(e.g. a questionnaire) and on the format types that a tool can support.

Second, while Ontoolcole seems appropriate to describe tools designed for sin-
gle tasks (for example a simple text editor), there are many CSCL tools that
embody a complex workflow of tasks (for example a questionnaire management
tool) that cannot be described with this simple schema. Some kind of coordina-
tion model is required for the description of the dynamics aspects of a tool.

Third, some tools such as document repositories or bulletin boards keep some
kind of archival storage that can be accessed during different task realizations.
Thus, some mechanism is required to describe the static information resources
that a tool can manage. Limiting the description of these capabilities precludes
queries involving important features, such as the capability of storing text doc-
uments or supported format types of an artifact.
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3 Ontoolcole: New Features and Operation

This section first depicts the new features introduced in Ontoolcole in order
to overcome the three limitations depicted in section 2.2. Then, it illustrates
how CSCL tools can be described with Ontoolcole. Next, the architecture of an
Ontoolcole-powered semantic service discovery system is outlined.

3.1 New Features and Description of Tools

As discussed earlier, an important limitation of the previous version of Ontool-
cole was the lack of an artifact model, which hindered the description of tools
and reduced the capability of tool discrimination. This new model should help
to describe the artifacts required or produced during a task realization.

The resulting artifact model is shown pictorially in Fig. 2. The main de-
sign criterion has been to separate the artifact type from the format type. The
well-known MIME types [20] have been employed to define the artifact format
types. Interestingly, metadata standards such as LOM [21] or Dublin Core Meta-
data Initiative [22] also separate the content from the format. In contrast, our
approach makes heavy use of inheritance to structure the artifact types, and
explicitly defines a vocabulary that can be shared both by providers to describe
tools and by educators to submit their queries, leveraging the search process.
Moreover, this artifact model further describes some elements (although not
shown in Fig. 2). For instance, a TextDocument incorporates a property to spec-
ify the type of text document (generic, questionnaire, source program, etc.).

Besides, this artifact model is not intended to provide a very detailed artifact
model to avoid increased complexity and low usability, as discussed in section 2.1.
Moreover, new artifact types can be easily incorporated to allow the description
of a wider range of tools since we are aware that domain-specific tools, such as
network simulators, will require extensions to this model.

In our previous work, we detected the need to specify the resources a
tool can store. To solve this, a new property has been defined that relates

Artifact

Calendar

Document

Message

Score

Vote

MIMEType
ExecutableCode

Model

MultimediaDoc

SlidePresentation

MIMEApplication

MIMEAudio

MIMEImage

MIMEModel

MIMEText

MIMEVideo

Spreadsheet

hasMIMEType

Simulation

ConceptMap

UMLModel

Image

AudioClip

Animation

TextDocument

VideoClip

Fig. 2. The new artifact model for Ontoolcole represented as a UML class diagram.
Classes on the right depict artifact types while classes on the left the well-known MIME
types. A specific artifact instance, e.g. a TextDocument, should be related to a MIME
type instance, e.g. application/pdf.
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tools with the artifacts they can manage, exploiting the artifact model depicted
above. With this simple approach it is possible to specify that an e-mail facility
can store messages enclosing text and document files, for example.

Finally, the previous version did not allow the description of complex
workflows of tasks. This is, perhaps, the most challenging limitation, and
becomes quite important when describing asynchronous group scenarios, since
different users may perform individual tasks that conform a whole complex task.
Furthermore, the utility of this feature is not limited to such cases; for instance,
participants engaged in a synchronous group drawing task may interchange text
messages at the same time to coordinate their drawing. Thus, some mechanism
is necessary to describe the concurrent realization of the drawing and communi-
cation tasks.

Fig. 3(a) outlines the coordination model developed for Ontoolcole. Basically,
a CompositeTask has been defined as any task that is composed of exactly one
ControlConstruct element. This latter element acts as a container of tasks or
other control control constructs. Each control construct has different semantics:
Choice implies that only one of the elements contained is performed; Sequence
defines a time ordering; and Split serves to specify the concurrent execution
of the elements contained. Combining these elements, it is possible to describe
a wide range of complex workflows of tasks. Indeed, this coordination model
is inspired in OWL-S Composite Processes [13], although adapted to a task
context and using different OWL DL constructs, such as transitive composition
properties, to aid in tool classification and query.

An example of the use of this coordination model is shown in Fig. 3(b), rep-
resenting a possible scenario of an asynchronous group writing task. This de-
scription provides a high-level overview of the group task (top of Fig. 3(b)) that

peerAsynchWriting: Writing

Split

ControlConstruct

CompositeTask

SequenceChoice

peerAsynchWritingSequence: Sequence

indW1: Writing indW2: WritingdocPub: Publishing docRet: Retrieving
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COMPOSITE TASK
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PEER1 INDIVIDUAL TASKS PEER2 INDIVIDUAL TASKS
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1

1
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Fig. 3. Simplified view of Ontoolcole’s new coordination model (a). A CompositeTask
is composed of a ControlConstruct element that includes other tasks or other control
constructs. (b) illustrates the use of the coordination model for the description of an
asynchronous group writing. A text document is produced as a result of a sequence of
individual tasks performed by each of the members of the peer group.
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is further refined with the description of the individual tasks performed by the
members of the group (bottom of Fig. 3(b)). Remarkably, the sequence ordering
is defined by the use of the first and next properties, pointing to the first and
the subsequent tasks, respectively.

After overcoming the previous limitations, Ontoolcole has proven to be very
versatile for the description of CSCL tools. Different instances of document
repositories, drawing tools, whiteboards, collaborative text editors, multimedia
players, questionnaire management tools, chats and concept map tools, among
others, have been described with Ontoolcole. Exploiting Ontoolcole abstractions,
tools are described by the depiction of their different scenarios of use. For in-
stance, Fig. 3(b) forms the basis for the description of CoWeb [23], a popular
asynchronous group text editor based on Wiki. Further aspects of CoWeb have
been included such as group sizes, the storage of text documents and images,
document formats as well as the description of other CoWeb supported scenarios:
individual text edition and retrieval of stored documents.

We can draw out some lessons learned from the experience of describing tools
with Ontoolcole. Since the emphasis of Ontoocole is on the description of CSCL
tools, it was necessary to provide the mechanisms for specifying their collabo-
ration capabilities. This has been achieved by describing CSCL tools from the
user’s perspective, as discussed in section 2.1. In this sense, Ontoolcole is by no
means limited to collaborative tools, since it can accommodate a broad range
of individual applications, such as multimedia players or browsers. Besides, in
order to simplify tool descriptions, only representative scenarios of use should be
described. For instance, CoWeb can support many different variations of group
writing but describing all the possible scenarios would only help to find matches
to odd queries. Thus, a representative scenario can accommodate the majority
of queries and can be used to offer a sample view of a tool when formatting
query results to users. However, describing a tool requires a deep understand-
ing of Ontoolcole in order to provide comprehensive descriptions. Furthermore,
the popular ontology editor Protégé [24] has been employed for this issue and
using Protégé needs some training for non-trivial usage. Thus, ongoing efforts
should be carried out to develop an Ontoolcole-flavoured authoring system to
allow providers to describe their own tools. The following further discusses this
issue in the context of an Ontoolcole-powered service discovery infrastructure.

3.2 Using Ontoolcole for Semantic Service Discovery

As it has been shown in section 3.1, Ontoolcole can be exploited to provide
semantic descriptions of CSCL tools. Such tools can be offered as services by ex-
ternal service providers and integrated in a service-oriented CLS as, for example,
Gridcole [3]. Since Ontoolcole does not deal with implementation or technological
details, it can be seamlessly employed to describe the functionality of services,
enabling the semantic search of services using Ontoolcole abstractions.

In this sense, Ontoolcole can coexist with current service registries, such as
UDDI [10]. An educator can query Ontoolcole and eventually select an appropri-
ate tool. The entry found in Ontoolcole will point to one or more UDDI records
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Table 1. Ontoolcole’s supported query types

ID Query Type ID Query Type
ToolType Tool type Storage Allows artifact storage
Group Supports or not group realization GroupSize Min/max group size
Time Synch/asynch group task TaskType Supported task type
CompTask Elements in a composed task Ordering Task ordering in a sequence
ArtType Artifact type required as input/output ArtMIME MIME type of an artifact

of registered services that implement the selected tool. Although registries store
all the technical information (such as the WSDL interface) required to invoke a
service, a CLS may impose additional constraints. For instance, it may restrict
to those services adhering to the WSRP specification [25] to facilitate the end
user interaction with a service. Note that integrating a service in a CLS is out
of the scope of Ontoolcole.

Querying Ontoolcole semantic metadata requires a DL classifier such as Rac-
erPro [18]. The classifier is fed both with the Ontoolcole ontology and the tool
annotations to reason which ones comply to submitted queries. A schematic
overview of the query types that Ontoolcole supports is shown in table 1. These
query types map to Ontoolcole abstractions and can be combined to articulate
specific query expressions in a language such as nRQL [18] to interrogate Rac-
erPro for services. Hence, new features described in section 3.1 enabled query
types Storage, CompTask, Ordering, ArtType and ArtMIME.

Concerning users, it is quite relevant to evaluate if Ontoolcole’s supported
queries fit educators’ needs. This issue is tackled in section 4, depicting an ex-
periment with educators. Besides, it is not feasible to assume that educators will
learn a complex syntax such as nRQL to formulate their queries. Although this
is more a human-computer interaction issue than an Ontoolcole’s limitation, it
directly affects the usability of the system. To overcome this problem, we are
currently working on Ontoolsearch, a visual query formulation facility for On-
toolcole. Using graphical interfaces to exploit ontology-based applications is a
recent research topic with some initial solutions as [26]. In a similar way, a spe-
cialized service annotation facility for Ontoolcole would help service providers to
generate semantic descriptions of their offered services. In the meantime, knowl-
edge engineering experts can describe them using ontology editors as Protégé.

4 Ontoolcole: Evaluation

Sections 2 and 3 portrayed Ontoolcole and showed the architecture of an
Ontoolcole-based service discovery infrastructure. Since Ontoolcole has been de-
signed with the aim of facilitating to educators the search of CSCL services, it is
necessary to evaluate if Ontoolcole accomplishes this goal. Thus, the emphasis
should be on assessing whether educators’ real questions for services can be for-
mulated with Ontoolcole. Besides, we want to assess if retrieved services satisfy
users’ expectations for the questions they posed. To pursue these objectives, we
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Table 2. User profiles of the participants in the experiment. ‘CS’ stands for ‘Computer
Science’, ‘TM’ for ‘Telematics’, ‘ST’ for ‘Signal Theory’ and ‘ED’ for ‘Education’.

Faculty # of Area of Knowledge CSCL Practitioner Ontoolcole Knowledge

Position Users CS TM ST ED Yes No Yes Fair No
Professor 5 - 3 - 2 5 - 2 1 2
Teacher 8 2 3 1 2 4 4 2 1 5
Grant holder 1 1 - - - - 1 - - 1
Student 1 - 1 - - - 1 1 - -
Total 15 3 7 1 4 9 6 5 2 8

have devised an experiment engaging several educators to pose non-restricted
questions from their real practice.

Interestingly, some methodologies for ontology evaluation such as [27] propose
the use of competency questions defined a priori and tested afterwards against
an ontology to evaluate its compliance. In contrast, the proposed experiment
involves real users to express their information needs based on their practice and
without any restriction on the questions posed. Hence the goal of the former
methodology is to evaluate whether an ontology can respond to a subset of
predefined questions, while the aim of the devised experiment is to assess whether
a specific ontology can fit the information needs of a community of users.

4.1 The Experimental Setup

In order to evaluate whether educators can search CSCL services using Ontool-
cole we devised the following experiment. 15 education practitioners were re-
cruited and demanded to formulate questions for tools in the context of their real
practice. These abstract demands must be translated into well-formed queries to
be submitted to an Ontoolcole-powered retrieval system. For this role we have
employed a RacerPro system fed with a test knowledge base. Since the graphical
query facility, Ontoolsearch, was not available at the time of the experiment, a
human mediator has been in charge of translating user questions into nRQL
queries. Translated queries have been paraphrased back to natural text and re-
turned to participants in addition to the tools found by RacerPro. Nevertheless,
the mediator hides the human-computer interaction issue while enabling the
evaluation of the initial goals of the experiment. Finally, users have provided
feedback about the translation quality and the utility of the found tools for their
educational settings.

An overview of the profiles of the 15 participants in the experiment is shown
in table 2. Most of them are professors or teachers either in Computer Science,
Telematics, Signal Theory or Education. Remarkably, 9 out of 15 are practition-
ers in CSCL and 7 have some knowledge about Ontoolcole. It was expected that
CSCL practitioners posed questions about CSCL settings, although they were
not obliged to. Besides, evaluation results might be influenced by prior users’
knowledge about Ontoolcole. Section 4.2 further discusses these aspects.
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Table 3. Overview of the context of the analysed questions

# of Setting CSCL
Degree Studies Questions Face-to-face Distant Blended Yes No

MsC Computer Science 8 3 1 4 3 5
MsC Telecommunications 20 13 4 3 12 8
PhD Telecommunications 7 1 3 3 6 1
MsC Education 5 1 1 3 3 2
Total 40 18 9 13 24 16

In addition, a reasonable amount of educational tools should be described
using Ontoolcole, in order to validate the retrieval part. For the experiment we
prepared 21 tool descriptions, including text editors, browsers, document visual-
izers, authoring tools, document repositories, questionnaire management tools,
chats, e-mail, drawing tools, spreadsheets and concept map tools. Since most of
the tools have been employed in some courses following a CSCL methodology in
our University, we expected they could be useful for questions referred to CSCL
settings. However, the used dataset is too small to find adequate tools for very
specific needs. In this sense, a bigger dataset would be valuable for a deeper
analysis of the query results. This is part of future work.

Hence, in a complete scenario, after choosing a tool the user should select one
of the available service implementations, as discussed in section 3.2. However,
this step would add unnecessary complexity to the experiment reported in this
paper, since it is not required for the evaluation goals considered here.

4.2 Evaluation Results

The participants in the experiment formulated 40 questions. An overview of
the context of these questions is shown in table 3. They refer to courses on
Computer Science, Telecommunications and Education as well as a doctoral
course on Research Methodology. Besides, questions present a balanced mix-
ture of face-to-face, distant and blended settings, while 24 out of 40 questions
were conceived for the practice of CSCL. They refer to different activities such
as UML modelling, signal/noise calculations, network simulations, design of di-
dactic units, HTML authoring, group writing or document sharing among oth-
ers. Some of them were very specific and used similar abstractions as those
supported by Ontoolcole. For instance one participant asked for “a tool for vi-
sualizing PDF documents” and it was easily translated to nRQL without any
information loss. However, in other cases questions were more abstractly defined
and used different concepts as those modelled in Ontoolcole. For example, the
question “I’m searching a tool that supports working with your companion, al-
though not only working, but requiring sharing information between them, not
just dividing the work in two parts. Besides, it should allow seeing what your
companion makes and support communicating with her in an easy way” was
paraphrased to “any tool that supports the construction of artifacts
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Table 4. Summary of the evaluation results. Levels are: 5 (very good), 4 (good), 3
(somewhat good), 2 (somewhat bad), 1 (bad) and 0 (very bad). The first two rows
distinguish questions referred or not to CSCL settings. Following three rows present
the evaluation results according to the users’ knowledge of Ontoolcole. Final row shows
the aggregated figures.

Question Translation Quality of the Found Service
Set Understanding Translation Tools (%) Utility

CSCL 24 4.88 3.85 87% 4.32
Non-CSCL 16 4.71 3.29 75% 2.21
Ontoolcole-aware: Yes 16 4.94 3.28 100% 3.02
Ontoolcole-aware: Fair 10 4.70 3.40 70% 4.43
Ontoolcole-aware: No 14 4.75 4.33 71% 3.80
Total 40 4.82 3.64 82% 3.55

in group and, besides, supports the communication among group mem-
bers” in the nRQL syntax. Hence the query does not include the awareness part
of the question since it cannot be expressed with Ontoolcole.

Thus, the 40 questions were translated into nRQL queries and submitted to
RacerPro. In some cases various queries were produced for a single question
in order to disambiguate different possible interpretations. With the translated
queries and the retrieved tools, a personalized response was sent to the partic-
ipants of the experiment. Users’ feedback was collected concerning the quality
of the translated queries and the usefulness of found tools. Table 4 summarizes
the quantitative results.

Figures under column ‘Translation Understanding’ show that most partici-
pants understood very well the translated queries, indicating that Ontoolcole’s
abstractions are comprehensible. Significantly, users ranked with an overall 3.64
(out of 5) the quality of the translations. Taking into account that users were not
restricted on the questions they posed, this figure can be considered very posi-
tive. Interestingly, questions referred to CSCL settings were ranked a 17% better
than non-CSCL. Since Ontoolcole emphasises the description of collaborative
features, this difference is understandable. Curiously, users aware of Ontoolcole
were more demanding than the rest (3.28 vs 4.33), although the mediator feels
that some of the questions were thought as a challenge to Ontoolcole.

Besides the quantitative figures, participants provided valuable comments
about translated queries that can help to explain the results in table 4. In this
sense, some users formulated questions at an upper level than the one supported
by Ontoolcole, using high-level abstractions such as “group memory” and “pre-
sential debates”. In contrast, these were translated to “stored documents that
can be accessed by a group” and “synchronous communication”. Users
were aware of this ‘semantic gap’ although they considered that the essence
of the questions was preserved in the queries. In other cases there were some
misunderstandings due to natural language ambiguity. For instance, the medi-
ator interpreted that a user demanded a programming environment when she
required a tool for program designing (possibly a UML modelling application).
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Finally, non-CSCL questions were sometimes too specific, e.g. “network simula-
tors including the TCP protocol”, requiring some kind of extension.

Concerning the tools found, there are revealing differences between questions
referred or not to CSCL. As discussed in section 4.1, most of the tools in the
test knowledge base are used in CSCL settings. This explains that users consid-
ered much more useful those tools found for CSCL-related questions, since they
can accommodate a wide range of CSCL activities such as debates or collabora-
tive group work. Besides, questions not referred to CSCL were sometimes very
domain-specific, demanding network simulators, specialized computer graphics
applications or very specific authoring tools for psycho-pedagogy, just to men-
tion a few. Such questions matched no instance, or rather generic ones. However,
the core of Ontoolcole (tasks, artifacts, etc.) fits these queries but extensions
concerning specific artifact types (e.g. data-network model) would increase the
precision of responses. In this sense, specialized extensions for Ontoolcole seem
a feasible approach to exploit Ontoolcole in other non-CSCL domains.

To conclude the analysis, users suggested some enhancements to leverage On-
toolcole. Excluding specialized domain-extensions, CSCL users demanded the
description of awareness, advanced commenting and meeting capabilities. Other
required technological features such as supported OS or QoS parameters. In order
to further analyse these aspects related to Ontoolcole extensibility, a final ques-
tionnaire was submitted to participants demanding them to rank Ontoolcole’s
supported query types (see table 1) and 11 possible extensions extracted from
users’ comments. Interestingly, although users did not know which query types
Ontoolcole supported (the questionnaire included a disordered list of items), the
top-five corresponded to existing ToolType, TaskType, Group, Time and ArtType
query types in table 1. On the other hand, the bottom-five matched extensions
suggested by users. Nevertheless, users ranked positively extensions for aware-
ness and domain-labelling and we are currently considering the inclusion of some
suggested new features in Ontoolcole.

4.3 Related Work

OWL-S describes service functionality in terms of the transformation produced
by the service (represented by inputs and outputs) and the state change produced
by the execution of the service (represented by preconditions and effects). In this
sense, OWL-S allows the semantic description of service interfaces as description
logic-based OWL classes in order to support automatic service invocation and
composition. However, it is arguable that this kind of information is appropriate
to search a service. On the one hand, it compels users to formulate questions at
the interface level and in the experiment we carried out none of the questions
was at this level of detail. On the other hand, the same service functionality
can be offered with different interfaces utilizing other combinations of opera-
tions and message types, severely hindering the capability of finding an appro-
priate service. Our experiment shows that real questions proposed by education
practitioners are very difficult to translate to OWL-S low-level interface-oriented
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queries. Interestingly, these problems have been also reported for user oriented
semantic service discovery in the very different domain of bioinformatics [28].

Finally, some comments can be made about syntactic and semantic searches.
Traditional syntactic searches deal with textual information. However, some kind
of metadata is required for the search of services since they are software com-
ponents that cannot be directly queried. In this sense, a service registry such as
UDDI defines an information model that allows syntactic queries about the ele-
ments contained in this model. In contrast, Ontoolcole ontology formally defines
a vocabulary that describes conceptual elements about CSCL tools and the rela-
tions between these elements with definite semantics. Thus, a direct comparison
between UDDI and Ontoolcole is not possible since the information contained
in a UDDI record is very different from an Ontoolcole service description, al-
though [14] discussed that the UDDI information model was not appropriate
for the search of CSCL services. Furthermore, semantic searches supported by
Ontoolcole were positively considered by users during the experiment, allow-
ing very expressive queries using powerful OWL DL constructs such as concept
inheritance or transitive properties.

5 Conclusions and Future Work

This paper presented significant enhancements made in Ontoolcole, an ontol-
ogy of collaborative tools intended for the semantic search of CSCL services by
educators. The artifact model developed defines an extensible structured depic-
tion of the artifact types that can be employed during the execution of CSCL
activities. The formatting information of the artifacts is described using the well-
known MIME types. In addition, a mechanism has been built for specifying the
resources a tool can store. Finally, a coordination model has been incorporated
for the description of complex workflows of tasks. With these new features, a
wide range of CSCL tools can be described, enabling the semantic search of
services using Ontoolcole’s abstractions.

In addition, we carried out an experiment with real users to evaluate whether
Ontoolcole can be employed by educators to search CSCL services. 15 partic-
ipants expressed their information needs for tools in the context of their real
practice without any restriction on the questions they posed. A mediator trans-
lated those questions into queries and submitted them to an Ontoolcole-powered
retrieval system. Participants ranked with an overall 3.64 out of 5 the quality of
the translations, indicating that Ontoolcole has the semantic richness to support
these queries. Significantly, questions referred to CSCL settings were ranked a
17% better due to Ontoolcole’s emphasis on collaboration features. Moreover,
the tools retrieved were rated with 4.32 out of 5 for the CSCL case, evidencing
that users found useful tools for their educational needs.

Future work includes the development of Ontoolsearch, a visual query formu-
lation facility for Ontoolcole. Ontoolsearch aims to substitute the mediator in
the precedent experiment, allowing educators to autonomously search CSCL ser-
vices. Besides, we are considering users’ suggestions to produce a new version of
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Ontoolcole. Then, a new experiment will be performed in order to assess whether
educators can accomplish a complete service search scenario.
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3. Bote-Lorenzo, M.L., Vaquero-González, L., Vega-Gorgojo, G., Dimitriadis, Y.A.,
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and tailorability in collaborative learning systems using IMS-LD and grid services.
Advanced Technology for Learning 1(3) (2004) 129–138

5. Morch, A.: Three levels of end-user tailoring: customization, integration and exten-
sion. In: Proceedings of the Third Decennial Aarhus Conference, Aarhus, Denmark
(1995) 41–45

6. Guha, R., McCook, R., Miller, E.: Semantic search. In: Proceedings of the
Twelfth International World Wide Web Conference (WWW2003), Budapest, Hun-
gary (2003)

7. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. First edn.
Addison-Wesley, Harlow, UK (1999)

8. Chandrasekaran, B., Josephson, J., Benjamins, V.: What are ontologies, and why
do we need them? IEEE Intelligent Systems 14(1) (1999) 72–81

9. Klein, M., Bernstein, A.: Toward high-precision service retrieval. IEEE Internet
Computing 8(1) (2004) 30–36

10. Organization for the Advancement of Structured Information Standards (OASIS):
Introduction to UDDI: Important features and functional concepts (2004) URL:
http://uddi.org/pubs/uddi-tech-wp.pdf, last visited April 2006.

11. Curbera, F., Duftler, M., Khalaf, R., Nagy, W., Mukhi, N., Weerawarana, S.: Un-
raveling the web services web. IEEE Internet Computing 6(2) (2002) 86–93

12. Paolucci, M., Sycara, K.: Autonomous semantic web services. IEEE Internet
Computing 7(5) (2003) 34–41

13. Martin, D., et al.: OWL-S: Semantic markup for web services (version 1.1).
Technical report, DARPA Agent Markup Language Program (2004) URL:
http://www.daml.org/services/owl-s/1.1/overview/, last visited April 2006.



Ontoolcole: An Ontology for the Semantic Search of CSCL Services 325

14. Vega-Gorgojo, G., Bote-Lorenzo, M.L., Gómez-Sánchez, E., Dimitriadis, Y.A.,
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Abstract. The FernUniversität in Hagen uses the web-based collabora-
tive learning platform CURE to implement different collaborative learn-
ing scenarios such as seminars or lab courses. In these scenarios, students
form groups and collaboratively solve tasks given by the teachers. Inter-
views with students that have used CURE showed major interest in using
CURE nomadically without the need for permanent internet access. No-
madic use would allow students to work with CURE content at any time
and place while maintaining the advantages of a shared, synchronized
CSCL environment once they are online again. In this article, we de-
scribe which requirements we have identified for a nomadic use and how
we extended CURE to fulfill these requirements.

1 Introduction

In recent years, the application of computer-based learning methods to classical
lectures, seminars, or lab courses has been gaining in popularity. Though these
methods cannot fully replace face-to-face learning, they represent a valuable en-
hancement, especially in view of continuing education or cooperative learning. In
distance teaching, computer-based learning allows students all over the world to
collaboratively acquire and apply new knowledge. Knowing that, the FernUni-
versität in Hagen developed a web-based collaborative learning platform named
CURE [1] which has successfully been in use for over two years now.

The FernUniversität in Hagen is the only distance teaching university in Ger-
many. Most of its students study at home, often as a part time student while
being in a full-time employment. Thus, the independence in time and place is one
of the major reasons for enrolling in a distance teaching university. Interviews
with students that have used CURE during lectures, seminars, or lab courses
revealed major interest in using CURE nomadically. Since CURE is web-based,
spare time during train journeys or flights where no internet access is available
cannot be used for reading or editing CURE content. Furthermore, the need for
a permanent internet connection while working in the CURE environment, can
lead to significant expenses for students studying at home using dial-up connec-
tions. Supporting a nomadic use of CURE would thereby significantly enhance
the available learning possibilities.

In this article, we describe the requirements we have identified for a nomadic
use and how we extended CURE to fulfill these requirements. The article is struc-
tured as follows: The next section introduces the collaborative learning platform

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 326–340, 2006.
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CURE which forms the basis for the work presented in this paper. Then, we dis-
cuss some scenarios that describe common use cases of CURE and demonstrate
potential advantages of using CURE nomadically. Based on these scenarios, we
determine the requirements for a nomadic use of CURE and then describe how
we fulfill them. Finally, we compare our approach with the related work before
concluding with a summary and an outlook on future work directions.

2 CURE in a Nutshell

CURE [1] is based on the metaphor of virtual rooms, that uses the room as a
representation of a virtual place for collaboration. Room metaphors [2] [3] have
been widely used to structure collaboration.

Figure 1 shows the abstractions that are offered by CURE. Users enter the
cooperative learning environment via a virtual entry room named ’Hall’. Rooms
can contain further subrooms, content in the form of so called pages, communi-
cation channels (e.g. chat, threaded mail) and users. The concept of virtual keys
[4] is used to express the access rights a user holds for a certain room and the
content of this room. Keys, for example, assign the right to enter a room, create
sub rooms, edit pages, or to communicate within the room. Rooms with public
keys are accessible to all registered users of the system.

Cooperative learning
environment

Room UsersPages

Communication
channels

Entry room

adjacent rooms

contains has

has

Virtual keys define
groups and rights

Fig. 1. CURE abstractions

When users enter a room, they can participate in collaborative activities and
access the room’s communication channels, i.e. by using the chat that is auto-
matically established between all users in a room. They can also view the pages
that are contained in the room. Users possessing suitable keys can freely edit
the content of pages, with the changes being visible to all members in the room
after uploading. Earlier versions of a page remain accessible to allow tracing
of recent changes and support conflict resolution in case multiple users edit a
page concurrently. Pages may either be directly edited using a simple Wiki-like
syntax [5], or they may contain binary documents, e.g. JPEG images, Microsoft
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Word documents etc. In particular, the syntax supports links to other pages,
other rooms, external URLs or mail addresses. The server stores all artifacts
to support collaborative access. Thus, when users leave the room, the content
stays available, allowing them to come back later and continue their work on the
room’s pages. However, this implies that the CURE platform as such requires
the user to be connected to the Internet to access content stored on the CURE
server.

Fig. 2. A room in CURE

Figure 2 shows a typical room in CURE as it appears in the users web browser.
The numbers in the figure refer to details explained in the following paragraphs.
A room contains pages ① that can be edited by users having sufficient edit
rights ②. CURE stores all versions of a page ③. It provides two room-based
communication channels, i.e. a mail box ④ and a chat ⑤. Users can use the
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room-based e-mail to send mails to the room. Users of the room that have
sufficient communication rights will receive these messages.

By providing a plenary room, sharing and communication, a whole class or
organization can be supported. By creating new rooms for sub-groups and con-
necting those to the classes’ or organization’s room, work and collaboration can
be flexibly structured. Starting from the plenary room users can navigate to the
connected sub-rooms ⑥.

For user coordination, CURE supports various types of awareness information:

1. A list of users with access to the room is available in the room’s properties
⑦.

2. Small images represent those users currently present in the room ⑧.
3. If the chat is enabled in the room, users can directly start chatting to each

other ⑤.
4. Users can trace who has previously edited the current page ⑨.
5. Daily reports automatically posted to all users of a room include all changes

made since the last report was sent.

3 Requirements Analysis

In this section, we will determine the requirements for a nomadic use of CURE
by describing two typical use cases and pointing out how nomadic use would
improve the working process. The first use case describes a seminar conducted
in CURE (see section 3.1) while the second describes the self-organization of an
independent working team of students (section 3.2).

3.1 Seminar in CURE

Michael has enrolled in a virtual seminar and he just received the key to a room
in CURE (like in figure 2) that the supervisors have created as a central meeting
point for the participants. The room already contains a number of CURE pages
that give a basic overview of the seminars subject and define the planned work-
flow and timetable. The general subject is split up into a number of sub-topics,
each of which should be worked on by two students in collaboration. To reflect
this, the main room contains a page with links to a number of sub-rooms, i.e. one
sub-room for each sub-topic, and the students have been assigned private keys
for their respective room. The supervisors have uploaded some PDF-documents
to each sub-room that serve as a starting point for further investigations. In
addition, a CURE page containing a template for the seminar thesis to be pre-
pared by each group is provided. The students are supposed to use the sub-rooms
for coordination and communication within their group. They are also encour-
aged to use the room for uploading drafts, intermediary results and the final
seminar thesis. The main room should be used for communication between all
participants of the seminar and as a central repository for CURE pages with
information and links of general interest.
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Michael would like to start by reading the provided material and then insert
some first thoughts right into the thesis draft. Unfortunately, he soon has to
leave for a job-related journey. Michael knows that he will have some hours of
spare time on that journey, but he will not be able to access the CURE server
during that time. Therefore, he settles for downloading the PDF documents to
his notebook to have some reading material. During the journey, Michael has
more time than expected, so he starts to work on the thesis by making notes
in a simple text editor on this computer. However, since he does not have the
provided draft with him, his work remains a coarse collection of thoughts. As
Michael returns home, he connects to the Internet, enters his groups sub-room
and notices that his colleague has already inserted some notes into the designated
CURE page. Some of these overlap with Michael’s work and he has a hard time
copying and pasting his sketches to the common page without loosing the existing
text.

An application that allows a nomadic use of CURE could have supported
Michael by enabling him to

– conveniently download some of the accessible CURE rooms together with
the contained documents and wiki pages,

– view the downloaded pages offline just like they are presented within CURE,
– create and edit CURE pages, preferably with support for applying Wiki tags

to structure and format the text, and
– synchronize local changes with the CURE server, preferably with support

for convenient resolution of version conflicts.

3.2 Student Working Team in CURE

Christine wants to use CURE to collaboratively discuss the curriculum of the
Bachelor of Computer Science with other students. She plans to create a room
that contains sub-rooms for each class she has attended during her studies.
These sub-rooms should be used to exchange and discuss lecture notes or other
material provided by the students and collect documents for the preparation of
written and oral exams. Therefore, she only wants to share the room with other
students without giving access to the teachers. To allow browsing the collected
material, the main room shall contain a page with links to the individual sub-
rooms, which in turn shall each contain a table of contents linking to the rooms
respective pages. She hopes that other students will use these rooms to retrieve
documents, add material themselves, and discuss the contents via mail or chat.

Of course, this rather complex structure can be constructed using CURE.
However, for each document or sub-room Christine wants to create, she has to
interact with the server and wait for its response, which can become rather time
consuming considering the scope of the project. Additionally, Christine will have
to switch back and forth between rooms to update the table of contents or to
create new sub-rooms, which can become confusing, in spite of the navigation
tools CURE provides.

Again, an application that allows a nomadic use of CURE would have sup-
ported Christine, by, in addition to the previous scenario.
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– offering a more intuitive and responsive interface than the web interface of
CURE, e.g. by showing an overview of the projects structure at all times,

– supporting the convenient creation of rooms and pages as well as intercon-
necting links,

– allowing to upload selected rooms together with contained sub-rooms and
documents, and

– respecting the access rights defined by virtual keys,

3.3 Summary

CURE as a web-based collaborative learning platform focuses on providing access
using any web browser, with the only requirement being an existing Internet
connection. While this ensures a maximum in flexibility, the user interface is
limited due to the possibilities of the web browser. User input has to be sent
to the server for processing before the result can be shown within the user
interface. An independent local application on the users computer can improve
the usability by reducing the response time. Furthermore, a local application can
provide a more intuitive user interface compared to the possibilities available
in web-based applications. However, the most important advantage of a local
application that can synchronize user data with the central CURE-Server, and
let the user view and edit CURE content locally, would be the independence
from permanent Internet access. This would allow users to effectively use times of
mobility and reduce online costs. Working and learning would become possible at
any time and place while keeping the advantages of a shared CSCL environment.

Summarizing, the following requirements for a nomadic use of CURE must
be met by a local application:

R1: A communication interface between the CURE server and a local client has
to provide read and write access to the contents of CURE.

R2: CURE controls the access rights using virtual keys. These access rights must
be respected by a local client. This includes authentication of the users.

R3: Users have to be able to individually select the content they want to access
locally. The data has to be stored persistently on the users computer while
maintaining the structure existing on the server (i.e. rooms, sub-rooms and
contained pages).

R4: Editing of server based content should not be locked, to retain the collabo-
rative nature of CURE pages. Therefore the local application has to provide
synchronization of local data with the content stored on the CURE server.
Support for the resolution of conflicting changes performed by multiple
users on the same page has to be given.

R5: Compared to the web interface, an intuitive user interface has to simplify
the creation and editing of content.

4 Approach

To address the identified requirements (R1-R5), we have integrated a com-
munication interface, called offlineCURE -server, into the CURE-server. The
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offlineCURE -server offers access to CURE data in parallel to the web inter-
face. The local application, named offlineCURE -client, was implemented as a
Java application to be independent from the operating system used by the users.
The following sections will give a detailled description of how we addressed the
above requirements (R1-R5).

4.1 Communication Interface (R1)

Figure 3 shows the overall architecture of CURE after being extended with
offlineCURE. Without offlineCURE users can access CURE content using stan-
dard web browsers. The communication between a client and the server is es-
tablished via HTTP and servlets running on the server respond to the clients
requests. CURE content is stored in a database that is accessed by the servlets
via the CURE kernel.

CURE-
Database

CURE

offlineCURE-server

Servant
Script-

Interpreter

Servant

Servant

Web-server

Servlet
Servlet

Servlet

Servlet
Servlet

Servlet

CURE
-

Kernel

Servlet
Servlet

Servlet

JDBC

Users

Users

Browser

Browser

Browser

offlineCURE-Client

offlineCURE-Client

offlineCURE-Client

HTTP

HTTP

HTTP

TCP / IP

TCP / IP

TCP / IP

Fig. 3. offlineCURE architecture

The offlineCURE -client and the offlineCURE -server communicate via a
TCP/IP connection. To ensure secure communication, it is possible to set up an
SSL connection [6]. After the client established a connection to the offlineCURE -
server, users have to authenticate themselves, before gaining access to the
content. Alternatively, users have the chance to authenticate the server with
a server-certificate, signed by a certification authority or a trust center.

Communication between the offlineCURE -server and the offlineCURE -client
is handled using an intuitive and flexible script language. This language allows to
access all necessary methods of the CURE kernel. Examples of basic commands
are the download of rooms or pages, the upload of edited pages or rooms, the
creation of new pages, rooms or keys, the synchronization of local content with
server data, etc. Example script commands are:
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– get page * in room name "Hall";
returns all pages in the room Hall.

– create room name "Seminar" in room name "Hall";
creates a new sub-room Seminar in the room Hall.

– update page name "Welcome" in room name "Hall" -content="...";
updates the page with the name Welcome in the room Hall with the specified
content.

– create key for room name "My Room" -rigths=124 -freekey;
creates a free key for the room My Room with the rights 124.

The servers response can have different output formats, with the standard
format being XML. For higher security, the offlineCURE -server filters sensible
data via a read-filter before sending responses to the client. When performing
write-actions, like updating a page or a room, the content is filtered via a write-
filter.

To allow a maximum of concurrency, the server uses a dedicated process for
each client that receives and interprets script commands and generates the re-
spective response. Database conflicts are avoided by making use of the object
manager in the CURE kernel which is based on transactions. To improve con-
currency, script commands are handed as atoms, i.e. if multiple commands are
received from the client, each command is handled by one transaction. Further-
more, the offlineCURE -server distinguishes between read- or write-commands
for the above-mentioned object manager of the cure kernel.

In addition to read and write access to CURE content, the offlineCURE-
server supports user awareness by being able to send notifications, e.g. actions,
messages and news, to each client via a separate communication-channel. This
way, processes on the server-side or other applications can reach the users.

4.2 Respecting User Rights (R2)

In CURE, users can have different user rights. For each room users can ac-
cess, they have virtual keys defining the rights within the respective room [4].
offlineCURE ensures these user rights by requiring user authentification and by
checking the user rights before executing a script command .

Figure 4 shows a UML activity diagram describing the execution of a script
command by the offlineCURE -server. After receiving one or more commands,
the offlineCURE -server checks the syntax of the command to be executed. Since
each script command is unambiguously related to a target room, the semantic
part of the script interpreter can then check whether the user has sufficient
rights to execute the command in the specified room. This guarantees that users
can only execute commands via the communication interface that result in ac-
tions the user could also perform via the web interface. If a user does not have
sufficient rights, the offlineCURE -server responds by sending an error code to
the offlineCURE -client and stops the transaction. Otherwise, the offlineCURE -
server consecutively executes the received commands via the CURE kernel and
delivers its results.
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Receive script command(s)

Check user rights
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[Invalid command]
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[Commands > 0]
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Response error

[Sufficient
rights]

[Insufficient rights]

[Errors = 0]

[Errors > 0]

Fig. 4. offlineCURE -command execution

4.3 Selection of Local Data (R3)

Users enter CURE via a main room from where different sub-rooms can be
accessed. Sub-rooms can again contain further sub-rooms and each room has
its own content, i.e. wiki pages or binary pages. Thus, the content of CURE is
hierarchically organized in a tree structure.

For the selection of data, the offlineCURE -client visualizes this tree and lets
users mark the content they want to access nomadically, e.g. a room including
all or part of the rooms content, one or multiple pages, or a complete branch
of the tree. To reduce network communication, the offlineCURE -client only re-
quests the information needed to build the currently shown depth of the tree.
If a user selects deeper layers, the offlineCURE -clients recursively requests the
corresponding information.

When the user has selected the desired content for nomadic use, the
offlineCURE -client downloads the respective data and stores it locally. Rela-
tions between the replicated content objects is maintained, thus providing the
same structure of rooms, sub-rooms and pages as on the server. Subsequently, the
user can disconnect from the network and use the replicated data nomadically.

4.4 Synchronization of Local Data (R4)

Since offlineCURE is designed to enable the use of CURE content while being
completely independent of network connections, the offlineCURE -client cannot
directly propagate local modifications to the CURE server and other users. This
may result in conflicts between the local version of a document and its version on
the CURE-server. A way to avoid this, would be locking a document on the server
whenever a user transfers it to the offlineCURE -client. However, this would
prevent simultaneous, independent editing and thus contradict the collaborative
nature of CURE. The possibility to edit a document would depend, e.g., on the
author who has locked it [7].
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Instead of using such a pessimistic approach, offlineCURE re-uses the opti-
mistic approach of CURE and lets users work on separate logical versions of a
document, and resolve conflicts when the content is uploaded to (synchronized
with) the CURE-server. For this purpose, offlineCURE uses an optimistic repli-
cation strategy [8], i.e. the original content on the server is not locked and users
still have the possibility to modify it using the web interface or edit local copies
on their offlineCUREclients.

In CURE, version management uses timestamps that are assigned to CURE
content when it is created. To detect conflicts between client and server data,
the offlineCURE -client uses a combination of these server-based timestamps and
client-based modified bits [8]. While the timestamps included in the local copy
of content objects are never changed by the client, modified bits are set when-
ever a user changes a local document. Table 1 shows possible combinations of the
server-based timestamp and the client-based modified bit. When users start a syn-
chronization, the offlineCURE -client analyzes the local content to determine the
necessary synchronization actions. The result of this analysis is visualized in a tree
to enable the user to select which synchronization actions he wants to perform.

Table 1. Possible combinations of timestamp and modified bit and the corresponding
synchronization action

Server Client Synchronization action
t1 n/a Content only available on the server; download to client

n/a t1/+ Content only available on the client; upload to server
t1 t1/- Content unmodified; no synchronization necessary
t1 t1/+ Content modified on the client; upload to server
t2 t1/- Content modified on the server; download to client
t2 t1/+ Content modified on server and client; conflict resolution

t1, t2: Consecutive timestamps on the CURE-server
n/a: Document is not available at this site
- / +: Document was not changed / changed by an offlineCURE -client

In case of a conflict, the offlineCURE -client makes use of the CURE versioning
approach. Figure 5 shows how CURE manages different versions of a document.
A newly created document has the version V1. When a document is changed
for the first time, the version number is changed to V2 (see figure 5 a). When
this version is changed, it is assigned V3 (see figure 5 b). Figure 5 c) shows
the result of another user editing V2 in parallel. In this case, CURE creates
a parallel version V4 and immediately adds version V5 (see figure 5 d). The
automatically created version V5 is called merge-page and contains the versions
V3 as well as V4. In version V5, V3 and V4 are separated by text that points
out the conflicts and requests the user to solve them.

CURE uses this versioning approach to manage conflicts that might occur
when users modify the same version of a document via the web interface. This
way, CURE prevents users from overwriting the changes other users have
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Fig. 5. Versioning in CURE

performed. Solving these conflicts via the web interface can be quite difficult.
Therefore, the offlineCURE -client employs a different visualization for merging
pages. If the client detects a version conflict during synchronization with the
server, it allows the user to select the versions he wants to merge. The text of
the selected versions is then compared blockwise and both versions are aligned
in an editable form. Differing blocks are highlighted in the user interface and
users can select which block they want to use in the merged version, or edit one
version manually. When a user has solved a conflict, the merged document is
uploaded to the server resulting in a new version.

4.5 User Interface (R5)

Figure 6 shows the user interface of offlineCURE. The left area of the user
interface shows a tree-based overview of the content that is locally available.
Compared to the web interface, this simplifies the navigation, since users always
have an overview of the local content available. The level of detail can be tailored
by expanding or collapsing individual tree branches. Context-sensitive menus
allow users to perform actions in relation to the selected object, e.g. create a
new sub-room in a room or delete a page. Additionally, the offlineCURE user
interface offers statical menus, keyboard shortcuts, and a toolbar with frequently
used actions.

Figure 6 also shows two windows in which the user currently edits CURE
pages. The upper left window contains the representation of a merge-page with
two conflicting text versions. The lower right window shows a page containing
a complex table. Both windows are split horizontally. The upper part is used
for editing Wiki pages while the lower shows a real-time preview of the ren-
dered page. The size of the edit and preview areas is variable, i.e. users can
decide to display only the edit area while working on a long document, or use
the preview area on its own for browsing CURE content offline. The real-time
preview shows the page content like it would be rendered in the users browser
when working with the CURE server. This also includes usable links to other
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Fig. 6. offlineCURE user interface

documents, external URLs etc. Support for creating complex structures is given
by indicatingwhether internal links on a page are valid, i.e. whether the linked
content is available locally, and allowing users to conveniently create content
via context sensitive menus attached to links. The toolbar provides support for
incorporating Wiki-tags into the page text. Compared to the web interface, the
offlineCURE user interface significantly improves the usability and workflow
when editing CURE content.

5 Related Work

In this section, we compare offlineCURE with learning platforms or Wiki engines
that offer a nomadic use. This excludes learning platforms like, e.g. Moodle [9]
or WebCT [10], as these do not support nomadic use.

BSCW [11] and BSCL [12] are web-based collaboration platforms. BSCW
allows to download documents, edit them locally, and then upload the modi-
fied document. BSCWeasel [13] allows to access a BSCW-server without using
the web interface, but still requires a permanent network connection. BSCW,
BSCL, and BSCWeasel do not support the synchronization of documents, when
documents were modified by another user.
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The learning platform KOLUMBUS [14] allows users to import and export
content, but like BSCW, BSCL, and BSCWeasel it does not support the users
when resolving conflicts that are due to parallel changes.

Blackboard Backpack [15] is a client-side software application that enables
users to download content, e.g. course documents, announcements, calendar
items, or tasks, from the Blackboard learning platform [16]. However, the content
can only be read and annotated locally, i.e. local changes cannot be synchronized.

FirstClass [17] is a commercial groupware similar to CURE. But compared to
CURE, FirstClass does not offer a versioning support. FirstClass allows users to
lock documents when they want to modify it. While a document is locked, other
users can only read it. Due to this, FirstClass does not fulfill our requirements
concerning conflict resolution and synchronization.

eBag [18] offers a digital schoolbag which can contain images, videos, music, or
text documents for learning at school. eBag allows pupils to move nomadically
between stationary terminals, called digital oases, in classrooms, labs, libraries,
etc. In these digital oases, pupils can access their documents. Out of these digital
oases, pupils can access their digital schoolbag via a web browser. Though the
developers call this offline use, the latter obviously requires a network connection.
Therefore, eBag does not fulfill our requirements concerning nomadic use.

The collaborative learning platform sTeam [19] allows students to learn collab-
oratively without being connected to the learning platform. For that purpose, the
students have to establish an ad-hoc network among themselves. Thus, sTeam
allows to disconnect from the learning platform, but students have to meet at
the same place and the same time for collaboration. Individual times of mobility
cannot be used for learning.

Personal Wikis, e.g. WikiWriter [20], EclipseWiki [21] or WikidPad [22], allow
to setup a local wiki engine and locally manage, create, and modify the content
of this wiki. The content of these personal wikis is stored in a local database.
Thus, nomadic working and learning is possible, but as the content cannot be
shared, users cannot collaborate.

SimpleWikiEditMode [23] differs from the above personal wikis. It uses the
text editor Emacs to access and modify the content of a remote wiki. However,
SimpleWikiEditMode does not support the selection of local content. Addition-
ally, it does not provide functions for identifying locally changed content or
conflict resolution.

The Wikipedia Editor [24] is a plugin for the IDE Eclipse. With the help of
this plugin, users can locally store and modify Wikipedia articles. Compared to
our requirements, the plugin does not support conflict detection and resolution.
During synchronization, articles that were changed locally are simply replaced
with the current version in the Web.

To summarize, none of the above systems fulfills our requirements for nomadic
collaborative learning. offlineCURE represents a significant step forward, as it
allows students to learn while they are on the move. Students can synchronize
their offline results with the learning platform and thereby integrate these in
the collaborative learning process.
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6 Conclusions

Interviews with students that have used CURE showed a major interest of using
CURE nomadically. A nomadic use of CURE would allows students to use times
of mobility for learning.

In this article, we have presented how we extended the web-based learning
platform CURE with offlineCURE to allow nomadic learning. offlineCURE uses
a communication interface in the CURE server to selectively download content
that can be read and modified while disconnected from the network. offlineCURE
respects the user rights that are represented as virtual keys in CURE. Users can
download all content that are accessible for them. They can view and modify the
local available content. Additionally, offlineCURE supports users to solve Con-
flicts that may result from concurrent modifications while being disconnected.

First experiences, while using offlineCURE have shown that all our require-
ments are satisfied. Users have reported that offlineCURE simplifies the orga-
nization of collaborative learning as the necessary content is available at any
time and any place. Additionally, users have mentioned that the user interface
of offlineCURE simplifies the creation and modification of content.

In future, we want to offer offlineCURE for the use on mobile devices such as
PDAs. We also plan to broaden the use of offlineCURE and evaluate how the
nomadic use of CURE effects the learning results of our students.
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Abstract. People in modern cities like to participate and collaborate in local 
governments by means of suggestions and complaints submission. However, 
citizens are not used to work with administrative procedures; moreover many of 
them do not like to spend time in administrative queues. In this paper we show 
some empirical results obtained by the Complaints and Suggestions Web-Based 
Collaborative Procedure (CS-WCP) in its first year of service in the Albacete 
Town-Council (Spain). Before showing those results, the CS-WCP is described. 
Administrative procedures in town councils, intelligent agents, workflow proc-
esses and Web-based computing are mixed in the CS-WCP system. Notifica-
tions by means of e-mails and messages facilitate user-to-civil servant and  
system-to-user communication and collaboration. 

1   Introduction 

Quality of service inside public administration is undoubtedly an important issue to 
take into account. This is especially true in local administration. Local governments in 
advanced democracies are interested in the citizens’ opinion about their management. 

Politicians want people to participate in the government and researchers are look-
ing for new ways to increase citizen participation [1]. The complaints and suggestion 
administrative procedure is one of the most common systems that allows people to be 
heard by their local government [8, 9]. 

A complaints and suggestion procedure affects different people and can be consid-
ered as a kind of computer supported collaborative work system (CSCW). Town 
councils are scenarios where CSCW systems could help to coordinate civil servants 
work, because the communication between each other is allowed. This is not only 
good for an internal use, but also for coordinating, communicating, and collaborating 
with citizens [2, 3, 6]. 

Citizens need to express what they think, and town councils need to know what 
their citizens think in order to improve. Lots of administrative procedures are proc-
essed every day in administrative units of the town councils, most of them initiated by 
citizens [4, 5 and 7]. 
                                                           
*  This work was partially supported by the Spanish CICYT project TIN2004-08000-C03-01 

and the grant PCC05-005-1 from Junta de Comunidades de Castilla-La Mancha. 
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In this paper we show some empirical results of the Complaints and Suggestions 
Web-Based Collaborative Procedure (CS-WCP), an electronic administrative proce-
dure which takes into account collaboration, communication that was presented in a 
previous work [12]. In this paper we describe some improvements of the application 
and report on its evaluation. We have carried out an evaluation analysis meant to 
verify the effectiveness of the existing application and the real users’ satisfaction. To 
do that, we have collected real information during the last year. The conducted 
evaluation reports that the system improves the communication between citizens and 
the town council. 

CS-WCP includes three intelligent agents supporting tasks that are processed in a 
semi-automatic manner. We say semi-automatic because these agents suggest what to 
do, and they could do it by themselves, but the last decision depends on the final re-
sponsible of the system. 

The paper is organized in the following sections: section 2 describes the system 
and shows the workflow model. Section 3 shows how an intelligent agent can help in 
the reception of comments step. Section 4 describes the empirical results and finally 
the conclusions and future work are presented in section 5. 

2   Description of the CS-WCP System 

The objective of our CS-WCP system is to allow citizens to post their complaints or 
suggestions in an easy way, via web, and, at the same time, the system enforces public 
administration to solve the comments and to answer citizens in a finite time.  
    The complaints and suggestions procedure contributes to increase the participation 
of citizens in the city management and allows politicians to get a real feedback from 
people.  

The system takes a comment (it may be a complaint or a suggestion) which is sent 
to the Town Council through the Web. It is processed, sometimes automatically, 
sometimes manually, and then, the comment is processed.   

By means of workflow modeling the system is described in a comprehensible way 
to all the people involved in the development of the final system: civil servant, ana-
lysts and developers.  

In particular, these blocks are: (a) complaint or suggestion arrival, (b) validation of 
comments, (c) invalid comment workflow, (d) valid comment workflow, and (e) com-
plaints control time. 

Any CSCW system has to define groups and roles played by people involved in the 
complaints and suggestions procedure. In CS-WCP we have four roles: Citizen, Re-
ception Responsible, Unit Responsible and General Administrator. 

A user in the system accessing to the Web without authentication, that is to say, 
with the default user, is considered to be a Citizen. Neither a user login nor a pass-
word is required to access the system as a Citizen. Complaints and suggestions could 
be sent through the system, but we have considered that a valid e-mail is essential for 
providing responses to the citizens. Any user with other role needs to be authenticated 
in the system. 

A Reception Responsible user receives all the comments (complaints and sugges-
tions) and he may personally answer the comments or assign them to Unit Responsible 
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users, assisted by the two intelligent agents, the Unit Assignment agent and the  
Comment Classification agent. 

The Unit Responsible user is usually a civil servant in an administrative unit. Such 
a user only receives assigned comments from the Reception Responsible and he must 
answer in time. There is a final role in the system, the General Administrator. This 
user is in charge of creating, modifying and deleting users. 

And on the other hand, a series of comment marks have been created so that users 
and administrators can follow the process of any comment: (1) Kind, an initial classi-
fication of the comments –might be a complaint or a suggestion; (2) Received, the 
comment has been received and saved in the system and may be processed; (3) Inva-
lid, a rude, insulting, offensive or non constructive comment, which will not be ac-
cepted in the system; (4) Analyzed and Valid, if the content analyzed is accepted; (5) 
Threshold, when a timely warning threshold has been overcome; (6) Timeout, when a 
final time-based threshold has been exceeded; (7) Assigned, if the Reception Respon-
sible has re-addressed the comment to a Unit Responsible; (8) Answered, for the case 
of a complaint that has been answered; and finally, (9) Filed, when the process is fully 
accomplished. 

3   Validating Comments 

Complaint or suggestion arrival comprises the time range from the moment when a 
user enters a comment in the system up to the logical bifurcation -complaint or sug-
gestion-. 

When a citizen wants to file a complaint or a suggestion (a comment, in general) 
by way of our CS-WCP, he must fill in an electronic form. And, some additional 
information is saved in an automatic manner: arrival date and hour of the incoming 
comment. 

Users of the system are warned about acceptance conditions for theirs comments 
(rude, insulting, offensive, in general non constructive comments are not allowed) and 
they are also informed of the next steps following the current one. 

It is important to have a correct e-mail for feed back and confirmation purposes. 
The process is started when a confirmation of a comment arrives to the system. 

There are three tasks performed in parallel at this point: (1) a notification is sent to 
the Reception Responsible, (2) a new comment thread is saved, and (3) a gratefulness 
message including some information about the next steps is shown on the user’s 
screen. 

The Reception Responsible receives an e-mail with the new comment, but he has 
the whole information, even the notification in his intranet client too. 

Depending on the kind of comment, complaint or suggestion, the workflow will 
take a different way, deriving to one or another task. 

Once a comment is saved in the system, a set of tasks is performed depending on 
the kind of comment. If it is a complaint, a set of tasks will be performed, and a dif-
ferent set will be performed if it is a suggestion. 

Anyway, an acknowledgement is always mailed to the user. Acknowledgements 
include the final date when the response should be answered (only for complaints). 
Comments at this point in the workflow process will be marked as Received  
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Comment. Afterwards, the Reception Responsible will analyze the comment in order 
to check if the content of the comment is appropriate, but the Reception Responsible 
is guided in his decision through the intelligent agent called the Semi-automatic Gar-
bage Content agent. This agent behaves as a filtering agent [10, 13] and classifies 
comments as valid or invalid; then, a particular user of the system decides what to do 
with the comment, or it even can be automatically eliminated. For this purpose, the 
agent is fed by a vocabulary containing a full set of semantic terms related to unsound 
words. The agent automatically mines the comments to extract the number of words 
present in the unsound vocabulary database. The recommendation of the Semi-
automatic Garbage Content agent is two-fold: valid comment, if the number of unac-
ceptable terms in the comment is reasonably low or invalid comment, when the num-
ber of invalid terms overcomes a predefined score. 

If the decision taken by the responsible person is finally that the comment is inva-
lid, the comment is marked as an invalid comment, and it is separately saved (for 
future statistics purposes). 

Spanish laws force public administrations to establish a limit time for any adminis-
trative procedure. That is, administrative procedures should be completed in a finite 
time. If a person of the public administration does not answer a question in time, ob-
viously the system can not do much. Nevertheless the system helps the public workers 
by providing two control times. 

A person who has to answer a complaint always can see how much time is left in 
the intranet of the CS-WCP system. He perfectly knows that the answers must be sent 
out before the final time. In order to provide an efficient aid, the system incorporates 
two thresholds: a warning threshold and a final threshold. The first one, the warning 
threshold, is always lower than the other one. When the procedure is near to finish 
without being answered, a new e-mail is sent to the person who must answer (Recep-
tion Responsible or Unit Responsible, warnings are only for people who should an-
swer the complaint), alerting about the proximity of the final time. This complaint 
comment is stuck out in the intranet. Otherwise, if nobody answers a complaint after 
the final threshold, then this would be the worst situation and three parallel tasks 
would be performed: (1) to notify this fact to the Reception Responsible, (2) to mark 
the comment as a timeout comment, and (3) to show this information in the intranet of 
the Reception Responsible. 

4   Empirical Results 

The system is running from April 2005 and during these 12 months it has received 
471 suggestions and complaints. The responsible of the system has not published the 
new service because this first year has been planned as a test period. With the  
CS-WCP system, the Albacete Town-Council wants to improve the citizen participa-
tion [11]. 

The CS-WCP system is not only a mailbox of suggestions. The Town-Council 
must provide an administrative response to the citizen who has sent a complaint or a 
suggestion. 
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One of the indirect benefits of the system is the inclusion of a simple filter by 
means of the e-mail validation. This technique has allowed avoiding a high amount of 
malicious emails sent to the system. 

 

Fig. 1. Managing complaints and suggestions 

Figure 1 shows two views of the administrative module of the CS-WCP. This 
module is used by civil-servant to follow the status of each complaint or suggestion. 
A color bullet indicates the status: new, pending, transferred, processing, waiting, 
positive response, negative response, out of date. 

A responsible of an administrative area can check his own list of complaints and 
suggestions and he can manage the status of the item. 

Figure 2 shows the form used by a responsible of an administrative area to answer 
a complaint or suggestion. The responsible can change the status and urgency of the 
item. 
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Fig. 2. A civil-servant uses this form to answer a complaint or suggestion 

During this period of 12 months, over 75% of the suggestions and complaints ar-
rived to the system via the Web. The civil-servant uses the CS-WCP in all cases to 
manage the different complaints and suggestions. The rest over 25% arrived by phone 
calls or by paper using the Citizen Office. It can be noted how citizens prefer to use 
the Web to communicate their suggestions or complaints. 

Another interesting point is the channel selected by citizens to receive the adminis-
trative response: 

• By letter: 33,3% 
• E-mail: 63,91 % 
• Fax: 0,21 % 
• Phone: 2,55 % 

As it can be observed, over 75% of citizens use the Web to put their complaint and 
suggestion but only over 63,91% of citizens prefer to receive the administrative re-
sponse via e-mail. 

The different complaints and suggestions can be organized in administrative areas 
depending on the subject. The areas involved in this first year of the system are the 
next ones: 

• Mayor’s Office: 13,16% 
• Environment: 14,23% 
• Quality: 10,83% 
• Culture, Sports and Festivities: 12,31% 
• Personal, Internal questions, Finances: 5,52% 
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• Woman, Equality, Participation: 1,91% 
• Town Planning: 5,52% 

The system has increased the quality of service of the local public administration 
thanks to the rapid processing of complaints and suggestions. Citizens feel that town-
council hears what they have to say. 

The system can be tested on http://www.albacete.es and it is available only in 
Spanish. 

5   Conclusions and Future Work 

An intelligent Web-based collaborative system to support the suggestions and com-
plaints administrative procedure called CS-WCP has been presented. This is a re-
search in progress paper that can contribute public services to increase their Quality of 
Service.. A good quantity of suggestions reveals the society degree of maturity. Mod-
ern public administrations need to hear the opinion of their citizens.  

A town-council is a rich scenario for the deployment of CSCW systems because 
there are several groups and roles of people working together. Civil servants in a local 
administration are organized in functional groups that have to answer the suggestions 
and complaints from citizens. 

Both complaints and suggestions should be managed by different groups inside the 
town-council in a collaborative way. A CSCW system can play an important role to 
help public administration reach a higher level of quality. 

The main collaborative aspects managed in this system are the coordination be-
tween different civil servants to attend a complaint or suggestion and the communica-
tion between public administration and citizens. 

The procedure has been modeled using a workflow system and moved from man-
ual to semiautomatic due to the introduction of intelligent agents. 

Future works include the deployment of the system and its evaluation using satis-
faction questionnaires and usability metrics oriented to CSCW systems. 
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Abstract.  In order to encourage users to participate more actively and bring 
more contributions to peer-to-peer (p2p) online communities, we propose to 
create a motivational community visualization based on the social comparison 
theory. This paper describes the design of static version and a dynamic version 
of this visualization developed in our lab, explains the advantages and the 
disadvantages of the static version and the reason why we decided to develop 
the dynamic version. This paper also gives a detailed evaluation on the dynamic 
version. 

Keywords: participation, online communities, social visualization. 

1   Introduction 

The “cold-start” problem is well-known in most online communities, e.g. peer-to-peer 
(P2P) file-sharing networks, discussion forums, IRC systems, social networking or 
blogging systems. While some web-based online communities manage to attract users 
and grow enormously, others never reach the “critical mass” of active users needed to 
sustain the community and ensure that there are enough new things happening in the 
community, for example, new shared resources, posts, or blogs which can attract 
users to revisit the community. Often online communities created to serve a specific 
role in a certain geographic or institutional context remain unused. It seems like a 
“chicken and egg” problem: A community is only interesting if many people are 
participating and contributing; but to get users to contribute, you have to provide an 
interesting community first. 

This paper proposes to motivate users to participate by visualizing the community 
and the levels of participation of all community members, hoping that the social 
visibility will enact social norms, stimulating users to engage in responsible and 
reciprocal behaviour. By participation we mean activities which benefit the com-
munity and demonstrate involvement in the community, like contributing materials, 
rating and commenting materials contributed by others, logging into the system and 
reading materials contributed by others.  

The paper is organized as follows: in the next section, we give an overview of 
some of the work on motivation from the area of social psychology as well as other 
                                                           
* Corresponding author. 
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approaches to using visualization in online communities. In section 3, we describe our 
first approach to design the motivational visualization and the lessons learned from its 
brief deployment, as well as a second, improved version of the visualization. Section 
4 presents the results of evaluation of the second version. These results and the 
implications as well as directions for future work are discussed in section 5. 

2   Related Research 

Most studies on human motivation have been done in the area of social psychology 
and for real communities. Leon Festinger found in his famous 1954 paper on social 
comparison [9], that humans tend to compare their achievements and actions with 
people who they think are similar to them in some way. For example, when a student 
wants to know if she is good at math, typically, she compares herself with the other 
students taking the same math class, rather than with her professor. However, when 
there is no suitable peer group, people will compare with almost anyone [9]. On the 
other side, when one knows that others will compare with him/her, one acts more 
responsibly. People normally want to be positively recognized in their community and 
are willing to make an effort to gain social reputation, providing the effort is 
affordable and worthwhile compared with the potential benefit of the reputation. 
Another interesting application of social comparison in e-collaboration, [18] studied 
short-time groups sharing ideas. 

Asch’s conformity study [1] had proved that people generally want to “fit in 
groups”. The fitting behaviour at an interpersonal level happens, for example, when 
someone sees a friend doing or believing in something and starts believing or doing 
the same thing. Fitting, at a collective level happens, for example, when one sees 
trends in the behaviour of others, e.g. the style in dressing, and changes his/her own 
style of dressing to fit in, even if only for a particular occasion.  

It seems that social conformity is a motivator for users in online communities too. 
Cosley et al.’s experiment [9] in the context of an online movie rating systems also 
proved that people generally want to “fit in” their group. In this experiment subjects 
were divided into four groups, A, B, C, and D. Each group was seated in a separate 
room so that they would not influence each other and were told to rate movies that 
they have seen before. The users in the first three groups A, B, and C were shown 
system-predicted ratings for each film they were rating and group D was not. The 
results showed that a significant proportion of the ratings given by the first three 
groups of participants correlated with the system-predicted values they were shown, 
which means that these users tried to conform to the predictions [4]. This experiment 
indicates that the designers of the software infrastructure of the online community can 
exploit the phenomenon of social comparison to influence user’s behaviour. For 
example, if they are aware that most of the other users, similar to themselves 
contribute actively to a community, and that their contributions are lacking, they may 
be stimulated contribute more to the community [3]. For social comparison to take 
place, however, users have to be made aware of the behaviour of other users as well 
as of their own behaviour. Visualization has been used in online communities to 
create awareness about the other users and the things happening in the community. 
VisitorVille [16] visualizes websites as cities and visitors as passengers in busses.  
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VlUM [20] is designed to stimulate user reflection on their learning and displays 
learning concepts as a graph of texts in different fonts, colours and brightness to 
represent how much the user knows about each concept.  

Social visualization approaches using different metaphors have been proposed to 
stimulate the activation of social norms in the online community. For example, the 
Babble System [8] visualizes a chat room as a pie with moving dots on the pie 
representing users to show which users are actively participating in the conversation 
(those, whose dots are close to the center) and which users are mostly listening (on 
the periphery). The Chat Circles [21] uses circles filled with different colors and texts 
representing the conversations. The Task Proxy [7] visualizes task groups in a 
company as differently-coloured cells in a honeycomb creating conditions for social 
comparison and therefore some social embarrassment on those groups who are 
lagging behind. This embarrassment would create social pressure and motivation to 
perform on par with others.  

Erickson proposed a number of guidelines for designing social visualizations for 
online communities [6-8]. He makes an important distinction between “translucence” 
and “transparency”, emphasizing that the information showed in the visualization 
does not necessarily have to be very detailed and exact. In most of the cases, it is 
better just to give the user a general idea, and even in some cases a certain level of 
misrepresentation may be beneficial. Also, customization should be avoided;  all users 
should see the same thing so that they can feel responsible for their actions, since they 
know that others see the same things as they and are aware of what they do [6]. 

There are also general design guidelines developed in the visualization community, 
which are aimed at reducing cognitive overload, using properties of human vision, 
and usability guidelines. The choice of metaphor is very important, since an 
appropriate metaphor is intuitive to use and doesn’t require a complex legend for 
interpretation. Applying hierarchical structure [5, 18] and using composable layout 
and visual sets [15] are always helpful, when designing information-compact 
visualizations for large networks. Proper use of location and color contraction of 
visual components will successfully attract attention [12]. “Richly expressive 
information visualization is difficult to design and rarely found” [11], so it is always 
beneficial to make the visualization easily reusable in similar situations.  

In the next section, we describe two versions of community visualization designed 
according to the guidelines mentioned above. The goal of the visualization is to 
stimulate social comparison and to motivate users to contribute resources to an 
academic paper-sharing online community called “Comtella”.  

3   Two Visualization Designs for a File-Sharing Community 

Comtella is a paper sharing online community developed in the Madmuc Lab at the 
University of Saskatchewan. It started in 2002 as a peer to peer, Gnutella-based file-
sharing system (originating the name “Comtella”, which stands for “Community 
Gnutella”) [20]. It evolved through several versions, using different technologies, 
including a version in 2003-2004 where users shared paper URLs, not files and all 
servents resided on a server to ensure the simultaneous presence of nodes needed to 
allow sharing in a small community. Later (in 2004-2005), it was re-implemented as 
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an entirely centralized, web-based system for sharing URLs with a data-base on the 
server storing contributed URLs. Comtella was used to support students sharing 
academic papers in the MADMUC research lab and in several (5) undergraduate 
classes at the Computer Science Department at the University of Saskatchewan. The 
common feature in all the versions is that the community is relatively small (up to 40 
users), closed, and that users share and search academic articles by the “areas of 
interest” or topics in the class (according to the weekly class schedule). The 
community visualization for Comtella was included from the very first Comtella 
implementation [3] and has evolved through two versions, a static and dynamic one. 
The next sections present the design of these two versions.   

3.1   Static Design 

The first version of the visualization was designed for the peer-to-peer version of 
Comtella. In this version, there were two important components of participation that 
were desirable for ensuring a sustainable community:  

- sharing a lot of files (new or downloaded from others), which ensured redundancy 
and availability of resources necessary for the P2P search to work, and 

- contributing a lot of new files, to increase the diversity of resources in available in 
the community.  

 

Fig. 1. Motivational visualization - static version (user names and IP address are blacked to 
preserve the privacy of the participants) 

Therefore the visualization showed these two aspects of participation to encourage 
social comparison among users. It was designed a static webpage, which showed  
all users online at the moment. The same view was shown to every user, as 
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recommended by Erickson [6]. The visualization (shown in Figure 1), used the 
metaphor of a mid-summer night sky, first introduced in [2]. The size of a star was 
determined by the user’s number of contributions (files shared in the Comtella 
community). Users who shared more than the average number of files per user in the 
community had larger stars, users who shared roughly the same as the average had 
medium-sized stars, and users who shared less than the average had small stars. The 
color of a star was either red or yellow. Red stars represented users who shared more 
new files than the number of files they downloaded from other users in the 
community, and yellow stars represented users who downloaded from others more 
than the number of new files they shared with the community. In this way people who 
enriched the shared resources pool with new files were recognized. The “sun”, which 
displayed as a big yellow star, represents the “best user” among those who were 
currently online. The “best user” was the one that shared more than everyone else and 
has contributed new things to the community, rather than downloading from others. 

We did not get a chance to carry out a systematic evaluation for this visualization. 
There were 16 users (graduate students in the MADMUC lab, as well as several 
computer science professors from the department and several other students). 
Approximately 10 of them were using it for more than one month. Most of the users 
accessed the visualization webpage at least once in each log-in session. About 200 
unique papers were shared in the Comtella community, but mostly by one user. 
Through interviewing the users we obtained feedback about the visualization that 
revealed the following problems: 

1. The visualization did not provide enough interactivity. 
2. The graphical location of each star on the screen was random and meaningless, but 

users were trying to attach meaning to it. 
3. The motivational effect was not very strong, though everyone found it a good idea 

in principle. 
4. The users mostly had specialized interest in one topic, e.g. “distributed systems” 

and were forced to compare themselves with users with interests in different topics, 
e.g. “human computer interaction”, whom they didn’t necessarily know or want to 
compare with. It would have been better to see oneself as a “bright star” in the  
sub-community interested in a given topic.  

5. The visualization was also misleading since it showed only the users who were 
online at the moment and calibrated the sizes of stars accordingly. In this way the 
best user at the moment, even if with relatively few contributions would appear as 
the Sun. However, this lead to inconsistency in time, since for example, a user who 
saw herself as large star one day, found that her star has shrunk when he logged in 
the next time, even though she had made several contributions in the meantime, 
simply because a bigger contributor happened to be logged at this time.  This 
inconsistency was reported by users as unfair and actually discouraging 
contributions. 

6. Because of visualizing only the users who were on-line at the moment, often users 
saw themselves as the only star on the night sky, which amplified a feeling of 
isolation and lack of community, instead of creating a feeling of co-presence.  

7. The visualization was not self-explanatory. It needed a legend to explain the 
meaning of each size and colour of a star. 
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There was no evidence that the static visualization encouraged participation in any 
way. However, the users generally liked the idea and indicated in their feedback that 
an enhanced version of this visualization would be useful in quickly discovering what 
their colleagues were working on, easily finding out what the hot topics were, and 
raising the users’ awareness of the online community. We re-designed the 
visualization by taking the user feedback into consideration and the resulting, 
dynamic design is presented in the next section.  

3.2   Dynamic Design 

The dynamic version of the visualization allows users to specify how they want to 
view the community by selecting different criteria, and the visualization is generated 
upon request with the latest data from the database. In this way, the users are provided 
with a simpler graphical language based only on the size and colour of the “stars”, but 
these two dimensions get a different meaning depending on the criterion selected by 
the user. The following viewing criteria were introduced: view by topic, view by 
number of original contributions (default), view by number of shared files (also called 
total contributions), view by login-frequency, and view by status which can be 
“bronze”, “silver” or “gold”, depending on a summative measure of the total 
participation of the user in the system. Every user can use the same set of selection 
criteria to view the community, so everyone has an equal opportunity to see each 
possible customized view (somewhat coherent in theory with Erickson’s guideline [6]). 
This allows social comparison to happen in different dimensions, depending on how 
the users may wish to define their “peers”. The visualization is implemented as a 
graph-generating application written in Java embedded in the Comtella client interface. 

The metaphor used in this design is the same (night sky with stars), but it is highly 
stylized – instead of stars, the visualization shows a group of nodes (i.e. circles) on a 
black background (see Figure 2). The static version of the visualization, taking the 
advantage of the web browser and HTML, was able to display pictures of real stars 
saved as JPG images. However, in the dynamic design the system has to draw every 
component of the visualization, depending on the selected view. It is easier and faster 
to draw primitive geometry elements such as a circle and a dot.   

Unlike the static version, all users are shown, regardless on whether they are on- or 
off-line at the moment. This alleviates the problem with the inconsistent size of stars 
in the static version and creates a stronger feeling of “co-presence” in the system. 
Each user is represented by node, which is either filled or empty. A filled node 
represents a user who is currently online and an empty node an offline user.  

The size of a node is defined by the contribution of the represented user in a 
selected topic under the selected criterion. Different views can be generated 
depending on the topic selected by the user from the pre-defined topic list (see Figure 
2, the pull down menu on the top left corner shown enlarged in Figure 3). If the user 
does not make any selection the default topic is the “General View”, showing the 
nodes with sizes reflecting and sorted by their original contributions for all the topics. 
The users are able to double-click on a node to see the list of papers shared by this 
user (the left black part of the window in Figure 2); a single click on any of these files 
opens up a comment-window (see Figure 4). When a user moves his/her mouse  
over anode in the visualization, a brief summary of the contributions made by the 
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Fig. 2. The dynamic design of the visualization (user names hidden for privacy)   
 
 

   
    
       Fig. 3. Topic selection box      Fig. 4. A comment window 

 
represented user appear in the bottom bar of the window, on the right side, below the 
visualization.  

Unlike the static version, here the nodes are not randomly located. Instead they are 
laid out hierarchically at four levels in the descending order of sizes. According to the 
guidelines [6, 8] for designing community visualizations, it is not necessary to 
visualize the exact difference in the numbers of articles shared by two different users. 
Instead, a certain amount of approximation is preferable, since it is harder for the 
users to discover small differences in the sizes visually. So instead of determining the 
size of a node by the exact number of contributions, we classified the contributions 
into four levels and users classified in the same level are represented by nodes of the 
same size. The following is the algorithm according to which the classification is 
done. If the total number of users is N: 
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X = 10% * N     the number of nodes at Level One, 
Y = 40% * (N - X) = 36%*N    the number of nodes at Level Two, 
Z = 50% * (N - X - Y) = 27% *N    the number of nodes at Level Three, 
R = 27%N     the number of nodes at Level Four. 

An obvious alternative to this approach is to have all four classes of equal size, i.e. 
to divide the total number of users into equally-sized groups. This method will not 
generate noticeable gaps between different levels and therefore may reduce the 
motivational effect. To be more specific, if there is the same number of users at the 
highest level as there is at other levels, then the best contributors will not be able to 
feel the exclusiveness of their high social status as much as they would, if they see 
themselves as some of the few at the exclusive top level. Similarly, the users who 
barely make any contributions to the community may not feel so urged to participate 
more if the majority of users do not contribute. There would be a stronger motivation 
to comply, if there are not many people at the bottom level and they are among the 
few. For this reason, there should not be too many people at either the top level or the 
bottom level. However, the top level should not appear too hard or impossible to 
reach, therefore its size cannot be too small; otherwise, it will be limited to only one 
or two users. Similarly, the size of the lowest level also can not be too small; 
otherwise, users at this level may feel too discouraged and may give up using the 
system. By not combining the two middle levels we also hope for maximizing the 
motivational effect; it would be harder to persuade people to improve, if they see that 
most of the others are just like them. Moreover, merging the second and the third 
levels will create a super-sized middle level which will make the top and the bottom 
levels appear too small and exclusive.  

In the next section we present the evaluation of the social visualization which was 
carried out in a undergraduate computer science class.  

4   Evaluation of the Dynamic Visualization in Comtella  

Comtella was used to support students in CMPT 490 to share web links to class-
related articles and do their course-work. CMPT 490 (consequently renumbered to 
CMPT 409) was a 4th year computer science class on social impact of information 
technology offered by the Computer Science Department at the University of 
Saskatchewan. The list of the areas of interest corresponded to the weekly topics 
discussed in the class, as shown in Figure 3. The experiment lasted three months, or 
thirteen weeks, and covered ten different topics. Each topic was discussed for one 
week except the sixth topic, “computer security and computer crime” which was 
discussed for two weeks plus an extra week in between (the reading-week break); thus 
this topic ran over three weeks. The last week was entirely dedicated to team-project 
presentations, and there was no particular topic in Comtella for this week.  

The students were first given a Comtella client with interface excluding the 
visualization. In the middle of the term, after the sixth topic (i.e. after the reading 
week break) they were given a new client with interface including the visualization. 
System usage data was collected from each participant and compared before and after 
the introduction of the visualization. The effect of the visualization was evaluated by 
four participation metrics: (1) the total number of shared articles for each topic, (2) 
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the number of original (new) shared articles on each topic, (3) the number of 
comments given on the shared articles, and (4) the number of ratings given on the 
shared articles. Also a qualitative study of the user experience was conducted through 
an online questionnaire which the students voluntarily filled after the end of the class. 
The questions were trying to find out if the students felt that they belonged to a 
community and if the visualization had encouraged them to compare themselves with 
others, to compete, and to what degree it motivated them to participate.  

 

 

Fig. 5. Distribution of the Total Contributions on Each Topic 
 

Figure 5 shows the distribution of the total contributions made by all users over  
the 10 topics. It shows that the number of total contributions after introducing the 
visualization is significantly higher than the number contributed before the 
visualization was introduced.  In particular, the contributions for topic 7 are about 3 
times higher than for each of the previous topics. Similarly, Figure 6 shows the 
distribution of the original contributions made by all users on each topic throughout 
the experiment. Topic 7 represents the contribution in the first week after applying the 
new interface including the social visualization. Even though the number of 
 

 

Fig. 6. Distribution of the Original Contributions on Each Topic 
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contributions for topic 7 is not much larger than for those for Topic 6, one should 
keep in mind that topic 6 was “Computer Crime and Security”, which traditionally  
attracts most interest in the class and is therefore discussed over two weeks (plus one 
week of break between them), so the students had plenty of time and intrinsic 
motivation to bring new contributions.  

The marked increase in contributions (also in ratings and comments) in the second 
half of the term is obvious from Figure 7. Row marked “before 7” in this figure refers 
to the sum of the data from topics one to six, and “after 7” refers to the sum of the 
data in all topics after and including topic 7. Figure 7 shows that the visualization had 
a strong positive effect on the students’ sharing behaviour. Yet, towards the end of the 
term, the number of contributions dropped down close to the levels before introducing 
the visualization. We are not sure what the reason for this decline in participation was: 
there are many factors that play a role in a real classroom experiment, such as the 
inherent interests of students in certain topics, the amount of the coursework (most 
class projects are due by the end of the term, including the class project for CMPT 
490, which limits the amount of time the students have to spend searching and 
contributing papers to Comtella). Also the professor’s promotion of the system in the 
class, may have played a role. The novelty effect is well known in the area of Human-
Computer Interaction and may account for the initial interest in the students to user 
the system with the new interface, which died off as users got familiar with the 
visualization. An alternative explanation for the drop in participation towards the end 
of the course may be that the “score” had been settled already anyway. Participants 
had been using the tool for a number of weeks and everyone knew which fellow 
students were the ‘high-achievers’. It was not possible to join this ‘elite’ group with a 
week’s effort. This combined with increasing stress to finish the semester may have 
caused a drop in motivation and hence in participation. 

 

Fig. 7. Participation Data 

Did those users that accessed the visualization more often contribute more than 
those who didn’t access the visualization? Figure 8 maps the original contributions 
made by each user against the number of times s/he accessed the visualization (the 
original contributions view). Each point represents a user, where the x-coordiate of 
the point shows the number of times she accessed the visualization and the y-
coordinate shows the number of original contributions made by this user. We can see 
that most points are scattered around the diagonal but there are also 5 outliers.  

Similarly, Figure 9 shows the total contribution made by a user against the number 
of times s/he accessed the visualization (the total contributions view). The correlation 
coefficient for the data in Figure 8 is 0.66, while the correlation coefficient of data in 
Figure 9 is 0.34. This means that the visualization had a stronger effect on 
encouraging original contributions. 



 Social Visualization Encouraging Participation in Online Communities 359 

 

Fig. 8. Original Contributions against Usage of the Visualization 

 

Fig. 9. Total Contributions against Usage of the Visualization 

 
The usage data also showed that users did not want to make the effort to do extra 

selection on the sorting criteria (i.e. to select different views). They usually left the 
sorting criteria as default (“sorted by original contribution”) and this indicates why 
the visualization encouraged more original contributions than anything else. None of 
the users ever selected on “sorted by usage frequency”, which indicates this criterion 
was irrelevant for the users. 

For the qualitative study, all students were invited to fill in a questionnaire and 
received a 3% bonus towards their total mark in the class as a reward for the effort. 
To prevent any influence on the evaluations that the students would give, the students 
received the same benefit regardless if they participated in the experiment (signed the 
consent form) or if they used the system. The students who didn’t sign consent exited 
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the questionnaire immediately and no data was stored in the system about them apart 
from the fact that they have logged in to fill it, so that they could get the 3% bonus. 
The class instructor had no access to the students’ data about the experiment and 
didn’t know who used the system and who did not, she wouldn’t know who answered 
the questionnaire and who did not. The answers were anonymized immediately, as 
well as all the participation data from the database, to mitigate eventual influence on 
the answers.  The questions regarding the visualization together with the results (what 
percentage of the 35 students chose each answer) are listed below: 

1.  What would your reaction be if you saw yourself as one of the smallest nodes in 
the visualization? 

a. Take immediate action: share more links to make your node larger. (35% chose 
this option) 
b. Think of sharing more links, but later. (19%) 
c. Feel unhappy, but do nothing. (10%) 
d. Feel that the system is unfair, so it doesn't make sense to contribute. (10%) 
e. Do not care, so will do nothing. (16%) 
f. Other, please specify: (10%) 

In the optional comments given for this question, a couple of students expressed 
concern about the quality of the shared articles as they noticed that not all the users 
with bigger nodes were sharing useful resources. 

2.  If you saw yourself as one of the largest nodes in general, what would you do? 

a. Feel proud of your status and try to contribute even more. (42% chose this option) 
b. Feel proud, but at the same time, in some sense 'exploited'. The others are not 
bringing in so much, so I will stop or decrease my contributions. (6%) 
c. Feel worried, you may be raising the bar too high and others may hate you or you 
may be perceived as an 'overachiever' by the others. (6%) 
d. Feel nothing, since it is not important to me. (19%) 
e. Other, please specify: (26%) 

In the specifications given, some students said that if they were already one of the 
biggest stars, they would only share more links if they had time and in this case they 
would focus on the quality of their contributions. One student stated that if she saw 
him/her self as one of the biggest stars she would feel it was too easy to reach a high 
contribution level and the evaluation system needed to be improved. 

3. If their answers to the above two questions are affected by whether the topic is of 
interest to them? 

1. a. Yes (55%) 
2. b. No (32%) 
3. c. I don’t know. (13%) 

This suggests that the users’ competitive attitude doesn’t depend much on whether a 
topic is of interest or not. It is important to notice that users replied in the context of a 
class where topics are changed based on a weekly schedule and are pre-selected. 
Perhaps the answers would have been different in a interest-based community e.g. a 
research group (as the system in with the static visualization described in Section 3.1), 
where users have long term personal interests. 
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4. What would you like to know about other users? 

       -2 -1 0 1 2 
who is online   13% 16% 26% 23% 22% 

how much others contributed 3% 6% 13% 35% 43% 

who downloaded from me  3.23% 9.68% 12.90% 35.48% 38.71% 

who I downloaded from  3.23% 19.35% 19.35% 38.71% 19.35% 

who gave similar ratings as me 3.23% 9.68% 22.58% 41.94% 22.58% 

am I a freeloader or an contributor? 16.13% 16.13% 12.90% 35.48% 19.35%  
To sum up, about 77% of the subjects wanted to know how much others 

contributed and 55% were interested in knowing if others see them as freeloaders or 
as active contributors. This indicated there is great potential for motivating subjects to 
contribute more through this prototype visualization. 

5   Discussion 

The experimental results and the user feedback discussed previously showed that the 
motivational visualization effectively increased the participants’ awareness of their 
Comtella community and encouraged social comparison as a result both the total 
contributions and the original contributions went up significantly, and participants 
gave more comments and ratings. The effect is more obvious on the original 
contribution than it is on the total contribution. 

It should be acknowledged that it is hard to control the “noise” in real world 
experiment during a deployment of a system in class, such as the users’ inherent 
interests in different topics and the currency and relevancy of the topics in the real 
world. It can be argued that the increase in participations may be caused by the 
subjects being more interested in topics discussed in the latter half of the term when 
the visualization was introduced. It can be also a result of getting used to the interface 
and developed a level of comfort with using the tool. It can also be argued that the 
topics discussed latter in the term were “hotter” and it was easier to find relevant 
articles on the web. However, according to the class instructor the opposite is true: the 
most interesting topics for students and richest of materials on the web are “Privacy”, 
“Freedom of Speech”, “Intellectual Property”, “Wiretapping and Encryption” and 
“Computer Security and Computer Crime”, which were discussed in the earlier half of 
the class.  The topics discussed latter after the new interface was introduced, 
“Computers and Work”, “Broader Social Issues” are too broad and often fail to attract 
student’s interest. For the last two topics “Can we Trust the Computer”, and “Ethics 
and Professionalism”, it is harder to find online materials, since they are of more 
professional interest than general. 

One clear conclusion was that user-customizable views are hardly needed, since 
users tend not to use them; most users only used the default view. This seems to 
support the first guideline in design visualization by Erickson (2003). Our main 
motivation for providing the different views was to simplify the complex graphical 
language (expressed in the legend) necessary to decode the meaning of the 
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visualization, based on our experience from the first version of the visualization. In 
retrospect, we could have not visualized unnecessary information and still provided a 
single view.  

One general observation that was made in the experiment was that as the quantity 
of contributions increased, their quality somewhat deteriorated. This may be because 
the visualization showed only the quantity of the articles shared by each user 
regardless of the quality i.e. the visualization did not encourage comparison among 
the users with respect to the quality of their contributions.  Several users found ways 
to game the system and exaggerate their nodes in order to gain higher status and 
visibility. Motivating social comparison in the quality of the contributions, comments, 
and ratings is an important future direction of research. There exists a lot of research 
on reputation mechanisms that can be helpful in this endeavor.  

Motivating active users to continue their contributions or even increase them is 
another problem. In the questionnaire, one student indicated that if one was already 
the best contributor and was visualized as the largest node, there was no motivation 
for him/her to continue contributing. Another one indicated that she would then try to 
submit higher quality contributions. Probably the visualization has to take into 
account both the quality and quantity of user contributions and change dynamically 
the view to stimulate social comparison depending on what is needed most by the 
community – just any papers (if there is still very small number of shared resources) 
or high quality papers (if there is an abundance of resources).  

From a technical point of view, a major issue in the design of the visualization is 
the clustering algorithm, used to classify users into four contribution levels based. 
Ideally, the algorithm should find a significant difference between the marginal cases 
on both sides of a boundary between two clusters. More specifically, if the list of 
nodes is sorted by the original contributions, there could be the case that the last node 
at the top level only shares one or two files more than the first node at the second 
level, which may share 10 more files than the second node at this level. A better 
algorithm should find reasonable gaps between contributions of users to classify these 
users into different levels. A compromise between desired sizes and sharper 
boundaries would be a direction to explore in the future. 

One should not forget that the ultimate purpose of the Comtella system (apart from 
being an experimental tool for testing motivational approaches for user participation) 
was to facilitate students in finding and reading fresh materials related to the topics of 
their studies or research. One student commented that she didn’t like the competition 
for bringing resources, since people were caring more about finding resources than 
about reading them, and this should be the main goal in the system. It seems that 
reading articles found by others is also an important way of participation, even if it is 
“invisible” from the viewpoint of the community, since it does not contribute to 
enlarging the pool of shared resources. It is important to remember that the resources 
are only valuable for the community, if they are read by the community members. 
Otherwise, participation becomes a game with no higher, in this case educational, 
purpose. Therefore, we should try to find ways of encouraging people to participate 
even as a “silent audience”, if not as active contributors.  
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Abstract. This paper proposes a conceptual model standardizing the meeting 
information structures underlying several scenarios o PDA use in meetings. The 
paper characterizes the memory and process components necessary to support 
XML-based interoperability between meeting systems. The scenarios, 
information model and architecture were validated through their adoption in 
three applications, developed by different teams and covering quite different 
domains. The applications, encompassing several meeting scenarios and 
adopting multifaceted device combinations, demonstrate the high level of 
interoperability supported by the proposed conceptual model.  

1   Introduction 

PDA have been recently regarded as powerful CSCW devices, combining several 
well-known characteristics such as autonomy, mobility, pervasiveness, small form 
factor and unobtrusiveness with shared information support. One good example is the 
mediation between healthcare personnel in hospital environments, where mobility and 
flexibility are paramount [1]. 

PDA may also assume a fundamental role in the meeting environment. PDA 
represent an opportunity to turn meetings more fluid, simplifying the way people 
bring information into and out of meetings, and serving as a dissemination tool for 
meeting-related information throughout the organization [2]. Another important role 
is revolutionizing the role of technology in meetings, which has always been 
problematic, since people handle meeting information in very subtle ways. Moreover, 
meeting processes are governed by complex procedures, which in many 
circumstances require an expert facilitator, who may benefit from PDA support [3]. 

The complexity associated to meetings has always challenged information tech-
nology [4]. Meetings may be distributed in time and space, posing significant 
restrictions to shared context awareness. They also bring together people with very 
distinct abilities, making it difficult to specify the interaction requirements. Many 
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times people are forced to plan the meeting process in advance, while other times 
such advance planning is impossible (e.g., emergency management), making tech-
nology configuration and management highly contextual dependent. To complicate 
even further these matters, meeting activities must be constantly adapted to the 
groups’ varying perceptions of problems and goals.  

In this complex scenario, in order to make significant advances in the diffusion of 
PDA in meetings, we must start by disentangling such complexity. In this paper we 
analyze the different elements that make up a meeting and identify the relevant 
relationships between these elements and the PDA functionality. Our contributions to 
the state of the art are the following:  

• Characterize several representative meeting scenarios where PDA may be used to 
best advantage as meeting tools, either because they support information 
management, simplify the group process or increase contextual awareness. 

• Model the information structure required by the application scenarios. This 
includes standardizing the memory and process elements belonging to the 
meeting information system. 

• Propose and validate a generic architecture for the above information structure.  

The paper is organized as follows. First, we present the research context. The 
following section is dedicated to describe the meeting scenarios. Next, we present the 
information systems and architectural perspectives of meetings. We then present three 
applications where the proposed architecture has been implemented and used. Finally, 
we present our research conclusions. 

2   Research Context 

Even before PDA became popular, researchers explored meeting support with 
Personal Computers (PC). Known as EMS (Electronic Meeting Systems), these 
solutions offer procedures and mechanisms aimed at achieving effective and produc-
tive asynchronous and face-to-face meetings [5]. PDA attracted the attention of EMS 
researchers mostly because of their increased user-interface abilities, including 
freehand input [6], remote shared view control [7], ubiquitous note taking [2, 8] and 
mobility [9]. Some of these studies also experimented the integration of PDA with 
large shared displays in the group context, in a configuration known as Single Display 
Groupware (SDG) [7, 10, 11].  

In this promising research line we highlight the development of several systems: 
NotePals [12], RoamWare [9], Pebbles [7], Notable [8] and ShareNote [10]. NotePals 
and ShareNote allow creating personal notes in PDA, publicizing notes when people 
meet and recording the common notes when people leave meetings. While NotePals 
supports asynchronous uploading/downloading notes from a shared repository, 
ShareNote also supports synchronous use. Notable is also focused on annotations, 
building on the Post-It metaphor to integrate notes taken in meetings with other 
documents. RoamWare is mostly focused on supporting mobile face-to-face meetings, 
including those held in such places as corridors, relying on wireless technology to 
detect the group members and support information sharing. The Pebbles project 
allows PDA to be used in the meeting context as if they were PC mice and keyboards.  
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We observe that although many of these systems identify some common meeting 
information components (e.g. personal and meeting notes) and processes, they do not 
aim to standardize, integrate or support the interoperability between these information 
and processes components, as proposed in this research.  

3   Meeting Scenarios 

From our point of view, the standardization of meeting information structures should 
be anchored on meeting scenarios, providing rich descriptions of the system 
functionality and use in terms of goals, inputs, process and outputs in varied contexts 
(see Tables 1 and 2). As we many times observed in our experiments, the following 
scenarios are not mutually exclusive, but rather characterize several primary 
conditions driving the system use. Sometimes it is even possible to identify the 
occurrence of secondary conditions, which may as well be characterized in scenarios.  

Ritual meeting. In the ritual meeting the most important is socializing and 
communicating [13]. The reasons behind this type of meeting are varied and include, 
for instance, team building and establishing norms in forming groups [14]. The type 
of participation is mixed and it should not be expected that everyone is holding a PDA 
or knowledgeable about meeting technology.  

The meeting process is usually simple. Considering the lack of preparation and the 
heterogeneity of the participation, this type of meeting requires a human facilitator 
who is responsible for conducting the meeting process [3]. We expect that a reduced 
amount of information leaves the meeting, since outcomes are mostly intangible 
(satisfaction, sense of belonging, knowledge about others, etc.) 

The PDA usage in this scenario is most probably sporadic and restricted to few 
users. This type of meeting could therefore be anchored in a SDG, so that the 
facilitator may lead the group activities. This scenario enables face-to-face meeting 
participants to collaborate via a shared computer display and simultaneously use PDA 
as input devices or remote commanders [15].  

Deliberate meeting. This type of meeting requires advance preparation, either 
because the potential failure has severe organizational impact, or the problem and 
process are complex. The deliberate meeting is mostly related to problem solving and 
decision making. The meeting participants are carefully selected and previously 
informed about the meeting agenda. Therefore, this scenario integrates various 
asynchronous activities accomplished prior to meetings, such as agenda preparation, 
document sharing and preliminary discussion. This scenario also emphasizes post-
meeting information, delivering the necessary context for subsequent activities. A 
shared repository is necessary to maintain such an integrated perspective. The 
participants may use their PDA to interact with the repository, updating information 
synchronously during the meeting or asynchronously after the meeting.  

Finally, we note deliberate meetings usually require highly structured processes, 
organizing and regulating the participants’ interventions. PDA may support these 
structured processes, like voting or decision-making.  
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Meetings ecosystem. This scenario is associated to an ill-defined or unexpected 
reality. The most significant difference to the deliberate meeting is that advance 
planning is compromised and it is up to the group to adopt the best strategy to achieve 
the intended goals (which may also be compromised [16]). 

The meeting may then be regarded as an aggregate of sub-meetings with different 
goals, a behavior that has been observed in collaboratories [17]. PDA support this 
organized chaos: setting up sub-groups; defining tasks and sub-tasks; and supporting 
information exchange and awareness while moving through different contexts.  

The shared repository and SDG may be required only in certain cases. There may 
exist no shared repository when the participants only share notes with the sub-groups 
where they are collaborating, but do not need to integrate and share this information. 
On the other hand, when the meeting outcomes are necessary in other meetings, they 
can be shared through the repository. As pointed out by [17], this scenario could use a 
SDG, allowing the participants to obtain situation awareness and use collaborative 
tools to enhance the meeting experience (e.g., sharing small text messages or voting). 
While the SDG provides situation awareness, PDA may be used to quickly interact 
with these features.  

Creative/design meeting. This type of meeting is mostly focused on ideas 
generation. The focus on creativity may be supported with the brainstorming 
technique [18], while design builds upon creativity with discussion, assessment, 
decision-making and planning. PDA may support the design process mostly through 
collaborative sketching. For instance, a group of architects may work jointly on a 
sketch at a construction site [19].  

The most natural data-entry mode for design is the stylus, because it reproduces the 
pen-and-paper mental model [20]. Sketching affords the visual symbols and spatial 
relationships necessary to express ideas in a rapid and efficient way [21]. This type of 
activity is also called brainsketching [20]. The ability to immerse the design activities 
in the physical context affords the meeting participants to immediately explore the 
proposed solutions, thus enhancing creativity and productivity. Note that a shared 
repository is dispensable in this scenario, because in most situations input is not 
necessary and the outcome does not require further work by the group. 

Ad-hoc meeting. Most meetings are ad-hoc: unscheduled, spontaneous, lacking an 
agenda, and with an opportunistic selection of participants [22]. This type of meeting 
happens anywhere and anytime. During an ad-hoc meeting, the participants tend to 
mix individual and collective activities. In this situation, a PDA may be used 
individually, but the synchronization with other PDA offers the group an overall 
perception of the work being carried out.  

This scenario emphasizes the opportunities of PDA to overcome several 
restrictions imposed by the environment, e.g. the lack of a whiteboard, table, paper, 
etc. Furthermore, PDA may automatically obtain information about the meeting 
location and other PDA in the vicinity, thus preserving the meeting context.  

Once the ad-hoc meeting has ended, it has produced various types of outcomes, 
consisting on private and public data such as agreements, to-do lists, deadlines and 
schedules. PDA may serve to upload this data into the shared repository, either 
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immediately or later on, depending on the available connectivity. This functionality is 
fundamental to construct a coherent view of what happened in the meeting. 

Learning meeting. Learning meetings are very different from other types of 
meetings, as they are more focused on the use of the technology to enhance the 
learning experience [23]. In this scenario teachers may interactively present a lecture 
through the system or involve students in problem solving activities.  

According to [23], the degree of anonymity supported by PDA in this scenario 
helps reducing evaluation apprehension by allowing group members to submit their 
ideas without having to speak up in front of the group; and parallel communication 
aids reducing domination, since more persons may express their ideas at the same 
time. This scenario also emphasizes the PDA support to process structures, which 
may help reducing coordination problems by keeping the group focused on the 
agenda. This scenario includes a wide spectrum of activities, including the generation 
and organization of ideas, group analysis, decision making, group writing and action 
planning.  

Table 1. Meeting scenarios and associated functionality 

Meeting Major goals Meeting Input Meeting process Meeting Output 
Ritual -Social interaction None Simple, conducted 

by the facilitator 
Group formation, 
intangible information 

Deliberate -Problem solving  
-Decision making 
-Information integration 

Attached documents, 
agenda, attendees list

Highly structured, 
conducted by the 
facilitator 

Report and other formal 
meeting elements 

Meetings ecosystem  Unknown problem solving Ill defined agenda Ill defined Organized chaos 
Creative/design -Brainstorming  

-Brainsketching  
-Collaborative design 

On-site gathered 
material (e.g. 
building snapshot) 

Unstructured with 
free collaboration 

New ideas and sketches 

Ad-hoc -Opportunistic decision-
making 

None Simple -Report 
-Individual notes 

Learning -Brainstorming and 
brainsketching 
-Collaborative writing 
-Problem solving 
-Developing social skills  

Class planning, 
pedagogical 
practices and 
materials (e.g. 
reading documents) 

Structured, 
conducted by the 
teacher 

Pedagogical 
achievements: new 
ideas and solutions 
(individual or group 
writing)  

Table 2. Meeting scenarios and associated components 

Meeting PDA  SDG Repository 
Ritual -Input device 

-Manage SDG 
Necessary to focus the 
participants attention 

None 

Deliberate -Manage meeting data 
-Manage meeting process 
-Manage SDG 

-Necessary to focus the 
participants attention 
-Manage meeting process 

Context awareness 

Meetings ecosystem -Synchronize context 
-Publish progress 
-Move data across groups  

Necessary for situation 
awareness  

None 

Creative/design -Input device None None 
Ad-hoc -Substitute SDG 

-Share notes 
None Overall perception of 

outcomes 
Learning -Input device 

-Share notes 
-Brainstorming and voting 

Desirable to focus the 
participants 

Pre- and post- meeting 
information 
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4   Information Systems Perspective 

Our main goal in this section is to characterize meetings from an information systems 
perspective. This goal is relatively difficult because of the high degree of informality 
associated to several meeting scenarios. Nevertheless, the following characterization 
in terms of meeting memory and meeting process codifies and integrates our 
knowledge about electronic meetings.  

Meeting memory. The meeting memory is an organized persistent storage of the 
information produced or manipulated in relation to meetings. We identify three 
fundamental meeting memory elements (Fig. 1): agenda, meeting data, and meeting 
report [2]. The agenda is a critical element to successfully manage meetings, since 
meetings tend to crystallize their actions around it [24], and is mandatory in planned 
meetings. The prototypical agenda has two different types of information: a list of 
topics or goals that the group must deal with; or a series of steps that the group should 
execute to accomplish their goals.  

Fig. 1. Memory elements 

The meeting data concerns all the data distilled during meetings. The major 
attributes associated to the meeting data are [25]: purpose; contents; media used; who 
is involved in producing the data item; when was the data item produced and where 
should the data item be produced or used. Several information models are adopted to 
structure meeting data. Two very common models are hypertext and IBIS [26]. The 
case studies discussed in this paper utilize trees (Nomad and LightMeet) and the 
hypertext model (JointTS).  

The meeting report aggregates the tangible outcomes of meetings and is 
characterized by the particular selection, structure and format of the report items. We 
identified four different report types associated to electronic meetings: 

• Persistent conversation – Transcripts of all the information exchanged in 
meetings, most often produced by automatic transcription tools.  

• Summary of the outcomes – Referencing only the pieces of information 
considered most important, like voting results. These summaries are in 
general generated by humans. 
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• Model based information structures – When the underlying information model 
is applied to automatically produce meeting reports.  

• A collection of group memory elements generated and structured during 
meetings – This includes selected elements like action plans and calendaring 
information, commonly produced in meetings. 

Meeting Process. The meeting process structures the activities executed by the 
meeting participants (Fig. 2). The nature of these activities changes as the participants 
move forward towards their goals. Therefore, we typify activities in accordance to 
that progression and consider three increasing levels of detail: 

• Level 1 – The meeting as a whole, i.e. one single activity; 
• Level 2 – The partition of the meeting process as a sequence of activities; and 

the decomposition of these activities in sub-activities; 
• Level 3 – The fragmentation of the meeting in an intricate collection of 

elementary individual interventions.  

Process

Activity

Level of detailTime, Author, 
Validity

Intervention
1

*

Pre In Post

Pattern

 

Fig. 2. Process elements 

The level 1 characterizes the meeting process while maintaining the perspective of 
the whole. This allows typifying meetings in genres [25], e.g., briefings, progress 
report meetings, staff meetings and management meetings. 

The second level focus on the decision structure. This follows a logical view over 
decision making that is recurrent in literature [27], where the goal is divided in partial 
goals that can be accomplished in a systematic way. Furthermore, this level also 
regards meeting processes as decomposable in multiple levels of detail, with goals 
and sub-goals. For instance, [4] propose a decomposition with several basic patterns 
like diverge, converge, organize, elaborate, abstract and evaluate. 

Finally, in level 3 the meeting process is characterized according to the flows of 
individual interventions produced by the participants. The generic attributes 
associated to these interventions are: 

• Time – The moment when the intervention is produced. Based on this 
attribute, we can characterize meetings as synchronous or asynchronous.  

• Author – The person that produces an intervention may be identified or not. 
This factor can have an important role in the process results. Several 
researchers have reported the positive effects of anonymity in the interaction 
process (e.g. [28]). 

• Validity –The validity corresponds to the time during which the intervention 
can be accessible. The validity has repercussions on the meeting memory. 
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Assuming a complementary view of the meeting process, the process activities can 
also be classified according to what is designated as the meeting lifecycle. A detailed 
analysis of meetings allows verifying that the meeting lifecycle consists of three 
stages: (1) the pre-meeting stage, considering activities that have to be executed 
before the meeting; (2) the in-meeting stage, considering activities accomplished 
during the meeting; and (3) the post-meeting stage, considering activities that may be 
required afterwards.  

5   Architectural Perspective 

We now describe the generic architecture enabling the features and topologies 
suggested by the meeting scenarios and information system components described 
above. In this architecture, illustrated in Fig. 3, any device (including PDA, repository 
and SDG) can establish network connections with other devices using either 
automatic detection or direct IP connection. Users interact with the PDA and SDG 
through pen-based gestures, mouse and keyboard. Once an individual interaction 
requires meeting management, the action itself is encoded in XML and delivered to 
all other devices, including the shared repository if persistent storage is necessary.  

 

Fig. 3. System framework configured for PDAs, SDG or a Centralized Server 

Of course, this generic architecture may be implemented in slight different ways. 
For instance, one of the applications described below uses a message server directly 
connected to the SDG and communicating with every PDA through point-to-point 
channels. When a user interacts with the PDA, e.g. to write an idea, the PDA sends an 
encoded XML message to the server, which sends the message to the other PDA and 
SDG; and applies locally, on the SDG, the corresponding interaction. When the users 
interact directly with the SDG, XML messages are distributed from the server to the 
PDA. We implemented other instances of this framework in Java and .NET platforms 
and tested them in several meeting scenarios, as described in the next section. 
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6   Applications 

6.1   Nomad 

Nomad is based on the proposed system architecture to support creative/design, had-
hoc and learning meetings using PDA. This emphasizes the ability to generate and 
share meeting notes using sketches and writing. Fig. 4 shows a screenshot of Nomad 
during a typical design meeting. 

  

Fig. 4. Nomad screenshot 

Annotations and sketches are produced from freehand inputs with the PDA stylus. 
Nomad recognizes special gestures, which trigger certain information management 
functionalities. This is done after the user raises the stylus tip, when the system tries 
to match the stylus movement with a list of pre-defined gestures. Two examples are 
the select and cut functions illustrated in Fig. 5. The select function utilizes either the 
single click gesture or a more complex gesture designated double lasso, which 
consists in double surrounding an area with a closed shape. The cut function utilizes a 
cross gesture to remove strokes from the screen.  

 
   

 

       

 

Fig. 5. Double lasso gesture for complex selecting and cross gestures for cutting 

Since the PDA workspace is very restricted, Nomad organizes meeting information 
in a tree structure, using hierarchical pages. The pages are associated to parent nodes, 
usually representing a label for the page. To create a page, the user must write or draw 
a title and then surround the title with a partial rectangle, as shown in Fig. 6. The 
system recognizes this gesture as a node creation and associates a new page to the 
selected node.  

Mode icon 
currently set to 
Work Mode Private notes menu 

a. 

b. 
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Fig. 6. Surrounding title to create node 

  

Fig. 7. Overview window 

As the information tree may become very large, Nomad includes an overview 
window allowing the user to move around and zoom in and out using predefined 
gestures (Fig. 7). Clicking on the overview leads the users to the corresponding nodes.  

The overview also gives awareness on who is participating in the meeting or 
working on a node (see Fig. 7). Another functionality allows users to vote for or 
against nodes. This functionality requires a designated person, the meeting facilitator, 
to request the participants to vote on one or several designated nodes. Then, the other 
participants vote using predefined gestures, as shown in Fig. 8. The results are 
represented as pie charts, where the green portion represents positive votes, red 
represents negative votes and black represents users who have not voted.  

 
 
 

 
 
 
 

Fig. 8. Voting gestures (note also the voting results) 

The Nomad system operates in the synchronous mode, relying on peer-to-peer 
detection and communication to share meeting information. The system may support 
a shared repository and SDG, although no dedicated components have been 
developed yet. The whole information tree is represented in XML, and may be stored 
and retrieved in that format. Furthermore, Nomad allows users to work individually, 
generating local XML files and, when necessary or convenient, import local files into 
a meeting. The system provides two special import options: one where the individual 
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and meeting trees are merged, another where the individual tree becomes a new 
version of the meeting tree.  

Nomad can also be used for supporting collaborative learning activities, especially 
for collaborative problem solving and discussions. Students may exchange their ideas 
and solutions with the help of sketches. The teacher may also benefit from on-line 
assessment of the students’ work, making this a motivating scenario. 

6.2   LightMeet 

LightMeet is a meeting support system implementing one variation of the architecture 
described in this paper, having the SDG, centralized repository and PDA components; 
and using direct IP connections to exchange XML messages. LightMeet supports 
face-to-face meetings centered on the SDG, allowing participants to manage private 
meeting information using PDA. Because of this focus on the SDG, LightMeet is 
mostly adequate to ritual and deliberate meetings, and some specific instances of the 
learning scenario where the presence of the SDG may be beneficial.   

LightMeet adopts a radical approach to the information system: all meeting data is 
organized in a tree. This not only includes the typical meeting data, such as proposed 
solutions, comments and priorities; but also the agenda and report, which are treated 
by the system as “special” nodes. Our fundamental reasons for adopting this radical 
approach was that we aimed to develop a very simple mental model of electronic 
meetings, so that any participant not familiarized with them could nevertheless 
participate and interact with the system.  

As shown in Fig. 9, the SDG allows the meeting participants to create and manage 
the meeting information using the “drag & drop” and “explorer” metaphors that are 
now very common in many technological devices. Observe that the participants may 
have tabs which display specific portions of the tree, such as, for instance, the agenda. 
The admin tab is dedicated to manage the connections to PDA.  

 

Fig. 9. LightMeet SDG component 
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Each PDA connected to the SDG operates as a dynamic cursor over the tree 
available in the SDG, i.e. one single node and its immediate sub-nodes are displayed 
in the PDA (Fig. 10). When the user moves around the tree, the PDA sends a message 
to the SDG requesting the corresponding node and sub-nodes. The participants may 
freely create, delete, move and modify the nodes. Since the agenda and report are 
special nodes (e.g. they cannot be deleted), the PDA users have shortcuts to easily 
move there. The PDA also have private spaces where users can privately edit nodes. 
There is also support for publishing these private nodes in the SDG.  

The SDG adopts an optimistic approach to concurrency control, allowing the 
participants to freely manipulate the nodes, and relying on the face-to-face 
interactions to resolve any occurring problems. As we observed in our experiments, 
the information management is sometimes chaotic but the meeting participants can 
easily define a social protocol. Sometimes, when there is a definite need to control the  
information management, the interaction is restricted to the SDG. 

The LightMeet system was evaluated in a laboratory experiment with two groups of 
users with different levels of proficiency with computers. One group had five participants 
with low computer skills, including five persons with degrees in different fields, such as 
economics, management and pre-kinder. The other group had six participants highly 
proficient with computers, mostly with degrees in informatics and mathematics.  

The experiments were conducted with short briefings about the meeting 
technology, followed by face-to-face electronic meetings, and concluded with a 
questionnaire with 25 questions based on SUMI (Software Usability Measurement 
Inventory). The meetings involved the discussion of the risks of underpinning a 
home-based business, using pre-defined agendas resembling SWAT analysis.  

 

Fig. 10. LightMeet PDA component 

The obtained results indicate that the affective criteria (user friendliness and 
emotional reaction) where the most positively evaluated, followed by the ease of 
learning, control, and efficiency. The most negative criteria concerned the system 
utility. More details about the system and evaluation results can be found in [29]. 
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6.3   JoinTS 

The major goal of the JoinTS (Joint psychological Therapy Support [30]) system is 
exploring PDA support to psychotherapy. The psychotherapy processes occur in several 
scenarios, two of them currently covered by JoinTS: individual and group meetings.  

Individual Meetings. Individual psychotherapy meetings are complex and 
demanding. They require numerous activities performed by a pair of participants, 
constituted by a therapist and a patient. The therapy meetings are fundamentally 
centered on face-to-face interactions, held in the therapist’s office, but are also 
inherently related to individual activities performed in between meetings [31].  

On the therapist’s side, we account for the preparation and follow-up of face-to-
face meetings, while on the patient’s side we include multiple activities prescribed by 
the therapist, such as responding to questionnaires, planning daily life and registering 
thoughts throughout the day. JoinTS supports all this information management, 
including the customization of questionnaires and forms, form filling, note taking 
during face-to-face meetings, registering thoughts, visualizing and analyzing the 
patient’s accomplishments (Fig. 11).  

 
 

              

 

 

 

 

 

 

Fig. 11. Screenshots of two JoinTS tools developed for different PDA. Letft: The therapist’s 
questionnaire customization tool developed for Palm. Right: The therapy tool developed for 
Pocket PC. 

The initial therapy steps may be classified as ritual meetings, where the therapist 
discusses and sets up the stage for addressing the patient’s problems. Most of these 
activities are conversation-based and collaborative. After the main problems are 
defined, the therapist adopts a scenario more similar to deliberate meetings, since 
therapy meetings become more carefully planned and follow a strict agenda. 
Homework is given to the patient and the results are analyzed and discussed in 
subsequent meetings.  

The role of PDA supporting this process occurs in multiple ways: (1) supporting 
the therapist’s note taking during meetings, without obstructing the face-to-face 
interactions; (2) supporting the patient’s individual tasks in between sessions; (3) 
supporting the exchange of questionnaires between the therapist and patient; and (4) 
functioning as a SDG, focusing the patient’s attention to specific issues presented by 
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the therapist during sessions. We specifically emphasize the important role of PDA 
assisting the patient’s individual tasks in between sessions, presenting hints and 
suggestions whenever an abnormal behavior is detected, according to rules previously 
specified by the therapist.  

Group sessions. Individual therapy is frequently complemented with group therapy. 
Here, meetings involve several patients sharing the same pathology. Although the 
main activities are similar to those described for individual therapy, goals and 
procedures diverge for each scenario. Generally, questionnaires are filled coopera-
tively and thought registration is many times subject to consensus. Overall, every 
activity requires the intervention and participation of all patients, always guided by 
the therapist. On occasions, therapists work in pairs to accommodate the various 
parallel tasks that have to be accomplished during meetings. Consequently, two 
groups emerge. The first one is composed by the therapists, who exchange specific 
information between them, whilst the second group is composed by patients. 

                    

Fig. 12. Left: Screenshot of the JoinTS SDG, showing the selected patient’s PDA. Right: The 
list of patients is selected on the therapists’ PDA. You may also observe the chat space 
allowing therapists to share notes. 

As with the individual therapy, initial meetings focus on the adaptation to the 
procedures and group. These ritual meetings are then followed by deliberate meetings, 
with more clear objectives and schedules. Therapists control the topics and subjects 
addressed during these meetings, communicating simultaneously with several 
patients. This scenario requires a SDG to focus all the participants on the objectives 
and facilitate collaboration. PDA support the various underlying activities, including 
control of the SDG (see Fig. 12). Also, in this scenario, the JoinTS system uses a 
shared repository to preserve the therapists’ annotations and support reviewing patient 
records and questionnaires. The therapists, using their PDA, may retrieve relevant 
information from the repository and publish it in the SDG.  

Another possibility that has been explored is supporting private communication 
between the two therapists using PDA (see Fig. 12). This subgroup is particularly 
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important when critical issues emerge. In many cases, resolving these critical issues 
becomes a major goal, turning the therapists particularly active. Then, a meeting 
ecosystem scenario emerges. The communication between therapists is considered 
uncomfortable for patients in normal meetings but, using PDA, these private 
conversations are less conspicuous.  

Considering the JoinTS architecture, the system utilizes wireless communication 
and relies on a centralized server to synchronize and control the information flows 
between the participants, shared repository and SDG. There is one communication 
channel available for sending information from PDA to the central repository and 
then either to the SDG or the therapists’ PDA. There is a second channel available for 
receiving information directly from the therapists’ devices, using multicast.  

The shared repository preserves all the information exchanged by the system as 
well as descriptions of the meeting activities. Each intervention is stored with its 
validity, author and time. A log for each participant is generated, as well as a log for 
the whole meeting. Therapists may trace the patients and groups’ evolution from 
meeting to meeting. All this information is preserved and exchanged in XML format.  

7    Conclusions 

In this paper we provide an integrated perspective over electronic meeting systems 
and how users may utilize PDA in meeting environments, highlighting the physical 
and information architectures. Regarding the physical system, we identify three major 
system components: PDA, SDG and shared repository. Considering the information 
system architecture, we identify several information components related with the 
meeting memory and the meeting process.  

The fundamental implications drawn from this research result from the opportunity 
to make electronic meeting systems interoperable to a level that has not been achieved 
before, allowing different devices (in our case, PDA, SDG, repository) to exchange, 
share and manipulate meeting-related information in an integrated way. Such level of 
interoperability is possible because of two fundamental reasons: (1) we support 
information exchange using the XML standard, thus allowing very different devices 
to plug in the meeting system; and (2) we standardized the meeting information 
structure around common memory and process components, such as agenda, report, 
and other meeting data structures, like trees.  

This research emerged from three independent research groups, working in 
different fields and developing their own prototypes, but nevertheless sharing a 
common understanding about the fundamental nature of meetings, the important roles 
that PDA may assume in meetings and the requirements to make interoperable 
meeting systems. We strongly believe the proposed architecture benefits from such 
varied and complementary perspectives, as well as parallel development efforts. 
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Abstract. Many modern working environments are characterized by the need to 
manage multiple activities simultaneously. This is the case for instance of hos-
pital work, which also demands a high degree of mobility and collaboration 
among specialists. These working conditions have motivated us to design and 
implement mobileSJ, a mobile information management tool based on the con-
cept of working spheres. The tool allows users to gather information related to a 
working sphere, including documents, contacts and pending tasks. The tool as-
sists users when switching between tasks, facilitates the sharing of activity re-
lated information with colleagues, as well as the synchronization of information 
among multiple devices, including handheld computers and public displays.  

1   Introduction 

Modern work environments require professionals to constantly switch among different 
activities. Within the context of office work, previous studies have shown that the 
engagement in each activity can be rather brief, averaging just a few minutes [3, 4]. 
Commonly the transition between activities is not simple because it requires important 
context switching not just of mental states but also switching at the level of retrieving 
physical or digital representations of resources. In order to preserve the status of an 
activity and facilitate context retrieval, people often organize their workspaces or seed 
“marks” on it [6, 7, 11]. This process can be complex when multiple activities are 
managed simultaneously, and when multiple resources are associated to each activity. 

Performing an activity usually implies the use of a diversity of information re-
sources such as documents, notes, agendas, calendars, or diagrams. The need to re-
member the location and gather all the information resources related to an activity is 
likely to involve certain effort and sometimes results on cognitive overload for the 
user [12]. Furthermore, as some researchers have pointed out, current computer oper-
ating systems make the invocation of such resources in the digital realm (bring them 
to the focus of attention) a problematic task [5, 12].  

Although handling resources and managing multiple activities can be problematic 
for many types of information work contexts, a particularly challenging context is the 
one experienced by medical workers. Hospitals are dynamic and intensive work envi-
ronments where people have multiple activities and responsibilities, and cope with 
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frequent contingencies that require them to constantly adjust and readjust their actions 
[1]. In addition, hospital workers are highly mobile and experience a high degree of 
collaboration and coordination with colleagues. The activities of most hospital work-
ers clearly are not tied to a desktop or a specific location because they need to move 
to locate colleagues, take care of patients, and access information and other resources 
distributed in space [1, 10]. This phenomenon identified as local mobility [2] requires 
the user to change his “work place” constantly and even suddenly. Besides, the spe-
cialized nature of medical work makes the treatment and care of patients an inherently 
collaborative effort among specialized medical workers who have to be in constant 
communication with each other to be able to perform their activities.  

In this paper we describe the design of an application to support mobile workers in 
managing their multiple activities and collaborations. The rest of this paper is organ-
ized in the following way. In section 2 we briefly explain our approach to the concept 
of working sphere and its instantiation in the “Sphere Juggler” application, which 
served as the basis for the tool mobileSJ presented here. In section 3 we discuss mo-
bile worker’s need to manage multiple activities by focusing on the work of a particu-
lar kind of medical workers: medical interns. In section 4 we describe the support 
application mobileSJ, its functionality and architecture. Finally in section 5 we pre-
sent conclusions and directions for future work. 

2   Working Spheres 

The concept of “working spheres” [4] was introduced as a proposal to conceive the 
way in which people organize and execute their work activities. A working sphere has 
been defined as “a set of interrelated tasks, which share a common motive, involve 
the interaction with a particular constellation of people, use ensembles of resources 
and have their own individual time framework” [4]. As a concept, a working sphere 
refers to a particular way to abstract human work from the perspective of those exe-
cuting it, and more important, as a way to represent those efforts that transcend mere 
actions (e.g. a phone call). From a system perspective, a working sphere could be 
supported by implementing a repository where the resources and the applications 
concerning to each sphere can be stored and easily recovered whenever necessary.  

The application “Sphere Juggler” [9] implements the concept of working sphere 
and creates its computational representation: an E-sphere. This application allows the 
user to manage their multiple activities and their information and contextual resources 
in a centralized way. The user can define E-spheres for each of his activities and asso-
ciate to them information resources, contacts relevant to the activity, emails related to 
the activity and pending issues to help the prospective memory. When a user switches 
between E-spheres, each E-sphere is enabled to quickly gather and retrieve its own 
workspace state (windows positions, status and overlay order) and context informa-
tion like opened documents, idle time, etc. in a silent manner. Thus, the application 
hides the resources and state of the previous sphere and shows the ones related to the 
recently restored activity. This helps the user with the necessary context switching 
when changing activities.  



 Supporting the Management of Multiple Activities 383 

3   Characterizing Mobile Workers with Multiple Activities: The 
Case of Medical Interns 

To illustrate the need to support the management of multiple activities in a mobile and 
intensively collaborative working environment such as a hospital, we consider the 
work of a medical intern. We base our analysis on the results of a workplace study 
conducted in the internal medicine area of a mid-size teaching hospital [8]. 

The daily routine and typical duties of an intern can be summarized as follows: 

Medical interns meet at 7 am with the physician in charge of the area at the internal 
medicine office, where they briefly discuss the night’s events described by the intern 
who worked the night shift. After the discussion, the interns gather information 
related to the patients assigned to them and place it in each of the patients’ bedrooms. 
They walk down to the laboratory to gather laboratory results of the patients, and 
attach them to the medical record. Later, the interns meet at the internal medicine 
office and for one or two hours they listen to a colleague’s assessment of a particular 
medical issue or interesting clinical case. After that, they go to the bed wards where 
along with the physician they conduct the ward round. During the round they discuss 
each patient’s clinical case consulting the patient’s medical record and laboratory 
tests. Finally, once the medical interns finish the round, the rest of the shift is spent 
mostly doing paperwork in the internal medicine office. 

Medical interns are considered physicians-in-training; they provide the most hours 
of patient care in the unit and are constantly moving throughout the hospital. Interns 
are responsible for the care of five or six patients. One of their main responsibilities is 
to create clinical histories whenever a new patient arrives in the hospital. They are 
also responsible for providing care and follow-up on patients during their stay in the 
hospital. Other tasks for which medical interns are responsible have a more collabora-
tive nature, for instance, they participate in ward rounds with attending physicians and 
in meetings where clinical cases are discussed. Finally, since they are still students 
they have to prepare presentations and reports for their courses. 

We describe in more detail how the demands of medical intern’s work shape the 
requirements for a system supporting the management of their working spheres. 

3.1   Management of Multiple Activities and Resources 

Given that medical interns have to cope with multiple activities, which are often frag-
mented by interruptions, and which require them to gather and consult a great amount 
of information resources, the application must provide users with mechanisms to 
easily manage their activities and their associated resources. Most of the medical 
intern’s activities are centered on their patients and their courses, which can be con-
sidered their main working spheres. These working spheres are not just their own, 
they are often shared, as is the case of a patient whose care is the responsibility of the 
intern, but also of the attending physician and responsible nurse. In addition, the re-
sponsibility is transferred to other interns as they change shifts. When the intern re-
turns the next day, she needs to get updated on the current state and main events re-
lated to the patients for which she is responsible. 
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3.2   User Mobility 

Although medical interns use computers, a system based solely on a desktop applica-
tion will not provide interns with adequate support since they are constantly moving 
around the hospital. One of our previous studies revealed that medical interns spend at 
least 40% of their work shift away from a base location, such as an office or medical 
station [8]. Thus, the application should be designed to be used in both desktop com-
puters and mobile-devices such as PDAs or smartphones. The desktop-based version 
and the mobile version have to be independent but must have the ability to synchro-
nize their contents. Thus, the application should provide mechanisms for the synchro-
nization of activities and resources, taking into account the differences in the capaci-
ties of the devices, both in terms of memory as well as screen size. 

3.3   High Degree of Collaboration and Communication 

Because of its complex nature, hospital work demands close coordination and col-
laboration among different specialists. In order to support these collaborative interac-
tions, the application must include ways for the users to share activities and informa-
tion resources among heterogeneous devices, such as between two PDAs when two 
colleagues encounter each other in a hallway. The application should allow as well 
the visualization of spheres and resources in semi-public displays to facilitate the 
collaboration among colleagues. Besides, the application must provide users with 
simple mechanisms to communicate with colleagues while the user is on the move. 

4   The mobileSJ Application 

mobileSJ was designed and implemented to assist mobile users in the management of 
their multiple activities and collaborations. The application has its origin in a previous 
design called SphereJuggler that runs on desktop computers and does not support 
shared activities and collaborations [9]. In contrast, mobileSJ runs on PDAs and 
SmartPhones and includes a set of capabilities not present in Sphere Juggler, like 
sharing of activities and resources, as well as ways to communicate with colleagues 
while in the move through either SMS messages or phone calls. This application is 
completely independent but at the same time offers the ability to communicate and 
synchronize with the desktop SphereJuggler. 

We illustrate the functionality offered by mobileSJ by considering a typical work 
shift of a medical intern, as described in section 3. 

4.1   Support for the Management of Activities  

The medical intern has several patients assigned to him, as well as a few school pro-
jects. He uses SphereJuggler in his PC and mobileSJ in his PDA. Overtime, he has 
created an e-sphere for each of his activities and associated information resources, 
contacts information and pending issues to them. He might also search specialized 
medical digital libraries for information relevant to his activities and associate this 
new information (URLs, PDF documents, etc.) to the corresponding e-spheres. 
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When the intern has to go to the hospital, he connects his PDA to the PC, which 
launches a synchronization application. The application automatically transfers the 
new resources created in the PDA to the PC. The interface of the synchronization 
application shown on Figure 1a, allows the user to select those files that he wants 
copied from the PC to the PDA or deleted from it. This is done in consideration of the 
limited storage capacity of the PDA. To assist the user in deciding which files to 
transfer, the size of each file is indicated, as well as the remaining space in the PDA. 
Alternatively the user can synchronize his spheres over the internet through a Web 
service application called SincroServer thus making his spheres and resources avail-
able wherever he has Internet access (his workplace or school). When the intern ar-
rives at the hospital, he no longer needs to locate and gather documents related to 
each of his patients. He can access those documents directly from the e-spheres in 
mobileSJ. 

4.2   Support for Mobility  

During the ward round, when the group arrives with a patient assigned to the medical 
intern, the intern uses mobileSJ to select the sphere that represents that patient, and 
the application displays the information resources, contacts and reminders of pending 
issues associated to the patient (Fig. 1b). If the intern needs to consult any of these 
resources, he just selects it and the resource is opened in the appropriate application 
(i.e. web browser, PDF reader, etc.). This is done without the need for the user to 
specify the resource location or the application required to open it. The application 
shows all the information resources contained in each sphere either if they are physi-
cally in the PDA or not (indicating the latter with a special icon). When the user needs 
a resource that is not in the PDA he can download it easily from the SincroServer 
application. Furthermore, through SincroServer the user can synchronize any specific 
sphere he needs (or all of them) with the server while he is moving around the hospi-
tal, selecting the information resources he wants to download (through a wireless 
internet connection). During the ward round, the intern might create additional re-
sources related to his activities (personal or medical notes, photos, link to a web page, 
etc.), and automatically associate them to the current activity (Fig. 1c).  

 

Fig 1. (a) Synchronization app. (b) E-spheres and their resources. (c) Adding new resources. 
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When the medical intern finishes the round, he moves to the physicians’ office to 
write the medical notes. He connects his PDA to the PC and the synchronization ap-
plication merges his e-spheres and transfers the new resources he has created or 
changed to the desktop computer. Once in the desktop computer, he can comfortably 
edit the notes he took in the PDA to complete the medical note, consulting informa-
tion resources related to the patient from Sphere Juggler when required. 

4.3   Support for Collaboration  

As he moves around the hospital to perform his work, the medical intern needs to 
consult with the attending physician, nurses and other interns. To discuss a clinical 
case, he can use mobileSJ either by sharing a working sphere with a colleague or by 
using the application to navigate the resources related to a working sphere on a public 
display. To work with a colleague on a shared sphere, the intern selects the e-sphere, 
and then the resources that the user wants to transfer to either a public display, or the 
PDA of the co-worker (Fig. 2a). This is done to ensure that the application won’t 
transfer resources considered private by the user. When the public display receives the 
sphere and its resources, it automatically displays its information resources. In this 
way, the colleagues can comfortably review the case in the public display. When they 
finish the interaction, the medical intern can transfer the updated sphere to his col-
league’s PDA, making it immediately available to him from his own mobileSJ client.  

In addition to these collaborative services, mobileSJ allows users to send email or 
SMS messages, and when working in a smart phone, initiate a telephone call. Con-
tacts can be associated to e-spheres as any other resource. When working on that e-
sphere, the user can select the contact he wants to communicate with and the system 
shows him the various mechanisms available to establish the communication (Fig. 
2b). This is done directly from the mobileSJ interface without the need to introduce a 
telephone number or open external applications. The user just needs to select the 
contact and the communication option and the system does the rest.  

4.4   Implementation of mobileSJ  

mobileSJ runs on PDAs and smartphones with the WindowsCE OS. The application 
is implemented in five modules on the PDA (Figure 3). The mSJ module interacts 
with the modules in the desktop computer (sincroSJ) and the Web Server (SincroS-
erver). The sincroSJ module is used to synchronize spheres between the desktop com-
puter and a mobile device through an ActiveSync connection. SincroServer can be 
used to synchronize the spheres of a device with the spheres of the server through the 
Internet. In the PDA, the mSJ module is the interface through which the user interacts 
with the system, allowing him to create and manipulate e-spheres and their associated 
resources. An additional module allows users to transfer spheres and resources be-
tween different devices like PCs, PDAs and public displays. This module detects all 
registered devices in the proximity and presents them as options for the user to decide 
to which device he wants to transfer the sphere/resource. The Communication module 
is responsible for handling communication with contacts related to their activities. 
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Fig. 2. (a) User selection of resources to be shared or transferred. (b) Communication options. 

 

Fig. 3. mobileSJ architecture. Seven modules deployed in a PDA, a PC and a Web Server 

This includes the ability to send emails, SMS messages and phone calls. This 
module interacts directly with the phone API of the device. A fourth module allows 
the user to visualize files stored in the desktop computer. This is convenient for large 
files that the user doesn’t want stored in the PDA, or those for which there is no cor-
responding application in the PDA. The user can remotely manipulate the application 
from the PDA. Finally, the application includes a module that handles associations 
between contacts and pending issues in the PIM (personal information management) 
tool of the PDA and mobileSJ, allowing the user to seamlessly and consistently work 
with both applications. The user can add contacts to a sphere that were previously 
defined in the PIM tool, or add new elements to the PIM tool directly from the mo-
bileSJ interface and at the same time associate them to a sphere. 

5   Conclusions 

Working environments, such as hospitals, are characterized by the need to manage 
multiple activities simultaneously, constant local mobility, frequent interruptions, and 
intense collaboration and communication. These conditions impose important demands 
on users that need to frequently switch between tasks, contributing to a decrease  
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in efficiency and becoming a source of errors and mishaps. We have designed an im-
plemented a mobile task management tool called mobileSJ, which allows users to 
associate digital resources to a working sphere, navigate thru them, share spheres and 
resources with colleagues, and communicate with them trough various means. As the 
next step of this work, we plan to evaluate the usability of mobileSJ by replicating in a 
laboratory conditions similar to those experienced by potential users. Once evaluated, 
we plan to conduct a short-term trail study where medical interns will use the mobileSJ 
to support their work.  
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Abstract. In some working environments users experience a high level of 
mobility while requiring collaborating and coordinating their activities with 
colleagues involving the exchange and analysis of documents distributed in 
space or time. Medical workers stand out among others by the demands 
imposed by hospital work. These new forms of interaction pose new challenges 
for the design of pervasive computing environments aimed at seamlessly 
integrating heterogeneous devices. Based on workplace studies conducted in a 
hospital, we designed and implemented a mobile collaborative system aimed at 
supporting co-located collaboration, proximity-based application-sharing, and 
the remote control of heterogeneous devices. The results of a preliminary 
evaluation show that users perceive the services provided by the application to 
be useful and efficient, even though the manipulation of the remote display 
through the PDA was less efficient than with the keyboard and mouse. 

Keywords: Remote control, proximity-based application sharing, hetero-
geneous devices, hospital work, co-located collaboration, local mobility. 

1   Introduction 

Efficiency-oriented activities in several working environments require people to 
collaborate in close proximity in order to achieve their goals. Medical workers in the 
hospital environment, sales and stock people at retail stores, design engineers at 
software companies, among others, share a common set of issues regarding the need 
to move around the premises to locate colleagues and access information and 
resources. These working conditions, where people move between buildings or rooms 
in a local environment, correspond to what has been referred to as local mobility [2]. 
For example, design engineers, engaged in frequent trips away from their desk to 
consult with others, obtain and transfer information, and update themselves about the 
status of their projects. In part, those observations have directed researcher’s attention 
towards the aspects of local mobility and collaboration confirming its relevance as a 
substantial component in the daily lives of professionals [9,10]. 

Research in CSCW and Ubiquitous Computing has focused on assessing the 
impact of technology on mobile collaborative environments. In particular, the 
increasing availability of non-desktop computing devices (everything from small 
handhelds to large wall displays) and ubiquitous wireless networks are enabling 
researchers to explore many novel interaction paradigms aimed at seamlessly 
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integrating heterogeneous devices to support co-located collaboration. The Peebles 
project [15] explores different uses of PDAs allowing users to remotely control the 
keyboard and the mouse input of a personal computer. Dahlberg and Sanneblad 
introduce an interaction style for mobile devices called “Proximity Based 
Notification”, which attempts to combine elements of “status-event” systems by 
indicating the proximity of devices or people and transferring data, such as emails and 
notes, between them [5]. Roth presents a mobile application based on “mobility 
patterns” which allows users to share data between devices by using the 
synchronization pattern and, control a PC by using a remote proxy pattern [17]. 
Miller, developed a remote application controller which allows a group of individuals 
sharing a display space and also, controlling the applications running in such space 
[11]. This pervasive use of technology raises important questions for how users 
manage interactions between co-located collaborators and the technology. 

A domain of work that represents a fruitful area to study mobile workers and the 
collaboration experienced by them is that of hospital settings. The medical activities 
in hospitals are characterized by the need for coordination and collaboration among 
specialists with different areas of expertise, an intense information exchange, the 
integration of data from many devices or artifacts and the mobility of hospital staff, 
patients, documents and equipment. Nurses and doctors have to move from place to 
place to conduct their work and to collaborate with colleagues using information 
resources (e.g. patient’s medical records) which often are transported to different 
locations. Thus, the hospital can be seen as an information space and it is by 
"navigating" this space that hospital staff can get the information required to perform 
their work effectively [3]. Such rich characteristics have made hospital the focus of 
attention for many developments in mobile and ubiquitous technology [1].  

It is also within this area of application that our own design and research efforts 
have been directed. In particular, we have aimed to understand and derive adequate 
ways to support hospital work with technologies such as digital whiteboards and 
PDAs [6, 14]. Furthermore, the complex characteristics of a hospital environment 
motivate us to place special emphasis in the integration of heterogeneous devices in 
support of co-located collaboration and local mobility. In this paper, we introduce a 
mobile collaborative application inspired by workplace studies conducted in a public 
hospital aimed at supporting the seamless interaction among heterogeneous devices. 
We illustrate how co-located collaboration and impromptu face-to-face interactions 
can be supported by allowing a group of hospital workers to remotely control 
heterogeneous devices with their handhelds and establish proximity-based 
application-sharing. In addition, we present the results of a preliminary evaluation 
discussing that the services provided by the application are useful and efficient 
facilitating the co-located collaboration.  

The rest of this paper is organized as follows. In Section 2 we briefly describe the 
results of a workplace study performed to understand the mobility and collaboration 
experienced by hospital workers. In addition, this section presents two scenarios 
derived from the study that guided the design of the system. In Section 3 we explain 
the architecture and design of a mobile collaborative system, as well as, some of its 
technical challenges. Section 4 presents the results of a preliminary evaluation of the 
system. Finally, section 5 presents the conclusions and directions for future work. 
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2   Understanding Mobility and Collaboration in Hospital Work 

The characteristics of hospital work call for a new computing paradigm in which 
collaboration support is of particular interest. Because of this, we decided to 
understand how collaboration is experienced by hospital workers. This will help us 
ground our design by translating current work practices into those to be supported by 
appropriate collaborative tools. 

2.1   Collaboration and Mobility in Hospital Work 

We conducted a study aimed at revealing how much time hospital workers spend in 
different activities; how much they move, where they move to and why; with whom 
they collaborate more often and the artifacts they use in support of their work [13]. 
This study was conducted for a period of five weeks, where two medical interns, two 
head nurses and two physicians were shadowed for two complete working shifts and 
interviewed by a couple of researchers. The main contribution of this study relies in 
the characterization of mobile work and the information usage practices that hospital 
workers engage in.  

We found that individuals spent, on average, 59.92% of their time in their base 
location while the rest is spent on-the-move (40.08%). Even though it is clear that 
hospital staff spends as much as half of their working shifts on-the-move; they do 
spend a considerable amount of time at what we have referred to as their base station. 
They need to do this in order to fill administrative forms, write medical notes or 
analyze medical evidence. Mobile computing devices, such as PDAs, are not 
appropriate for many of these tasks, such as, writing relatively long documents or 
reading a medical article. Thus, the need to provide the environment with 
heterogeneous computing devices, ranging from handheld computers that can be used 
to capture and access limited amounts of information, to PCs that can be used at fixed 
sites for longer periods of time, and finally, semi-public displays located at 
convenient places, that can be used to share and discuss information with colleagues. 
Sharing and controlling these devices should be seamless, so as not to interrupt the 
natural execution of the task at hand.  

Also, we found that hospital workers spent 77.28% of their time performing 
activities which require co-located collaboration. For example, hospital workers 
spent, on average, 15.35% of their time evaluating clinical cases to assess the health 
condition of a patient. This activity often requires from hospital workers examining 
clinical evidence, consulting reference material and discussing patient diagnoses with 
colleagues. Thus, hospital workers require the simultaneous sharing of patients’ 
medical records or medical results (e.g. X-Ray images) to enrich a discussion. We 
observed that those activities are often performed on-the-move. Research in CSCW 
has been conducted towards supporting this type of interaction in office environments 
through computer-mediated communication [8, 9, 18]. These solutions are clearly not 
appropriate for a hospital environment, where according to our data; workers spend 
only a fraction of their work shift in front of a computer, and more than twice this 
amount of time away from their base station. Indeed, what is required is support for 
impromptu face-to-face encounters.  
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These characteristics have suggested us to envision a mobile collaborative system 
that supports co-located collaboration with the ability of detecting the presence of 
other devices in the vicinity, as well as, allowing sharing information between 
heterogeneous devices, remotely monitoring other computers, and sharing handheld 
applications. 

2.2   Scenarios 

We decided to use scenarios as a way to frame our understanding of hospital work 
practices and also to project our vision of how their work could be augmented with 
impromptu face-to-face collaborative tools. We next describe two scenarios:  

Scenario 1: Remote control of heterogeneous devices. 
This scenario illustrates how the system can be used to remotely control another 
device. 
Everyday, at the internal medicine office, the medical interns meet with the attending 
physician to discuss the status of their patients. They help each other by discussing 
the diagnosis as well as future treatments for the patients. The physicians decide to 
discuss the case of the patient in bed 226 who is not responding to the treatment as 
expected. They show on a public display the information related to the patient such as 
an X-Ray image and the medical record. While the discussion takes place Dr. Diaz 
controls the public display from his PDA scrolling through the medical record and 
highlighting some information relevant to the patient’s diagnosis, by using the remote 
control tool. Also, Juan, the medical intern in charge of the patient, wants to contrast 
the highlighted sections by pointing with a telepointer an area of the X-Ray image. 
Finally, Dr. Diaz needs to share a recent article, stored in his computer office, which 
he considers relevant to enrich the discussion. By changing the device controlled, he 
accesses his computer office retrieving this article.  

Scenario 2: Proximity-based application-sharing.  
This scenario illustrates how the system can be used to establish application-sharing 
by proximity among different mobile devices. 
Everyday, at the nursing station, the medical interns meet Dr. Diaz, the attending 
physician, to jointly conduct the ward round. By moving from patient to patient in 
their bedrooms, they discuss each patient’s clinical case assessing their health 
condition. They start with the patient in bed 220 consulting his medical record and 
laboratory tests. Using the application-sharing tool Dr. Diaz, synchronizes his PDA 
with those of the medical interns to share the information consulted while discussing 
the clinical case. In this system, the devices in the vicinity of Dr. Diaz are used to 
select the target devices to establish application sharing by proximity. Once the users 
are sharing the application, Dr. Diaz draws a box to zoom a specific area of the 
patient’s medical record standing out information relevant to the patient’s diagnosis. 

Scenarios such as these were generated to bridge the gap between current medical 
practices and an idealized mobile collaboration medical environment. They address 
current sources of misshapes or look to simplify complex tasks through the use of 
mobile computing technology. 
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3   The Mobile Collaborative System 

Co-located collaboration can be supported by allowing a group of hospital workers to 
remotely control a public display with their handhelds as noted in scenario 1. In this 
case Dr. Diaz uses his PDA to control the mouse of the public display. The 
application is capable of handling concurrent controllers but only one at a time. The 
user that has control of the floor is able to move the cursor as well as type on the 
device being controlled, while the others are only able to point at the screen using a 
telepointer, as shown in the scenario. Figure 1 illustrates how hospital workers could 
collaborate through a large display using their PDAs.  

 

Fig. 1. Remote control of a large display (a) A physician interacts with a public display while a 
colleague remotely interacts with the public display from his PDA (b) A close up of the PDA’s 
remote control application 

Impromptu face-to-face interaction can be supported by allowing a group of 
hospital workers to establish proximity-based application-sharing among different 
mobile devices as described in scenario 2. In this case the source device would ask 
Dr. Diaz handheld for permission to share its screen. When granted, a screen 
capturing thread is launched and the screen image is sent to the medical interns’ 
handhelds. In this case, there is no hierarchical meeting, which happens while sharing 
a public display assigning control and telepointers. Figure 2 shows a screenshot of the 
application-sharing functionality.  

Figure 3 shows the architecture of the component-based system that uses a client-
server architecture as a basis for its implementation. Wireless connectivity between 
servers and mobile clients is achieved through 802.11b access points. The system 
includes four agents, two on the source device and two on the target device. We 
implemented two versions of these agents: one for PDAs using Windows Mobile on 
the top of mSALSA and another for desktop (PC, laptops, public displays) using 
Windows XP on the top of SALSA class framework [16].  
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Fig. 2. Proximity-based application sharing functionality (a) The MiniView tool provides a 
small depiction of the information shared (b) The directional pad used to control de speed of the 
cursor (c) Options of the application sharing application 

 

Fig. 3. Architecture of the mobile collaborative system 

In the architecture the agent Broker handles communication between agents 
through XML (eXtensible Markup Language) messages storing the state of agents and 
notifying their changes to other agents subscribed to them. The Location Estimation 
agent (LE-a) determines the approximate location of devices within a hospital. 
Through this component the proximity based functionality is provided. The 
Controller agent (CC-a) that resides in the source device is used to establish the 
proximity-based application sharing and remote control of computing devices 
working in pair with the Echo server agent (ES-a) and Controlled agent (CS-a) that 
reside in the target device. We next describe the functionality of the agents with more 
detail. 
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3.1   The Location-Estimation Agent (LE-a) 

The aim of this agent is to determine a set of mobile devices in the vicinity in order 
for the system to achieve a proximity-based functionality. This agent resides in the 
PDA and is used to estimate the position of devices with a considerable accuracy [4]. 
Radiofrequency (RF) signals received by the mobile device from at least three access 
points are measured to obtain their signal strength. A trained back propagation neural 
network is embedded within the component and it is used to estimate the approximate 
location of the users. Neural networks can learn from training examples and map 
input sequences (signal strength) to output sequences (2D coordinates). We make use, 
in addition to signal strengths, of the neighborhood in physical space of the location to 
be estimated to train the neural network. However, when estimating the location in 
real-time, the network takes the estimation of the previous time instant as an extra 
input, which is considered to be a neighbor location. In this way, the network takes 
into account information from the past to reduce the error which is diminished by 
almost 55% when using this approach. This component was trained and tested with 
data from the internal medicine area of the hospital. Several paths followed by 
medical staff were covered in order to test our approach.  

3.2   The Controller Agent (CC-a) 

This agent resides on the PDA commanded by user input. These inputs are processed 
and relevant XML messages are sent using instant messaging. The controller is used 
to request and then revoke the duo mouse/keyboard and telepointers. When the stylus 
is touching the screen, a thread routinely wakes up after a certain amount of time has 
passed to sample the cursor position. This architecture allows the sending of messages 
only when necessary (i.e. when the stylus is moving on the screen). In addition to the 
processing of the movement, the user can tap on the screen to generate a click. The 
tap needs to be fast enough (i.e. the time between the down and up states of the stylus 
is less than a certain amount of time) to be interpreted as a click. The Telepointers that 
the users can control are identified by an ID and a particular color. This identification 
number will allow the Controlled agent to handle different pointers.  

3.3   The Controlled Agent (CS-a) 

This agent resides in the target device, interpreting messages from controllers to allow 
movements and mouse/telepointer assignation. Whenever a new message arrives, this 
agent translates it into mouse or pointer movements. This agent also assigns pointers 
to different controllers storing them in a collection indexed by the ID of the 
Telepointer. The Telepointer is drawn in the screen by calling the native API within 
Java.  

3.4   The Echo Server Agent (ES-a) 

This agent operates on the target device and launches a worker thread for each client 
connection as illustrated in figure 4. Once certain conditions are met, the server 
broadcasts a full resolution image of the screen to all the clients. Then, it is up to the 
clients to process the image according to what the user wants to see. Doing the 
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processing of the image, there is a tradeoff between the delay of sending the image 
among shared devices and the time a user is willing to wait viewing different 
positions of the image. Indeed, we chose which trade off was the least disrupting for 
the user: the delay before screen changes are echoed on the PDA or a short time to 
display a different position of the screen. The first idea would underpin that the 
server, instead of sending a full resolution image, would only send the view the user 
wants. Thus, each time the user wants to change his view the server has to send the 
new view. The second idea needs more time to send the full resolution image but once 
it is sent, it is faster to change between views as the program just need to redraw the 
screen from the same source image but with different boundaries. It seems that this 
last solution is more efficient as the screen is not very likely to frequently change 
radically. 

 

Fig. 4. The echo server functionality 

3.5   Technical Challenges 

As we said, the functionality should not be intrusive by any means. Thus, the control 
application has been integrated deeply with the screen echoing. This imposes several 
technical and design challenges that had to be overcome to be able to run as smooth 
as possible. We next describe how we deal with those challenges.  

Dealing with the limitations of the mobile device. 
To reduce the use of PDA computing time to receive and process the distant screen 
image and optimize network exchanges, we decided to send an image to the PDA 
only when it is needed. To achieve this, each time a new screen is captured, it is 
compared, by calculating the Mean Square Error (MSE), with the last image sent. If 
the MSEs’ difference is high enough, the new image is sent. This automatic update 
has been seen as sufficiently efficient in the evaluation. However, to improve the user 
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experience a manual update is possible upon user request, this is why the PDA has 
been given the ability to send data to the server. Obviously, to make the 
aforementioned automatic update efficient and useful, the PDA should compute the 
image (resize and adapt) only when a new image is available. Finally, we have to 
consider the limitations of memory and speed that the development on mobile devices 
triggers. For this, we perform as much work as possible on the devices more powerful 
such as a PC or the public display.  

Dealing with different aspect ratios. 
Sharing information among heterogeneous devices raises presentation challenges 
related to the amount of information we could be able to display in devices with 
different screen sizes. We have to get as much valuable information displayed on a 57 
inches public display adapting it for displaying in a 3.5 inches PDA, where the width 
over height ratio is indeed 4/3 for a screen but ¾ for a PDA. Many ideas have emerged 
as a possible answer to the aforementioned challenges. As an example the ratio 
problem could be solved by rotating the PDA. The size issue would be answered by 
zoom in and zoom out feature. To cope with this, we built up several solutions and 
tried to assess all of them using the following parameters: intuitive user 
manipulations, efficiency (number of user manipulations) and best use of PDA 
available screen space. Thus, the user should be able to focus on the area he or she 
wants in a minimum number of simple manipulations. 

Dealing with breaking connectivity. 
An additional issue we have to take into account is the fact that due to the wireless 
nature of the connection, connectivity breaks are very likely to happen. This is why 
all requests from the PDA have to be acknowledged by the host computer to take 
effect. Once the acknowledgement is received, the program reacts accordingly on the 
PDA. In this way the user cannot be blocked in a state that does not correspond to its 
status on the remote computer. If the acknowledgment gets lost the user simply 
repeats the command. To understand this, Figure 5 shows the message exchanges 
required to get and revoke a telepointers. The acknowledgment ensures that the state 
of the user is in phase with its actual state on the server (i.e. it really has the 
telepointer)1. 

Dealing with thread affinity. 
One of the problems that appeared due the chosen development framework is what is 
known as thread affinity. Thread affinity means that their properties and methods can 
be called only by code running on the same thread that created the interface. Threads 
needing to call other threads code happen many times in our application. It is the case 
when the thread that manages the socket and receives images wants to update the 
view once the image has been received. The thread that created and that manages the 
view is the main thread, calling any of its graphical properties from another thread 
would crash the program. 

                                                           
1 The exchanges are the same for the mouse but additional checks would have been done to 

decide whether the user can get the mouse or not. 
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Fig. 5. Message exchange to get a telepointer 

A work around is to use an Invoke method which runs a delegate on the thread 
that originally created the control, allowing the delegate to safely interact with the 
control. However, the framework we used supports only the ability to delegate 
methods that are handling events. Therefore we had to write an event-handler 
delegated to the User Interface thread. The socket thread raises a notifying event 
when socket operations complete and passes any associated data with the operating 
system. 

4   Preliminary Evaluation 

We conducted a preliminary evaluation aimed at identifying the weaknesses of the 
design and obtaining user feedback about the quality of the services provided by the 
application, as well as, to asses if the approach supports collaboration resulting in 
enhanced creativity. For this, four desirable properties were identified as relevant for 
evaluating the system: (1) effectiveness of shared control and pointers in a meeting 
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situation, (2) pertinence of the control sharing mechanism, (3) seamlessness of the 
application and (4) the precision and speed of the application experienced by users.  

The subjects of the study were six graduate students, some of them having already 
used a PDA and others not. These subjects were selected because they often move 
around engaging in co-located interactions to conduct their work and consequently 
they seemed ideal for the purposes of our study. Each informant was introduced to the 
characteristics of the study, its purposes, goals, and was asked to participate 
voluntarily. Although the users and the environment with whom and where the 
evaluation was conducted, are not related to hospitals, the characteristics of our 
informants present similar requirements regarding to collaboration and mobility to 
those experienced by hospital workers. Thus, we think that the results obtained 
through this evaluation are not restricted to graduate students and could be easily 
extended and applied to hospital environments. 

4.1   Procedure 

The evaluation was conducted in a meeting room with a public display and several 
personal computers. Before we started the evaluation we gave each user a PDA, 
simulating indeed, a real co-located meeting environment saturated with hetero-
geneous devices. We next describe the evaluation session and the measurements used 
to analyze the data gathered through this session. 

Evaluation session. 
The evaluation required two subjects to collaborate in performing three different tasks 
as Figure 6 illustrates. Thus, we randomly grouped our subjects in three pairs 
conducting an evaluation session with each group including the following activities:  

First, voice-recorded instructions were listened by the users describing the 
application and explaining how to use its functionalities.  

Then, users had to complete three tasks used for testing different aspects of the 
application. The first task was completed individually requiring each user to check his 
email and fill a survey with/without the echo functionality. This task served also for 
learning purposes and they were given up to eight minutes to complete it. The second 
task required each group to collaborate by creating a picture slideshow accompanied 
with a soundtrack with the aim of making a promotional clip for a city. In this task, 
each subject played a particular role: as a sound designer, choosing one song among 
ten that were available; or as a graphic designer choosing eight pictures from the 
thirty pictures available. This task had to be completed in 15 to 20 minutes allowing 
subjects to freely use the application as they preferred. They could use the echo or 
not, browse pictures with the mouse functionality or with the keyboard emulation and 
use the telepointer and exchange control whenever they want. Two versions of this 
task were executed one using the PDA for creating the promotional clip and the other 
one using a mouse in collaboration with a colleague and individually. Finally, the 
third task was conceived to estimate the precision and the speed of the application. 
The user had to click a red spot in synchronization with the tick of a metronome set at 
a very low speed. The priority was to follow the metronome instead of the precision.  

After the tasks were completed, users’ impressions were collected through a 
questionnaire with 7 point Likert-scale assertions, which included topics such as their 
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satisfaction with the modality in which they worked, their understanding of the 
application and what they would like to see in future versions, as well as, a section for 
free comments.  

 

Fig. 6. Two groups of subjects controlling the public display with their PDAs during the 
evaluation session 

Measurements. 
We wanted to capture qualitative data and quantitative measurements of the users’ 
inputs. Therefore, we videotaped the evaluation session capturing the users’ 
interaction with the PDA and the verbal communication exchanges they were having 
while performing each task. This gave us a good qualitative set of information 
regarding the users’ experience with the services provided by the application.  

In addition, the screen of the public display was captured using the Morae software 
[12] which registers all user inputs for statistics and analysis. During the tasks, all 
user inputs were recorded: the number, exact position and window, on which the 
clicks were performed, which keys were pressed on and where.  

4.2   Results and Discussion 

Here we present some of the results obtained through the video tape, the users’ inputs 
captured and the questionnaire regarding the users’ perception of ease and usefulness 
of the system, as well as, the precision and speed movement of the application. 

Users’ perception of ease of use and usefulness. 
Subjects were positive about the application, in the Likert-scale assertions as well as 
in the free comments sections. The main advantages the subjects highlighted were all 
related to the collaborative aptitudes (pointer and control services) provided by the 
application.  

Table 1 shows the answers to some assertions of the questionnaire concerning the 
overall application. As the results show the most preferred service was the echo 
functionality with an average of 6.6 (close to ‘strongly agree’), followed by the 
control functionality with 6.5. Despite of this, users slightly agree regarding the 
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efficiency of the application, with an average of 5.2; however, the whole application 
seemed attractive to users with an average grade of 6.5.  

Table 1. Perception of easy of use and usefulness 

Question  Average  
(1: Strongly disagree and 7:Strongly agree) 

The control functionality is useful 6.5 

The echo functionality is useful 6.6 

The functionalities are sufficiently integrated 5.6 

The application is efficient 5.2 

The whole application is attractive 6.5 

We provided a list of seven improvements and we asked the subjects to choose 
three of them which, in their opinion, need to be attended with higher priority  
(table 2). All users agreed that the application must provide better precision regarding 
to the point and movements of the control functionality; however the users agreed that 
the application provides adequate right-click ability.  Also, half of the subjects 
recognized that a click and hold ability must be incorporated into the application.  

Table 2. Improvements for the application 

Improvement Choices 

A less jerky movement 5 

Improved speed 2 

Higher precision 6 

Right click ability 1 

Click and hold ability (to move a window for example) 3 

New pointer shape 0 

However, even though the overall application was well rated in the questionnaires, 
it seems that moving the pointer on the screen using the PDA is still a bit tedious. 
Thus we decided to conduct a specific analysis looking closer the precision and the 
speed movements.  

Precision and speed movement.  
First, a time analysis was conducted focusing on how much time each team invested 
in creating a complete slideshow (task 2). We found that it took more time for 
subjects collaborating to complete the task, spending, on average, 17:20 min. More 
than double the amount of time spent by the subjects working alone with the PDA, 
who spent on average, 7:14 min., and a single individual working with a mouse who 
took only 4:30 min. to complete the task. To better understand this we need to look in 
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more detail at what happened during the creation of the slideshow. Thus, we analyzed 
the clicks done during these activities.  

Figure 7 shows the click density, which represents the number of clicks done 
within a given interval of time (depending on the total length of the experiment). 
From these graphs we can notice that the number of clicks performed by a group 
(117) is higher than that of the single individual who clicked 64 times. This partially 
explains why it takes much longer for a group to perform the task. Now, analyzing 
where they clicked, the pairs reviewed more than 20 pictures (from 20 to 24) whereas 
the person alone reviewed just between 12 and 14 pictures. Identically, they also spent 
more time choosing and listening to the songs. Thus, the additional time spent by the 
group was to a large extent devoted to the analysis of more alternatives. 

 

Fig. 7. Click density of (a) a single person using the PDA (b) two subjects using PDAs 

We also conducted a precision analysis to evaluate the imprecision radius by 
examining the clicks done while the users performed the third task. From this, we can 
conclude that the subjects were unable to follow the metronome (even after lowering 
the speed). Reviewing the record of the second task showed some imprecision in click 
locations which didn’t seem problematic though. In addition, it has been reported that 
the precision was barely adequate (4.2/7). We think that the problem only arises when 
speed and precision are necessary. To improve precision (and a less erratic 
movement), one needs to regularly adjust the speed of the cursor (via the slider, better 
precision slower speed of movements) which requires additional actions by the user. 

Another critical parameter for the control application is the speed of the cursor 
movements. The questionnaire relates that this issue was not handled very well by the 
application (3.33/7). The problem is not related to the fact that the cursor is too slow, 
the cursor movement is perceived to be too jerky (it jumps from one position to 
another). A shorter sampling time may solve the problem. 

The overall application was perceived to be useful and efficient, despite that 
moving a pointer on a remote screen using the PDA led to some precision problems 
and decreased efficiency. Users seemed to require additional experience with the tool 
as we observed that they improved their precision and speed towards the end of the 
exercise. 



 Seamless Interaction Among Heterogeneous Devices 403 

5   Conclusions 

Research in CSCW has pointed out several challenges regarding how novel 
technology could enhance co-located collaboration in mobile environments. Different 
working environments demand considerable coordination and communication from 
the professionals that work in such settings while navigating the premises. Hospitals 
stand out as environments where several specialists are involved in the treatment of a 
patient, requiring frequent information exchanges; triggering essential coordination 
and collaboration issues within a highly mobile environment. Those conditions make 
hospitals convenient settings for deployment of mobile and ubiquitous computing 
technology.  

In this paper, we present a set of services available through a handheld computer to 
support mobile workers’ collaboration in local mobility settings. We propose to assist 
hospital workers’ co-located interactions by integrating heterogeneous devices such as 
public displays and handhelds. We designed and implemented a system that creates 
collaborative environments on-the-move, around a public display or with other mobile 
devices. To provide this functionality, the system allows the collaborative control and 
sharing of the display of another computer in the vicinity. Our attention focused on 
offering wireless concurrent control and pointing capabilities with a pleasant user 
experience. The results of the preliminary evaluation of the system show that the 
users experienced some difficulty moving the cursor of the remote screen, yet, they 
found the application to be useful in facilitating co-located collaborations. With the 
lessons learned in this evaluation, we plan to conduct a second evaluation with 
medical staff with the aim of assessing how the application would allow users 
working together in an efficient and creative way during their everyday practices.   
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Abstract. The fast expansion of wireless networks and mobile devices enables 
portable devices to join collaborative graphics design conveniently. The limita-
tion of display size and computational power of these embedded devices makes 
it hard for mobile users to browse large pattern that renewed in real time effi-
ciently. We present a novel user interest region prediction algorithm to forecast 
user’s intention in the near future. Related experiment was carried out to test the 
effectiveness of the algorithm. Results show that the algorithm can well predict 
mobile user’s interest regions. Based on the prediction, only sub-patterns and 
operations that might be interested to user are issued to the embedded sites. 
User study results indicate that the proposed approach is effective and the feasi-
bility of the collaborative graphics design system in ubiquitous environment is 
enhanced. 

1   Introduction 

Collaborative graphics design systems (GDS) [1, 2, 3] play an active role in assisting 
several end users to fulfill the corporate graphics editing tasks. With the rapid devel-
opment of mobile computing and embedded technology, devices that support GDS 
can be both the traditional desktop PC and portable PDA which connects to collabora-
tive sessions via mobile networks. Equipped with such collaborative devices, mobile 
cooperators may take part in collaborative pattern design to view or edit the shared 
graphics documents at any time and place conveniently.  

As one of the fundamental traits of GDS, “what you see is what I see” (WYSIWIS) 
was presented to focus and coordinate collaborators attentions on what seems to be a 
shared visual workspace or document. In CSCW research the concept of providing 
different views on shared information is also known by the term “relaxed WYSIWIS” 
as introduced by Stefik et al. [4]. Relaxed WYSIWIS or “what you see is what I can 
see” (WYSIWICS) support flexible (also referred to as tailorable or customizable) 
views for multi-user collaborative editing applications. WYSIWICS also well sup-
ports mutual awareness of GDS for embedded devices with limited screen size. How-
ever, in collaborative graphics design especially for those large graphics documents, 
transmitting each drawing operation or the whole pattern with high resolution to mo-
bile embedded sites for consistency maintenance may put a heavy burden both on the 
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narrow bandwidth networks and the embedded devices. Therefore, learning and pre-
dicting users’ interest for viewing in GDS and sending what users may like to see 
might be an effective way to promote the usability of GDS and enhance the global 
collaborative efficiency. 

In recent years, some work has been done to develop user interest model to assist 
users to browse large images on PDA. In [5, 6], the authors proposed an attention 
model based image adaptation approach. Based on an automatically extracted image 
attention model, a number of features to aid or automate common image browsing 
tasks are designed. The method to detect user interest maps and extract user attention 
objects from the image browsing log is proposed in [7]. Contrast based image atten-
tion analysis by using fuzzy growing [8] is presented to detect attention area. The 
approaches are deemed can represent users’ actual image viewing interest. However, 
above research only extract user attention objects or regions for static images that 
stored in PDA beforehand. To our knowledge, there is a lack of reports of detecting 
and predicting users’ interest region on the collaborative workspace in which the 
drawing objects are dynamic changed. 

Due to the limited display size and computational power, PDA can hardly pre-
download the large patterns with high resolution and process all the collaborators’ 
editing operations for consistency maintenance. The above limitation hampers mobile 
users to join the collaborative graphics editing efficiently. 

The contributions of this paper include: 

 We propose an effective algorithm that can predict users’ interest region in 
collaborative graphics editing process dynamically. 

 Based on user interest region prediction, those regions that the user may be 
interested in are pre-downloaded to the PDA and only the remote collabora-
tor’s operations that related to the interest regions are issued to mobile sites. 
Thus, the usability of CGD in ubiquitous environment is greatly enhanced. 

The rest of the paper is organized in four parts. We first describe the traits of user 
interest region in CGD and the necessity of user interest region prediction. Second, 
we present the user interest prediction algorithm. Then, an experiment is carried out to 
test the effectiveness of the algorithm. Finally, we conclude the paper. 

2   User Interest Region in CGD 

While browsing graphics users might be interested in certain regions that are notable 
or prominent. In reality, if objects and their surroundings are of varying contrast, the 
objects would be the attention area for people. As it is shown in Figure 1(a), users’ 
intention will focus on the blue flower definitely. However, besides the attribute of 
human visual perception like sensitiveness to contrast, user’s attention observed has 
intensive relationship with the real-time editing operations that issued by his collabo-
rators in CGD. In most cases, user is inclined to trace the variation of the graphics on 
the canvas. In Figure 1(b), while the designer draws the leaves, the viewer’s intention 
might follow the editing process. 
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Fig. 1. Example of user interest region. (a) User’s intention focuses on the flower. (b) Viewer’s 
intention moves from the flower to the leaves that drew on the top left corner of the flower. 

As it can be seen from Fig. 1, user interest region may be changed dynamically 
during the collaborative graphics editing procedure. Therefore, predicting users’ fu-
ture intention and pre-download some part of a shared document in that region or 
transmit user interest-oriented drawing operations to the screen-limited handheld 
devices in real-time collaborative design might be a brand new method to promote the 
effectiveness of CGD in ubiquitous environment. 

3   User Interest Region Prediction 

Since users’ interest region can mainly be reflected by the collaborative operators’ 
drawing focus region, that is, the editor’s intention. An indirect prediction algorithm, 
which we called user focus prediction algorithm, is proposed. An Extend Prediction 
Set algorithm is adopted to predict the future focus region of designers. The algorithm 
predicts user’s focus area by extending current focus region.  

3.1   Description of Context 

Definition 1: Focus Context. The context of user’s focus can be described as a quad-
ruple Focus Context: 

kFocusConU : the owner of the focus;  
orientation
kFocusConU : the focus orientation of user k; 
region
kFocusConU : the focus region of user k; 
time
kFocusConU : the focus time of user k; 

3.2   Prediction Algorithm 

The algorithm of focus region prediction is illustrated as follows: 

Step 1: Chip the original pattern. 
The pattern is divided into M×N small square grids, which is denoted as W[M][N]. 
Step 2: Initialization. 
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Initialize the focus region of user region
kFocusConU  and the corresponding focus 

time time
kFocusConU . Take user’s first clicked square as the starting one. Take the 

starting one together with the other eight squares surrounding it as the stub, the cur-

rent tested region and also an initialized region
kFocusConU , while the 

time
kFocusConU  started its time simultaneously. The corresponding information 

about the owner kFocusConU  can also be fetched and recorded in the system.  

To illustrate the processing, we take set {R0, R1, R2, R3,…, R8} as example, as 
shown in Fig.2.(a). 

Fig. 2. (a) The current tested region. R0 is the starting square. R0 together with { R1, R2, 
R3,…,R8}is the stub. (b) Stub is chipped from left to right, leaving three horizontal groups. (c) 
Stub is chipped from top to bottom, leaving three vertical groups. 

Step 3: Calculate the intensity. 
Gathering user k’s operating information in the 3*3 squares and processing it, 

finally determining the focus orientation orientation
kFocusConU  according to 

operating intensity calculated. 

Definition 2: Operating Intensity 

1
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U
RI  is user KU ’s operating intensity in region Ri; 

iR
jN  is user’s operating number in region Ri at time slot j, where operating number 

is the click number and time slot is shown in Fig.3; 
n , depends on system, is the number of time slots. In our system, we have n  = 5, 

that is, we take the latest 5 time slots as the calculated units such that, the information 
in the focus region is fetched whenever user has any operation on it in 5 time slots; 

jα  is power value timed to each item, where 1,( 1)j jc cα α += > , here we have 

c = 3/2. jα  decreases in descending order of importance in negative orientation of 

coordinate. 
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Fig. 3. Time slots. The abscissa denotes time which is partitioned into many slots. The sub-
script 0 denotes now, the left of 0 indicates past and the right of 0 is future. 

Step 4: Abstract base set and determine orientation. 
Since we want to predict the user’s focus by extending user’s current focus set, we 

would start this extending work from a basic set which is extracted from the stub. 
(Step 4a): Firstly we group the stub into three horizontal and vertical components 

respectively, as shown in fig.2.(b)(c). Each component is a basic set candidate. 
Calculate each ratio of intensity of component to the total intensity. 
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Where, RSumI  is the total intensity; left
horizRatio is the ratio of sum of intensity of 

left component to the total intensity, the others means similar;  

We choose the largest one of the six ratios, denote it as biggest
barRatio . 

(Step 4b): Secondly, we choose a corner stub as a component which is the basic 
set candidate. The corner is composed of four regions. The four regions are either top-
left the stub, either bottom-left it, either top-right it or bottom-right it. 

Calculate each ratio of intensity of component to the total intensity. 

8 1 7 0 1 2 0 3

7 0 6 5 0 3 5 4

,   

R R R R R R R Rtopleft topright
corner corner

R R

R R R R R R R Rbottomleft bottomright
corner corner

R R

I I I I I I I I
Ratio Ratio

SumI SumI

I I I I I I I I
Ratio Ratio

SumI SumI

+ + + + + +
= =

+ + + + + +
= =

 

We choose the largest one of the four ratios, denote it as biggest
cornerRatio . 

(Step 4c): Choose the basic set. 

 [ (4 / 9)]  [ (1/ 3)]
     

 [ (4 / 9)]  [ (1/ 3)]

biggest biggest
bar corner
biggest biggest
bar corner

bar if Ratio Ratio
basic set is a

corner if Ratio Ratio

÷ ≤ ÷
÷ > ÷

 

If the basic set is a bar, we will choose it from the six components indicated in  
Step 4a. On the other hand, if the basic set is a corner, we will choose it from the four 
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components indicated in Step 4b. To illustrate, if the (1/ 3)left
horizRatio ÷ is the largest 

one, R8, R7, R6 is chosen as the basic set.  

(Step 4d): Determine the orientation orientation
kFocusConU . 

If the basic set is a bar, the orientation may be one of right, left, top and bottom, or 

stay still. For instance, 8 7 6{ , , }R R R  is the basic set, that is, the left
horizRatio  is chosen, 

the orientation is left. If either center
horizRatio  or center

vertRatio is chosen, the stub stay still, 

no changes are needed. 
If the basic set is a corner, the orientation may be one of top-left, bottom-left, top-

right and bottom-right. For example, topright
cornerRatio is chosen, 1 2 0 3{ , , , }R R R R is the 

basic set, the orientation is top-right. 
Step 5: Extend the focus region. 
If the stub stay still, no orientation is chosen, there is no need to extend current fo-

cus set. 
(Step 5a): If one of right, left, top and bottom orientations is chosen, the system 

will extend three regions along with the one of the four orientations respectively.  
(Step 5b): If one of top-left, bottom-left, top-right and bottom-right orientations is 

chosen, the system will extend five regions along with the one of the four orientations 
respectively. To illustrate: 

 

 

Fig. 4. (a) Right orientation is chosen, and three new squares that adjacent to {R2, R3, R4} are 
selected as user’s focus. The three new squares together with {R0, R1, R2, R3, R4, R5} compose 
the new stub, a new region to test. Component {R6, R7, R8} is also of the user’s focus, but has 
not been a part of stub. If any one of {R6, R7, R8} has not been used for a period of time, system 
will destroy it from the user’s focus. (b) Top-right orientation is chosen, and five new squares 
that adjacent to the top-right corner are selected as user’s focus. The five new squares together 
with {R0, R1, R2, R3} compose the new stub. 

4   Effectiveness of the Prediction Algorithm 

To test the effectiveness of the algorithm, an experiment was carried out. Ten volun-
teers (5 male, 5 female) from local University were invited to our lab. The experi-
menters were divided into 5 groups (2 persons for each group). For each couple, one 
person drew on desktop PC and the other viewed the shared pattern on Microsoft 
Pocket PC emulator. The desktop used in our experiment was Dell PC running our 
collaborative design system, using a 17-inch monitor set to 1024x768 resolution, 
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512M memory and 2.4G CPU. While each couple was drawing on PCs and viewing 
on the emulators, the prediction algorithm predicted the future focus region.  The 
length of the small grid’s edge is set to twentieth of the width or the height of the 
canvas. The experiment lasted half an hour for each group. 

As for designers who edit their graphics documents, the focus prediction accuracy 
can be calculated as follows: 

Focus Prediction Accuracy=Total Correct Predictions/Total Predictions×100%, 

Where, if designers do click on the region
kFocusConU that is predicted, the pre-

diction is deemed as a Correct Prediction. 
PDA users’ interest region prediction accuracy depends on users’ evaluation. They 

grade the accuracy according to the proportion between the predicted focus region 
and the region that they really like to view. 

 

Fig. 5. Accuracy of focus prediction for designers on PC and accuracy of interest region predic-
tion of viewers on PDA 

As it is shown in Fig.5, the average accuracy for focus prediction is about 80.5%, 
while for interest region prediction the average accuracy is approximately 73%. From 
the experiment, it is obvious that the focus prediction algorithm might represent users’ 
intension in most cases. Moreover, as the accuracy of PDA user’s interest region 
prediction is close to that of PC user’s focus prediction, the algorithm can work well 
for predicting PDA users’ viewing interest. And also, users viewed shared patterns on 
PDA found that it was convenient to participate in collaborative graphics design with 
the function of user interest prediction. 

5   Conclusions 

Extracting and predicting mobile user’s viewing interest region and push the related 
design information and collaborative editing operations to the resource-deficient em-
bedded sites is proved to be an efficient way to provide good awareness to the mobile 
collaborators. In this paper, algorithms that used to predict the user interest region for 
portable devices in Internet-based real-time GDS are presented. The study shows that 
the algorithms we proposed can forecast mobile user’s intention and provide mobile 
users with awareness information on collaborative workspace exactly what they want. 
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By introducing the user interest region prediction, the usability and the efficiency of the 
GDS in ubiquitous environment is improved dramatically. In future work, we will study 
on more sophisticated prediction scheme to improve the accuracy of the prediction.  
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Abstract. In the last years the production of systems supporting learning and 
work in-group has been high. However, the design and development of this 
kind of systems is difficult, especially due to the multidisciplinarity involved. 
We propose a design and development process of the presentation layer. This 
process is based on the use of several models for representing collaborative and 
interactive aspects of this kind of systems. In this process several techniques 
and notations are used. In this paper we introduce our methodological approach 
and the conceptual framework on which our proposal is based. 

Keyworks: conceptual framework, groupware design, interaction design. 

1   Introduction 

The use of applications framed inside the paradigm of Computer Supported Collabora-
tive Work (CSCW) is increasing, mainly due to the widespread diffusion of applica-
tions based on the Web. On the other hand, User Interface (UI) is one of the elements 
that is acquiring greater attention on these days. CSCW systems development is not a 
trivial task due to the multidisciplinarity of such systems. Problems generated in this 
kind of applications come mainly from three areas: the social nature of these systems, 
problems in the field of distributed systems and problems related to Software Engi-
neering. Cooperative behaviors modeling support or shared information workspaces 
are becoming requirements to take into account when developing these systems. Study-
ing the existing alternatives for CSCW systems modeling [1, 2, 3, 4] we have noticed 
certain deficiencies in modeling the collaborative aspects, particularly, proposals that 
combine group work applications aspects and interactive aspects. In the same way, 
those that are especially dedicated to the modeling of the interactive aspects of the 
applications do not usually give support for modeling collaborative aspects.  

These problems confirm and justify the lack of a conceptual and methodological 
framework supported by a coherent set of notations for designing interactive and 
collaborative tools. We have defined a notation called CIAN (Collaborative Interac-
tive Applications Notation). This notation is a simplification of another notation for 
workflow modeling, called APM (Action Port Model), proposed by Carlsen [5]. This 
notation has been enriched to support a differentiated modeling of cooperative and 
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collaborative tasks, while it has been simplified in some aspects (to characterize a task 
just a task identification, the roles involved and the objects manipulated are included). 
There are differences between cooperation and collaboration, pointed out by Dillen-
bourg [6], which must be considered. These differences affect the division of tasks, 
the roles participation in the tasks and the obtained product as a result in a joint activ-
ity. CIAN might be used in a methodological framework for designing groupwork 
systems.  

Some theoretical models for the development of groupware applications have been 
proposed in the literature: the Group Task Analysis framework (GTA) [7], the ontol-
ogy proposed by Barros for the design of CSCL (Computer Supported Cooperative 
Learning) applications [9], based on the Activity Theory [7]. A survey of some of the 
main cooperative models and theory proposals can be found in [10, 11]. However, 
there are no proposals that allow combining concepts relative to the design of group-
ware systems and their more interactive part.  

We believe that the employment of an ontology is of great utility as the basis for 
the definition of our methodological proposal. By means of the definition of a concep-
tual framework we can clarify the concepts that will be managed and modeled, as well 
as the relationships that exist among them. This conceptual framework can be defined 
by means of an ontology. This ontology will serve as basis for the definition of the 
modeling techniques that can be used in each of the phases of our methodological 
approach. It captures the concepts whose semantics is interesting to represent by 
means of the group of views and notations that can be used in the various stages of 
our proposal. This conceptual framework must include concepts relative to interactive 
and collaborative aspects.  

In this paper we introduce our approach methodology to develop the presentation 
layer of a collaborative system, describe the conceptual framework in which it is 
based and point out the relationship between them. For this, the paper is organized in 
the following way: section 2 introduces our methodological approach for designing 
interactive groupwork applications, presenting a brief explanation of its stages and the 
aspects that can be specified in each. Section 3 explains the conceptual framework on 
which our methodological framework is based. Also, some aspects of the CIAN notation 
are described in this section. Finally, the conclusions obtained are explained. 

2   Methodological Framework 

In this section we present the stages in our methodological approach, named CIAM 
(Collaborative Interactive Applications Methodology). This methodology is based on 
a conceptual framework, which is described in section 3. Our proposal implies adopt-
ing different viewpoints for creating models of this kind of systems. The first stages 
undertake a group-centered modeling, going on in subsequent stages to a process-
centered modeling (cooperative, collaborative or coordination process), approaching, 
as we go deeper into the abstraction level, a more user-centered modeling, in which 
interactive tasks are modeled, that is, a dialog between an individual user and the 
application. Two first modeling approaches describe the context [8] in which the 
interactive model is created, and serve as starting point for the last one. In this way, 
collaborative aspects (groups, process) and interactive (individual) modeling  
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problems are tackled jointly. These framework acts as a guide for designers to create 
conceptual specifications (models) of the main aspects that define the presentation 
layer in CSCW systems. Specified information in each stage serves as a basis for 
modeling in the following stage. This information is extended, related or specified in 
a more detailed way in the next stage in the process. The stages in this proposal (see 
figure 1) and their objective are enumerated as follows and, in the next section, the 
conceptual framework proposed is explained. 

 

Fig. 1. CIAM methodological proposal stages 

- Sociogram Development. In this phase, the organization structure is modeled, as 
well as the relationship between its members. Organization Members are in one 
of those categories: roles, actors, software agents; or in aforementioned associa-
tions, forming groups or work teams, consisting of several roles. The elements in 
those diagrams can be interconnected by means of three kinds of basic relation-
ships (inheritance, performance and association).  

- Inter-Action Modeling. In this phase, the main tasks (or processes) that define 
group work in the previously defined organization are described. For each proc-
ess, the roles involved, the data manipulated and the products generated are 
specified. Each task must be classified in one of the following categories: group 
or individual tasks. Processes will be interconnected by means of several kinds of 
relationships that, in several cases, can be interpreted as dependences.  

- Responsibilities Modeling. In this phase, attention is payed to the individual 
perspective of each organization member (role), adding to their shared responsi-
bilities the ones which are exclusive for them. We can see that the specified in-
formation in this phase is supplemented with the previous one. It is necessary that 
both models be consistent to each other.  

- Group Tasks Modeling. In this stage the group tasks identified in the previous 
stage are described in a more detailed way. There are two different kinds of tasks, 
which must be modeled in a differentiated way: (a) Cooperative Tasks are speci-
fied by means of the so-called responsibilities decomposition graph, in which 
subtasks make up the group task, so that, in a lower abstraction level only an in-
dividual task must appear. (b) Collaborative Tasks modeling includes specifica-
tion of the roles involved, as well as the data model objects manipulated by the 
work team (that is, the shared context specification). Shared context is defined as 
the set of objects that are visible to the users set, as well as the actions that can be 
executed on them. Once the objects that make up the shared context have been 
decided, it is necessary to fragment this information in three different parts: the 
objects and/or attributes manipulated in the collaborative visualization area, the 
ones which appear in the individual visualization area and the ones that make up 
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the exclusive edition segment (a subset in the data model that is accessed in an 
exclusive way for only one application user at the same time).  

- Interaction Modeling. In the last phase interactive aspects of the application are 
modeled. An interaction model for each individual task detected in the diverse 
phases of the gradual refinement process is created. A interactive tasks decompo-
sition tree in CTT [9] is developed. The interactive model is directly derived 
from the shared context definition. Our methodological approach includes the 
way of obtaining this model from the shared context modeling [10].  

3   Conceptual  Foundations of the Methodological Framework 

In this section our conceptual framework is presented. This framework is used as 
basis in our methodological proposal, with the aim of capturing the semantics and the 
main concepts used in the process of development of the presentation layer in CSCW 
systems. The proposed metamodel must include concepts for describing all the vari-
ous perspectives to be considered for the definition and construction on this kind of 
environments (global view of the work flow, organizational perspective, data view, 
interaction perspective). This ontology can be splitted in several parts, one for each 
viewpoint that is modeled in each of the phases that compose our methological ap-
proach. The overall metamodel proposed as basis of our methodological approach is 
shown in figure 2. We use the Unified Modeling Language (UML) to capture the 
main concepts in our model. We can identify four views that are presented in this 
section. Next, the views that compose our conceptual framework are explained:  

- The organizational view. This view includes the concepts of role and actor. An 
actor can be specialized into Group and Software Agent. A Group is composed of 
several actors. An actor can play several roles and a role can be played by several 
actors. A Work team is formed by a set of roles that work in a combined way in 
the realization of a certain group task. A role can include subroles. An organiza-
tion is formed by the group of roles that must be supported by the groupware tool 
to be designed. All these concepts are used in the sociogram development phase, 
and must be represented by the models created in this methodological stage. In 
figure 2.A we can see the organizational view of the metamodel. Figure 3 shows 
the visual aspect that a sociogram represented in CIAN notation presents. We 
will not go deeply into the description of the diagram on figure 3 because it is not 
the main objective of this paper. A detailed description of the CIAN notation and 
examples of its application can be found in [11]. 

- The inter-action view. This is the sub-ontology that allows representing the 
inter-action model. The models generated in the inter-action modeling phase 
specify the main tasks and processes in which the organizational roles that the 
CSCW system to be designed will use are involved. In this model not only the 
workflow between tasks is included, but also the context in which the group 
works are carried out is shown graphically, by means of the roles and the objects 
of the domain model involved. The root concept of this view is the task. A task is 
an activity performed by actors to reach a certain goal. Complex tasks can be  
decomposed into smaller subtasks. The tasks, which can be of individual, coop-
erative or collaborative nature, are related to each other by different kinds of  
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relationships: time relationships, data dependence and notification. In figure 2.B 
we can see the inter-action view of the metamodel and figure 4 shows an exam-
ple of inter-action model in CIAN notation. 
    Figure 4 shows the Unstructured Decision-Making Process, also called Brain-
storming. The inter-action model allows specifying the complete operation of the 
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Fig. 2. The overall conceptual model for interactive groupware systems development 
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group process that can be cooperative, collaborative or mixed. This diagram is rep-
resented by means of a graph whose nodes are the states and the arcs are the transi-
tions among states. Each state of the diagram is represented by means of a node in 
form of rounded rectangle that contains three parts with the following information: 
(a) The head of the state that includes the task name (on the right) and its type (on 
the left). To indicate the type we use the icons displayed in the table shown in fig-
ure 4.a. (b) In the left-hand lower corner the roles involved in the execution of this 
task are enumerated. (c) In the right-hand lower corner the objects manipulated by 
the task are shown, with access modifiers (L stands for Readable, E for Writable 
and/or C) at task level. 
 
 

 
 
 
 
 
 
 
 

Fig. 3. An example of sociogram (a) represented in CIAN Notation (b) 

Fig. 4. An example of an inter-action model in CIAN notation. This model represents a brain-
storming process. Types of tasks handled by notations used in the methodology stages (a). 

The CIAN notation also allows representing abstract tasks, that is, group work 
tasks that can be decomposed into others in a lower level of abstraction and of 
different kinds. It also supports the specification of optional tasks (their names 
appear in brackets, [ ]).  

- The data view. In this view we include the data manipulated in the process. Ob-
jects are entities that are manipulated to perform tasks. An object has attributes 

(a) 

(b)

(a) (b) 
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and operations. Furthermore, objects may be in a type hierarchy and can also be 
contained in other objects. The data view, in our proposal, is specified by means 
of the UML notation (using a class diagram that represents the data manipulated 
in the collaborative process). 

- The interaction view. In this view we specify the interactive aspects of the 
groupware applications, that is, the issues related with the user interface. The root 
concept of this view is the interactive task. An interactive task can be classified 
into two types: Application Tasks and Interaction Tasks. Application tasks are 
tasks completely executed by the application (that is, visualize information or an 
internal processing). An interaction tasks are tasks performed by the user inter-
acting with the system. We consider three interaction techniques as basic: selec-
tion, edition and control. The User Interface (UI) supports Interactive Tasks. A 
collaborative user interface is a specialization of UI. In a collaborative user inter-
face we can identify three main visualization areas: collaborative visualization 
area, individual visualization area and exclusive edition segment. It can happen 
that a model does not include an area of individual visualization. This indicates 
that we are in a situation in which all the members that collaborate can see ex-
actly the same objects.  

Table 1.  Icons for representing visualization and access features to the shared context 

 

To model the interaction view, a notation exists broadly diffused in the commu-
nity of the Computer Human-Interaction. This language is CTT [9], which we 
have already mentioned previously. Using CTT, the models built have a hierar-
chical structure, which allows representing several levels of abstraction. We have 
enriched this notation with three news icons that represents the three visualization 
areas aforementioned (see table 1). These icons are used as roots of the subtrees 
in the interaction tree in CTT notation separately: (a) the subtree that represents 
the interaction with the shared context that is common for all the members of a 
group involved in a group task (collaborative visualization), (b) the interaction of 
individual nature for each member (individual visualization) and (c) the subtree 
that specifies the dialog with the area of the shared context that only can be ac-
cessed by one member of the group at a time. Using CTT we can reach high lev-
els of detail in the interaction model. This facilitates obtaining the final design of 
the user interfaces. Using our extension of CTT we can identify additional infor-
mation about the areas that compose the collaborative user interface. Thus, this 
extension has a higher-level semantics which organizes and expresses in a better 
way specific aspects of collaborative applications. 
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4   Conclusions 

The user interface of collaborative applications is an important aspect in order to 
support effective work in-group. Model-based design is an extended technique in the 
user interface development process. Reviewing approaches that deal with the model-
ing and development of user interfaces supporting collaborative tasks, we have  
detected that there is not a proposal that links interactive and collaborative character-
istics. We have introduced a methodological approach for solving this lack. This  
proposal consists of a set of phases, in each of which models are created in a specific 
notation. With the aim of creating a coherent set of notations we have based them on a 
conceptual framework, that is, an ontology. We have used the conceptual framework 
definition to clear the concepts and the relationships among these. This ontology has 
served as basis for our methodological approach to define and design interactive 
groupware systems.  
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Abstract. The majority of existing web based learning platforms does not offer 
a flexible way to design learning environments. They support only a fixed or 
restricted view on the execution of learning processes. Furthermore, the 
adaptation and tailoring of learning environments by end-users is rarely 
supporting different learning scenarios and processes. Both, design and tailoring 
are usually supported as activities of individual users. In order to support 
collaborative design and tailoring, a collaborative process was developed and 
implemented prototypically in the collaborative learning platform CURE. The 
process supports collection and categorisation of existing designs as templates 
in a shared central repository, providing searching and rating mechanisms as 
well as awareness facilities to facilitate reuse of templates and to contribute to 
the extraction of best practices. First experiences show the advantages and 
expansion potentials of this approach. The applicability of the process and its 
portability to other platforms is discussed. 

Keywords: Collaborative design, collaborative tailoring, CSCL environments, 
CURE, knowledge sharing, shared artefacts,  tailorability 

1   Introduction 

Web based learning platforms are more and more used worldwide at many 
universities, educational institutions and large organisations in their learning and 
further education programs. The use of such platforms is playing a primary role at 
universities for distance learning and distributed institutions. Instructors and teaching 
staff build up their learning environments using available possibilities of the 
respective platform with the aim to reduce redundancy and time scalability problems 
and learning location dependencies as well as communication problems. This results 
in setting up shared spaces or learning rooms and making them available to the 
students. In such workspaces, learning materials, communication means and 
coordination facilities are made available according to the organisation’s and learner’s 
needs to perform learning activities. 

The support of the intended learning scenario is one of the main requirements. 
Performing a learning scenario in a learning platform is reflected in the organisation 
and configuration of the workspaces, contents and tools of this platform.  Existing 



422 M. Bourimi 

platforms mostly lack flexibility with regard to design and tailoring support of the 
learning environments, as they have fixed or restricted views with respect to 
organisation and realization of learning activities. As a typical example for this, the 
class oriented view of many commercial learning platforms has to be mentioned. 
Multiple forms of learning, such as seminars and different forms of practical and lab 
courses are not supported sufficiently. In this paper, three important needs are 
introduced and presented, which must be addressed for a flexible adaptation of 
learning environments: End-user tailorability before and during the learning process, 
support for simple synchronous collaborative design, and facilitation of identifying 
and reusing best practices. 

In this paper, an approach is introduced which tries to fulfil the above mentioned 
needs when supporting collaborative design and tailoring of learning environments. 
Section 2 provides a problem and requirements analysis. Section 3 discusses the state-
of-the-art, while Section 4 gives a short introduction of the learning platform CURE. 
Section 5 presents our approach with a practical scenario. Section 6 explains the 
architecture and implementation of the prototype. Section 7 reports on initial 
evaluation results. Section 8 concludes the paper with a summary and future work. 

2   Requirements Analysis 

Flexible adaptation and tailoring of learning environments pose three major needs to 
the designers and users of learning platforms: 

N1. End-user tailorability before and during the learning process: Learning 
scenarios have a high variability with respect to their individual design and 
organisation. As an example, the learning activities of the same course can be 
performed in several ways within the same learning environment. This high 
variability is often not taken into account, especially when a combination of 
special learning scenarios (e.g., a course integrating group work and individual 
learning phases as well as assignments and peer-review) should be performed, 
which requires a dynamic adaptation of the environment during the learning 
process by end-users (e.g., creating ad-hoc group workspaces, or discussion 
forums for peer-review). Many courses at the FernUniversität use a blended 
learning approach. Such courses possess a high portion of self-organized 
teamwork. E.g., in different phases of a lab course, different groups are 
formed, through both instructors and students. The collaboration among these 
groups takes place in different areas with different participants, settings and 
organisations of activities. Our experiences show that the interactions within a 
group can in many cases only be specified by the group itself. End-users must 
therefore be enabled to build up their own environments and to tailor them 
according to their needs, in a flexible way before as well as during the learning 
process. 

N2. Support for simple synchronous collaborative design: An analysis of the 
design activities (primarily in web based learning platforms) points out that 
several interactions are needed in the corresponding graphical user interfaces 
(GUI) in order to carry out a single design task. When these GUIs are tedious 
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to use, end-users can feel overloaded due to complex designs and config-
urations. If the designed features offered by the learning platform cause a 
considerable load, this feeling increases. Experiences show that documentation 
and trainings are already needed for elementary functions to motivate and 
guarantee a successful use of the platform [29]. Additionally, our experiences 
show that the need for support of further forms of collaboration becomes 
substantial at the design and tailoring level. This support must cover synchro-
nous aspects of distributed collaboration, too. The faculties and departments of 
the FernUniversität in Hagen are distributed over the city. Furthermore, 
collaboration takes place with external employees and mentors, which are 
distributed across different cities. Since, in our case, the collaborative learning 
platform CURE is used in several courses of different disciplines, an online 
support program for the users is needed when designing the activities in their 
learning environments. Furthermore, teaching staff of the same department 
(possibly at the same location) sometimes need the possibility to create or 
adapt learning environments synchronously, as such design and tailoring 
decisions must be carried out in order to respect the agreements of co-teachers 
and the given deadlines. These examples show that synchronous facilities are 
needed for the design and organization of a learning environment, which may 
only requires little effort and time. 

N3. Facilitation of identifying and reusing best practices: Existing learning 
platforms are not directly confronted with the needs mentioned above, 
because, on the one hand, they mainly offer predefined templates (e.g. course 
or classroom templates) and, on the other hand, they do not support flexible 
design and tailoring by (non-privileged) end-users. The reuse of existing 
organisations and configurations is not always in the foreground either. The 
collaborative construction and manipulation of designs focuses predominantly 
on (learning) content. Thus, identifying best practices and extracting use-
patterns from previous teaching and learning activities within a given learning 
environment becomes a tedious task for interested users and communities. 
Therefore, mechanisms for facilitating and encouraging such activities, under 
consideration of inexperienced and unskilled users, are also needed. 

Flexible and collaborative design and tailoring, with participation of the end-users 
while organising and performing learning scenarios, is the key to fulfil the needs N1-
N3. As a starting point, a web based learning platform is presupposed whose base 
services can be called through a programming interface (API). A domain model 
represents the learning environments running in the learning platform. Calls from this 
API lead to model changes in the respective platform and consequently result in a 
manipulation of the learning environments. To support the collaborative design and 
tailoring of learning environments the following three requirements groups are 
identified:   

R1. Organising and performing different learning scenarios shall not be limited. 
End-users (teaching staff and students with sufficient rights) must be flexibly 
and interactively allowed to change their environments (an instance in use  
of their course designs and configurations). Changed course designs and 
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configurations must be executable and must change the behaviour of the 
underlying platform in a permanent manner, and on demand. The 
mechanisms provided for this purpose shall be simple to use with as low as 
possible effort. 

R2. Synchronous and asynchronous cooperation shall also be supported.  It shall 
be possible for the user to create new designs synchronously or asynchro-
nously either with other users or individually. The adaptation of existing 
course designs and configurations shall be supported, too. Essentially, the 
support of synchronous cooperation represents a fast and efficient way to 
reach consensus between the users involved by cooperative design and 
tailoring activities. Furthermore, synchronous and asynchronous cooperation 
and communication contributes to the exchange of expertise and know-how 
and provide new possibilities for online support. 

R3. Resulting course designs and configurations, seen from the didactical 
perspective, represent a valuable source of knowledge that could be shared 
among the users. Providing categorisation, preview, import and export as 
well as searching facilities on course designs and configurations promote 
cooperation and knowledge exchange. The possibility for the change and 
expansion of this knowledge shall be given to support reusability and 
organizational improvement processes. Use of ranking, communication and 
awareness facilities shall motivate the users and facilitate the formation of a 
community of practice [1]. 

3   State-of-the-Art 

Tailoring is investigated in many works as key design requirement of collaborative 
systems [20][24][25]. Indeed, this term is differently conceived and taken into 
account in those systems. First definitions emerged in these researches have to be 
classified in the CSCW1 and HCI2 fields, where tailoring is described as the human 
and technical way to adapt a system during its use [11]. Tailoring is carried out in the 
first place by end-users with the aim to reach better support on the system side in the 
respective task domain. This can be carried out collaboratively between end-users 
[29] and includes developer [23]. Furthermore the cooperation can take place at 
different levels and with different refinements [22][29]. Seven mechanisms were 
suggested in [15] to better support collaborative tailoring. The interesting aspects in 
the context of the approach described here were taken into account in the 
requirements analysis in the last section (e.g. sharing artefacts among users, providing 
awareness information about these artefacts). In the following, collaborative tailoring 
is closely considered by learning platforms with regard to design and tailoring support 
of learning environments with consideration of the considered requirements. 

Commercial learning platforms like WebCT [27], BlackBoard [4] and 
LearningSpace (LS) [19] pursue an oriented classroom view on the organization of 
the learning environment and provide templates for the course design. Therefore, 
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different learning forms, which do not correspond to this view (like lab courses), are 
not supported sufficiently. If one takes into account this case where only privileged 
users (e.g. instructors or course administrators) may be able to adapt the learning 
environment, then fulfilling the requirement R1 at such platforms becomes difficult, 
namely by assigning additional rights to the end-users. Mechanisms for importing and 
exporting course configurations are available with different stage. So LS makes for 
instance a selective choice possible with preview support. However, these are 
intended only for the individual use. A cooperation focus cannot be recognized so that 
the requirements in R3 are partially fulfilled and R2 are not fulfilled at all. 

Free available learning platforms such as BSCL [2] and Moodle [21] also allow 
manipulation of their learning environments only by privileged users. While BSCL 
uses shared workspaces to support learning activities, Moodle provides course rooms. 
In contrast to BSCL, Moodle supports a selective importing and exporting of course 
configurations and provides predefined course templates. Further customizations of 
the learning environments in Moodle could occur by the activation of pluggable 
modules (e.g. chat). Support of collaborative design and tailoring within the Moodle 
community is provided via moderated course exchange areas. Two basic principles 
have to be taken into account: First, allowed participants could only be Moodle-users, 
who offer at least three own contributions (in form of course activities) and, secondly, 
renounce thereby to all copy rights. A non moderated variant is the course exchange 
area [21], where it is possible to exchange course activities and rank them. Searching 
for categories and key words is also possible. Though, these mechanisms require for 
our aims further improvements. Thus, course descriptions and a preview function are 
not available. In addition, course activities are provided as archives which presuppose 
a running Moodle instance and privileged permissions to import them. Synchronous 
aspects also remain unconsidered so that a similar coverage of the requirements R1-
R3 arises for this category like the case of commercial platforms. 

Another interesting learning platform is GridCole [5] although the web based 
aspect is only partly covered. The access web server is mainly used for the 
authentication of the users, provision of common documents and for the download of 
the client software. The latest one is a thick-client software which allows users to join 
running collaborative learning activities on the server. The basic idea of GridCole is 
based on the support of learning scenarios that are described in IMS LD [12] and 
meant to provide environments in order to reference and perform different services 
(e.g. voting or chat services) that are distributed in the network. An IMS LD script 
describes the learning method in form of one learning flow specified by the instructor, 
who determines participants and configures the required resources manually. 
Similarly to the case of the learning platform L3 [28], the environments cannot be 
changed dynamically (at runtime). Also, learning environments are available only 
during the learning phases episodes. Thus, entering such environment before the 
beginning or after the end of a learning activity is not possible. In addition, learning 
activities can only be initiated by a teaching staff. 

Symba [3], a web based framework designed to support collective activities in a 
learning context allows for synchronous design and tailoring of the learning 
environments by end-users. Thereby, the first concern is to make students explicitly 
work on their organisation in a learning context by describing it as a plan composed 
of tasks. After having defined a given task (description, individual or collective 
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nature, needed tools etc.) the platform generates an adequate learning environment to 
perform it. Tailoring by (re-)definition can take place during the learning process, too. 
However, those environments are only available as long as the required phases (a set 
of tasks) of the corresponding learning contexts (plans) are performed. A collection of 
best practices could take place, in our opinion, on the level of such plans and task 
definitions if a representation form is provided to make them persistent. We have no 
information if this has happened. 

In summary, none of the platforms mentioned above covers all requirements. The 
requirements R1 and R3 are only partially fulfilled, while collaborative design and 
tailoring remain mostly unconsidered. Course templates are often available in form of 
(zipped) archives and are intended more for the individual use. The synchronous 
aspects of the requirement R2 is not fulfilled within all examined platforms except 
Symba. Approaches which focus on collaborative tailoring can be found in the CSCW 
field (e.g. [29],[15]). However, these were rarely used in the CSCL context. 

4   CURE in a Nutshell 

CURE is a collaborative learning platform used at the FernUniversitaet in Hagen to 
support collaborative learning [10]. CURE uses the room metaphor [7] in order to 
model shared workspaces for groups. Virtual keys determine access permissions and 
allowed interactions in the room [8]. Figure 1 shows the conceptual design of the 
CURE learning platform.  

Collaborative Learning 
Environment  

Template 

Abstract Page Room Group 

User Binary Page ContentPage 
Communication 

Channel Awareness 

Mail Chat . . . . 

content used by 

has 
member 

has has 

has 

entry room 

adjacent rooms 

 

Fig. 1. Conceptual design of CURE 

Users who have keys to a certain room can cooperate and work between each other 
and therefore form a group. A room in CURE disposes of synchronous and 
asynchronous communication channels (chat, threaded mailbox). Furthermore, rooms 
provide learning materials for group members in the form of pages. These can be 
regular content pages containing text or those pages, which include binary data such 
as word or pdf documents. For the creation and asynchronous edition of content 
pages, a wiki editor [16] is used. Changes edited and stored with the help of this 
editor are immediately visible to other users. A versioning system helps by the 
resolution of conflicts and managing of previous pages versions. Interaction rights are 
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defined, as mentioned above, by the keys of the user. Hence for example some 
participants may not be able to use the communication means or could only view the 
pages but not edit them. 

Since the contents are permanently stored within the room, users can work 
asynchronously. Furthermore synchronous and asynchronous awareness information 
is provided, which makes cooperation and coordination easier. So for instance users 
can see who is actually in the room. Daily mail reports on changes and actions of 
other group members are an example of an asynchronous awareness. 

Structuring learning environments is carried out by connecting rooms. A special 
room, called Hall, represents the central access point to the learning portal with its 
learning environments. From the Hall, adjacent rooms can be recursively reached. 
The navigation between the rooms is supported via a global room list and a graphical 
room maps. Both representations are generated and shown for every user depending 
on his keys (e.g. users can see only rooms to which they have access). In addition, 
every room possesses a navigation bar (a drop down menu) which shows its parent 
and its childern. Furthermore, users can support the navigation creating links in 
content pages, using simple wiki syntax. Links to other rooms and other pages are 
also supported. Clicking on a link, results in moving to the corresponding room or 
page. In the case of a room, a particular page (the welcome page of this room) will be 
displayed. 

Users who disposes about sufficient rights, like creating adjacent rooms, passing 
on or copying their keys, and editing the content, can therefore at any time adapt the 
environments according to their needs (also during the learning process) as well as 
initiate different kinds of group formation (cf. to this the explanations of the topic 
tailoring [9] and end-user controlled group formation [8]). The feasibility of the 
requirement with respect to better support of end-user tailoring in R1 will be fulfilled 
by choosing CURE as a target platform. 

5   Approach 

To meet the requirement categories (R1-R3) identified in Section 2, the approach 
introduced here consists of a process for collaborative design and tailoring of learning 
environments, and its support through an extended collaborative learning platform. 
Each step of the proposed process is supported by one or several components of the 
extended collaborative learning platform. In the following, we will first present the 
proposed process, followed by the description of the architecture of the proposed 
extended collaborative learning environment and its major components.   

5.1   A Process for Collaborative Design and Tailoring of Learning 
Environments 

Figure 2 shows our process that suggests different steps (nodes of the diagram) of 
collaborative design and tailoring of learning environments. The transitions (arrows in 
the diagram) between the steps are triggered by an end-user’s need in a given use 
situation (e.g. an adaptation or tailoring need) or his/her intention to reach certain 
goals (e.g. sharing designs or reflecting on them with others). A specific collaborative 
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design and tailoring of a learning environment is performed through a sequence of 
steps according to Figure 2. The usual begin of a tailoring is the normal use of a 
learning environment in a given learning platform (A), in our case CURE. If the need 
to tailor the environment arises, a tailoring and use step occurs based on the tailoring 
capabilities of that environment (B). Interested parties with sufficient access rights 
can decide to extract a template from a running learning environment instance (C) or 
they can create a new template (D). A given template can be manipulated, e.g., in 
order to address the needs of a specific learning situation, or of a different learning 
scenario (E).  This manipulation can take place individually or in a cooperative 
manner. Once the design and tailoring of a template is done, the designer(s) can apply 
the resulting design templates in their learning environments (F), e.g., to create new 
learning environments or to modify existing ones. In addition, designers may make 
design templates public (G). This encourages interested users (i.e. members of CoPs) 
to exchange knowledge collaboratively through activities (such discussions, 
annotations etc.) on shared design templates (H) and to reuse them if they want, e.g., 
for creating another template (E) or for creating/modifying learning environments (F). 

In our approach, we propose to distribute these process steps across three different 
environments: the learning platform addressing steps A and B, a collaborative design 
and tailoring environment addressing steps C, D, E, and F, and a community portal 
addressing steps G and H. This separation of concerns is useful in order to allow (1) 
design and tailoring without directly affecting running learning environments, (2) 
flexible involvement of third-party users (e.g., experts or newcomers needing 
training) who do not possess access rights to the real learning environment, and (3) 
discussion, sharing, and reuse of templates across learning platforms. 

 

Fig. 2. A process for collaborative design and tailoring of learning environments 

Since our process does not prescribe neither a certain begin nor a specific sequence 
of steps diverse combinations of steps may occur. Thus, it is more adequate to explain 
how the process solves the problem of collaborative design and tailoring of learning 
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environment by demonstrating its use with the help of a practical scenario. For this 
purpose, the following section first defines the architecture of an environment 
supporting the process, and then explains how the process steps and transitions are 
supported by the major components of the architecture of our extended collaborative 
platform showing thereby how a given requirement from Section 2 is fulfilled. 
Additional functionalities not addressed explicitly by the process, such as means to 
store changes locally or community-wide as well as awareness and communication 
support that ease the accomplishment of such steps, are mentioned, too. 

5.2   A Collaborative Learning Platform Supporting Collaborative Design  
and Tailoring of Learning Environments 

The architecture of the environment supporting the process for collaborative design 
and tailoring proposed in the last section is depicted in Figure 3 as a block diagram. 
Since CURE and the collaborative tailoring portal (community portal) are realized as 
web applications, each made available through its own web server (Tomcat), the end-
users can access them using a typical web browser. The collaborative design and 
tailoring environment (see Figure 2) is provided by the cooperative design editor, a 
thick client application. Being able to communicate with CURE and the community 
portal (bidirectional arrow), the design editor acts as a mediator between them, 
allowing the transfer of course design templates in both directions. Such templates 
can be stored client-side using a local repository and in a community repository at the 
server-side, while CURE learning environments remains in a separate database. 
Figure 4 shows these major components and their interaction. 

 

Fig. 3. The architecture extended collaborative platform 

The CURE servers contain learning environments while the design editor is mainly 
used for their creation and manipulation as well as for the configuration of course 
structures. In our case, the process steps “normal use in learning environment” (A) 
and “tailoring and use in the learning environment” (B) from Figure 2 are supported 
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by the different CURE servers. The steps “template extraction from learning 
environments” (C), “create new template” (D), “design manipulation” (E) and 
“applying resulting design templates” (F) are supported by the design editor. Making 
the collaborative design editor a separate component creates two benefits: users can 
get more flexible graphical support, which cannot be easily realized with existing web 
technologies (R1), and reuse of course designs and structures from different servers. 
The design editor uses a local repository for storing local changes. In addition, the 
editor allows for synchronous and asynchronous design sessions. 

 

Fig. 4. Components of the approach and their collaboration 

To encourage collaborative design and tailoring at the course template level, a 
collaborative tailoring portal is used. The portal is responsible for supporting the 
process steps “making design templates available to public” (G) and “reflect on 
design templates” (H). Due to the decoupling from the learning platform (here 
CURE), the emerging community is not limited to the use of the respective CURE 
server. The portal is primarily responsible for the exchange of course design 
templates, which are categorized and versioned in a community repository that can be 
accessed by interested users. In the first place, support for reflection on course designs 
for individual categories (courses, seminars, labs, etc.) is provided. Therefore, the 
portal offers various functionalities, e.g., forums, blogs, rating and publish & 
subscribe mechanisms. Moreover, the client software for the cooperative editor is to 
be downloaded from there. (R3) 

The designer can create new designs or adapt existing ones using the design editor. 
Importing existing course structures from CURE is possible utilizing the extraction or 
import functions (Step C) (cf. Figure 4 - 1). Thus, only those rooms to which the 
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designer has sufficient rights are made available for import. In this step, the room and 
content structure is duplicated in the design editor while user objects and access 
permissions are copied on demand. For example, it makes no sense if new participants 
are assigned to a running course. To prevent loss of modifications, the editor saves the 
manipulated course structures locally in a repository (cf. Figure 4 - 2). Applying 
changes to a learning environment is done by the “export to CURE” function (cf. 
Figure 4 - 3). The designer is asked to choose a parent room in CURE as a target 
room, where the template is applied (i.e., the structure defined in the template is 
appended) (step E). Since the design editor and tailoring portal are two environments, 
exchange of templates must be supported through corresponding import and export 
functions facilitating the transitions between steps E and G (cf. Figure 4 - 4). 
Sufficient rights are needed in the portal. Moreover, portal users can rate and 
comment on course designs, which have been exported from the design editor to the 
portal. This data, and more information (e.g., usage statistics), are also stored as 
metadata of those designs in the community repository (cf. Figure 4 - 5). (R3) 

5.3   A Sample Usage Scenario 

In our scenario, an instructor wants to design a new learning environment for a 
particular course at the beginning of the semester. This instructor begins his work 
starting the design editor. Figure 5 shows the category view of the design editor, 
which is displayed at the start. 

 

Fig. 5. Category view 

The instructor has access to the global category view of the portal (Figure 5 - (a)) 
or the local repository (b). The global category view offers available shared design 
templates in the collaborative tailoring portal while the local view provides locally 
stored templates. The instructor wants to use a design template for a seminar from his 
colleague, who reported positive experiences (e.g., contribution in forums, entry in a 
blog etc.). From the figure, we can see that he/she is looking at the first version (c) of 
the seminar "Verteilte Systeme für computerunterstütztes kooperatives Arbeiten". To 
help him/her making a decision to use this template, the information pane (d), the 
properties (e), comments (f), and usage statistics (g) of the selected template version 
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are displayed, which are based on the metadata of the respective template. Such 
information can only be viewed in the design editor, and it is not available for local 
templates. Metadata are only specified during the export into the portal. Clicking on 
the load button (h) switches to the design view, which is depicted in Figure 6. Now, 
the manipulation of this template in the design editor is possible. If the metadata 
displayed are not sufficient to make a decision, the preview function (i) can be used. 
This function presents the course structure in a separate pane as a tree (similar to pane 
(a) of Figure 6). 

 

Fig. 6. Design view of the synchronous design editor 

In Figure 6, three instructors (Icking, Bourimi and Ma) work jointly on a course 
template together that was imported from the portal (e.g., as described in the previous 
step). The collaboration is needed because the three instructors will supervise the course 
together. Thus, consensus about design concerns will avoid future changes and therefore 
not disturb the learning phases.  After the coordinator (here Icking, shown at the top of 
the user list (e)) registered an active session in the portal, the other instructors were able 
to join the session. The structure of the course template is represented as a tree (Figure 6 
– (a)), any modifications will be shared immediately. The participants of a synchronous 
design session are shown in the editor (e) and can communicate using the chat (f). 
Alternatively, an audio conference system like Skype can be used. To ease coordination, 
tele-pointers can be used by all participants. Portal users are aware of all active design 
sessions. Thus, interested people can join a session. (R2) 

Since the cooperative editor allows only one participant to modify the course 
design at a time, other participants can only request the control from him. The new 
user in control can manipulate the design directly by drag & drop or with the help of 
function tabs in the middle pane (e.g. b+c+d in figure 6 for manipulation of rooms). 
Furthermore, the editing user must explicitly commit the changes (export functions). 
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The semantics of the drag & drop manipulations depends on the kind of artefacts. For 
instance, dragging a room and dropping it on another corresponds to the moving 
function. Dropping a room on a content page will add a link to the room to the content 
of the page. In addition, a link to the content page will be added to the welcome page 
of the room. (R1) 

Once the intended course organisation is reached, the user applies the course 
design template to a target room in a given CURE server. If the template does not 
include specification of users and access permissions, these must be specified at this 
time by the user.  

6   Implementation  

To validate the presented approach in this paper, a prototype was implemented based 
on open source java-based frameworks. As mentioned before, the prototype consists 
of three different main components (see Figure 3). The implementation of the 
synchronous editor was carried out as an eclipse application [6] from which a native 
application can be generated any time for the most popular operating systems. The 
editor’s replication functionality was realized integrating the JGroups framework 
[13]. Synchronous aspects of design sessions are therefore largely covered by the 
started editor instances. Therefore the performance depends only on the individual 
started clients and not other components.  

The collaborative Portal and the editor access a common jabber server [26] which 
provides chat and awareness services. The portal itself is an adapted version of a rich 
functional Liferay portal [17]. This provides message boards, Blogs, Wiki editors and 
many other useful tools and functionalities, in the form of Portlets conformable to the 
JSR-168 specification [14]. Portlets are small functional units that can be easily 
aggregated and integrated with each other to build the functionality of the view and 
controller layer. The business logic and data persistence layers of the community 
portal were extended [18] implementing a set of new components using existing 
functionalities of the Liferay portal and providing new ones needed for our approach, 
while export and import interfaces use XML structures for the exchange of the data 
between the prototype components. An evolutionary development procedure was 
pursued. Thus, successive functional expansions were easy to be carried out.  

7   Experiences 

We initially tested the proposed approach with instructors from the department of 
computer science and some developers of the prototype. Thus, our test users were 
already familiar with using the CURE platform (without the proposed extensions and 
the proposed tailoring process). In the following, we report initial feedback and 
experience with the proposed process and its support in the prototype. 

Regarding the prototype system, we observed general usability as well as the 
extent to which the prototype supports the proposed process. Our test users judged 
graphical manipulations of learning environments via an editor very positive. Users 
had no trouble in using the editor. Concepts like drag & drop functions or the 
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representation of the room structure, as trees, were intuitive for the involved testers. 
Those skills are mostly gained from previous dealing with computers. The analogies 
to the CURE platform and the semantics of the manipulations had merely to be 
communicated. 

The users were very pleased with the possibility of carrying out local experiments 
because this considerably lowers the inhibition threshold for design experiments. The 
import and export functions were primary used by the developers for the extraction of 
the available course structures for the purpose of evaluation. Instructors were able to 
easily adapt their learning environments (individually and with others) for their future 
courses.  

Since the winter semester 2003/04 CURE is used at the FernUniversität. More than 
45 courses are currently available. These are at present investigated with the aim to 
extract good practices. First analyses show, for instance, that instructors have used the 
concepts offered by CURE differently. We hope to find structural and usage patterns 
that consistently lead to good learning performance and which therefore are 
candidates to reuse and for training new teachers. 

Unfortunately, cooperation aspects on the level of the portal could not be 
exhaustingly evaluated because of the size of the tester community. However, first 
feedback indicates that a better support of awareness may be necessary to improve the 
motivation and participation. 

8   Conclusions and Discussion 

In this paper, an approach was presented to better support collaborative design and 
tailoring of (web based) learning environments. The main idea is to support a 
collaborative design and tailoring process consisting of cooperative activities. The 
need for such cooperation arises from the analysis of realistic scenarios. The support 
of graphical manipulations (here with the help of a design editor) and the collection of 
results of those design sessions (here in repositories) form an adequate base for this 
approach. Extending a tailorable learning platform (CURE) with support for 
performing the collaborative tailoring process enables end-users to reuse previous 
designs and to adapt those to their needs. End-users are enabled to collaboratively 
adapt and tailor their learning environments themselves. The provision of mechanisms 
for rating and evaluating collected designs (here through the portal) facilitates the 
extraction of good practices.  

This contribution goes beyond the state-of-the-Art. None of the learning platforms 
mentioned before, except Symba, supports synchronous cooperation during design 
and tailoring activities. However, Symba’s use remains very special and the learning 
environments are no more available after the end of the corresponding learning 
process (see Section 3). Available mechanisms for importing and exporting course 
designs aim at individual use. Thus, such functions presuppose privileged rights and 
running installations of the respective platform. These limitations have been 
overcome in the approach presented in this paper. 

In addition, most platforms have a restricted view on the execution of learning 
processes and do not sufficiently support end-user tailoring. Our initial experiences 
indicate the applicability of our approach. Flexible graphical means and synchronous 
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work on shared artefacts (designs) bring many advantages. The cognitive gap of the 
users to the platform is reduced and exchange of expertise is encouraged. 

The proposed process for design and tailoring of learning environments is a first 
step for sharing course designs across learning platforms. The proposed separation 
between design and tailoring activities, community support, and learning platform 
supports such generalisation across learning platforms. For instance, the community 
portal can be used to encourage building and collaborative (inter-)acting of CoPs 
interested in sharing knowledge at different levels of design and tailoring of learning 
environments (i.e., IMS LD scripts)  or in other domains (i.e., learning content 
object). Adding a new learning platform to the proposed architecture requires the use 
of an implementation of the extract (C) and apply (F) steps based on the API of the 
new learning platform, so that the design and tailoring environment can import and 
export design templates from and to that platform. More powerful possibilities of a 
platform-independent collaborative design and tailoring can be reached if in addition 
to such implementations common or standardised representations of design templates 
are used among different platforms. The only problem we predict will consist of the 
adaptation of those course templates to specifics of the learning environments of the 
new platform, i.e., access permissions and user assignments that underlie mostly 
different access policies. However, the design and tailoring environment could be 
adapted in such situations to support such access policies or such adaptation activities 
could take place in the learning platform after a successful export.    

Future works will focus primarily on community-related concerns (i.e. extending 
the testers community, motivating contributions etc.) and to respond to emerging 
needs for these purposes. A better support for the proposed process through the tools 
and potential extensions based on users’ feedback as well as the extraction of best 
practices are also important. 
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Gea, Miguel 286
Gerosa, Marco Aurélio 302
Geyer, Werner 270
Gobert, Xavier 94
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Marcos, José Antonio 155
Margaritis, Meletis 140
Markarian, Antoine 389
Mart́ınez, Alejandra 155
Masserey, Guillaume 163
Matsumoto, Mitsuji 179
Molina, Ana Isabel 413
Morán, Alberto L. 22

Neyem, Andrés 228
Noguera, Manuel 286
Noirhomme, Monique 94
Noteboom, Cherie 38
Nussbaum, Miguel 1



438 Author Index

Ochoa, Sergio F. 228
Ortega, Manuel 413
Otjacques, Benôıt 94

Payne, Matt 38
Penichet, Victor M.R. 341
Pereira de Lucena, Carlos José 302
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Sá, Marco 364
Sarmiento, Johann 132
Send́ın, Montserrat 219
Silva Filho, Roberto S. 270
Stahl, Gerry 132

Steinhauser, Lucas 38
Sun, Lingling 349

Tarmizi, Halbana 38
Tentori, Monica 389
Tobarra, Manuel 341
Trausan-Matu, Stefan 132

Vassileva, Julita 349
Vega-Gorgojo, Guillermo 310
Vivacqua, Adriana S. 78

Wan, Jian 262

Xu, Xianghua 262

Yang, Jianxv 405

Zhang, Chi 38
Zigurs, Ilze 38
Zurita, Gustavo 364


	Frontmatter
	Collaborative Applications and Group Interaction
	Task Analysis Based Methodology for the Design of Face to Face Computer Supported Collaborative Learning Activities
	Group Creativity and Collaborative Technologies: Understanding the Role of Visual Anonymity
	InClass-RTD: Providing Support for Real-Time Threaded Discussions in the Classroom
	Technical and Environmental Challenges of Collaboration Engineering in Distributed Environments
	Monitoring and Analyzing Group Interactions in Asynchronous Discussions with the DIAS System
	Analyzing Shared Workspaces Design with Human-Performance Models

	Group Awareness
	Using Email-Based Network Analysis to Determine Awareness Foci
	Cooperation Indexes to Support Workspace Awareness
	Guidelines and Usability Principles to Design and Test Shared-Knowledge Awareness for a CSCL Interface

	Computer Supported Collaborative Learning
	The Remote Control Approach -- How to Apply Scaffolds to Existing Collaborative Learning Environments
	Polyphonic Support for Collaborative Learning
	On Supporting Users' Reflection During Small Groups Synchronous Collaboration
	Interaction Analysis for the Detection and Support of Participatory Roles in CSCL

	Languages and Tools Supporting Collaboration
	ORCHESTRA: Formalism to Express Mobile Cooperative Applications
	A Decentralized and Flexible Tool Supporting Extreme Programming Software Development
	The PoEML Proposal to Model Services in Educational Modeling Languages

	Groupware Development Frameworks and Toolkits
	A Framework Designed for Synchronous Groupware Applications in Heterogeneous Environments
	Implicit Plasticity Framework: A Client-Side Generic Framework for Collaborative Activities
	Supporting Mobile Collaboration with Service-Oriented Mobile Units
	SAGA: A Web Services Architecture for Groupware Applications
	Towards a P2P-Based Active e-Learning Space
	Understanding the Trade-Offs of Blending Collaboration Services in Support of Contextual Collaboration

	Collaborative Workspaces
	Leveraging the Linda Coordination Model for a Groupware Architecture Implementation
	Development of Groupware Based on the 3C Collaboration Model and Component Technology
	Ontoolcole: An Ontology for the Semantic Search of CSCL Services

	Web-Based Cooperative Environments
	CSCL, Anywhere and Anytime
	Web Management of Citizens' Complaints and Suggestions
	Social Visualization Encouraging Participation in Online Communities

	Mobile Collaborative Work
	Analyzing the Roles of PDA in Meeting Scenarios
	Supporting the Management of Multiple Activities in Mobile Collaborative Working Environments
	Seamless Interaction Among Heterogeneous Devices in Support for Co-located Collaboration

	Collaborative Design
	Predicting User Interest Region for Collaborative Graphics Design Systems in Ubiquitous Environment
	A Conceptual and Methodological Framework for Modeling Interactive Groupware Applications
	Collaborative Design and Tailoring of Web Based Learning Environments in CURE

	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice




