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Preface

This volume constitutes the proceedings of the 12th International Workshop
on Groupware (CRIWG 2006). The conference was held in Medina del Campo,
Spain. The historic and scenic venue provided an excellent environment to con-
tinue the traditions of the workshop. The size of the conference was relatively
small, the discussions were lively and constructive during and between sessions,
and the level of collaboration was high both socially and in making new connec-
tions for research ideas.

The previous eleven CRIWG workshops were held in Lisbon, Portugal (1995),
Puerto Varas, Chile (1996), El Escorial, Spain (1997), Buzios, Brazil (1998),
Cancun, Mexico (1999), Madeira, Portugal (2000), Darmstadt, Germany (2001),
La Serena, Chile (2002), Autrans, France (2003), San Carlos, Costa Rica (2004),
and Porto de Galinhas, Recife, Brazil (2005).

This 12th CRIWG received a record number of submissions, attesting both
to the continuing importance of groupware as a field and the many interesting
issues for research that surround it. Groupware researchers from 21 different
countries submitted a total of 99 papers. Each paper was double-blind reviewed
by at least three members of an internationally known Program Committee sup-
plemented with additional reviewers. We appreciate all their work. The Program
Chairs performed a “meta review” of all the reviews, to ensure that each paper
got the best and fairest chance in its assessment. Based on reviewer recommen-
dations and the Program Chairs’ judgements, 34 papers were accepted, 21 of
which were long papers representing mature work, and 13 short papers describing
work in progress. The accepted papers were grouped into the following clusters:
computer-supported collaborative learning, groupware development frameworks
and toolkits, mobile collaborative work, collaborative applications and group in-
teraction, Web-based cooperative environments, collaborative workspaces, lan-
guages and tools supporting collaboration, group awareness, and collaborative
design.

In addition to the papers, we were very pleased to have groupware pioneer
Clarence Skip Ellis of the University of Colorado-Boulder to provide the keynote
talk for the conference. A doctoral colloquium was also held the day before the
conference began.

CRIWG 2006 would not have been possible without the work and support of a
great number of people. First we thank all those who submitted to the conference
and who continue to support it from year to year with leading-edge research in
groupware. We also extend very special thanks to the Program Committee and
additional reviewers for their diligent and constructive reviewing. We are grateful
to the CRIWG Steering Committee for their on-going advice and support, as well
as all members of the Local Organizing Committee. Special acknowledgement
and thanks go to our sponsors: the Spanish Ministry of Education and Science,
the Regional Government of Castilla and Ledn, the University of Valladolid
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and its Computer Science Department and Signal Theory, Communications, and
Telematics Engineering Department.

Finally, we thank the attendees for their enthusiastic commitment and we
hope that all participants and readers of these proceedings continue to find
excitement and learning opportunities in their continuing work on groupware.

September 2006 Yannis A. Dimitriadis
llze Zigurs
Eduardo Gémez-Sanchez
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Task Analysis Based Methodology for the Design of
Face to Face Computer Supported Collaborative
Learning Activities

M.F. Capponi, M. Nussbaum, and M.E. Lagos

Department of Computer Science, P. Universidad Catélica de Chile
Vicuna Mackena 4860, Santiago, Chile
mcapponi@ing.puc.cl, mn@ing.puc.cl, mrlagos@ing.puc.cl

Abstract. This paper shows how Task Analysis can be a powerful tool for the
design of collaborative applications supported by wirelessly interconnected
handhelds. We define a methodology for the design of such activities. It
basically consists in performing a Task Analysis on an Interaction Model to
obtain the set of all possible interactions between actors. Then a class of
activities is defined by selecting a subset of tasks. These, applied to a specific
topic, determine a set of specific tasks which constitute an instance of the class
of activities. The specific tasks build the desired activity and define the possible
face to face interactions that can happen during the activity execution. These
specific tasks also allow us to define an observation guideline that assists the
system validation. We show with an example how such a methodology is
applied for a collaborative learning activity mediated by a teacher and
wirelessly interconnected handhelds.

Keywords: Task Analysis, face to face Computer Supported Collaborative
Learning.

1 Introduction

Collaborative Learning (CL) environments have shown benefits in the achievement of
learning objectives, social aims, positive interdependence and motivation, acquiring
student new skills, ideas and knowledge by working together [6]. CL, however has
shown to have coordination, communication, organization and synchronization
problems, which can be solved with face to face computer supported collaborative
learning [5]. In this environments students work each with a handheld machine
wirelessly interconnected [4].

Face to Face collaboration involves two dimensions: the human nature of
communication [1] and the activities carried out in the shared workspace [2]. In the
second dimension, we can distinguish the team work (making it happen
collaboratively) and the task work (doing the actual job) [3]. Both the team and the
task work have to be understood as interconnecting elements with the actors of the
activity. Task Analysis allows us to decompose in basic building blocks the team and

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 1 -11, 2006.
© Springer-Verlag Berlin Heidelberg 2006



2 M.F. Capponi, M. Nussbaum, and M.E. Lagos

the task work, which can later be used in the design of a face to face computer
supported collaborative learning activity. This analysis helps us also to extract an
observation guideline of the face to face interactions we can observe during the
activity and provides a concrete representation of the actions taken towards user goals
and the logical relationship between those actions [7]. So, obtaining from an abstract
Interaction Model a set of tasks or building blocks, we can construct many different
collaborative activities. This technique is well utilized to understand the usability of
interactive systems and to understand users’ work with a system in the abstract [8].
But there is no research about how this analysis can facilitate the whole design and
development of face to face collaborative activities and how it can assists the later
validation.

We propose a Methodology based on Task Analysis for the design of an effective
human-human relation that involves the team and the task work for a collaborative
classroom, supported by wirelessly interconnected handhelds. This methodology has
to assure that the interactions selected for the activity are going to happen. Through
the methodology steps we can design the activity by tasks, defining classes of tasks
and sets of specific tasks. We can also extract an observation guideline from the same
analysis, to indicate what to observe during the activity to validate the system,
verifying that the observed interactions are the set of valid tasks defined in the design
process. In this way for collaborative activities, we can study what sets of tasks we
can use for the design of an activity to generate better social interactions, and
recognize what interventions are necessary to change the social and communication
behavior between actors to achieve a specific aim.

2 Task Analysis

To define how and between whom information flows in a classroom technologically
mediated by mobile devices connected to a wireless network with students that work
collaboratively, we use a generalized Interaction Model [9] for the main classroom
components, showed in Fig. 1. Here we assume interaction to be the basic unit that
occurs among various actors that work collaboratively.

Fig. 1. Interaction Model
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The components of the model shown in Fig. 1 are the following:

e Actors: Persons or groups of persons among whom information flows. They are

information emitters and receptors, and include:
o Student (S)

o Whole Class (WC), comprising the N students in the class

o Small Group (SG), a subset of A students in the class, which consists of N/A

groups

Table 1. Set of All Tasks obtained from the Task Analysis with the Interaction Model for

Collaborative Learning supported by wirelessly interconnected PDAs

1 | T>PDA->S Teacher sends information to a student

2 | T>PDA>SG Teacher sends information to a small group

3 | T2>PDA>WC Teacher sends information to the whole class

4 | T>PDA>T Teacher sends information to another teacher

5 | SOPDA>T Student sends information to a teacher

6 | SPDA>SG Student sends information to a small group

7 | SPDA>WC Student sends information to the whole class

8 | S2PDA->S Student sends information to another student

9 | SG>PDA>SG Small group sends information to another small group
10 | SG>PDA->S Small group sends information to a student

11 | SG>PDA>T Small group sends information to a teacher

12 | SG>PDA>WC | Small group sends information to the whole class
13 | WC>PDA->S Whole class sends information to a student

14 | WC 2PDA>T Whole class sends information to a teacher

15 | WC >PDA->SG | Whole class sends information to a small group
16 | SG>FF>S Small group discusses with a student

17 | SGFF>T Small group speaks with a teacher

18 | SG2FF>WC Small group speaks with the whole class

19 | SG>FF>SG Small group speaks with another small group
20 | T>FF>S Teacher speaks with student

21 | T2FF>SG Teacher speaks with a specific small group

22 | T2FF>WC Teacher speaks with whole class

23 | T2FF>T Teacher speaks to another teacher

24 | SOFF>T Student speaks with a teacher

25 | SFF>SG Student speaks with small group

26 | SOFF>WC Student speaks with whole class

27 | S2FF->S Student speaks with another student

28 | WC 2FF>S Whole class speaks with a student

29 | WC 2FF>T Whole class speaks with a teacher

30 | WC 2FF>SG Whole class speaks with a small group

e Mediators: The entities through which the information flows. Since the information
may be transformed in the process, they are more than just communication

channels:

o Personal Digital Assistants (PDA). PDAs act as instruments that support and

regulate relations between actors, and provide:
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= organization and representation of the information
= anegotiation space
= coordination between activity states
o Face-to-face relationships (FF). The human medium in which information is
exchanged, impacting on the student’s commitment to their responses and
their group as well as on the development of mutual understanding between
the different actors.

e Actor and mediator: Teacher (T). In addition to sending and receiving information,
the teacher is responsible for selecting the curriculum activities to be implemented
and for guiding the students toward the achievement of the desired goals. The
teacher is also in charge of delivering feedback to the students and filtering the
information flowing between them and among the groups, in such a manner that the
discussions take the desired course.

The interactions in the model, as shown in Fig. 1, are centered on the student, the
use of PDAs and a face-to-face relationship (FF) as mediator components for the
interactions with the other actors: the teacher (T), the small group he or she belongs to
(SG) and his or her class (WC). The teacher also acts as mediator of the interaction
and communication between the students (S), the small groups (SG) and the whole
group, i.e., the class (WC).

From the model of Fig. 1, we can obtain all basic tasks, enumerated in Table 1.
Every task is performed by two actors and a mediator through which information
flows. These tasks are the key elements for understanding the social behavior. In Fig.
1, the arrows connecting the components indicate the direction of information flow.
While the continuous line indicates that the flow is for both sides, the dashed line
indicates that the flow is, in some cases, only for one side. In this model we have two
interactions that are not possible, WC >FF>WC and WC >PDA->WC, because we
only have one class.

3 Task Analysis Based Methodology

In this section we show a methodology based on Task Analysis, graphically
represented in Fig. 2, that supports the definition of an activity. This methodology
consists in eight steps, described in Table 2. In Fig. 2, each step is represented as an
arrow with the number of the corresponding step. Dashed arrows indicate the optional
paths we have to follow when the class or instance of the activity is not well defined
or implemented. Ellipses represent sets of tasks, the first rectangle represents the
Interaction Model, and the rhombus represents the collaborative activity. In the
seventh step, we compare the Observed Tasks with three subsets taken from the
Specific Tasks, Class Tasks and All Tasks sets, selecting only the face to face
interactions from each one. We named them Face to Face Specific Tasks (FFST),
Face to Face Class Tasks (FFCT) and Face to Face All Tasks (FFAT) respectively. In
the right bottom of the figure we draw three boxes representing the three possibilities
for the observed tasks and in the left bottom, a fourth box indicating the valid set of
tasks. Next we make a detailed analysis of the proposed methodology.

In the first step of the methodology we define a set of all possible tasks,
performing a Task Analysis of the Interaction Model shown in Fig. 1. Table 1 shows
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this set of tasks, or possible interaction between actors, for the design of a
Collaborative Learning Activity supported by wirelessly interconnected PDAs. We
named this set of tasks as All Tasks (AT).

In the second step we define a Class of Activities (CA) determining the kind of
interactions we want to generate during the activity. In our example, the Class of
Activities consists of an individual part, where each student solves a problem
independently, and a collaborative part, where the whole class together finds out the
correct answer.

For each Class of Activities we select a subset of tasks that allows us to design an
activity with those interactions. We named this subset as Class Tasks (CT). For the
example, the Class Tasks are shown in Table 3.

| Interaction Model |

1. Task Analysis

All Tasks

J

2. Class of Activities =

Class Tasks

U

3. Set an instance of the activity «-————————

C Taks

LY
!

Specifi

5. List of Face to Face Interactions 4. Implementation of the Activity <

Observation Guideline Collaborative Activit

6. Experimentation
A 4

7. Compare Observed Tasks
with Face to Face Specific Tasks

OT =FFST l i OT #FFST
Valid set of OT C FFST
taske OT < FFCT
OT C FFAT

8. Go back to the step 2, 3 or 4,
respectively.

Fig. 2. Graphic representation of the Task Analysis based Methodology

The third step defines an instance of the selected Class of Activities. This
determines the subset of Specific Tasks (ST) from the Class Tasks, which allows us to
design the specific activity, as a sequence of these tasks. In the example, all the
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students receive a different individual part (T>PDA->WC) they have to solve
independently. They have to write an attribute they think is related with the received
concept. In this way each student is responsible of his/her own work. Then the
individual work response is sent from every student to the teacher (S2PDA->T).
S/he sends the responses s/he thinks are relevant to every student to perform a
collaborative work with the whole class, (T>PDA->S) to find together, by a voting
mechanism (S>PDA->T) the right concept. Through the teachers’ machine a student
is randomly selected (T->PDA->S) to justify his/her answer in front of the whole
class, so a collaborative class discussion is built (S2FF2>WC, T2>FF>WC).
Taking into account the discussion, the teacher may eliminate the attribute, continuing
the previous dynamics until the whole class finds the right solution. In Table 4 we
show the set of Specific Tasks defined for our example, i.e., the set of valid tasks,
from which we design an activity for high school physics, specifically for teaching
sound waves. The activity aim is that students relate different attributes as
transmission, vibration, frequency, etc, with the physical concept of sound waves.

Table 2. Methodology based on Task Analysis that supports the definition of an activity

Perform a Task Analysis on the Interaction Model to define the set
1 of all possible tasks for the design of a collaborative activity

named All Tasks (AT)

) Define a Class of Activities to obtain from AT the subset Class
Tasks (CT)

3 Define a set of Specific Tasks (ST) setting an instance for the

defined Class of Activities

Implement the sequence of Specific Tasks that builds the

4 Collaborative Activity (CA), using the subset of Specific Tasks
defined in the previous step

Design an Observation Guideline (OG) listing the face to face
interactions that belongs to the three sets of tasks ST, CT and AT,

3 obtaining three subsets: Face to Face Specific Tasks (FFST), Face
to Face Class Tasks (FFCT) and Face to Face All Tasks (FFAT).

6 Obtain experimentally a set of interactions, or Observed Tasks
(OT), from the execution of the activity

7 Compare the obtained set of Observed Tasks with the subset of

Face to Face Specific Tasks to validate the system

If OT has not the same tasks as FFST, go back the corresponding

8 number of steps, depending if the Observed Tasks elements belong
to FFAT (step 2), FFCT (step 3) or FFST (step 4).

In the fourth step we implement the sequence of tasks to build the Collaborative
Activity (CA), using the subset of Specific Tasks (ST) defined in the previous step.
We are going to show the design of the activity. It consists of eight parts; two of them
belong to individual work and the others to collaborative work. First, we show the
individual work and then, the collaborative one, each with the users PDAs'
corresponding screens (Fig. 3 to Fig. 5).
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Table 3. Class Tasks for the defined problem in our example

T->PDA->S
S>PDA->T
T->PDA>WC
T>FF->S
S>FF>WC
S>FF->S
T>FF>WC
S>FF>T

0 [J|N| N[ [W|N|—

Table 4. Specific Tasks for the specific problem in our example

1 | T>PDA->S
2 | SPDA>T
3 | T>PDA>WC
4 | SOFF>WC
5 | T2FF>WC

A.- Individual Work

1) T->PDA->WC: The teacher selects a topic and a related concept (Fig 3a). The
student receives the corresponding instruction (Fig. 3b).

2) S->PDA->T: All the students receive the same concept and write an attribute
they think is related with it and sends it to the teacher. Fig. 3c, d, e, shows the
screens of three different students.
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Fig. 3. Individual Work
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B.- Collaborative Work

3) T->PDA->S: The teacher selects a subset of the received answers (Fig. 4a) and
sends it to the students. In the student’s screens appears the information sent by the
teacher.

F S Tranemission of the soumd
18w tranemetted theeuch 28Termni - 1
maans =4 A
[ T Y A— Teleer i chayadienine i chimhate
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e fibrie ; effectivepas for hugher Tregue o
1 12 i tranuorcited wnth peater DIt » tremmstied wiik peader
wiTertveenied For boawp fiequarse affaetivarais Tod iower (rpaness
3 18 20 kransred ted with paaber Tt = brammstied wath puater
wffecioreren o meacn damer wifectiverass in means depsay
s |
(2] (k]

Fig. 4. Collaborative Work — Voting

4) S>PDA->T: The students vote to eliminate an attribute they think it does not
correspond (Fig. 4b). Then, the students see on their screens the voting result (Fig.
5b, d).

5) T->PDA->S: The teacher asks the system to randomly select one of the students
that chose the most voted alternative so that the corresponding student justifies it
(Fig. 5a). The selected student is informed by an audible signal and by a colored
background in his/her screen (Fig. S5c), while the other student’s screen remains the
same (Fig. 5b, d).

6) S>FF->WC: The selected student has to justify his/her vote in front of the class.

7) T>FF>WC, SOFF>WC: Begins an in class discussion mediated by the
teacher.

8) T->PDA->S: If the class realizes that the most voted concept does not
correspond, the teacher can eliminate it and repeat the cycle (4), (5), (6) and (7),
without the already analyzed concept.

In the fifth step we design an Observation Guideline (OG) listing all possible
face to face interactions to direct the viewer on what s/he has to watch during the
activity.

Let FFST (Face to Face Specific Tasks) be the subset of all the face to face
interactions of the Specific Tasks set, FFCT (Face to Face Class Tasks) be the subset
of the face to face interactions of the Class Tasks set, and FFAT (Face to Face All
Tasks) be the subset of the face to face interactions of the All Tasks set. To perform
the Observation Guideline we first list the elements of FFST that constitutes the valid
set of tasks. Then we list the elements of FFCT without repeating the already listed
elements in FFST. Finally we list the elements of FFAT without repeating the already
listed elements in FFCT. For the example, the obtained guideline is shown in Table 5.



Task Analysis Based Methodology 9

The sniewic i be The snawer to be
wionind i eliminatod is:
Tt i drarammitted with groater |
effectiveness for higher | It o tramsmutted with greataz
Freqoencies | affeztivanads for baghes

% shaded 2

It i transmatbed with greater
wifectivensss for higher
Traqoancing

i

C2 c3 cl

)] (d)

Fig. 5. Collaborative Work - Discussion

Table 5. Observation Guideline

Tasks | Frequency | Observations
Face to face interactions from ST (FFST) taken from Table 4:
S2>FF>WC
T2>FF>WC
Face to Face interactions from CT (FFCT) taken from Table 3:
T>FF>S
S>FF->S
S>FF>T
Face to Face interactions from AT (FFAT) taken from Table 1:
SG2>FF->S
SG>FF->T
T2>FF>SG
S>FF->SG

In the sixth step we write down all the observed face to face interactions generated
during the execution of the Collaborative Activity in the classroom, their frequency of
occurrence and any observation, oriented by the Observation Guideline. We obtain a
set of tasks named Observed Tasks (OT).
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In the seventh step we compare the obtained set of Observed Tasks with the face
to face interactions listed in the Observation Guideline.

If the Observed Tasks are the Face to Face Specific Tasks, we can assure that the
face to face interactions generated during the activity are those we wanted to happen
when we designed it.

Otherwise, if OT has not the same tasks as FFST, we have to go to the eighth step.
Here we describe what happens for the three different possible cases:

e If OT is a subset of FFAT, we experimentally observed at least one task that
doesn’t belong to FFCT, so we have to redefine the Class of Activities. We have
to go back to the second step. In our example, we could have observed that the
students discuss in small groups. This task doesn’t belong to our FFCT.
Therefore, to achieve the established activity aim we have to redefine the Class of
Activities.

e If OT is a subset of FFCT, we experimentally observed at least one task that
doesn’t belong to FFST, so we have to redefine the instance of the activity and
the sequence of tasks to perform the Collaborative Activity. We have to go back
to the third step. In our example, we could have observed that a student
discusses with another. This task doesn’t belong to our FFST. Therefore, to
achieve the established activity aim we have to redefine the Specific Tasks.

e If OT is a subset of FFST, we experimentally observed that al least one of the
Face to Face Specific Tasks doesn’t occur. So we have to rebuild the
Collaborative Activity to obtain the desired interactions, going back to the fourth
step. In our example, we could have observed that never occurs that a student
discusses with the whole class. Therefore, to achieve the established activity aim
we have to rebuild the activity to obtain it.

When the Class of Activities includes all the possible tasks, i.e., AT=CT, we have
to ignore the first case. When we use all the tasks of The Class Tasks set to perform
the instance of the activity, i.e. CT=ST, we have to ignore the second case. When
ST=CT=AT we have to consider only the third case.

4 Conclusions

In this work we have shown the use of Task Analysis for the design of collaborative
learning activities supported by wirelessly interconnected handhelds that takes into
account all possible interactions, between humans, and humans and computers.
Through the use of the basic building blocks or tasks, resulting of the Interaction
Model, we propose a methodology for the design of a face to face collaborative
activity.

The proposed methodology, with the definition of classes of tasks and sets of
specific tasks, facilitates the whole design, development and later validation of the
system. It also allows us to make an observation guideline to direct the observer
during the activity course, and to verify if the observed social interactions are the
same subset of face to face specific tasks defined in the design of the activity. In this
way, obtaining the same face to face interactions we select in the collaborative
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activity design, we can study what interventions are necessary to achieve a
determined social and communication behavior between the actors involved in the
activity.
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Abstract. This study expands on the current body of research examining
technology-supported teams, individual creativity, and group diversity. By
incorporating each of these elements into the experimental design, our objective
was to determine how technology can best be leveraged to promote creativity in
virtual teams. A lab experiment was conducted using 80 student teams by
manipulating anonymity and capturing diversity characteristics. Preliminary
results are presented which suggest that homogeneous teams generated more
ideas; however, diverse teams were more satisfied with their output. Coding of
the creativity of the ideas is on going.

Keywords: Creativity, Diversity, Lab Experiment.

1 Introduction

This study seeks to add to the study of creativity by integrating two areas of study: 1)
the relationship between diverse team composition and creativity [1], and 2) the use
of information technology (IT) to facilitate creativity [2, 3]. A prominent theme in
research focused on workforce diversity is that companies should learn to manage
diversity not only because of the on-going demographic trends but also because of
diversity’s potential as a source of competitive advantage [4]. This ‘“value-in-
diversity” theme rests on the hypothesis that diversity, when properly managed,
produces tangible positive effects on organizational outcomes. One such positive
effect is greater creativity. Diversity within a team refers to its composition in terms
of the distribution of demographic traits and cognitive differences manifested as
surface-level or deep-level attributes.

While much of the belief in the “value-in-diversity” hypothesis rests on anecdotal
evidence, empirical evidence is emerging to substantiate this claim in general, and as
it relates to creativity in particular. For example, McLeod, et al, [1] found ethnically
diverse teams outperformed homogeneous teams by generating more creative ideas.

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 12-21, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Further, Miura and Hida [5] found teams exhibiting deeper-levels of diversity (in
terms of variety of perspectives) produced more creative ideas than teams that were
similar in thinking.

Research on IT and creativity has focused on the productivity of electronic
brainstorming (EBS) suggesting that technology provides a productivity boost to
groups engaged in idea generation [3]. Typically, productivity of EBS has been
operationalized as number of unique ideas generated and/or idea quality — both of
which are elements of creativity. While not directly considering EBS, some previous
work [6] describes how technology can help leverage the positive aspects of
diversity while limiting its negative aspects. Essentially arguing that technology can
reduce the immediate salience of surface-level diversity, the key source of process
losses in diverse groups [7], this theory of accelerated technology deployment may
provide additional insight into the use of technology to facilitate group productivity/
creativity.

A factor that is likely to improve interaction processes and minimize process losses
is the visual anonymity inherent in many collaborative technologies (CT). Visual
anonymity prevents team members from seeing physical cues that identify their
teammates as individuals [8] — in a virtual team context this means not putting a face
with a (user)name. This capability may impede group members’ perceptions of
diversity within the team thereby limiting any process losses that otherwise might
have occurred. In addition to visual anonymity, many CTs also provide a level
playing field to all participants, and the combination of these capabilities has been
shown to lower evaluation apprehension and increase participation [9] potentially
leading to greater satisfaction.

Groups Outcomes:
Diversity: *Creativity
*Surface *Qutcome Satisfaction
*Deep *Process Satisfaction

Technology use:
eldentified
*Anonymous

Fig. 1. Research Model

Integrating these research streams suggests that technology-supported diverse
teams will outperform (i.e., be more creative than) homogeneous teams because
technology is likely to improve interaction processes and facilitate more equal
member participation. We propose that the cause of increased creativity is a specific
capability of the technology, namely anonymity, which in combination with the
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geographic dispersion inherent in virtual teams creates visual anonymity. Our
research model is presented in Figure.1. Our primary research hypothesis is this:

HI: Visually anonymous diverse teams will produce more creative ideas than
a) anonymous or identified teams (diverse or homogeneous)
b) homogeneous teams (visually anonymous, anonymous or identified)

H2: Visually anonymous diverse teams will be more satisfied than identified diverse
teams.

2 Empirical Design

Our study employed a 2x2 repeated measures design. Over 400 voluntary subjects
were drawn from an introductory class and randomly assigned to 80 teams ranging in
size from three to five students. The teams generated ideas for two tasks (using
GroupSystems, a commercially available EBS environment). The tasks were: how can
the university improve recruitment of diverse students (diversity was defined in terms
of gender and ethnicity), and how can the university reduce risky student behavior
(e.g., excessive drinking, drug use, sexual encounters). These tasks were created for
two reasons: 1) to make salient surface and/or deep level differences in the teams and
2) to tap into the teams’ inherent expertise. The recruitment task, due to its focus on
recruiting ethnic minorities and women, was expected to make salient perceived
differences in gender and ethnicity within the teams (i.e., surface-level diversity),
while the risky behavior task (focus on reducing drinking, drug use, and sexual
behavior) was expected to make salient differences in morals/values (a component of
deep diversity). Further, these students having recently been the targets of the policies
involved in these tasks may be seen as having reasonable expertise. The session
procedures are detailed in Table 1.

The particular manipulation in which we were interested was identified versus non-
identified/anonymous interaction. In our 2X2 design, participants were identified in
one of two treatments. The repeated measures design created an opportunity to
compare visual anonymity versus anonymity versus identified EBS. In the condition
where anonymity happened first, the teams experienced visual anonymity because
they did not know which people in the room were members of their team versus other
teams. When anonymity happened second, the participants knew who was on their
team; hence the treatment simulated anonymity but not visual anonymity.

In addition to creating a visual anonymity context, our design also attempted to
simulate conditions ripe for creative outcomes. The factors that shape creative
performance have been well studied; the creativity model applied in this study was
proposed by Amabile [10] and suggests that there are three components of creative
performance: task motivation, creativity skills, and expertise (see Figure 2). Drawing
on the three-component model we used tasks for which our participants had expertise,
questionnaire items to tap into creative self-efficacy (to capture the “creative skills”
component), and a $200 cash prize for the team that did the best job on the two tasks
(to motivate the students).
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Table 1. Session Procedures

—

Participation of 15-30 students per session was solicited

2. As participants arrived for their session, they were randomly assigned to a
team (team seating was distributed throughout the lab so that team members
were never seated next to each other);

3. A warm-up task was completed to train the students in using the technology.

4. The first task was completed. The process depended on treatment ordering:

o If the first treatment was anonymous, the participants completed
the first task (having no knowledge of who in the room was on
their team)

o If the first treatment was identified, the participants met their
teammates then completed the first task (with their names
attached to each idea posted)

5. Survey 1 was completed (this included demographic and perceived diversity
questions).

6. The second task was completed. This process also depended on treatment
ordering:

o If the first task was anonymous, the participants met their
teammates before completing the second task — which would be
identified (i.e., names attached to ideas).

o If the first task was identified, then this one was anonymous.
Participants would have met their teammates before the first task,
so had knowledge of who was on their team, but the messages for
this task would not include identifying information.

7. Survey 2 was completed (this asked about satisfaction with the team process
and outcome, and creative self-efficacy).

; Creativity
Expertise <kills

Crealivity

Task

maolivalion

Fig. 2. Three-component model of creativity

Because not all students who signed up to participate actually showed up, our
experiment design was not balanced. Ultimately 80 teams participated, and the
number of teams in each cell is reported in Table 2.
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Table 2. Number of teams by treatment

Risky task first Diversity task first
Anonymous first 20 18
Identified first 23 19

3 Coding the Ideas

Two raters were recruited to code the ideas generated by the subjects in this
experiment. This process is on-going. The ideas will be coded based on three
theoretical constructs of interest: originality, meaningfulness and paradigm
relatedness. Prior to coding, all data needed to be cleaned to remove non-ideas and
redundant ideas (see appendix A for coding definitions).

To ensure our raters were adequately trained we used a set of practice data (data
that was collected during pilot testing of our experimental design) for our coders to
gain experience with the coding constructs as well as to refine the coding scales. The
coders used three sets of practice data, after they coded each set we stopped and
discussed any disagreements in how the data was coded and clarified any questions
the coders had about the meaning of the constructs and coding scales. This process
allowed our raters to develop shared mental models that reflected the underlying
constructs (originality, paradigm relatedness and meaningfulness) used in this
research. We determined training was complete when the Cronbach’s alpha used in
assessing the inter-rater reliability measures were .65 and over. Once training was
completed, each coder was assigned to code all of one task and a third of the other
task to enable us to calculate inter-rater reliability. This coding is expected to be
completed by early May.

4 Preliminary Data Analysis

The data were first evaluated to verify that our manipulation worked. After
completing the first task participants were asked: How different are the members of
your group in their ethnic background? (1= not at all...4= neutral...7=very different).
ANOVA results were significant (F; =8.03; p=.000), and in the direction
anticipated. Participants in the unidentified treatments were largely neutral in their
assessment of the ethnic similarity of their group, while participants in the identified
treatments varied in their perception depending on the ethnic make-up of their teams.
While the coding is still on going for the creativity measures, we did run
preliminary analysis on number of ideas generated per person and team satisfaction
with the outcomes. There was a significant treatment effect for number of ideas (F;,
6=17.735, p=.000) as show in Figure 3, but no significant differences in number of
ideas generated by diverse versus homogeneous teams. Interestingly, our teams
generated more ideas per person about increasing diversity than about reducing risky
behavior regardless of treatment order. ANOVA results for satisfaction bordered on
significant (F 3 ¢;=2.44, p=.072); see Figure 4. Teams who participated in the
identified-first treatment were more satisfied, contrary to recent findings [11]. Diverse
teams were more satisfied than homogeneous teams, but not significantly so. While
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these results do not provide direct support for our hypothesis, they do not contradict it
either. Taken together the lower number of ideas generated and the higher levels of
satisfaction reported suggest that our diverse teams may have produced higher quality
ideas.

diversity task

diversity diversity

diversity

# of ideas generated
?

5

risky

T T T T
Identified Identified Unidentified Unidentified
diversity  risky risky diversity

Fig. 3. Preliminary results for # of Ideas

5.30 —

Actual ethnicity
5204 O N eeaan Homogeneous
——— Diverse

5.10 —
5.00 —

4.90 —

Satisfaction

4.80 —

4.70 —H

4.60 —

T T T T
Identified  Identified = Unidentified Unidentified
diversity risky risky diversity

Fig. 4. Results for satisfaction

Two key findings emerge from our preliminary data:

1. Task salience is influenced by inherent attitudes, regardless of technology: A
conservative student body, which the subjects in our study represent, is likely
to be reluctant to discuss risky matters openly. We found evidence of such
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behavior in our study. Under all conditions, the diversity task compared to
the risky task resulted in more ideas. Moreover, the two “identified/risky”
conditions had the lowest number of ideas compared to the other comparable
conditions. Thus, member attitudes helped surface the salience of the task—
regardless of their use of technology. It is likely that some issues, in
conservative settings, are difficult to discuss openly. In addition to
technology, greater interaction and longer timeframes may enable more open
dialog in such cases.

2. A ‘reverse fatigue’ factor can enhance creativity: Conventional wisdom
dictates that groups working on creative tasks become fatigued over time.
Such fatigue may be exacerbated as groups switch from one task to another.
However, in our study, we found that groups who did the risky task first and
the diversity task next, contributed significantly more ideas the second time
around. Thus, rather than declining creativity, they exhibited enhanced
creativity. The relief from not having to deal with a risky task, translated
into greater productivity despite the passage of time. In other words, when
faced with the choice of delicate (or uncomfortable) tasks versus comfortable
tasks, it appears that task order does matter. Hence, traveling the less
traveled path first, and then turning to the more familiar path next might be
an option that managers concerned with increasing the creativity of their
teams may want to consider.

S Expected Results

Ideally analysis of our final dataset will support our contention that visually
anonymous diverse teams using EBS will be more creative than purely anonymous
diverse teams and more creative than homogeneous teams. This analysis will be
available for presentation prior to the September meeting date. Moreover, we hope to
uncover new knowledge about best practices for eliciting creative output from teams.
If our hypotheses are confirmed we will have a better understanding about using
technology to improve the process and outcomes of diverse virtual teams. This
knowledge is of growing importance as more and more organizations are relying on
virtual teams that span geographic distances, time zones, and cultural and ethnic
backgrounds.
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Appendix 1: Steps in Coding the Data

1. Idea identification - Ensure each idea is only a single idea and is an “idea”

Idea definition: An idea is identified as a unique idea when it adds a new piece of
information that pertains to the task domain beyond what the group has previously
typed.

Idea or not?

a) remove all agreement statement’s or non-task oriented statements

b) Is the idea too ambiguous? ... Can you see how it may be a solution or is it really a
re-statement of the problem. i.e., There just aren’t many minority students in
Oklahoma or Other schools are a better fit for the minority students. — these are
non ideas

¢) remove duplicate ideas

When to break an idea into 2 ideas

a) You need to break an idea into 2 ideas if each idea is unique and adds something
different to the solution space.

b) Do not break the idea if there is a general idea followed by only one example.
However, if there is a general idea followed by 3 examples you would make those
three ideas.

Example
To attract more minorities we should advertise more like at sporting events, at college
fairs, or at academic summer programs for high school kids.
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This would be 3 ideas. Note: the general statement - advertise more - is not counted as
an idea but the 3 specific places to advertise are.

2. Code for originality

Definition of Originality: An idea is most original if no one has expressed it before.
Originality is judged from your perspective - that is according to the ideas you
expected to see (it is not according to the actual ideas generated). Things to consider:

Is it really “out of the ordinary.”

Does it provide an unconventional way to solve the problem
Could it be considered as revolutionary,

Would it make a radical difference

Is it interesting/stimulating.

Scale: 1 2 3 4 5
Common/ordinary radical/revolutionary, unconventional

3. Code for Paradigm Relatedness

Paradigm relatedness: The degree to which an idea preserves or modifies a paradigm.
Paradigm preserving (PP) ideas support or extend an existing paradigm; they are
evolutionary in that they adapt elements of the existing paradigm. Paradigm
modifying (PM) ideas are revolutionary in that they redefine the problem or its
elements.

Change Behavior
via change person
Yol g education/publicity

Change Behavior
via deterrenice =)
and incentives

University Policies =5 Provide different activities>3 Societal Morms

The first ellipse is the most paradigm preserving while the last ellipse is the most
paradigm modifying.

Scale

1 2 3 4 5
most paradigm preserving most paradigm modifying
(PP) (PM)

4. Code for meaningfulness
Definition of meaningfulness: does it help find a solution to the problem in a useful
and appropriate way?
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Things to consider:

Is the solution relevant to the Universities needs and expectations?

Is the solution suitable and appropriate for the Universities needs and expectations?
Is the solution useful for University?

Scale: 1 2 3 4 5
Unsuitable/not appropriate Very useful/suitable and appropriate
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Abstract. Groupware applications that provide support for in-class
collaborative knowledge construction are becoming an important research topic
for the CSCW and CSCL communities. They provide support for lightweight
interaction among participants, and for these participants with an increasing set
of pervasive features of augmented classrooms, thus creating new opportunities
to teach, learn and collaborate. Regarding in-class interaction, however, most
current technologies focus on providing support for participation that is
demanded by the lecturer (which we term Requested Participations), and that is
limited to short interactions. Thus, support for Spontaneous Participation, or for
longer interactions is limited or absent. In this paper, we present InClass-RTD,
a system that provides support for spontaneous participation in the form of
threaded discussions during the lecturer’s presentation. We present scenarios
that motivated its development, and its design and implementation as a service
of an Augmented Classroom. Additionally, results from a 3-month preliminary
trial showed that InClass-RTD allowed the participation of 80% of the group,
with an average of 8 spontaneous participations per student from a group of 10.
We also found that the system allowed an average of 54 participations per hour.
Future work considers the development of additional visualization techniques,
and performing in-depth analysis to evaluate it’s pedagogical in-class potential.

Keywords: InClass-RTD, Real-time threaded discussions, In-class requested
and spontaneous interactions, CSCL.

1 Introduction

Providing support for learners that are distributed in time and space by means of
technology has been the aim of applications developed in the CSCW, and most
notably CSCL communities for at least one and a half decades. There are a myriad of
applications that provide support for online education or e-Learning.

A more recent trend aims at providing technological support for processes that
occur inside the physical classroom (i.e. synchronous, co-located support), either by
augmenting the capabilities of the physical space with “virtual” capabilities, or by
providing customized support for the pedagogical processes that occur inside the
classroom [9]. Examples of these support include lecture/presentation capture,
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annotation and replay systems [e.g. 1], digital ink note-taking and participation
systems [2, 12], and teacher/student and student/teacher interaction tools [e.g. 7, 11].
The main features of these latter tools, most notably include support for voting,
feedback and question-answer interactions.

However, we found that these tools are mainly oriented to provide support for
participation that is solicited by the teacher/lecturer (which we term Requested
Participations), or that is mostly limited to short interactions (e.g. single question-
response interactions). Thus, the provision of support for unsolicited participations
(which we term Spontaneous Participation) or for plural and longer interactions
among the participants (e.g. actual dialogs or discussion about specific topics) is very
limited or lacking.

To address some of these limitations, we propose a characterization of in-class
participation, for instance, based on their being required by the teacher or their arising
spontaneously from the students, and whether they are addressed at someone
(Personal requests) or to no one in particular (Open requests).

Thus, an application that intends to provide support for the first type of interaction,
should allow the teacher to be in control of the timing and mechanisms to initiate the
exchange, while for the latter, the control should be flexible enough as to allow
students to express (e.g. pose or annotate) their doubts and thoughts without being so
intrusive as to disrupt the class, but noticeable enough to allow the teacher to become
aware of them (e.g. opportunistically). Further, an application of this kind might
introduce support to allow interactions not only between the teacher and the student or
vice versa, but also to enable student-student interaction, so that they can participate
more actively in the collective knowledge construction process.

To illustrate these needs, let us consider the following scenarios:

Scenario 1: John, a student, is attending a lecture; when a doubt arises, he raises
his hand to ask a question. However, there are other students with other questions.
The teacher, due to timing constraints, decides to address only a couple of questions,
not including John’s question, and continues with the class. At the end, John decides
not to ask his question again.

Scenario 2: Steve, a teacher, starts his daily lecture. There is a system in the
classroom that allows students to submit questions and to vote on submitted ones.
Steve has a special viewer of the system that aggregates and classifies questions
depending on their rank. At a certain point in the lecture, Mary, a student, submits a
question, but no one else votes for it, so that it rests far behind the most voted ones. A
moment later, Steve, noticing the questions, decides to answer the three top ranked
questions and continues with the lecture. Thus, Mary’s question rests unanswered.

Scenario 3: Linda, a teacher, is giving her lecture. There is a system that allows
her to send questions (prepared on the presentation slides) to the students, and that
allow students to submit their answers back to her. On her presentation, Linda arrives
to one of the “question” slides, and submits it to the students. Ron, a student,
prepares and submits an answer, as many of his peers have done. Even though he is
almost sure to have responded it correctly, he has a doubt concerning when to use
procedure A rather than procedure B. Linda reviews promptly the responses and
notices that her students have correctly solved the problem and continues with the
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class. As the class goes on, additional question slides are sent and answered, Ron
forgets his doubt, and leaves the class without asking for a clarification.

These scenarios highlight the need for i) mechanisms that allow more flexible and
concurrent means for teacher-student, student-teacher, and student-student interaction,
as well as for ii) mechanisms that allow spontaneous documentation and discussion of
multiple-actor multiple-turn and simultaneous participations. Until now, current
systems partially fulfill this need, and more adequate solutions are required.

In this paper, we describe InClass-RTD, a system that provides support for
spontaneous participation in the form of threaded discussions in the context of lecture
presentations. We achieved this by combining features of two technologies:
Asynchronous Threaded Discussions and Instant Messaging (IM) systems. From the
former, our proposal inherits the structure that allows contributing to a discussion at
any particular point, not only at the end of the discussion. From the latter, it inherits
the gathering and presentation of information on awareness of presence, identity, and
of the possibility of interaction, as well as the ability of participating in the discussion
at nearly real-time.

The paper is organized as follows: Section 2 presents features of the kinds of
contributions that we have identified in the classroom, and the model we proposed
and use to organize discussions. In section 3, we present InClass-RTD as a service of
an augmented classroom, providing support for real-time threaded discussion of a
lecture. Also in this section, we present InClass-RTD design and implementation. An
actual scenario of use and results of a preliminary trial are presented in section 4,
while related work is presented in section 5. Finally, our closing statements and
directions of future work are presented in section 6.

2 Lecture Presentations and Participation

Lecture presentations might take any of the usual formats, i) the lecture is prepared
and presented by the teacher or by an invited guest, ii) the lecture is prepared and
presented by a single student, iii) the lecture is prepared and presented by a group of
students, or iv) a combination of them all.

Further, lecture presentations can be open or closed to students’ participation. In
Open-participation lectures, the presenter allows (even invites) the students to
interrupt at any given time to participate (ask a question, give a response or
comment). However, in this case, one problem could be that usually there is no record
of the interactions between the participants and the presenter. An additional problem
is that due to time constraints the question/answer interactions are not open to
discussions or comments by other members of the group. Another problem is that
each question or comment interrupts the presentation process, which may affect the
rhythm of the lecture.

In Closed-participation lectures, the presenter, explicitly or implicitly, asks the
group not to interrupt the presentation and to leave the questions or comments at the
end. In this case, the students are required to write down, or recall their questions or
doubts later, in order to participate. Unfortunately, it is highly common that students
forget their comments or doubts, or simply restrain themselves from asking questions
or making comments due to their shyness.
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However, even in this later case, it is common to observe that students tend to
interact among them in order to ask questions, respond them, and comment on any of
the topics covered in the presentation with other students sitting near them.
Nevertheless, as they have been asked not to interrupt, these behaviors usually occur
in a “private” manner, with the most proximate neighbors, at a low voice, and usually
for a very short time.

We found this to be problematic because the same questions might be asked by
several students at the same or different time; questions could be left unanswered if
none of the most proximal neighbors knows the response; there could be several
“correct/adequate” answers to the same question and people could be limited to one or
few of them due to their “local reach”; only very few benefit from the “local”
discussion that occurs; students don’t know whether there are peers with the same
doubt or question they are tempted to ask; among others. For these reasons, we
propose to develop a lecture discussion system that addresses and solves some of
these issues. In the next section, we examine some of the features of participation in
the classroom aiming at identifying specific requirements for our proposal.

2.1 Interactions and Participation in the Classroom

In-class participation is one of the processes that allow students to take active part in
the construction of their own knowledge and to better grasp and remember what has
been presented during the lecture. For instance, Razmov and Anderson [8] pose that
student participation allows for the creation of an atmosphere of engagement, the
expression of diverse opinions, the provision of feedback from the student to the
teacher and vice versa, and finally, for active and collaborative learning.

This way, participation in these collaborative environments results from the
interaction between teacher and students, and among students. We propose to
consider features of the interaction to characterize different types of participation, as
an aid in the identification of the type of support required. Namely, the features of
interactions that we consider are: who is the initiator, at whom it is addressed, the
number of turns involved, the number of actors involved, degree of concurrency,
whether the identity of participants is known, and finally, the degree of privacy.

Let us illustrate our typology with some examples of Public or Semi-public
interaction:

Example 1: The teacher asks a question to a particular student, and the designated
student provides an answer. This is an example of a Requested participation, Directed
to a particular student, involving a Single-turn interaction between 2 actors. It is a
Sequential interaction as the teacher has interrupted the lecture to verbally ask the
question to a student.

Example 2: The teacher asks questions to anyone in the group, and several students,
at their turn, provide answers and pose further questions, generating a discussion on
the topic. This is an example of a Requested participation, Non-directed to any one in
particular, involving Multiple turns and Multiple actors. It is a Sequential interaction
as the teacher has interrupted the lecture to ask the question.

Example 3: The teacher doesn’t ask for participation as he continues to present the
lecture material; and someone asks a question, makes a comment, and discusses with
others without requiring the participation of the teacher. This example involves a
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Spontaneous participation, Non-directed to any participant in particular, involving
Multiple turns, and Multiple actors. We could also highlight the concurrent nature of
the interaction as it occurs in parallel to the lecture presentation, among a sub group
of the Identified students.

This way, the type of participations that we are interested in supporting is better
illustrated by the last presented scenario: Interactions that are spontaneous, not
directed (but regarded) by the teacher, involving multiple turns and multiple actors,
that occur in parallel with the lecture presentation, among identified students, and
that happen in a public manner.

2.2 Requirements for the Provision of Support for Participation in the Class

Based on the features of participation identified, and presented in the previous
section, we identified that a system aiming at providing augmented support for in-
class participation, must fulfill the following requirements:

R1) Active student participation in collaborative knowledge construction. Students
are not only allowed to ask questions, but also to answer them, and to make
comments on questions and answers. Thus, everyone (including the teacher) is
allowed, and has “equal” access to the mechanisms to participate, as well as to
the actual participations submitted by others.

R2) Student-centered participation, not only Teacher-guided participation. Students
are allowed to participate spontaneously, that is, participation doesn’t have to be
requested (or controlled) by the teacher.

R3) Concurrent lecture and Opportunistic participation activities. Any participant
(including the lecturer) must be able to participate at any moment he/she
requires doing so (e.g. add questions, responses and comments). Thus, they are
allowed to submit contributions during lecture presentations, while others
(including the teacher) are also participating.

It should be highlighted that the considered requirements do not represent a definitive
set of requirements for in-class interaction and participation support, but a starting
point from where to start studying them.

2.3 Threaded Discussions as Support for In-Class Participation

From social learning theory we have learnt that the construction of knowledge is a
social activity, and we have learnt that peers are a valuable resource for individual as
well as collective learning [5]. For centuries, we have worked with the Socratic
Method, where dialogs and guided conversations are central to teaching and learning,
especially at the university level. However, by definition, lectures are addressed to
large numbers of students, making it difficult for all involved to participate actively;
to create the conditions for an environment conducive to collaborative/collective
learning in the classroom becomes thus of paramount importance.

Asynchronous discussion forums are standard tools in online learning
environments, and their pedagogical value is being studied from the perspective of
both, teachers, and students. The level of interaction in discussion forums might be
deep, and the students’ level of participation has been found to correlate with
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academic achievement [3]. Although the cognitive processes generated to participate
in online classrooms are very different from those of traditional classrooms, active
involvement for appropriation of knowledge is a requirement for both environments.
For students, writing their thoughts on the subject matter and the possibility of
contrasting and enriching them with those of their peers, besides the teachers’
explanations, helps their learning process. The very expression of their doubts or
ideas in writing supports their construction of knowledge. The students’ access to
records of discussions of past lectures for study purposes is considered also a plus.
These issues motivated us to develop a discussion system to be used in face to face
classes. The discussion model in which we based the system is described below.

2.4 Discussion Model

The discussion model of InClass-RTD (see Fig. 1) is based on the argumentation
model of the IBIS method [4]. It consists of discussions anchored in Topics derived
from the lecture content. In this model, we consider that students construct their own
knowledge based on their previous experiences and the situation they are faced with,
and that this process is affected by those things that are clear on their mind, and by
those that represent unanswered questions or doubts (c.f. the Issues). We also consider
that the learning process is enriched with the active participation of the members of
the group — the teacher, and other students (c.f. the Stakeholders), as all of them bring
their own background and viewpoints to the process by posing questions, responding
them, and commenting on their doubts, answers and thoughts (c.f. the Conversation).

6,7,8

Legends

1 Generalizes or Specializes
2 Replaces

3 Questions

4 Is-Suggested-By

5 Responds-To

6 Supports

7 Objects-To

8 Gives-Further-Detail

Fig. 1. IBIS-based discussion model used in InClass-RTD

Thus, our model focuses on the articulation of key Questions (c.f. Issues) that arise
in, and are discussed as part of, the individual’s knowledge construction process.
Also, each question may have several different Responses (c.f. Positions). A response
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is a statement that answers the question. There could be more than one “correct or
adequate” response to each question.

In turn, each Question, or each question’s Response, may have one or more
Comments (c.f. Arguments) associated. Comments support, object or provide further
explanatory detail on Questions, Responses or other Comments. Therefore, each
separate Question is the root of a thread, possibly empty, with the children of the
Question being Responses or Comments, and the children of the Response being
Comments. In addition, new Questions that are raised by the discussion may be
inserted into the discussion in any node that most directly suggests them.

3 InClass-RTD: Support for Real-Time Threaded Discussions

InClass-RTD is an In-Class Threaded Discussion service that forms part of an
Augmented Classroom. The main feature of InClass-RTD is that it allows having
(near) real-time discussions on the contents of a lecture, while the latter is being
presented, by organizing the participations in threads anchored on the topics and
subtopics of the lecture.

These behaviors are inherited from two applications: Asynchronous Threaded
Discussions (such as web-based Discussion Forums), and Instant Messengers (IM —
such as Yahoo Messenger or MSN Messenger). This combination allows benefiting
of the exclusive features of each technology. The former allows for having organized
discussions, providing a space where the discussion of specific topics can be
specialized, generalized, and even replaced as required by discussion on other topics.
The latter, introduces features of awareness on elements such as presence and
identity, as well as on the potential of participating in the discussion of one or more
subtopics of a lecture in a lightweight and synchronous manner. Additionally, it
allows moving seamlessly from attending the lecture and asking questions,
responding them or commenting on the topics of the lecture.

An additional feature is that all clients of InClass-RTD are capable of presenting
the same order for the discussion intra and inter threads, and updating it in (quasi)
real-time. This was required as it is highly confusing trying to establish a common
reference for the discussion, and looking at the colleague’s screen, and noticing that
the presentation of each other is different, even though it refers to the “same”
discussion or conversation. The case exacerbates when in addition one such a view is
available to all the participants (e.g. through a public display). Thus, we needed to
guarantee the same order and timely update of the discussions on all clients.

3.1 InClass-RTD Architecture

The architecture of InClass-RTD is based on a three-tier client-server model. The first
tier, as illustrated in Fig. 2, refers to client applications, which provide the means to
view and contribute to the class discussion, and to get the contributions of other
participants. The second tier refers to services required for the client applications,
such as User Authentication, Session Management, and Instant Messaging (reception,
routing, and delivery). Finally, the third tier refers to storage services that are required
by the previous services, namely, User and Session Storage services, as well as
Participation Logging facilities.
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Fig. 2. InClass-RTD 3-tier client-server architecture

InClass-RTD Clients. Client applications come in two flavors, the “personal” or PC
InClass-RTD client, and the Public Display InClass-RTD client. Currently, the main
difference between them is the size of the font used in the client for the Public
Display to facilitate reading at a distance. Both of them allow providing the
information required for authentication, logging into a collaborative discussion
session, selecting the particular point of a discussion on which to anchor the
contribution, and actually sending, and visualizing contributions.

User Authentication service. It comprises both the server and the data storage.
Currently it stores user’s information, and provides authentication based on specific
information of the user (e.g. username and password).

Session Management service. Comprise both the server and the data storage for
session information. Currently it stores information on the users present at the session,
the date, and the session’s starting and ending time.

Messaging service. In a similar manner as the authentication and session services,
this service comprises both the server and the storage management (log or history) of
user activity (contributions) while at the discussion. This component is at the core of
the whole system as it receives, processes, and delivers messages, as well as registers
all participations of the discussion. This is the component in charge of guaranteeing
/maintaining a unique order, and timely update, of the contributions in the
discussions. This is achieved by maintaining a centralized master copy of the
discussion tree. All other copies in the system (those of the clients), act only as
references to this centralized copy under a master-slave relation. Thus, in order to
modify the master copy (i.e. actually contributing something to the discussion), it is
necessary to i) select an insertion point from the slave copy of the tree at the client-
side, ii) enter the contribution, and iii) send it to the messaging service to try to
execute this request. On the server-side, iv) the requests are received and serialized
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into a unique order of execution (to guarantee the uniqueness of the master copy), and
then v) applied to update the master copy of the tree in a mutually exclusive manner.
Finally, vi) the changes resulting from the contributions are notified to the different
clients of the system, so that they could update their copy of the tree to reflect the
changes made to the master copy.

3.2 Implementation of the InClass-RTD System

The current implementation of InClass-RTD client applications was built using the
Java language, version 1.5, and using the MySQL DBMS, version 5.0, as data
storage. InClass-RTD clients provide the functionality described in the previous
sections: 1) Allow users participating in a discussion, sending their own contributions,
and receiving contributions performed by others; 2) Provide users with information to
become aware of the presence and identity of other participants, and of the possibility
of contributing to a discussion about a particular topic of the lecture; and 3) Allow
users moving from being aware to actually contribute in a discussion.

At the server-side, InClass-RTD services are also built using Java version 1.5,
along with the MySQL database for data storage. Specific modules were provided for
each service: User authentication, Session management and Instant Messaging as
specified by design. Specific tables containing the respective information were
created in the database.

Communication between the client and middle-tier Java services were provided
through a proprietary Java Object-based protocol, while the connectivity between the
middle-tier Java services and the MySQL storage backend was achieved by means of
the MySQL Connector/J Type IV JDBC driver version 3.1.

3.3 InClass-RTD’s Graphical User Interface (GUI)

The GUI of the InClass-RTD client (see Fig. 3) heavily resembles the GUI’s of the
applications on which it is inspired. InClass-RTD GUI combines the tree-view
message presentation of threaded discussion applications with the presence,
conversation and submission panels of IM applications.

The Tree-view Message presentation (Fig. 3.a) permits the selection of the point in
the discussion tree where the user wants to contribute. Each contribution (tree node) is
decorated with iconic representations of the type of contribution (Q, R, C), with a text
label with thread-related information, and a text label with information of the author
of the contribution. Sub threads inside particular discussions can be shown or hidden
by double-clicking on the parent node of the sub thread that we want to show or hide.

The Presence panel (Fig. 3.b) is located on the left-side of the application. It
provides information on the presence and identity (nickname) of the participants with
a combination of iconic and textual information. Nicknames can be changed to denote
the “mood-of-the-day” or to provide some anonymity during the discussions.

The Conversation panel (Fig. 3.c) contains the tree-view message presentation, and
provides vertical and horizontal scroll bar navigation to allow the visualization of
discussion trees that grow bigger than the available visible space of the panel.
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Fig. 3. InClass-RTD Graphical User Interface

The Submission panel (Fig. 3.d) contains the traditional text area where
contributions are typed, and the buttons to send it. In this case, rather than providing
the usual single button of IM applications, it provides tree buttons that allow sending
the contribution as a (Q)uestion, (R)esponse, or (C)omment.

Additionally, there are an Application bar (Fig. 3.e) and a Menu bar (Fig. 3.f). The
former provides awareness information on the identity of the current user, while the
latter provides access to additional functionality such as i) logging or exiting from the
system, ii) saving the threaded conversation to a file, iii) obtaining further information
on the other participants (if available or allowed), iv) changing the user’s nickname
and password, and iv) obtaining help information on the application.

3.4 Content and Collaboration Public Displays

An additional key element of the InClass-RTD system is the configuration of the
classroom (or lab) to support concurrent collaborative lecture presentations and
discussions. We proposed the conceptual partition of the traditional Content
Presentation Space (e.g. the whiteboard and/or LCD projector) where the content of
the lecture is presented, to include a space to present information on the collaboration
that occurs during the class (i.e. a Collaboration Information Presentation Space).

In our current setting (see Fig. 4), we achieve this with the introduction of a second
LCD projector in addition to the one traditionally considered, in such a way that the
first LCD projector is used as a Content Presentation Public Display, while the second
LCD projector is used as a Collaboration Information Public Display.

Information that might be displayed in this latter space includes that on presence
and identity, artifacts used or available for the work, and tasks performed by the
participants, among others.
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Content Presentation Collaboration Information
Public Display Public Display

Personal InClass-RTD client

Fig. 4. Current InClass-RTD setting at a teaching laboratory

The Content Presentation Public Display is then associated to a service (or server)
that allows any user to control the presentation (or production) of content from any
computer connected to the service (currently limited to being present in the classroom
or lab), while the Collaboration Information Public Display is associated to a service
that allows customized applications to aggregate communication, coordination and
production information on any of the tasks pertaining to the collaborative activity
performed in the classroom or lab.

The novelty of our approach resides in that it makes possible to simultaneously
follow the traditional lecture presentation, while being aware of, and capable of
initiating and performing, additional collaborative knowledge construction processes
(such as discussions on subtopics of the lecture), in a flexible manner. For instance,
by means of InClass-RTD we provide participants with a potential collaboration space
(the public display) and with an actual collaboration space (the personal client) where
they could gather information to be aware, and to decide when to seamlessly move
from being aware of the possibilities of collaborative discussion, to actually
participate in a discussion by either starting one, or contributing to an existing one [6],
following the discussion model presented in section 2.

4 The System in Use

Let us illustrate InClass-RTD usage with the description of a typical scenario of the
Software Engineering class where it is currently deployed.

4.1 Scenario of Use

It is 6:50 pm and the Software Engineering class is about to start. The teacher arrives,
and the students start to get into the classroom. The InClass-RTD system (see Fig. 3)
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is already up and running, and the students are starting to login, as presented by
InClass-RTD in the Collaboration Information Public Display (rightmost projector in
Fig. 4). A submission by one of them is already there as an anchor for the day’s first
Topic. Once all students are “logged in”, the teacher starts the lecture using the
Content Presentation Public Display (leftmost projector in Fig. 4). As usual, some of
the students have changed their nicks to denote their “mood of the day”, as well as to
acquire a more “‘comfortable” (quasi-anonymous) status during the discussion. As the
topics of the lecture are presented, doubts start to arise and questions start to be posed
through InClass-RTD. Questions start to be responded by students who know an
answer, and without requiring interrupting the class. Further, the teacher
opportunistically picks one of the threads of discussion to provide examples and
counterexamples of what he is currently presenting. At the end, the whole group
(teacher and students) verbally discusses what has been “annotated” in the InClass-
RTD system, highlighting correct answers, clarifying misconceptions, expanding
short or simplistic answers, and answering questions that remained unanswered.
Students “document” these additional answers and comments in InClass-RTD as they
are discussed.

4.2 Preliminary Results

At the time of the writing of this paper, InClass-RTD has been in use for nearly half a
semester in a 10-student undergraduate Software Engineering class (3 female, 7 male,
all of them between 21 and 25 years). Participants are advanced users of computers as
well as of the tools on which InClass-RTD is inspired, such as web-based discussion
and instant messenger tools. Our data corresponds to InClass-RTD use during 12
presentation-based sessions (February-April 2006), where readings on traditional and
agile methods, as well as on CASE tools have been presented and discussed (4
presented by the teacher and 8 by the students). Table 1 presents a summary of the
information gathered, and a discussion follows.

Regarding contributors, from the 10 potential users of the group (the lecturer does
not contribute to the threaded discussion), an average of 8 persons regularly
contributed by asking, responding or commenting on the lecture’s topic, or by
annotating other’s verbal participations. Regarding the duration of the discussions,
although the class is scheduled for 2 hours, the discussions, from the first contribution
to the last, averaged 1 hour and 19 minutes. Thus, the longest session, number 7,
lasted 1 hour and 34 minutes, while session 10, the shortest, lasted only 43 minutes.

Table 1. Contributions to the discussion using InClass-RTD per session

Session 1 2 3 4 5 6 7 8 9 10 11 12 Mean S.D.
Contributors | 10 7 7 10 10 8 9 9 7 9 4 10 8.33 1.82
Duration(in [ 92 90 79 80 61 88 94 73 59 43 78 86 7991 15.52

minutes)
Total 91 44 69 46 67 73 97 96 46 78 17 78 66.83 24.32
contributions
Contributions | 59 29 52 34 65 49 61 78 46 108 13 54 5459 2448
per hour
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Concerning participation, there was an average of 66 participations, which makes a
rough 8 contributions by each student. The most participative session, number 7,
obtained 97 contributions, while session 11, the least participative, obtained 17
contributions.

Additionally, regarding participation per hour, there was an average of 54
contributions per hour, which would represent nearly 1 contribution per minute in the
class, if the participations had occurred sequentially.

Although a more complete analysis of the contributions is required in order to
interpret the data, we consider that it is worth making some comments on the most
and least participative sessions.

Session 10 was the shortest session of all (only 43 minutes). What we found
intriguing was that this was the only session where the students worked by themselves
on a designated topic, as the teacher was absent that day. So, they might have
remained in the classroom, and in the discussion, just enough as to provide evidence
of their attending the student’s lecture and discussing the topics — the teacher
considered the log of the discussion as evidence of their participating in the class.
However, this session is also the one with the most participation per hour (an estimate
of 108 participations per hour). This may suggests that students are finding value in
using the tool for discussion in the classroom, either on academic or social topics,
regardless of the presence of the teacher, but certainly the analysis of the content of
the discussion is required to confirm this. Also, it is important to review the role of
the teacher in class discussions.

Session 11 was the session with the least participation, totaling only 17
contributions, with only 13 messages per hour. A possible explanation for this may be
that the topic of the lecture (the presentation of a web-based Project Management
tool) was not of interest to the members of the class, as they were assigned to roles
such as architect, analyst, designer, and programmer, among others. Perhaps the most
interested user in the topic (the project manager), was the one giving the lecture. Once
again, further analysis on the content of the discussion is required to confirm this.
Nonetheless, the handling of the topic in the presentation in order to make it
interesting for the students and elicit discussion is worth reviewing.
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Fig. 5. Percentages of contributions in all classes by type
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Finally, Fig. 5 shows the percentages of contributions in all class’ discussions by
type (questions, responses and comments). From a total of 802 participations in the 12
sessions, 25% of them (206) were questions, and 42.39% of them (340) were
responses; an average of almost 1.7 responses for each question. As we can observe,
about 2/3 of the total contributions were question/answer interactions, with the
remaining 1/3 being comments on them (31.92% or 256). Considering the model
proposed to form the discussions (see section 2), this may suggest that questions are
mostly answered and commented, but once again in order to confirm this, content
analysis of the contributions is required.

5 Related Work

Abowd [1], in the Classroom 2000 project, states that the capture of everyday
experiences of the occupants of future computing environments, could provide
support for both teaching and learning activities by creating a multimedia record of
the activities that occurred on the standard synchronous university lecture. The
proposed support consists in the automatic capture of the lecture presentation,
augmented with audio or video recordings and notes from the teacher and the students
during the class. It also includes the provision of the recorded multimedia information
for replay through a web-based interface. InClass-RDT shares this vision of capturing
in-class activity, but rather than documenting the lecture and note-taking processes as
a whole, it focuses in offering and documenting an additional process, that of the
discussion of the lecture occurring in a concurrent manner. Further, it could be
considered that Classroom 2000 considers the whole lecture as a “global” interaction,
while InClass-RTD not only provides support for the group discussion as a “global”
interaction, but also it provides support for the “multiple” intra discussion interactions
that make up the global discussion.

The ActiveClass project [7, 11] aims at providing support for increased student
participation in large classes by allowing students to anonymously ask questions,
answer polls and for giving feedback to the professor using personal mobile wireless
devices (e.g. PDA’s). Similarly, but focused on the provision of feedback to the
teacher, is the Classroom Feedback System (CFS) [2]. The feedback is provided by
selecting predetermined categorized feedback entries (More Explanation, Example,
and Got It), which are presented at the lecturer’s slides in real-time. Then the lecturer
can respond or react to the feedback opportunistically. Although ActiveClass and CFS
provide support for spontaneous participation involving multiple users, they do it by
means of “discrete” or “single-turn” interactions (or no interaction at all in the case of
CFS), thus lacking support for real-time, “multiple-turn” interactions as supported by
InClass-RTD.

Classroom Presenter (CP) [2] and Ubiquitous Presenter (UP — an extension of CP)
[12] are systems that support the sharing of digital ink written on electronic slides that
integrate these slides with student devices (Tablet PC’s. Laptops or Desktops), and
which provide mechanisms for students submissions (students annotate and send back
the slides to the instructor). However, although both CP and UP allow for teacher-
student and student-teacher interaction, by means of single-turn, multiple-actor
interactions, these interactions require to be requested or enabled by the instructor,
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thus providing the means for Requested interactions, and a form of “Controlled”
Spontaneous interactions. In contrast, InClass-RTD public discussion model, allows
for Requested interactions, as well as for “Uncontrolled” Spontaneous interactions.
Threaded Chat [10], is a system designed to address some problems of current chat
tools concerning support for task-based and decision-making discussions in the
workplace. These problems include confusing history logs, lack of social history and
rupture of turn sequences. As InClass-RTD, it combines features of asynchronous
threaded discussions and synchronous chat tools to overcome these problems. It uses
a turn-taking conversation model, a tree structure to represent the threaded discussion,
selection of the insertion point (tree node) for each contribution (turn), and awareness
information on the participants in the discussion. However, although Threaded Chat
could be used to provide support for real-time “multiple turn” interactions, its main
drawback resides in that it has not been designed to be used for in-class academic
discussions. For instance, it lacks support for easily identifying specific threads for in-
class verbal discussions; or for changing nicknames for (quasi) anonymous
participation or to denote the “mood of the day” of participants. Finally, Threaded
Chat’s amount of awareness information elements on the participants, and the
mechanisms it uses to provide them (in a table format), are not well suited for in-class
participation: they require a lot of screen real state and are a source of information
overload not related to InClass-RTD’s central focus, the lecture topic discussion.

6 Conclusions and Future Work

In this work we have discussed InClass-RTD, a tool that allows discussing a lecture
while it is being presented. The tool is based on a concept of concurrent
“Spontaneous” contributions to discussions concerning subtopics of the lecture being
presented. InClass-RTD features are based on a set of requirements, which are based
in turn on identified features of the types of interactions and contributions that occur
in the classroom.

Overall, preliminary results of a three-month trial period are encouraging. They

suggest that InClass-RTD provides adequate support for discussing the lecture while
it is being presented. We found that about 80% of the group usually contributed to the
discussion and that there were in average 8 contributions per students at each class,
with a contribution rate of about 54 participations per hour.
Finally, concerning directions of future work, they are directed to three specific areas:
i) Continue with the development of the tool, mainly by introducing additional in- and
post-discussion interaction and visualization techniques; ii) Perform in depth analysis
of the data that it is being generated by InClass-RTD to determine its value as a
learning tool; and, iii) Try out different pedagogical techniques for active learning and
knowledge construction in the classroom with the use of InClass-RTD.
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Abstract. Collaboration in distributed settings has become a reality in
organizational life, yet we still have much to learn. One important area of study
is the integration of Collaboration Engineering in distributed, or virtual, teams.
Collaboration Engineering offers promising guidelines for process structure, but
its application in distributed arenas is just beginning to be studied. We report on
the design and development of a new collaboration environment for the
incorporation of Collaboration Engineering principles, as well as the results of
an initial study that examined leadership and process structure effects on the
development of shared understanding. We discuss both technical and
environmental challenges for research on Collaboration Engineering in
distributed environments.

Keywords: Collaboration Engineering, Virtual teams, Shared understanding,
Process structure, Leadership, thinkLets.

1 Introduction

The increasing use of virtual teams and distributed work has provided fertile ground
for research. A growing body of knowledge has examined such topics as trust,
communication, participation, coordination, and effectiveness [1], [2]. In addition,
technological support for distributed teamwork has evolved considerably [3], [4].
However, one of the most significant challenges from traditional teams still remains
an issue in distributed environments, namely the processes that team members can use
to achieve maximum effectiveness in different tasks. We also need to learn much
more about which types of support tools and structures can be provided for team
members so they can select and carry out appropriate processes without having to
depend on a facilitator.

Collaboration Engineering methods and techniques have been developed to address
this important issue, via the capture and design of successful repeatable collaboration
processes [5]. Collaboration Engineering began in the context of same-time same-
place meetings, addressing design of recurring collaboration processes that team
members could use to reach their goals. The methods and techniques of Collaboration
Engineering have not yet been applied in distributed situations to any great extent.

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 38—53, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Yet it is precisely in virtual teams that such process structure is likely to require even
more attention.

The purpose of this paper is to advance the concepts and application of
Collaboration Engineering in virtual environments via a specific implementation and
example. The paper describes the design and development of a new environment for
supporting process use in virtual teams. We also report the results of an initial study
that was conducted in that environment. The study was designed to examine concepts
that have proved both important and especially difficult in virtual teams, namely the
achievement of shared understanding through process use and leadership.

The paper contributes in several ways. First, conducting research on virtual teams
is challenging on several fronts, since researchers have to rely on effective
communication among participants scattered in different places who are dependent on
technology as the means of achieving shared understanding. Indeed, some have
argued that attaining shared understanding is a necessary precondition to
collaborating at all, since people cannot collaborate or agree if they do not understand
what it is they are collaborating or agreeing on [6]. Achieving shared understanding
among participants on a team, for instance, will require effective communication and
coordination [7]. However, establishing communication and coordination among
voluntary participants is challenging, and we provide an examination of how such
challenges occur and might be mitigated. Second, we show how the successful
method of Collaboration Engineering from face-to-face environments translates to
virtual teams, in order to address important concepts that are particularly difficult in
distributed work. Finally, the results of the initial study reveal both technical and
environmental issues and how they might be addressed for more successful design
and implementation of virtual environments and team processes.

2 Conceptual Background

Powell et al. [1] define virtual teams as “groups of geographically, organizationally
and/or time dispersed workers brought together by information and telecommunication
technologies to accomplish one or more organizational tasks” (p. 7). While virtual
teams offer many benefits to organizations, such as flexibility, adaptability, and
responsiveness, they also face many challenges in coordination and communication
[1], [8]. Among other issues, virtual teams experience difficulty in establishing
relational links and shared understanding. To overcome these challenges, we argue that
virtual teams can rely on leadership and purposeful team processes, supported by
appropriate technology.

2.1 Challenges in Virtual Teams

Virtual teams have a high degree of reliance on information and communication
technology (ICT) [9]. The lack of face-to-face interaction may increase efforts to
foster interaction, inclusion and participation [10], as well as to integrate channels for
sharing social information that could lead to development of strong relational links
that can take longer to develop in a virtual team [11]. McGrath’s Time-Interaction-
Performance (TIP) theory [10] shows that the development of relational links in
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groups, or teams, involves performing activities related to member support and group
well-being functions. As groups interact in one of McGrath’s four modes of inception,
solution, resolution of conflict, and execution of performance, they can perform one
or more of three functions: production, member-support, and group well-being. A
team with no past history, as is typical in much of the virtual team research, that is
working on a challenging problem surrounded by technological and environmental
uncertainty will have to engage in all three functions and in all four modes to avoid
detrimental effects on performance [12].

Media synchronicity theory [13] builds on media richness theory [14] to argue that
“the key to effective use of media is to match media capabilities to the fundamental
communication processes required to perform the task” (p. 9) [13]. For this reason, it
is unlikely that a single medium will excel in performing all tasks that teams face.
Having a set of alternative media that can be switched for different tasks to be
performed would be more appropriate for teams. Thus, a technology for supporting
teamwork should offer a set of alternative media that can be utilized by team
members in performing their tasks.

Virtual teams go through several development phases, i.e., initiation, exploration,
collaboration, culmination, and dissolution [15]. Collaboration among members does
not typically occur at initial contact. Instead, efforts are needed to move virtual teams
from initial or exploration phases to a collaboration phase, and some teams might
simply fail to reach the collaboration phase. This developmental view of virtual teams
creates a challenge for researchers who are interested in collaboration among virtual
team members because it requires an investment of time and effort in observing
virtual team activities. A short-lived virtual team, such as is often used in laboratory
experiments, could lead to misleading conclusions regarding collaboration activities
in virtual teams.

2.2 Purposive Processes Through Collaboration Engineering

Collaboration Engineering is a field that directly addresses the process challenges of
collaborative work in a systematic way. The cornerstone of Collaboration Engineering
is the design and development of a set of process objects called thinkLets, which
taken together can be considered a Collaboration Engineering pattern language [16].
A thinkLet is “a named, packaged facilitation technique captured as a pattern that
collaboration engineers can incorporate into process designs” (p. 1) [16]. Each
thinkLet addresses a particular pattern of collaboration, that is, a generic activity that
teams need to undertake in order to accomplish collaborative tasks. The instantiation
of these patterns in virtual teams enables purposive process structures that can help
teams execute collaboration processes and achieve predictable interactions among
team members, and therefore assure better team performance.

Process structuring in virtual team collaboration often takes shape as temporal
coordination. It has been argued that temporal coordination is an important success
factor for virtual team collaboration. Temporal coordination involves the
synchronization of team members’ informational, decisional, and interpersonal
behaviors [7]. It may also involve scheduling and the allocation of resources. In
particular, temporal coordination can address the mechanisms through which a team
communicates, as well as the sequencing of problem solving activities to perform the
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team’s task. Temporal coordination has been shown to enhance team performance [7],
and it is interesting because it offers teams (and their leaders) the freedom to choose
or sculpt their own communication processes while still prescribing an overall
problem solving strategy. However, team performance also depends on the way in
which communication processes are carried out.

Our research is a natural continuation of this line of investigation. We do not offer
prescriptions on the level of an overall problem solving process; rather, we offer
chunks of process support (thinkLets) that specify interaction patterns and leader
instructions. In other words, we do not offer the ‘what’ but the ‘how’ and let the
teams (or their leaders) decide for themselves about the ‘what.’

2.3 Shared Understanding and Leadership

We have argued that development of shared understanding is essential and,
furthermore, that coordination and communication are essential for the development
of shared understanding. Two aspects that we argue could address the issues of
coordination and communication among team members are team process and
leadership. By having structured process and leadership, team members should be
able to develop shared understanding through structured deliberations, discussions,
information exchange, and guidance by a team leader. The critical role of leadership
in a team has been recognized by most models of group and team effectiveness [17].
However, leadership is both especially difficult and important in virtual teams for
several reasons. Leaders usually exercise influence face-to-face, and that capacity is
lost in virtual environments [18]. Since team members are dispersed and disparate,
leadership is especially important for bringing team members together. Furthermore,
in the research on virtual teams, observing leadership roles and the use of different
tools that supports leadership is difficult to do.

To successfully empower distributed teams to work together, group members must
be able to establish shared understanding. Shared understanding is a multi-
dimensional construct that refers to task, team well-being, and member support — the
three dimensions of the TIP theory referred to earlier [10]. In general, shared
understanding means convergence on a common set of reactions to stimuli. From a
task perspective, this means that a team will have a common view of what needs to be
done to achieve their goal. From a team well-being perspective, it means that a team
will have a common set of norms, expectations, and values. From a member support
perspective, it means that team members will see how they individually fit within the
larger collective in terms of their roles, knowledge, skills, and abilities.

Shared understanding is an evolving state. To reach shared understanding, teams
must rely on team development and performance management, which is enabled
through effective leadership [17]. Some empirical work has been done on leadership
in virtual teams, e.g., both participative and directive leadership styles have been
shown to be positively related to performance [19]. The phenomenon of emergent
leaders in virtual teams has also been examined [20], with emergent leaders using
more task-oriented messages than non-leaders in their virtual teams. Moreover,
emergent leaders were found not to support the socio-emotional side of group
development more than other team members. We can speculate that socio-emotional
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development is particularly difficult to do in virtual environments, yet it should be no
less important.

Apart from the empirical research, a number of practical and conceptual papers
argue for the importance of studying leadership within virtual teams. An expert
review panel recommended specific behaviors and tasks for leaders in different
phases of virtual projects [21]. Two essential tasks were the need to develop shared
mental models within the team and the need to define roles. A comprehensive review
of leadership and facilitation in GSS environments provides a number of future
research directions, including studying interventions that promote the development of
the human-machine system that a virtual team represents [18]. This work stresses the
importance of the interaction of leadership characteristics or behaviors with
technology and process.

2.4 Summary of Key Concepts

We have argued that virtual teams face unique challenges, one of which is achieving
shared understanding. Effective use of process is one way to achieve shared
understanding. Leadership in the team is also important and indeed might have a
synergistic effect with process structure. The use of thinkLets that have been
developed in Collaboration Engineering provides a unique opportunity to put all these
concepts together. The next section describes an integrated technology and process
environment that we designed and implemented in order to support research on these
concepts.

3 Technology and Process Environment

The design of the technology environment followed from the requirements to support
team process and the overall goals of the research, namely: (1) implement all six
patterns of collaboration (diverge, clarify, reduce, organize, evaluate, and build
consensus) [16]; (2) provide easy access for participants from anywhere; (3) be easy
to use; (4) incur relatively low, or no cost; and (5) provide a valuable experience for
student participants in particular, who could benefit from learning a new technology
environment. Since the fourth criterion implied use or adaptation of existing software,
we began by evaluating existing commercial technologies. Groove™ was chosen
because it best met all five evaluation criteria and had not been previously used in this
type of study, thus providing the opportunity to create a new environment with
adaptability for future work.

We designed and implemented a workspace in Groove™ (www.groove.net) that
allowed team members to communicate issues, make decisions, and create their
deliverables. The Groove environment supports a set of alternative media that can be
utilized by team members in performing their tasks, in accordance with Media
Synchronicity theory [13]. Groove can support synchronous communication through
chat or asynchronous communication through discussion board and instant messages.

We implemented the following six project objects, i.e., thinkLets, which cover the
six patterns of collaboration that were referenced earlier (pattern name is in
parentheses):
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LeafHopper: gather ideas on a number of topics simultaneously (Diverge)
FocusBuilder: arrive at clearer descriptions of key ideas (Clarify)
BroomWagon: select what are the key contributions from a larger set (Reduce)
PopcornSort: organize a set of ideas into a set of categories (Organize)
StrawPoll (3pt): take a vote on a set of proposals or options (Evaluate)
CrowBar: explore reasons for differences of opinion (Build Consensus)

The thinkLets were chosen to be easy to execute and useful for a broad set of tasks,
but particularly the task in the initial study. Each thinkLet was implemented as a
separate tool in Groove, using Groove’s Outliner tool. Participants also had access to
Chat and Instant Message. We provided three types of thinkLet guidance. First, the
task materials included a high-level description for the types of activities that could be
supported by each thinkLet. Second, each thinkLet included a template with sample
information that illustrated the results of using the tool. Finally, a separate tool in
Groove was populated with more elaborate instructions for each thinkLet, which
included guidance selection and a detailed step-by-step script that the team or leader
had to follow.

To accelerate the development of relational links, i.e., closeness or intimacy among
group members, participants were provided an opportunity to introduce themselves in
a forum called “Meet and Greet.” Through initiating interaction in this forum, team
members could “break the ice” and get to know their teammates better. This forum
would help them in performing not only the production function by focusing on the
given task, but also the two other functions from McGrath’s TIP theory, i.e., member-
support function and group well-being function. A virtual helpdesk was also set up
and staffed by the research team. Participants could send email to a single address and
have their questions answered without delay.

4 Initial Study in the Distributed Virtual Environment

We conducted an initial case study of Collaboration Engineering in our distributed
virtual environment to understand the best way to introduce Collaboration
Engineering into virtual team work and what the barriers might be. Studies of
Collaboration Engineering in virtual environments are relatively new. We found only
one study [22] that tried to use collaboration engineering in a distributed setting,
focused on designing and executing a process that could shorten the steps in a crisis
situation. Our initial study was designed as a laboratory experiment with two
treatment conditions related to leadership structure, i.e., assigned leadership and
shared leadership. In addition, we were interested in how each team would utilize the
collaboration tools provided to them for accomplishing their task.

Our initial study involved fourteen five-member virtual teams working on a
predefined task related to emergency response. Each team consisted of students from
three different universities acting in pre-defined roles: government official, utility
infrastructure superintendent, police officer, aid organization representative, and
information system developer. Students were randomly assigned to teams in two
different treatment conditions. We expected different leadership styles to lead to
different approaches in how teams utilize available collaboration tools in performing



44 H. Tarmizi et al.

their task. Those different approaches could also lead to different satisfaction levels
and shared understanding among team members. Furthermore, as teams have a set of
alternative media to choose from in performing their task, we expected each team to
have different preferences in what media they were going to use. The choice of media
for communication could be significant given the fact that teams were dealing with an
urgent task that required rapid response. For example, a study about communication
among clinicians in an emergency department found that synchronous channels of
communication were used more frequently than asynchronous channels [23]. In our
study, we expected that teams would utilize synchronous communication media such
as chatting more than asynchronous media such as emails or a discussion board. To
measure participants’ perception of shared understanding and satisfaction, a
questionnaire was administered at the end of the study.'

4.1 Task

Teams were asked to come up with specifications that could be used to develop a
website to assist people working in a disaster relief situation. The fictional scenario of
the disaster was adapted from research on formation of creative solutions using
electronic brainstorming [24]. Teams needed to deliver a specification that could be
used by an information systems developer as guidance in developing this website. To
introduce realistic constraints and the need for discussion and consensus, the teams
were limited to a small number of features that could be incorporated into the website.
Teams had one week to perform the task and turn in their deliverable.

4.2 Participants and Teams

Seventy students from three different universities in the U.S. agreed to participate in
this study for an exchange of extra credit in the course in which the study was
conducted, and 34 actually completed the study. Each team consisted of five people
with each one playing a different role that was relevant to emergency relief.
Collaboration was necessary because each role represented a different constituency or
agency with different preferences for what should be included in the deliverable.
Since the deliverable could have only a limited number of items and those items had
to be prioritized, team members would have to collaborate to find the best way to
integrate their incongruent goals, while still pleasing their constituencies or agencies.
Upon joining their team, members were instructed to introduce themselves by posting
information on the “Meet and Greet” forum.

As noted earlier, dispersed teams benefit from having a leader, who can help to
build trust [25], foster role clarity, create clear structure, and enhance communication
effectiveness [26]. Our study, therefore, tested the effectiveness of two different
leadership structures. There are many ways to classify leadership, e.g., in terms of
styles such as transformational vs. transactional [27] or technical, charismatic, caring-
personal, and peer oriented [28]. In this study, we focused on what we call leadership
structures rather than style, and examined the two structures of assigned versus shared
leadership. In a virtual environment, observation of assigned vs. shared leadership

! Detailed descriptions of the thinkLets and the post-session questionnaire are available by
request from the first author.
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should be easier than observing style characteristics. But an even more important
reason for this choice was that we believe it represents a base-line starting point. For
this study the participant playing the role of government official was chosen as the
leader of the team in the assigned leadership condition. To eliminate potential
confounding from gender differences, the government official role in each team was
played by a male participant.

4.3 Technology and Tools

The Groove technology that was chosen as the platform for this study is a peer-to-
peer (P2P) based system that has several advantages compared to a client-server
system. While a client-server system would store data in a central location, in a peer-
to-peer system every peer or node acts as both client and server and provides part of
the overall information available from the system [29]. A synchronization process
becomes an important part of P2P technology to keep information for every team
member up-to-date. We encountered two main problems related to the
synchronization process: (1) the Groove Instant Message function was not
synchronized correctly during this process, so that several members of the research
team could not receive messages for certain periods of time; and (2) the
synchronization process took a long time to finish.

Once the platform was chosen, collaboration tools or process objects were
integrated into Groove, since no such tools exist in this technology. Although process
objects have proved to be helpful in guiding face-to-face teams [30], their deployment
in virtual environments was still rare. The newness of process objects to most of the
participants could create confusion about the tools that in turn could cause them to
skip the use of the tools. For these reasons, we provided teams with only a limited
number of process objects. Six process objects, each supporting one pattern of
collaboration, were integrated into Groove. The patterns of collaboration are: (1)
Diverge - Move from having fewer concepts to having more concepts; (2) Clarify -
Move from less to more shared meaning for the concept(s) under consideration; (3)
Reduce - Move from having many concepts to a focus on fewer concepts deemed
worthy of further attention; (4) Organize - Move from less to more understanding of
the relationships among concepts; (5) Evaluate - Move from less to more
understanding of the utility or priority of concepts toward goal attainment; (6) Build
consensus - Move from having more disagreement to having less disagreement on
courses of action [31]. Each of the patterns was represented by a process object with a
unique name. To educate participants in how to use the process objects, a brief
description of each of the process objects was provided. The descriptions included the
purpose of the specific object in the form of “if ... then ...” sentences. A brief
example of how to use each object was also provided.

4.4 Data Collected

Shared understanding and satisfaction were recorded using a post-session
questionnaire that asked participants about their demographic information, perceived
shared understanding, perceived satisfaction, performance of their teammates, and
feedback on how to improve this study. Additionally, a transcript of each team’s
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communication via Chat on the Groove workspace was also recorded, for later use in
analyzing how the leadership role was performed in each of the teams. Workspaces of
each team were saved for analyzing how the team utilized the process objects
provided. Message exchanges between team members and researchers were also
recorded to analyze concerns raised by participants throughout the study. Team
deliverables were saved for analyzing team performance in carrying out the task.
Table 1 shows team descriptions by condition.

Table 1. Team descriptions by leadership condition

Assigned Leadership Shared Leadership

# teams with deliverables 5 3
# teams using chat to communicate 3 1
# teams utilizing process objects 4 2
# teams utilizing meet and greet 6 7

Even though six of the teams tried to utilize process objects as collaboration tools,
we could argue whether they used the tools correctly or not. Only one process object
was used by every team that used process objects, and that was LeafHopper, which
supports the diverge collaboration pattern. Further investigation is still needed to
determine the specific value of process objects for virtual teams. At this stage of the
research, it is also unclear whether the leader role in each team was played correctly
by either the appointed leader or the team members in the case of shared leadership.
The fact that the majority of registered participants did not join their team at all raised
questions about the challenges of performing distributed virtual team research.
Therefore, next we discuss and identify some of the barriers in performing this type of
research based on participants’ feedback and the research team’s own self-reflections
during administration of the study.

5 Challenges in Distributed Collaboration Research

Based on qualitative and quantitative analysis of collected data and exchanged
messages between researchers and participants, we saw several reasons why available
tools were not used and why the participation rate in this study was below 50%. We
categorize those reasons into technical and environmental challenges. Technical
issues relate to a technological problem or problem in using the technology, while
environmental issues relate to participants’ situation at the time of the study.

5.1 Participant Concerns

Qualitative analysis of participant comments and messages revealed some causes of
low participation. An analysis of exchanged messages shows that those messages can
be categorized into three categories: (1) task; (2) team; and (3) technical. The task
issues refer to participants’ messages discussing the task, including but not limited to
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deadlines and meeting appointments, while the technical issues refer to messages
about problems in using the technology, e.g., inability to see other team members.
The team issues refer to messages complaining about team work or other team
members, e.g., no other member joined the team. Table 2 shows a content analysis of
exchanged messages.

Table 2. Categorization of messages based on their content

Issue addressed Message received Percent of total
Task 19 40.4%
Team 15 31.9%
Technical 13 27.6%

A high percentage of task-related messages is a good sign, since it can indicate that
teams were working on the task as required. However, a high percentage of team-
related and technical-related issues could indicate that teams might have had problems
in performing their task. A detailed look at these messages revealed that most of the
time team members were concerned with their teammates not joining the team. In
such situations, members would ask for guidance from the researchers in how to
proceed with incomplete teams. Although a complete team would be an ideal
condition for the researchers, team members also needed to know how to proceed in
such case. We observed that not knowing how to proceed frustrated members who
had already joined the team. This frustration could be one of the reasons why
participants only showed a mediocre satisfaction level at the end of the study. Table 3
shows the means by treatment condition of satisfaction with the process and
satisfaction with the outcome, where a score of 1 means less satisfied and a score of 7
means more satisfied. Participants seem to prefer clear instructions on how to
proceed, which is associated with the assigned leadership condition.

Table 3. Means of post-session satisfaction scales by leadership condition

Construct Assigned leadership Shared leadership
Satisfaction with Process 3.08 2.60
Satisfaction with Outcome 343 2.40

5.2 Technical Barriers

The teams in our study had a high degree of reliance on technology, since members
were geographically dispersed. Technical issues were identified by a number of
participants as a source of problems in collaboration, arising from a technology
malfunction or from participants’ inability to use or navigate the technology itself.
The main problem was the difficulty that participants experienced in setting up the
workspace itself. Even after being provided with instructions on how to join and
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having email exchanges with the help desk, several participants simply were not able
to download and join their workspaces.

It is difficult to get the exact numbers of people who chose not to participate due to
technical issues, since only those who contacted the researchers and complained about
their problems could be identified as having a technical problem. Furthermore, it was
also difficult to verify the complaints of those who did contact the researchers.
However, we did provide them with a hotline where they could report a problem and
ask for advice from the research team. We set up a virtual helpdesk that was staffed
between 7:00 am — 11:00 pm throughout the study period to respond immediately to
participants’ concerns. All concerns or questions were recorded into a helpdesk log
that could be used as sources for answering similar questions from other participants.
This concept of a virtual helpdesk proved to be useful in conducting this type of
research.

5.3 Environmental Barriers

Working in distributed environments has become a challenge, especially for those
who have not had experience working in such settings. Some participants would have
preferred a face-to-face meeting instead, supporting Sarker and Sahay’s [15] assertion
that initial contact in a virtual team will not automatically result in collaboration.
Some of the teams simply failed to reach the collaboration phase. The probability to
fail for a virtual team seems to be higher if the leadership role is not filled. Especially
in the case of assigned leadership, a team leader should guide team members in
developing processes leading to expected outcomes. A team leader should act as a
collaboration engineer who designs processes for the team and chooses appropriate
thinkLets to be used. In the case of shared leadership, each member should take
responsibility to move their team forward with collaboration. Some team members
should take the lead in designing collaboration process for their team and they should
make themselves familiar with available thinkLets. Distributed environments,
however, have increased the challenges for doing so. The challenge of jump starting a
distributed collaboration should be taken into consideration when designing tools for
virtual teams. Although it has been shown that a designed process can be executed
successfully in a distributed setting [22], our study indicated that designing the
process itself is a challenge for a virtual team.

Our approach of not providing training to participants about designing
collaboration and utilizing collaborative tools sheds light on the level of awareness
among participants about collaboration and process objects. The three types of
thinkLet guidance provided to participants were insufficient in helping them
understand the purpose and the usefulness of the tools. The following message
reflected a participant’s confusion on how to use existing tools:

“How do we actually use the tools such as Leaf Hopper? Do we need to start a
new workspace or do we use the Project Relief Team 6 workspace? I don't
understand how to open a new tool, or if I need to use the example shown in the
Project Relief Team 6.”

Clearly, there is need for some level of training in introducing collaboration and
process objects to virtual teams. One aspect of Collaboration Engineering principles is
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that thinkLets should be easy to use by anyone, without the intervention of a
professional facilitator. Although this may be true for the process that is described
within the thinkLet, there still is a challenge in seamlessly presenting the process
objects through technology.

Another barrier that can easily be overlooked by researchers is the timing of
conducting a virtual team study. Several participants commented on the difficulty of
completing the virtual project at the end of the semester when other workload was
heavy. The difficulty with the timing also led to several participants dropping out,
even though they expressed interest in the project itself. Timing plays a significant
role in the participation rate of distributed virtual collaboration teams. Although the
research team had estimated that on average participants would only need to spend
three to four hours on the project, participants still perceived the project as taking too
much of their precious time. This non-participation issue can be explained by the
rational choice model [32], which states that an economically rational actor tries to
maximize benefits from any activity, while minimizing costs. Therefore, if
participants perceived that the cost for participating in this project was higher than the
perceived benefits, then they would be more likely to drop out of the project. To
overcome this problem, researchers need to think about how to increase the perceived
benefits of this type of project, while at the same time try to lower the perceived costs
of involvement. The following table shows several ways to increase perceived
benefits and to lower perceived costs of participations in distributed virtual team
collaboration. These guidelines are stated in the context of a research project in a
student setting, but they translate reasonably well to field settings.

Table 4. Ways to increase perceived benefits and lower perceived costs

Increasing perceived benefits Lowering perceived costs

Make the project a required part of the course so | Time the project in balance with other activities
that it is integrated with the regular activities of | occurring in the course. Manage expectations.
the course.

Emphasize potential achievement for Provide time for participants to learn about the

participants. technology but also about the interplay of the
technology with the process.

Offer a reward for excellent work, within the Provide clear task instructions but also clear

guidelines and requirements of Institutional process instructions, in terms of how to proceed

Review Boards. under different circumstances, e.g., lack of

participation by some members.

Another problem was that team members joined their team in the last stage of
the study. Since there was no penalty or cost for coming late to the teams, some of the
participants maximized their benefits by participating only in the late stage of the
project. This situation created a problem for researchers to make sense of shared
understanding data collected at the end of the study, since there was no meaningful
development of shared understanding in such teams. To address this issue, a strict rule
is needed such as awarding credit only to those who fully participate from the
beginning to the end of the project. Additionally, asking teams for temporary
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deliverables in the middle of the project would help in boosting team works and
preventing last minutes only participations.

6 Conclusion

We have presented a discussion of the technical and environmental challenges of
conducting research on Collaboration Engineering in distributed teams. Prior research
on Collaboration Engineering has been done mostly using GroupSystems technology
[33], [34], [35]. Our study is new in that we used Groove as a platform for
collaboration. We have shown that process objects or thinkLets can be implemented
in this technology, which suggests its adaptability and usefulness for collaboration.
While research in distributed virtual collaboration is important, our initial study
indicated that it is also challenging. High commitment from participants is required
and unpredictable technological problems can lead to non-participation. We saw a
high degree of probability that a team will not reach the collaboration phase at all and
there can be a dependency on the team leader or members’ initiative to design the
collaboration process. Furthermore, the newness of collaboration tools or process
objects can hamper participants from using those tools correctly. As our study
indicated, some level of training for team leaders and/or members might be needed to
make them familiar with collaboration tools in terms of process objects. At the same
time, appropriate translation of process objects for their use in virtual environments is
still needed in order to ensure that each process object is applied correctly and brings
the intended results. Our effort to provide guidance for thinkLet use failed to increase
awareness among most of the participants regarding the usefulness of thinkLets.
Therefore, future studies should help in addressing the issue of effective guidance in
virtual environments.

The limitations of the current study include a small numbers of participants and the
short period of the study. However, we expect through this initial study to be able to
record and disseminate best practices in how to conduct this type of study. Based on
the current study, we offer the following recommendations for future research in
Collaboration Engineering for distributed teams:

1. Provide some level of training for designing collaboration processes and using
process objects for participants in virtual environment.

2. Provide enough time for the team to move from initial contact to collaboration,
since teams need to go through several development phases.

3. Ask for interim deliverables in order to study how shared understanding is
emerging.

4. Find the best way to integrate collaboration technology with process objects, in
order to lower the perceived barriers among team members to use those tools.

5. Know the technology platform and its potential problems, so that technical
assistance can be provided to participants immediately.

6. Provide warm-up time for participants to learn more about the technology used,
existing tools, and their teammates, before starting with data collection.

7. Schedule the project with an eye to balancing other commitments, while managing
expectations for engagement with the virtual experience.
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8. Set a strategy to increase perceived benefits of involvement in the project among
participants, while at the same time lowering perceived costs of involvement.
9. Be clear on rewards for participation in the study.

Several of the recommendations reinforce what we know from the domain of
traditional teams and projects. The key issue in this study has been the question of
how well the principles and practices of Collaboration Engineering translate to
distributed environments, including the ease with which we can develop and
implement a flexible infrastructure for the use of a broad range of process objects.
This study shows that it is possible to use a peer-to-peer application as the foundation
for creating a collaboration environment that can then be used in different ways by
different teams. However, the study has also reinforced that distributed teams need
more work than we expected in order to get up to speed with being able to use and
adapt processes for themselves. This initial test of Collaboration Engineering, in this
one specific environment, shows that there is interesting work yet to be done on the
best ways to integrate collaboration tools with processes and leadership, in order to
help virtual teams perform rapidly and effectively across a wide variety of tasks.
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Abstract. DIAS is an Asynchronous Discussion Forum Software, mainly
developed in order to offer extended monitoring and interaction analysis
support, by providing a wide range of indicators jointly used in various
situations, to all discussion forae users (individual user/students, groups,
moderators/teachers or even researchers/observers), appropriate for their
various roles in different activities. In this paper we describe some of the
integrated Interaction Analysis (IA) features and we provide information
concerning case studies, some of which are in progress.

Keywords: Interaction Analysis, Asynchronous discussions, CSCL, CSCW.

1 Introduction

Computer Mediated Communication (CMC) tools and in particular asynchronous
discussion forae are widely used in formal or informal educational contexts, applying
principles of constructivism, emphasizing in social interaction during learning
activities [3],[7]. The latest quinquennium research is focusing towards finding
methods for the evolvement and support of critical thinking through interactions,
taking place within asynchronous discussions, in order to achieve high quality
learning [13]. Such a goal requires tools, frameworks and methods for the facilitation
of monitoring, and/or self-reflection and therefore selfregulation that could be
supported by the automated analysis of the complex interactions that occur. Computer
based Interaction Analysis (IA) is an emerging field of research within the academic
community, focusing in analyzing interactions among users, borrowing elements from
the CSCW, CSCL and Artificial Intelligence research fields.

2 Interaction Analysis

Computer based IA provides mainly information directly to technology based
activities’ participants, in order to self assess their activity [5]. The IA results are
presented to the participants in an appropriate format (graphical, numerical, literal),
interpretable by them. The corresponding information provide an insight of their own
current or previous activity allowing them to reflect on a cognitive or metacognitive
level, and thus act in order to self-regulate their activities. Computer based IA

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 54-61, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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provides also information to the activity observers, in order to analyse the complex
cognitive and social phenomena that may occur.

This approach can produce flexible IA tools, which in an educational context,

support directly the learning activities’ participants (e.g. students, teachers,
moderators) or even the observers (e.g. teachers, administrators, researchers) of these
activities. The need for such tools derives from the complexity of interactions
occurring within computer based learning environments (as described in many CSCL
approaches). It would be legitimate to say that the IA research field has partially
emerged from the application of methods, frameworks and techniques developed
originally within the CSCW field and especially awareness (workspace awareness in
particular) information provision, in combination with corresponding elements from
the AIED (Artificial Intelligence in Education) field.
Regardless of the origin, the IA research field aims at providing methods and tools
that support the participants of learning activities in three major levels: awareness,
metacognition and evaluation level [8]. The expected outcome is the optimization of
the activity through: a) better activity design, regulation, coordination and evaluation
by the forum moderator, and b) refined participation and learning outcome for the
students through reflection, self-assessment and self-regulation.

The IA process consists in recording, filtering and processing data regarding
system usage and user activity variables, in order to produce the analysis indicators.
These indicators may concern: a) the mode or the process or the ‘quality’ of the
considered ‘cognitive system’ learning activity; b) the features or the quality of the
interaction product; or c) the mode, the process or the quality of the collaboration,
when acting in the frame of a social context forming via the technology based
learning environment [5].

Our main concern in this paper is IA tools concerning asynchronous discussions.

3 Related Work

While examining Forum and Forum type software, we find that commercial or open
source products, such as WebCT, WebWiz and PhpBB provide minimum analysis
information. Most of them present simple usage indicators, such as activity
information (number of messages posted and read), a few statistical indicators (most
and least busy day, etc), online users, number of messages per day, number of unread
messages, etc. We consider this minimal information, which supports forum usage
only as a subsidiary tool of a Learning System [2].

Several new and promising approaches that implement graphical representations of
asynchronous discussions’ features and parameters can be found while reviewing
recent literature. For example, the i-Bee system is a software that visualizes
relationships between users and keywords in online messages, in real time. It also
provides snapshots of past discussions and animations. Keywords appear as flowers
and users as bees. The distance between flowers and bees, their status (e.g.
flying/sleeping bee, blossomed/closed flower) and their orientation depend on
discussion parameters, such as keyword usage frequency and recent user activity [10].

Another example of the use of powerful visualisations via metaphors is the i-Tree
system that visualises the discussion status on mobile phones using a tree
representation. The tree corresponds to a single user, whose activities designate the
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tree’s appearance. Thereby the tree’s log and branches are relevant to the number of
messages, the leaves’ range and colour are relevant to message reading, the fruits are
relevant to the answers the user has received and the appearance of the sky is
designated by the whole discussion status [11].

Mailgroup is a Forum Type tool with integrated analysis tools emerging from the
Social Network Analysis field. It implements an alternative method of representing
the message sequence in an asynchronous discussion, taking into account both
chronological and logical constituents [12].

Other approaches also exist, integrating Fuzzy Logic techniques in order to assess
and evaluate the collaboration level in a discussion based on several parameters
(Degree system) [1] or providing a variety of visualised statistical information (add-
on for the AulaNet platform) in order to help the teacher coordinate discussions and
obviate undesirable situations or progress of the discussion activity [6].

The aforementioned approaches constitute a representative specimen of
asynchronous discussion software, used for learning purposes. All of them provide
tools and functionalities for supporting and facilitating user activity in various levels.
Nevertheless a closer examination leads us to the conclusion that they can only be
used under specific usage settings. Some disadvantages are described in Table 1.

Table 1. Discussion Forum software characteristics

Software Functionalities Disadvantages
WebCT, phpBB, | Simple statistical awareness No real IA indicators
WebWiz information
i-Bee Visualized representation of user | No empirical research about learning
— keyword relation utilization of this feature
i-Tree Visualized representation of user | Considers few activity characteristics.
activity on mobile phones Seems to encourage message reading only
MailGroup SNA indicators Indicators are addressed only to the
moderator. Adequate number of messages
is required to produce meaningful results
Degree Various collaboration quality Closed system, not easy to customize,
indicators & advising mechanisms | with non-transparent indicator calculation.
AulaNet add-on | Visualized statistical information | Various diagrams, addressed only to the
drawn from log files moderator

4 The DIAS System

The DIAS system (Discussion Interaction Analysis System) has been developed by
the LTEE laboratory of the University of the Aegean. It is a fully functional
discussion forum platform, with an underlying database management system for data
recording and several implemented functionalities in order to facilitate user
participation as well as the moderators’ alternative discussion strategy planning.
Additionally about sixty five (65) visualized indicators (including all possible
variations) are produced, varying from simple statistical awareness information to
complex cognitive and metacognitive indicators. Different sets are addressed to the
teacher or moderator and the students - users, along with the corresponding
interpretation schema for various discussion strategies or usage scenarios.
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Our main goal is to offer direct assistance to users, supporting them in the level of
awareness of their actions, as well as their collaborators, in order to activate their
metacognitive processes, thus allowing them to self-regulate their activities. In
parallel, we aim in supporting the discussion moderators (eg teachers) in order to
‘identify’ problematic situations and difficulties that require regulative interventions.
The design of the system is based on three core design principles [2]:

1.  Take into account the totality of the users involved in a ‘learning activity’, as
well as the cognitive systems they may form, students as individuals (in
various roles), as members of one or more groups or even communities,
teachers in different roles according the category of learning activity, etc.

2. Provide a rich range of IA indicators for the various user profiles and points
of view of the activity process, its quality, as well as its product.

3. Create an independent, flexible, customizable and interoperable system.
Forae are tools that can be used in a variety of contexts and activity
categories. Furthermore forum participants take various roles and have
different needs according to their discussion subjects, the available time etc.
Thus, customization and flexibility are crucial characteristics.

This lead us to the selection of open source web based technology, making it easy
to share with the academic community. More information about the system’s
architecture and functionality can be reviewed in [2].

5 DIAS Interaction Analysis Indicators

By combining some of the indicators produced by the DIAS system and applying the
appropriate interpretation schema (guidelines for interpreting and combining
information), interesting conclusions can be drawn. Let’s examine a set of indicators
addressed to the teacher, which may help him/her evaluate the quality of a student’s
participation (from now called User X). These indicators are: Classification Indicator,
SNA Answers, SNA Reads, User - Tree Structure and several statistical Bar Charts.

User Classification Indicator (Fig 1a): It is a XY scattered chart with the X-Axis
representing the amount of contribution (messages written as a percentage of the total
number of messages) and the Y-Axis representing the amount of Interaction
(messages read as a percentage of the available number of messages) by a user. Both
Axes are scaled from Low to High. By inspecting this indicator, the moderator may
see how active (writing and reading messages) User X is, in comparison with the
other users and the mean values of activity (represented by the two Axes’ position).
The first conclusion is whether User X has extreme or balanced behaviour (Arrogant:
writes many messages but doesn’t read other users’ messages. Passive: reads many
messages, but doesn’t write enough). The second conclusion is whether User X’s
performance is far ahead from the mean values in any of the two activity constituents.

SNA Answers Indicator (Fig 1c): The system can produce social matrices
according to Ucinet DL format and Agna matrix format for further processing. For N
users, the Answers social matrix is a NxN matrix. The number placed in the cell
designated by line A and column B is equal to the number of messages written by
user A as answers to messages of user B. By quickly inspecting the SNA diagram
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deriving from the social matrix, the moderator can see whether User X is isolated or
holds a central position within the discussion. Furthermore, if User X seems active in
message writing (conclusion drawn from the Classification Indicator), this diagram
can show if he/she is exchanging information with other users or not, by posting
answers to them. Additionally the number of other users who have posted answers to
User X can be detected, revealing interesting information. For example a very active
user (Classification Indicator) may be isolated in this diagram, thus not contributing to
the quality of the discussion and the overall collaboration (no one is posting answers
to him/her). This could indicate low argumentative value of this user’s messages, off
topic writing, arrogant behaviour or lack of knowledge regarding the topic. In any of
these cases, the moderator may diagnose a problematic situation and act accordingly.

Fig. 1. Interaction Analysis Indicators by the DIAS system

SNA Reads Indicator (Fig 1d): This diagram is similar to the previous. In this
social matrix, the numeric value in a cell designates the number of messages written
by user B, that user A has read. This diagram indicates the amount of other students
whose messages User X reads and consequently his/her involvement in the
collaborative discussion activity. While the Classification Indicator shows the amount
of messages read, this diagram additionally shows the dissemination of these
messages to the according amount of authors. In combination with the Answers SNA
diagrams, the moderator can see whether User X is participating in a closed user
group, interacting heavily inter se and lightly with the rest of the users. This may
designate undesired behaviour regarding the collaborative activity.

Furthermore, this diagram reveals the amount of users who have read messages
posted by User X. If he/she holds a relatively central position within this diagram but
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appears to be isolated or obscure in the Answers SNA diagram, then he/she writes
messages which are read by many other users, but not answered to. Consequently
User X could be a discussion coordinator or possibly face a participation problem that
needs further attention by the discussion moderator.

User — Tree Structure Indicator (Fig 1b): This is a visualised representation of the
discussion evolution in a threaded tree-like format. Messages appear as black dots,
where the ones posted by User X are marked red. Line segments connecting two dots
designate responsive relation (the message on the right is an answer to the one on the
left). By quickly inspecting this diagram the moderator can see whether User X is
active mostly in earlier or later phases of the discussion activity. In combination with
the previous indicators, interesting conclusions may arise. For example an active user
(Classification Indicator) who writes many but receives few answers (SNA Answers)
and appears to write messages in later phases of the discussion may possibly have low
performance in the activity. This could be the case of a user who simply agrees or
disagrees with other users’ arguments but doesn’t contribute with new information
and ideas, which may be confirmed by further inspecting his/her messages.

Bar Chart Indicators: Besides the aforementioned indicators, many simple
awareness, statistical ones regarding User X can be produced in a Bar Chart format.
These indicate for example the number of various types of messages (questions,
answers, arguments, etc) per day. By further examining such information, the teacher
may acquire a more concrete reflection of the quality of User X’s activity.

This indicator set constitutes an example of indicator information utilization. Many
combinations may be formed with various indicators, forming various interpretative
schemas. Furthermore the information that can be extracted from a single indicator
may have different meaning for different kind of user roles or interpretative schemas.

6 Case Studies

Our main goal is to assess the indicator’s usage, while using asynchronous
discussions within learning activities. In particular our aim is to:

e  Assess the correctness and clarity of the produced indicators and the
proposed interpretative schemas (or even construct new schemas).

e Detect the effect of the indicators in the users’ self-regulation processes.

e  Evaluate the indicators’ contribution to the facilitation of the moderator’s,
coordinator’s and observer’s work. We intend to provide ways of evaluation,
coordination and assessment, bypassing the need of thoroughly reading all
the messages or using time-consuming methods, such as content analysis.

e  Assess the potentiality of a qualitative evaluation of discussion without
applying content analysis methods.

e Designate the appropriate set of indicators for each role and phase of a
discussion learning activity, defining interpretative schemas.

Several case studies have been designed for that matter, one of which is complete.

Completed Case Study: In the first case study, forty (40) postgraduate students
were involved in a non-restrained discussion activity, for six (6) weeks. Their first



60 T. Bratitsis and A. Dimitracopoulou

contact with the system occurred via a three hour seminar. The discussion topics were
relevant to the course syllabus and the assignments they had to prepare for the end of
the semester. A total of 553 messages were posted, while trying to exchange ideas,
information and arguments. Our intension was to study the effect of the indicators in
the students’ activity behaviour. The results revealed that the indicators increased the
student’s motivation for involvement in the activity (70% increase of messages). They
showed increased interest in observing the indicators, especially the ones providing
comparative information with the rest of the students (for example the Classification
Indicator). They were curious to examine the impression and reception of their
messages by other students through indicators containing information about reading
of messages and posting of answers. Some additional results could be extracted, such
as the fact that the students’ criterion for the acceptance of their messages by others
was initially the number of answers they received and gradually altered to the number
of users reading their messages. Significant part of this alteration was due to the
information presented in some of the more complex indicators.

In progress Case Studies: Three ongoing case studies involve students
(postgraduate and undergraduate) divided into two equivalent groups. Only the first
group may examine the indicators. They participate in restrained discussion activities
for seven (7) weeks, where the teachers have more active roles in coordinating the
discussion evolution, according to certain usage scenarios (different in each case
study). Our intension is to compare the behaviour of the two groups. Additionally we
want to examine the facilitation provided by the system to the teacher, as he may
examine the indicators only regarding the first group of students.

In all the case studies, data are recorded, while semi-structured interviews with all
DIAS’ users take place after the conclusion of the activities.

7 Conclusions — Future Work

During the first testing of the DIAS system in real settings we wanted to examine how
the TA indicators influence the discussion activity evolvement, focusing on students’
(users) behaviour. The main conclusion is that the indicators act as an additional
motive for user’s activity. Thus this discussion platform can be considered as an
additional tool in any distance learning setting, providing means for increased
interaction between the students. This effect of the visualized representation of
interaction information seems to comply with the results presented by other
researchers [2],[9],[10],[11]. Of course it relies upon the teacher to manage this tool to
his/her benefit, by proper interpretation of the presented information, as well as by
providing an appropriate set of indicators to forum participants so as to selfregulate
their own activity. In the first case study attempts were made by some students to
‘manipulate” the system and improve their position in the produced diagrams, without
significantly contributing to the discussion activity. In one case a student wrote more
than 1/3 of her messages the last two days of the activity, in order to appear as one of
the most active users. Such behaviour can be revealed to the moderator by combining
indicator information, as described in the aforementioned example. Thus the
moderator can designate such possible abnormalities easily, without thorough
examination of the messages’ content. Currently we have constructed several similar
interpretative schemas combining indicators, but each moderator may design
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activities where he/she decides which sets of indicators are appropriate for the
specific activity and the participating users.

Our future plans include completion of the case studies in progress and evaluation
of the results. More case studies are under consideration for the near future, mostly
addressing questions regarding the moderator’s facilitation. Furthermore, we explore
the needs of moderators, in asynchronous discussion forae other than for learning
purposes (e.g. in the CSCW spectrum: such as open-audience discussions forae within
corporative networks, scientific networks, etc). A complementary, overall goal is to
associate activities and identifiable user action patterns, easily inspected through the
visualized IA indicators.
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Abstract. We propose an analytic method to evaluate synchronous
shared workspaces design. The method uses human-performance mod-
els, developed in the Human-Computer Interaction field, to make time
predictions about collaborative actions performed in selected critical sce-
narios. We apply this method to two case studies: the design of a col-
laborative game and the redesign of a collaborative tool for software en-
gineering requirements negotiation. The benefits and limitations of the
method are discussed, as well as some implications for design.

1 Introduction

The design and evaluation of groupware usability is a challenging endeavor for
practitioners and researchers because existing methods have considerable trade-
offs and impose significant constraints:

— On the one hand, the required evaluation resources (time, users, experts, ap-
paratus) may be hard to find or simply unavailable, a condition that worsens
due to the iterative nature of formative usability evaluation. This applies es-
pecially, but not exclusively, to controlled laboratory experiments [1];

— On the other hand, several evaluation methods are either descriptive or pre-
scriptive and therefore provide little support for comparing design options
and predicting usability results. This applies to methods such as Groupware
Task Analysis [2], Collaboration Usability Analysis [3], Groupware Walk-
through [4], and Groupware Heuristic Evaluation [5].

We argue that groupware designers should complement existing practice and
knowledge with the ability to make quick measurements and calculations about
key characteristics of computer-mediated collaboration. Our motivation is based
on the century-old need to measure before improving as well as on the evidence
that fast evaluation enables several design iterations. We introduce a method
that can be applied without users or functional prototypes to quantitatively
predict and compare the usability of synchronous shared workspaces (here re-
ferred to as shared workspaces).

Shared workspaces present an interesting challenge to usability evaluation
because collaboration among group members features strong interdependencies

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 62-77, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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wherein individual actions affect the choices and outcomes of the other users.
Furthermore, the impact of small, low-level, design decisions requiring percep-
tual or motor activity is much higher than in other contexts, where the emphasis
may be on more cognitive tasks, such as decision making. These characteristics
of shared workspaces are usually not captured by existing methods and tend to
be overlooked. Instead, these methods focus on generic, high-level, communica-
tion and coordination mechanisms that the groupware should provide to sup-
port collaboration (e.g. the mechanics of collaboration [3]). We approach these
two aspects of shared workspaces—action interdependencies and attention to
detail—by focusing on the analysis of critical scenarios and by applying existing
human-performance models from the Human-Computer Interaction (HCI) field:

— The analysis of critical scenarios raises the designer’s consciousness about
collaborative actions that have a potentially important effect on individual
and group performance;

— The human-performance models address the fine-grained details of the inter-
action with the shared workspace and provide performance estimates without
the participation of users or the development of prototypes.

Human-performance models, such as the Keystroke-Level Model (KLM) [6],
are based on a cognitive architecture that approximates single-user interaction at
a low level of detail (e.g. perceptual, motor, and cognitive processors). We discuss
the contextualization of this cognitive architecture to the specific characteristics
of groupware in Sect. 3, and introduce some basic concepts necessary to model
awareness and control of information about the users’ collaborative actions.

Section 4 describes the proposed method for evaluating group performance of
users working together in a shared workspace. Two case studies are presented
in Sect. 5 involving shared workspaces design to demonstrate the value of this
method. We conclude the paper in Sects. 6 and 7 with a discussion of the benefits
and limitations of the method, as well as with some implications for design.

2 Related Work

The application of human-performance models to the groupware context is very
rare in the literature and virtually inexistent for workspace collaboration. We
start this section with an overview of Distributed GOMS (DGOMS) [7] and a
recent study involving a complex group task [8]. In both cases the same family
of techniques, called GOMS (Goals, Operators, Methods, and Selection rules)
[9], is used to provide quantitative estimates of human performance.

DGOMS [7] applies hierarchical task analysis and human-performance models
to represent group activity and to predict execution time, distribution of work-
load, and other performance variables. This method successively decomposes
group work in group tasks until individual subtasks can be identified. At this
level of detail the subtasks are defined in terms of perceptual, cognitive, and
motor operators, as well as with a new communication operator that is used to
coordinate individual tasks executed in parallel. The problem, however, is that
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such a coordination mechanism is more appropriate to groups where users react
to predefined events, and not sufficiently rich to describe the type of interdepen-
dency established by users working through shared workspaces [10].

Another application of human-performance models to groupware considers
“teams of models” to analyze a complex task executed by a group of users [8].
The task involved several users with individual roles monitoring a display and
executing actions in a coordinated way, via a shared radio communication chan-
nel. While this approach assumes that several individual models are necessary to
explain collaborative work, the study does not address workspace collaboration
and focuses instead on coordinated work.

We now review some usability evaluation methods specifically developed for
groupware. Groupware Task Analysis [2] is a method that combines high-level
hierarchical task analysis and field observations for addressing all stages of group-
ware design. It is based on a conceptual framework including agents, group work,
and situation, in a similar manner to the work models defined by the Contextual
Design approach [11], well known in the HCI field.

The next three methods of groupware usability evaluation are based on a
common descriptive framework called “mechanics of collaboration” [3], whereas
each method applies a different evaluation perspective. The mechanics are for-
malizations of high-level group work primitives (e.g. communicating and coor-
dinating) that helps the designer focus on how the shared workspace supports
the required collaboration. Starting with Collaboration Usability Analysis [3],
this method couples field observations and a version of hierarchical task analysis
that allows variation, iteration, and parallel work, for representing group work.
The Groupware Walkthrough [4] method uses step-by-step written narratives or
task diagrams corresponding to collaborative scenarios, and it aims at gather-
ing the opinions of expert inspectors while using the shared workspace. Finally,
Groupware Heuristic Evaluation [5] is based on a number of experts evaluating
the compliance of a shared workspace with a list of heuristics.

In summary, existing methods for groupware usability evaluation are of two
types: the first type is targeted at predicting performance in coordinated work
scenarios where users react to predefined events (not even requiring group aware-
ness); the second type can be applied to shared workspaces but have a descrip-
tive or prescriptive nature that allows for high-level task analysis or depends on
inspections performed by multiple usability experts. Our proposed method com-
plements these two types of methods by addressing detailed interdependencies
in critical scenarios of collaboration using existing human-performance models.

3 Theoretical Background

In general, human-performance models have been associated with the Model
Human Processor (MHP) [9], that represents human information processing ca-
pabilities using perceptual, motor, and cognitive processors. Nevertheless, sev-
eral architectural differences are identified when considering individual models:
for instance, KLM uses a serial-stage architecture, while CPM-GOMS addresses
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multi-modal and parallel human activities (e.g. recognizing an object on the dis-
play while moving the hand to the keyboard) [12]. In spite of these differences,
a common characteristic of existing human-performance models is that they are
singleware, that is, they assume that just one user interacts with a physical in-
terface. Figure 1 depicts this singleware architecture based on the MHP. We also
illustrate that there is a conventional information flow in this architecture, from
the cognitive to the motor processors, from the input to the output devices, and
from the perceptual to the cognitive processors.

User Physical Interface

Long-Term | | Cognitive Motor Input + T
Memory Processor 2| Processors >| Devices = 2
25

s =

gz

> &——— Perceptual € Output = 2

€ Processors Devices

Fig. 1. Singleware architecture

According to some authors [8], the architecture depicted in Fig. 1 applies to
groupware: to model a group of users, one can have individual models of the in-
teraction between each user and the physical interface; one can also assume that
the physical interface is shared by multiple users, and that the users will deploy
procedures and strategies to communicate and coordinate individual actions.
Thus, according to this view, groupware usage is reflected in some conventional
information flows, spanning multiple users, which still may be described using
the conventional production rules and representations.

The problem, however, is that this approach does not consider two fundamen-
tal groupware features: (1) the conventional information flows are considerably
changed to reflect collaborative actions, mutual awareness, and interdependence;
and (2) the focus and granularity should not remain on the interactions between
the user and the physical interface but should significantly change to reflect the
interactions between users, mediated by the physical interface. We address these
two issues in the next section.

3.1 Groupware Conventional Information Flows

Let us start with the singleware architecture. In this context, we may characterize
the conventional information flows in two categories: feedback and feedforward.
The first category corresponds to information initiated by the user, for which the
physical interface conveys feedback information to make the user aware of the
executed operations [13,14]. The second category concerns the delivery of feed-
forward information, initiated by the physical interface, to make the user aware
of the afforded action possibilities [14]. Now, when we regard groupware, some
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additional categories have to be considered. In this paper we analyze explicit
communication, feedthrough, and back-channel feedback.

Ezxplicit communication addresses information produced by one user and ex-
plicitly intended to be received by other users [3]. For example, a user may
express a request for an object to another user. This situation can be modeled
as a physical interface capable of multiplexing information from input devices
to several output devices. The immediate impact on the model in Fig. 1 is that
we now have to explicitly consider additional users connected to the physical
interface, as shown in Fig. 2.

User Physical Interface User
Motor Input Output Perceptual
_ s Ioput L) Oup pral |
Processors Devices Devices Processors
h
A 4

Explicit Communication +
Feedthrough +
Back-Channel Feedback

A
4- -

¢ Perceptual Output Input |, Motor
Processors Devices Devices Processors

I

Fig. 2. Groupware architecture

Feedthrough concerns implicit information delivered to several users report-
ing actions executed by one user [15]. Feedthrough is essential to provide group
awareness and to construct meaningful contexts for collaboration. For example,
the shared workspace may show currently selected menus for each user that is
manipulating objects. This information is automatically generated by the physi-
cal interface as a consequence of the user’s inputs, and it is directed towards the
other users. A very simple way to generate feedthrough consists of multiplexing
feedback information to several users. Sophisticated schemes may consider de-
livering less information by manipulating the granularity and timing associated
to the operations executed by the groupware [16].

Finally, back-channel feedback concerns unintentional information flows initi-
ated by one user and directed towards another user to facilitate communication
[17]. No significant content is delivered through back-channel feedback, because
it does not reflect cogitation from the user. Back-channel feedback may be au-
tomatically captured and produced by the physical interface based on the users’
body gestures and vocal activities.

3.2 Groupware Specializations of Physical Interface Devices

All information flows in the groupware architecture are naturally processed by
the user’s cognitive, perceptual, and motor processors, and the corresponding
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physical input and output devices. However, we regard the separate processing of
explicit communication, feedthrough, and back-channel feedback in specialized
input and output devices to show the distinction between collaborative and
non-collaborative interactions. We define the awareness input/output devices as
devices specialized in processing sensory information about who, what, when,
how, and where are the other users operating in the shared workspace.

Another specific feature of the awareness input/output devices is that they not
only afford users to construct a perceptual image of the collaborative context, but
they also allow users to perceive the role and limitations of the physical interface
as a mediator. This is particularly relevant when the Internet is being used
to convey feedthrough information, where feedthrough delays are significantly
longer and less predictable than feedback delays [18] and the available bandwidth
and network availability may be limiting factors [19].

A further reason for proposing the awareness input/output devices is related
to another particular characteristic of groupware: it lets users loose the link
between executed operations and group awareness, a situation called “loosely
coupled” [20]. Two types of coupling control may be considered: at the origin
and at the destination. Users may control coupling at the origin to specify what
and when private information should become public. But coupling can also be
controlled at the destination: getting awareness information on a per-object de-
mand basis, e.g. by specifying filters that restrict received awareness to some
selected objects and types of events. In all cases this situation requires some
cognitive activities from the user to discriminate and control awareness informa-
tion delivery, and we model this situation with the coupling input device.

We illustrate the resulting groupware physical interface in Fig. 3. In sum-
mary, our interpretation of the MHP architecture, taking the groupware context
in consideration, essentially emphasizes the cognitive activities related to the
awareness and coupling features supported by the groupware physical interface.

4 Method to Evaluate Group Performance

Step 1: Defining the physical interface. The method starts by defining the phys-
ical interface of the groupware under analysis. We propose that the physical
interface may be decomposed into several shared workspaces. Such decompo-
sition simplifies the analysis of complex groupware tools, that often organize
collaborative activities in multiple intertwined spaces, usually human recogniz-
able, supporting various purposes, objects, and functionality.

Using the groupware physical interface in Fig. 3 as reference, we define a
shared workspace as a distinctive combination of awareness and coupling devices.
We exclude from the analysis any workspaces not having, at least, one awareness
or coupling device, since they would not involve collaboration.

The outcome of this step is then: (1) a list of shared workspaces; (2) de-
finition of supported explicit communication, feedthrough, and back-channel
feedback information; and (3) characterization of supported coupling mecha-
nisms. In this step alternative design scenarios may also be defined, considering
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Fig. 3. Groupware physical interface

different combinations of shared workspaces, awareness information, and cou-
pling mechanisms.

Step 2: Breakdown definition of critical scenarios. The second step describes
the functionality associated with the various shared workspaces with respect to
critical scenarios, i.e. with a special focus on collaborative actions that have a
potentially important effect on individual and group performance. This func-
tionality is successively decomposed from the more general to the more detailed,
using a top-down strategy, typical of hierarchical task analysis. Alternative de-
sign scenarios may be defined, considering several combinations of users’ actions.

Step 3: Comparing group performance in critical scenarios. The final step is
dedicated to compare the alternative design scenarios defined in the previous
steps. These comparisons require a common criteria, for which we selected the
predicted execution time in critical collaborative scenarios.

We utilize the Keystroke-Level Model (KLM) [6] to predict execution times
because it is relatively simple to use and has been successfully applied to evaluate
single-user designs [12]. In KLM, each user action is converted into a sequence
of mental and motor operators, whose individual execution times have been em-
pirically established and validated in psychological experiments: M is for mental
preparation and takes 1.2 seconds; P is for pointing with the mouse to a target on
a display, requiring 1.1 seconds; and X is for pressing or releasing a mouse button,
taking 0.1 seconds [6,9]. Therefore, the designer may find out which sequence of
operators minimizes the execution time of a particular user action.

Naturally, the application of KLM must be adapted to groupware, considering
that the execution time we want to evaluate encompasses several users who work
in parallel. Our approach consists of focusing the analyses on critical scenarios
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involving selected sequences of operations from more than one user. For instance,
suppose we want to analyze several design alternatives for managing the access
to shared workspace objects. A critical scenario occurs when a user accesses
the object, immediately followed by another one trying to access the object but
finding it locked. We may use KLM to estimate the execution times of these
combined operations for each design option, and thus finding out which one
minimizes the overall execution time. We discuss in detail the application of this
method to groupware design in the next section.

5 Using the Method

5.1 Collaborative Game

We apply the method to a collaborative game in this case. The game explores a
collaborative scenario where players have specific roles and act opportunistically
according to the current state of the shared workspace. In particular, players
can make either vertical or horizontal connections between points in a board.
The objective of the game is to connect all points in the board as quickly as
possible (Fig. 4). The points are connected in pairs, but this is only allowed if
at least one of the to-be-connected points is already linked to a third point via a
perpendicular connection. Initially, the board contains a single connection line.

Initial state Intermediate state Final state

2] =] I o] ¢}
< =] o

Fig. 4. Players act opportunistically to make connections between all points

Step 1: Defining the physical interface. The game provides a shared workspace
displaying a public updated view of the board (Fig. 4). There exist several private
workspaces also, one for each player, allowing them to actually connect the points
with horizontal or vertical lines, depending on their specific role. However, the
analysis of these private workspaces is out of scope, since we are only interested
in collaborative actions. The player’s moves are restricted to be done with a
mouse having a single button.

Step 2: Breakdown definition of critical scenarios. The board operates in the
following way. In order to connect two points, a player must first reserve them
on the board. Multiple players may not simultaneously reserve the same points,
but as this can happen and have a considerable performance penalty, we consider
this a critical scenario. Reservation is done by selecting two adjacent points with
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the mouse and dragging them out of the board (to a private workspace). The
connection is made public when the points are dragged back to the board, an
action that also automatically releases the points. This is our design scenario A.
We also analyze an alternative scenario B, where, in order to increase aware-
ness and minimize inadvertent selections of reserved points, the board displays
a letter identifying the current owner next to the reserved points. This design
provides awareness information only at the end of the reserve or release actions.
An additional alternative design scenario C features extra awareness while the
points are being selected on the board. The main justification for this refinement
is the production of more fine-grained and up-to-date awareness information.
We will next proceed with a detailed specification of the collaborative ac-
tions for the selected critical scenario. For now, we observe there are only two
collaborative actions in this game, which we designate RESERVE and RELEASE.

Step 3: Comparing group performance in critical scenarios. We now focus on
the fine-grained details of the RESERVE and RELEASE collaborative actions, to
the point where they can be described with KLM operators. Starting with the
RESERVE action, we assume the player begins by searching the shared workspace
for a point that satisfies three conditions: (1) it must not be reserved; (2) it
must allow a new connection; and (3) it must have a perpendicular connection to
another point. This is converted into a single M operator because the verification
of the three conditions is highly repetitive and players are trained in the game.

Once a point is located, the player moves the mouse pointer near it, P, presses
the mouse button, K, and moves the pointer to an adjacent point, P (the connec-
tion between these two points will be drawn afterwards in the private workspace).
The player then releases the mouse button, X, to complete the selection.

The last part of a reservation is done by dragging the selected points out of
the board: the player adjusts the mouse pointer so that it rests on top of the
adjacent point, P, presses the mouse button, K, drags the selected points out of
the board, P (no M operator is required because the workspaces are always in
the same place), and releases the mouse button, K. The complete sequence of
KLM operators for the RESERVE collaborative action is MPKPKPKPK, which has a
predicted execution time of 6 seconds. The RELEASE collaborative action is very
similar to RESERVE in two ways: the predicted execution time is also 6 seconds,
and the sequence of KLM operators is again MPKPKPKPK.

Now, having determined the sequences of operators for managing the board,
we focus on the comparison of group performance in the critical scenario—when
two players have the intention of reserving the same points—for the design al-
ternatives A and B. We assume the first player will always succeed in order to
simplify the analysis, and also that having more than 2 players reserving the
same points is a rare event that does not deserve further attention.

Considering the design scenario A, the best case happens when two players
start the reservation for the same points at the same time. In this case, after
the 6seconds needed for a complete reservation, the second player notices an
error indication on the board (an M operator) and starts again with other points,
which takes additional 6 seconds. The best execution time is then 13.2seconds.
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Fig. 5. Best and worst execution times for handling the critical scenario

The worst case happens when the second player begins just after the first player
finishes a reservation; since no awareness information is provided, the total exe-
cution time increases to 19.2seconds (see scenario A in Fig. 5).

For the scenario B, the best case is identical to that of scenario A. However,
the execution time for the worst case is significantly reduced because the sec-
ond player can interrupt an ongoing reservation as soon as the owner letter is
displayed on the board. We represent this situation with two M operators: the
first corresponds to the initial M of any reservation, while the second M is for
interpreting the critical situation. The total execution time for the worst case is
now 14.4seconds (see scenario B in Fig. 5).

The optimization considered in scenario C provides awareness information
upon the selection of the first point, i.e. right after a sequence of MPK (instead
of the full MPKPKPKPK). In these circumstances both the best and worst cases
benefit from reduced execution times (see scenario C in Fig. 5). If the two players
start the reservation at the same time, then at about 2.4 seconds they both see
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their simultaneous selections on the board. Then, the second player (by our
assumption) decides to stop the current selection and starts another one, an
M followed by a new reservation, which takes 9.6 seconds. The worst case takes
10.8 seconds; its explanation is analogous to the worst case for scenario B, except
the awareness supplied by the owner letter upon a full reservation is substituted
by the awareness provided by the selection of the first point.

In summary, the method brought quantitative insights about the role of
feedthrough information in group work support, predicting that for the selected
critical scenario the design option C is faster than B by 3.6 seconds, and that B
is faster than A by about 4.8 seconds, but only in the worst case scenario.

5.2 Software Requirements Negotiation Tool

We now demonstrate the application of the analytic method to an existing group-
ware tool that supports collaborative software quality assessment using the Soft-
ware Quality Function Deployment (SQFD) [21] methodology. The objective of
this tool is to facilitate the SQFD negotiation process by providing mechanisms
in a same-time, different-place mode. Our starting point in this case was a pre-
vious experiment with the tool that gathered data via questionnaires, and that
reported some usability problems, namely that it was considered difficult to use.
Further details about this tool and about the previous usability evaluation can
be found in [22].

Step 1: Defining the physical interface. The tool has two shared workspaces:
SQFD matrix and “Current Situation.” The SQFD matrix allows users to inspect
a matrix of correlations between product specifications and customer require-
ments, as well as observing which correlations are under negotiation. Limited
awareness information is provided by the matrix, but there is a coupling mech-
anism allowing users to analyze a cell in more detail. This coupling mechanism
leads users to the “Current Situation,” where they can observe the negotiation
state in detail, including the proposed correlation, positions in favor or against,
and supporting arguments. We briefly characterize the two shared workspaces
in terms of input, output, and coupling devices in Figs. 6 and 7.

Step 2: Breakdown definition of critical scenarios. We focus our discussion on
the “Current Situation” shared workspace to illustrate the method application.
The user arrives to this space with the purpose of analyzing the negotiation
state in detail. As currently implemented by the tool, the status information is
hierarchically organized, showing: (1) the product specifications and customer
requirements under negotiation; (2) the currently proposed correlation; (3) posi-
tions in favor, followed by positions against the currently proposed correlation;
(4) arguments supporting positions in favor or against. We designate this as
design scenario A.

An alternative design scenario B considers a variation in the way information
is shown to the user. We assume that users may give more importance to the
aggregate information about the number of positions against/in favor, neglecting



Analyzing Shared Workspaces Design with Human-Performance Models 73

B3 Microsoft Excel - MegSystem

@ File Edit View [Insert Format Tooks Data  ‘Window Help L -
A B C D
1 .
Al OFD Software Houselof Quality:
% F o
£ £ 8 3 .
T . £ g i @ 5%
Ihe awareness output device £ e w E e 3 E om
L . H 2w w 2
provides mformation about selected o O &z w3 2 ;
corrglations (0,1,2.9) and ongoing £ LE 8334 EES . g : £2%
S i 3 = 8
negotiations (2 k. L). 2 "g 2 »Ev= 3 EE,E Eé E =
il w o o= =
2 34 5 69 z 2 L£2° 8§ ]
o _ $852 3E8SpiEfc3Efc, st
The coupling input device allows the 58y cS55R55fs5sTErpadgcE
2 2 o o . = = ] = [ =" .
detailed analysis of a negotiabion via g228 $3¢€tfci 35583 ¢ =z £ E
Lo 2 = £ w2 22 8 = £ c =
double-clicking on a cell. R ERE Beag g < Eo s 53 9E.E
£ o = @ > o £ W =
sES52gs3as ;o u2es5 22828
=853 p2 350 E - 5023¢E3
N Btz c8282F82588¢853
= 5 -] T &8 & o= S B o=
4 D N N i O e A N i
5 ‘Write emails fast/easily 1|7 7 3|s
6 Write emails fast to many users 1 H
rid Have overview of incoming mails 3 9 '
g Design mailbody individually 3 1 1 :
9 Keep using existing address data H o
10 Find read mails fast H H
1 Reply to mails easily 1 9219 H
12 Manage other users' email addressses = :
13 Continue reading existing mail 1 e
14 Have overview of read mails :
15 Send mails of as little size as possible 3 3 H
16 Delete read mails fast and purposely H
17 Use well-known editor : 1 H
18 Move addresses between email clients : ] H
19 Disrniss ink mail (e.n. Adverisinn mails) = b
W 4+ ¥\ sw-HoQ / |4 = TTrrTT TTTIT srenranand b4

Fig. 6. The SQFD matrix

positions when there is a clear push towards one side or the other, and analyzing
arguments in detail only when positions are balanced.

The selected critical scenario considers the proposal of an alternative correla-
tion value in “Current Situation” after analyzing the negotiation status. We also
consider a variation in the number of users involved in the negotiation process.
The “Current Situation” may display the positions and arguments for up to 3
users (see Fig. 7). Beyond that number, a user has to scroll down the window
to completely analyze the situation. Thus, we consider 3 and 6 users involved in
the critical scenario. We assume that having more than 6 users negotiating the
same cell is a rare event, which does not deserve further analysis.

Step 3: Comparing group performance in critical scenarios. For the design sce-
nario A and 3 users, we have: the interpretation of the negotiation status, M,
followed by a decision, M, which is expressed via the selection of a check box,
PKK, and a press in the “ok” button, PKK. This gives MMPKKPKK, which has a
total execution time of 5.0seconds. With 6 users, the execution time increases
to 8.6 seconds, corresponding to MPKPK MMPKKPKK, in which the MPKPK operators
are related to scrolling.

Considering the design option B, we have two situations: either the positions
are balanced (a tie or simple majority) or unbalanced (i.e. absolute majority).
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Fig. 7. The “Current Situation” shared workspace

In the unbalanced case, we assume the user will neglect arguments and thus
we have MMPKKPKK (5.0seconds to execute), similar to the previous scenario
with 3 users. In the balanced case the user will analyze the positions in de-
tail via the interpretation of the negotiation status, M, followed by the opening
of the list of favorable arguments, PKK, and corresponding analysis, M, upon
which the list is closed, PKK, to give room for the opening and interpretation of
the against arguments, PKK M, so that, finally, the decision is made, MPKKPKK.
The total execution time for the balanced case, MPKKMPKKPKKMMPKKPKK, is then
11.3seconds. Note that these measures apply to the scenarios with 3 and 6
users. We also assume that the probability of having unbalanced positions is
25%"!. Hence, in these circumstances, the average execution time for scenario B
is about 0.75 x 11.3 + 0.25 x 5.0 = 9.8 seconds, which is higher than scenario
A for both 3 and 6 users. In other words, scenario B may be better or equal
than scenario A, but there is a 75% probability that it is worse than scenario A,
which severely penalizes the overall appreciation of the design in scenario B.

6 Discussion and Implications for Design

Both the collaborative game and the requirements negotiation tool analyzed in
this paper heavily depend on shared workspaces to orchestrate multiple users ac-
complishing a collaborative task. The design of these workspaces is thus critical
to the overall task performance. Since we use a quantitative common criterion

! This is the probability of having an absolute majority with 3 or 6 voters, assuming a
uniform distribution. For 3 voters, the absolute majority requires having all in favor
or against, i.e. 2 out of 8 combinations, or 25%.
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to evaluate group performance—the execution time predictions of collaborative
actions in critical scenarios—we may benchmark various design solutions to es-
timate which shared workspace functionality offers the best performance.

It is important to note the two cases studied in this paper are quite distinct.
The collaborative game is a fictitious tool intended to test preliminary design
ideas in environments where players act opportunistically, while the require-
ments negotiation tool is a completely functional tool, that could nevertheless
benefit from further optimizations. We analyzed several design solutions with
the collaborative game related to the way users structure their actions according
to awareness on other people. The requirements negotiation tool helped us to
analyze how a coupling mechanism could be designed to conserve individual cog-
nitive effort. We defined a critical scenario to evaluate the collaborative game
highlighting coordination problems. By contrast, the critical scenario used to
evaluate the requirements negotiation tool shows escalating problems with the
number of users engaged in collaborative actions. Taken as a whole, the method
always contributed to formative evaluation, offering clear indications about the
potential performance of users working with shared workspaces.

The proposed method has two important limitations that we would like to
discuss. First, it assumes a narrow-band view about collaboration, restricted to
shared workspaces and their mediation roles. This contrasts with the other avail-
able groupware usability evaluation methods offering a wide-band view about
collaboration, encompassing, for example, various communication channels, co-
ordination policies, and broader issues such as group decision making or learning.
However, the tradeoff to ponder is that the proposed method restricts the view in
order to increase the detail about the mediating role of shared workspaces. This
restricted view has ample justification in contexts where shared workspaces are
heavily used, even when users perform intellective tasks (such as in the require-
ments negotiation case, where users apply their expertise to evaluate software
quality, but are still requested to repetitively operate the tool).

Second, the method is somewhat limited by the selection of critical scenarios.
As designers and evaluators, we have to ponder whether the selected critical sce-
narios are representative and have sufficient impact on the overall collaborative
task to deserve detailed analysis. In our first case, the collaborative game, this
question is delicate because the game was conceived to illustrate the method ap-
plication with that critical scenario. However, the situation was quite different
in the second case, because we started our analytic evaluation with a prelimi-
nary evaluation study indicating that the tool had usability problems [22]. Thus,
some prior evaluation results allowed us to determine the critical scenarios for
the subsequent evaluation task. We conjecture that this cyclic approach may
reduce the bias introduced by critical scenarios. Furthermore, critical scenar-
ios are commonly used as a sampling strategy in qualitative inquiry, allowing
generalization [23]. The proposed method combines qualitative and quantitative
approaches with the same purpose.
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7 Conclusions

Confronting the obtained results with the driving forces mentioned in Sect. 1,
we may conclude from this research that the proposed method can be used to
quantitatively predict and compare the usability of shared workspaces, without
requiring users or the development of functional prototypes. More specifically,
available knowledge about human-performance models can be applied to predict
execution times in critical scenarios involving intricate collaborative actions that
have a potentially important effect on individual and group performance.

Research described in this paper is a preliminary step in the direction of
exploring human-performance models to evaluate shared workspaces design. Our
performance estimates were based on experimental measures of time spent by
humans executing single user operations. Experimental research with groupware
will be accomplished in the future, in an attempt to provide estimates for typical
groupware interactions in critical scenarios.
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Abstract. A number of studies have indicated that awareness of others’ activi-
ties plays an important part in collaboration. Consequently, awareness has been
a frequent theme in cooperative work research. Researchers have acknowledged
that proximity has a strong effect on collaboration, and that maintaining aware-
ness of peers becomes harder in distributed environments. Many awareness sys-
tems require configuration by the user and work only in predefined shared envi-
ronments. In this paper, we present an investigation into the determination of
awareness targets, through email-based user interaction analysis. The final goal
is to be able to draw inferences as to who and what a user would be interested in
maintaining awareness of, enabling a system to automatically determine aware-
ness foci and adjust itself according to its user.

1 Introduction

The dissemination of network technology and adoption of distributed work teams by
companies has led to a move towards remote work: individuals that used to be collo-
cated might now be spread throughout the world. Studies have shown increased adop-
tion of virtual work teams, in which members are geographically dispersed and com-
municate and coordinate mainly via electronic communication tools [16]. People
participate in several projects at the same time, dividing their time and attention ac-
cordingly [21]. Individuals must therefore organize themselves and their work to
accomplish different tasks, very often with different collaborators. Participation in
different groups usually means that, depending on the situation, a person might have
different roles and obligations, perform different activities and work towards different
goals, all of which must be managed so they do not conflict with each other.

This leads to the notion of supporting individual work and tying it to the group as
appropriate [25]. We work with looser collaborative environments, in which individu-
als need tools that enable them to quickly switch into closer interaction when neces-
sary, and to easily relate their work to that of others.

In collocated environments, individuals are capable of observing others’ actions,
thereby gathering awareness information [14]. With increased distribution and imple-
mentation of virtual teams, opportunities for collaboration, interaction and information
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exchange may be compromised: in these environments, casual interactions seldom
happen and observation of others becomes harder.

A looser structure and distance sometimes lead to fragmentation: members may not
communicate very often or be kept up-to-date of the latest evolution in others’ work,
resulting in rework, delays or confusion. The focus of this research is on improving
awareness of the work environment in order to facilitate the group’s work. This paper
describes a method to automatically distribute task awareness information among
group members and an initial reflection upon some of the assumptions underlying this
method. Our system has been conceived as a means of integrating individual work
with the shared group context, with the final goal of improving cohesion and reducing
fragmentation. We expect such a system will promote informal interaction and facili-
tate opportunistic collaboration when deployed.

The remainder of this paper is organized as follows: in the next section we present
a brief literature review of the area, followed by the envisioned system in section 3.
Section 4 contains a preliminary analysis, followed by a discussion in section 5.

2 Background Literature

2.1 Self Governing Groups

In self-governing groups, actors have control over job allocation, day-to-day produc-
tion planning and control [2]. These groups emerge out of a need to handle unpredict-
able events or contingencies (and usually dissolve when they are no longer neces-
sary), and enable an organization to quickly adapt to new demands generated by the
environment, sometimes deviating from pre-established norms and rules. In many
cases, groups are composed of peers, where there is no formal hierarchical structure.
This means that many of the decisions are the result of arrangements between peers,
as is the work that finally gets done [1].

Due to the underlying interdependence between tasks, workers have to articulate
(i.e., divide, allocate, coordinate, schedule, interrelate, etc.) their activities [28]. When
individuals collaborate, they often shift back and forth between individual and shared
work, and between loosely and tightly coupled collaboration [14]. This is especially
true when there is low interdependence between them [15]. A reasonable approach in
these cases is to provide individual work support and add collaboration support to the
individual work tools, enabling collaboration when necessary. Awareness of current
and past efforts becomes necessary, since one individual might work on a shared
artifact for a while and another may pick it up later [5]. This looser structure and dis-
tance may lead to a decrease in involvement and interaction. As a consequence, indi-
viduals miss opportunities for collaboration, and sometimes end up working individu-
ally because they are unaware of each other’s activities, performing overlapping tasks
or duplicating work.

2.2 Awareness

Situation awareness involves perception and interpretation of relevant elements of the
environment. The basic set of elements that compose workspace awareness informa-
tion are those that address the “who, what, where, when and how” questions: who are
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we working with, what are they doing, where are they working, when and how certain
events happen.

Awareness is knowledge about the environment that must be maintained as it
changes. It is maintained through perceptual information gathered from the environ-
ment; and it is generally secondary to other goals. Staying aware of others is taken for
granted in everyday interactions, but becomes hard in distributed systems, where
communication and interaction resources are poor [14]. This information facilitates
collaboration by simplifying communication and coordination, allowing better man-
agement of coupling and determination of the need to collaborate: prior research has
established that awareness of others is important in integrating a group [23], creating
and maintaining shared context [13], and establishing contact [11].

2.2.1 Focus and Nimbus Theory

The Focus and Nimbus model of awareness for shared applications is based on spatial
models of interaction [26]. It considers a set of objects in space, which interact based
on their levels of awareness. Awareness, in turn, is manipulated via focus and nimbus,
subspaces within which an object directs its presence or attention. Awareness is the
overlap between nimbus and focus, where:

e Nimbus is the information given out by each object in the space, which
can be perceived by others, and
e Focus describes the objects at which a user directs his or her attention.

In a collocated environment, individuals give out a large amount of information
while working, which can be picked up by anyone paying attention to it. In computa-
tional settings, users give out information via the applications they interact with and
the operating system, which is normally not relayed to others. We believe some of
this information might be of use to help the group coordinate and conduct its work:
other users should be able to pick up part of the information generated, depending on
their focus. In our approach, we determine a user’s focus through an analysis of his or
her ongoing interactions. We are also working on a privacy scheme to automatically
determine a user’s nimbus.

2.3 Social Worlds and the Locales Framework

The Locales Framework [8] provides a set of abstractions to support the design and
analysis of collaborative work. It is based primarily on the notion of continually
evolving action and of Social Worlds. A Social World is a group of people who share
a commitment to collective action, and it forms the prime structuring mechanism for
interaction (as defined by Strauss, cited in [9]). Individuals are usually involved in
multiple social worlds at a time, which means that different social worlds are inter-
connected and that actions in one social world may reflect in another. Each individual
typically engages in multiple activities that span more than one social world.

In this framework, a Locale is an abstract concept that arises from the use of space
and resources by a group. It maps the relationship between a Social World (and its
interaction needs) and the sites and means its members use to meet those needs. Sites
are the spaces (e.g. shared file systems) and means are objects contained in these
spaces (e.g. the files and documents stored in this file system) [7].
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Following these lines of thought, we have been working on collaboration support
systems that take into account the emergent and situated nature of work, and the fact
that individuals constantly reorganize to perform their tasks. We are working on sys-
tems to help the individual connect his work to others who relate to them.

2.4 Social Network and Interaction Analysis

Social network analysis is used widely in the social and behavioral sciences, as well
as economics. It concerns the study of social entities and their relationships: commu-
nication among individuals, trade between businesses or treaties between nations. It
considers structures such as the sociogram, a graph that represents individuals and the
relations between them [31]. These relations can be of diverse nature (communica-
tion, party attendance, etc.), and are usually expressed as graphs and matrixes; upon
which network analysis can be performed [29]. Social network analysts look at the
world in terms of patterns or regularities in relationships between actors.

Sociocentric analysis looks at relationship structures from a global perspective
(e.g., a graph of the communication between all members of a department or group).
Egocentric network analysis, on the other hand, focuses on the individual (ego), and
analyzes his or her interactions with a set of others (alters). This type of network has
been used to study the social environment surrounding individuals or families, and
social support structures [31].

Electronic interactions usually leave traces, such as email, fora or messenger logs.
These interactions display certain rhythms that correspond to the individuals work
patterns [24], and can be used to study the evolution collaborative endeavors. For
instance, intense message exchange usually accompanies cooperative work. Addition-
ally, individual patterns of email exchange can also indicate hierarchy and positioning
in a group [6]. We construct an egocentric network based on the email records of
electronic communication, and search this network to discover ongoing collaboration
and need for awareness information.

3 An Approach for Awareness Information Distribution

To bridge the gap between individual and joint work, we have designed a distributed,
peer to peer system to provide awareness information. In this system, agents check
each user’s current activities and ongoing interactions and exchange information with
other peers to keep its user informed of their activities. Each agent’s goal is to main-
tain awareness between peers by displaying information about the activities of its
user’s acquaintances. To reach this goal, the agent:

1. collects information generated by the user while working on his or her computer;
2. exchanges information with other users’ agents; and
3. provides information to the user about his or her alters’ activities.

This means that the agent must filter the information down to that which might be of
interest to its user. In this paper, we present a method to determine awareness foci.
An egocentric network is built based on the set of user acquaintances. This network

can be viewed as a tree with ego (the user) at the root and his or her alters (the
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acquaintances) at the first level, to which the information generated by each user (the
list of tasks he or she is currently performing) is added as a second level. Selecting the
appropriate information thus becomes a problem of determining which of the leaves
in this tree are of interest to the user and pruning the answer space accordingly. The
determination of interest foci is divided into two stages, discussed in more detail in
the following subsections:

1. discovering which peers the user might be interested in (selecting nodes at the first
level); and

2. deciding which of their activities the user would want to know about (selecting
leaves).

In this section, we describe the reasoning used to select from the universe of avail-
able information (everything generated by other users and provided to the assistant
agent) that which is relevant to the user, which we call the focus of interest.

3.1 Information Processing and Organization

To reason about its user’s needs, the agent gathers information about ongoing interac-
tions from email logs. This information is organized to represent ongoing relationships
and interest foci. The following concepts are used: a fie is a relationship between two
users. It is composed of interactions between these parties. These interactions in turn
are composed of message exchanges, which are groups of email messages (raw data).
A series of email messages is grouped into an interaction, and several interactions
define a tie. These concepts are illustrated in Figure 1.

To construct the user’s network, we take the values of the From, To, CC and BCC
fields and build the user’s list of acquaintances. In this network, Ego is the user (nor-
mally determined by looking at the From field of outgoing emails), and his or her
Alters are the many peers with whom ego exchanges email. The system groups email
messages and their replies (determined via Subject, Message-ID and Reference-To
tags) into interactions (conversations in GMail), qualifying each reply by the time it
took the user to respond (extracted from the Date field). An interaction contains sev-
eral messages, qualified by length (number of emails) and duration (time from first to
last message). A tie is characterized by the frequency of interaction between alters,
i.e. how often they exchange mail.

For each user, average frequency of interaction and average response time are also
calculated generically (how quickly does ego respond to email or how often he or she
sends/receives email) and per alter, which we believe will turn out to be more signifi-
cant (how often does ego send email to alter A and how quickly does ego reply to
messages from alter B).

To reduce the search space, this network is pruned before adding the set of activi-
ties each alter is performing. It is easy to see how this search space can become quite
large, which is why the system attempts to infer the need for awareness information.
As an illustration, picture a user with 100 contacts in his or her address book, each of
which performing 3 or 4 tasks simultaneously — if we were to provide the user with
this raw data, he or she would have to keep track of 100 different people performing
300-400 different tasks to determine which ones are interesting, which would most
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Fig. 1. Conceptual model of messages and interactions

likely result on serious information overload. We estimate only about 10-15 peers will
be of interest at any given moment, depending on the groups and activities a user is
engaged in.

In addition to the structural processing, the system performs content analysis on the
messages, clustering them according to their topics as well as sender-recipient groups.
Message bodies are processed for keywords and keyword vectors are built for each
message. Interactions and ties are also classified according to the keywords found in
the messages. This enables us to determine the themes of the interactions and defines
the shared context for ego and each of his or her alters, which is later used for match-
ing the group context to the individual tasks. We are also considering the use of con-
cepts and activity ontologies to enrich the classification and matching.

The agent also keeps track of its user’s activities, periodically extracting ongoing
activity lists from the operating system, with application and file names. Textual files
(pdfs, word documents) are processed for keywords in the same manner as messages,
and compared to ongoing interactions. This ties work in progress to ongoing interac-
tions, and should hopefully yield a relation between individual tasks and the social
world a user is inserted in.

3.2 Determining Who: First Level Prune

The first level prune tries to answer the following questions: given the universe of
user acquaintances, which ones would the user be interested in keeping track of? We
focus on ongoing collaboration, as shared work often benefits from awareness.

Taking the values of the From, To, CC and BCC fields, a full list of acquaintances
is built. Senders and recipients determine the working groups that form a user’s focus
of interest: individuals co-occurring in messages (e.g. multiple recipients) form the
social worlds a user is part of. There are certain rhythms to work, and activity within a
social world ranges according to the need. Thus, a social world may be very active for
a certain period of time and slow down after a certain point (e.g., project completion
or reaching a milestone). Therefore, the system must check for the formation of new
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social worlds or change in activity patterns. We look for discrepancies between cur-
rent behavior and “normal” behavior. Variables that currently characterize email ex-
changes are the number of messages exchanged (Message Quantity) and response
time (Response Time). For each alter, we compare the current behavior to the normal
behavior (the previously calculated average).

Given that patterns of email exchange usually emerge over a length of time, we are
currently experimenting with different combinations of variables to determine the
appearance of new working relationships. Intense message exchange usually accom-
panies ongoing collaboration, so Message Quantity is one of our qualifiers. We check
if there are series of replies in a period of time shorter than the average, or whether
there is an intensification of the exchanges (i.e., more messages are being exchanged
than usual). Response Time should also be considered, as lower response time might
mean a higher priority subject. We consider that social worlds in which the user is
very active will be of more interest, with activity providing an indication of the focus
of attention. It is important to note that social worlds are not defined only by a group
of individuals, but also by the shared context that bring them together. This means
that content analysis is needed to disambiguate interactions, defining the social worlds
as a set of individuals with a shared theme, goal or project.

3.3 Second Level Prune: Determining What

After determining which social worlds are of interest to the user, other peers are que-
ried for information about alters’ ongoing activities. The determination of which ac-
tivities are of interest to the user will be done using keyword matching, comparing the
contents of the interactions with the contents of the documents relating to the ongoing
tasks, so that only activities related to ongoing interactions are shown to the user.
Hopefully, the first level prune will significantly reduce the list of acquaintances and,
consequently, the number of peers that need to be contacted and the amount of infor-
mation that will be exchanged and processed in this stage.

Each agent periodically queries the operating system to elicit its user’s task list. It
then analyzes the text relating to the tasks at hand to build keyword vectors to repre-
sent these. Our first approach is to build these using the TFiDF algorithm [27], which
generates weighed keyword vectors given textual documents, and match these using
the vector space model, where documents are matched using the cosine measure of
proximity. Given that most of the activities under consideration are information proc-
essing tasks that involve a large amount of textual information (word processing,
website surfing and searching, chat, etc.), this is a feasible approach, which should
elicit activities that are related to previous conversations. Being established methods
for information retrieval and matching, TFiDF and cosine measures have been exten-
sively applied and tested, with good results. However, other text matching methods
that may yield better results exist, and we will be experimenting with these.

In [3], a method for eliciting speech acts from email is presented and tested. It is
based on a previously constructed taxonomy of speech acts applied to email (email-
acts) describing verbs and nouns, with promising results. We hope to explore this
approach as well, since it would provide better descriptions of activity information.

For now, we are keeping granularity coarse, picking only high level tasks. Thus, a
user sees that an alter is editing a file they have exchanged, but not what paragraph or
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text has been changed. We are working on more fine grained analysis and display to
enable the user to “drill down” into the peers’ tasks to obtain more information.

4 Preliminary Analysis

As we construct the system, we chose to build intermediary versions that would allow
us to work with some of the assumptions and get user feedback to adjust our algo-
rithms and approach. The current implementation performs structural email parsing,
extracting senders and recipients, building graphs (sociograms) and keeping count of
messages exchanged between individuals. No content analysis is performed. We built
an interface to display the corresponding sociograms, with which we can explore
temporal boundaries, data sources and cutoff points. With this we can interview users
regarding the social worlds and how they relate to ongoing work and awareness
needs. In this fashion, we were able to perform a few preliminary analyses and get
user feedback before proceeding with system implementation.

4.1 Working Assumptions

For these initial verifications, we were interested in working with four assumptions
that underlie the system under construction. The first one is that social worlds are
reflected in email. Thus, our first question was whether it was possible to identify
social worlds through email based structural network analysis. What this means in
practical terms is that cliques found in email-based social networks correspond to the
different social worlds a user takes part in. If this is true, a system can infer working
groups by identifying cliques in a graph (cliques are subgraphs where every node is
connected to all others.) Our first assumption thus reads: a clique represents a social
world. For every clique in a sociogram, there will be a corresponding social world.

Our second assumption is that activity patterns and social worlds change with time.
These temporal patterns reflect the rhythms of group activity, from inception to pro-
ject completion. By slicing the data into different timeslots, different social worlds
should become apparent. This characterizes the changing patterns of collaboration a
user typically engages in. The social worlds become stronger or fade away depending
on the project dynamics. If this is true, by keeping track of these patterns, a system
should be capable of adjusting the awareness needs of its user. We question whether
given different timeslots, different social worlds will become active; and if given a
social world, it is possible to identify a pattern of intensification and decay in mes-
sage exchange that corresponds to the activity in that social world.

In [30], it is suggested that contents of the Outbox are more important than the con-
tents of the Inbox in this type of analysis, since they reflect interactions the user has
actually decided to engage in. Should this be true, the number of email messages to be
processed and the resulting network would become considerably smaller, significantly
speeding up processing time. However, Inbox contents cannot be completely dis-
carded, since they contain valuable interaction information. Our third assumption is
that a series of email messages is relevant only if a user has sent messages as well as
received. It should be possible to construct a sufficiently elaborate social network to
represent collaboration based on the interactions found in the user’s outbox, discarding
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messages from the user’s inbox which have not been replied to. We assume that if a
message belongs to an interaction in which the user has not taken part, then it is of
little importance to the user (it can be discarded).

We wanted to reflect on two additional points: the first is whether short timeslots
are significant for the identification of collaboration. In [24], a 15 year email log was
analyzed, with data aggregated into 1-year slices. To be useful for the distribution of
awareness information, this time frame needs to be significantly reduced (to days or
weeks), since we are interested in collaboration at the moment it is happening. Thus
our visualization tool allows us to slice time arbitrarily and check what sorts of pat-
terns become visible, and if shorter periods (e.g. a month or two out of a 4-year email
log) will display the same patterns as the ones found in the one year time slices. The
second point we want to reflect on is the identification of thresholds. That is, how
different does behavior have to be to be considered relevant to awareness needs? How
many messages should be exchanged and how low a response time must be observed
to characterize collaboration? This would help us determine how to detect ongoing
collaboration on the fly. We would also like to verify how useful Message Quantity is
as a qualifier and how well it ties into the determination of awareness needs.

To verify our assumptions, we built an interface that allows us to visualize data,
slicing it into different timeslots and sources, shown in Figure 2. It implements a
spring-embedded graph layout, using the Fruchterman-Rheingold force model [10],
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Fig. 2. Visualization screenshot, where several cliques are visible
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which treats a graph a set of nodes that repel each other connected by springs which
attract them. The resulting graph reflects node proximity while minimizing line cross-
ings. The visualization was built using the Java language and the JUNG library for
graph construction and display. While all the aforementioned points have not been
fully addressed yet, we are keeping them in mind: our current version allows us to
slice time as desired, but new visualizations are needed to help analyze the data.

We processed 4 users’ email histories and asked them questions regarding the re-
sulting sociograms. We chose our users based on the fact that they were all heavy
email users (with several thousand email messages in their mailboxes), but had differ-
ent profiles, and we expected the data to follow different patterns. Our users came
from different backgrounds, and the data they brought with them reflected as much: 2
were full time students, with many short projects and collaborations and a few longer
collaborations with other students; 1 was a professor with several short and long term
collaborations, some requiring close control, some not and 1 was a navy officer, with
long and medium term projects requiring control and coordination. We explored the
sociograms with our users, slicing the data in different ways. We took the opportunity
to ask whether they believed that some sort of additional awareness information might
have been beneficial to the work in progress. We asked users if:

1. the cliques they identified in their sociograms were related to projects or other
collaborations going on at that time;

2. different cliques became active when the temporal range was changed;

3. patterns of message exchange reflected projects;

4. the social worlds in which the user had not participated (other than as an “ob-
server”’) were of interest as far as peer task awareness.

4.2 Verification and Analysis

When asked, our users were capable of relating social worlds to the cliques that
showed up in their sociograms. However, not all of these social worlds were related to
ongoing work. There were situations where a clique represented a group that shared
some sort of context (e.g., students in the same department), but were not in direct
collaboration. There were large amounts of group emails exchanged for information
only, but no actual collaboration going on. Thus, we confirm that it is possible to
identify social worlds from cliques, but it doesn’t follow that all these represent joint
projects. Further investigation is necessary to determine how to differentiate between
work and non-work messaging.

With changes in time slots, different groups became active, showing up on the
visualization. It must be noted that, since the data was historical and cumulative, the
social worlds don’t actually disappear, they become more or less active (and a user
became more or less active within them) according to the situation. While the full
view was somewhat cluttered, slicing it to shorter periods considerably reduced the
number of messages, making it easier to identify different subgroups. This confirms
that social worlds come and go, which is reflected on email. Inspecting the temporal
graph seen in Figure 3 (where time is sliced into daily email exchanges), we could
easily see changes in interaction pattern. A dormant relationship suddenly springs to
life, with emails being exchanged daily (sometimes several messages a day,
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depending on the urgency), and then dies out as abruptly when deadlines are reached.
This is confirms our second assumption, and is particularly interesting since we were
able to explore considerably shorter periods than those presented in [24] and still
detect collaboration. However, changes were often quite abrupt, going from no inter-
action to 4 messages a day overnight. While we expected this to happen, we also
hoped to see softer patterns, where interactions would gradually increase with time.

When asked, users said that social worlds in which they did not actively participate
were not of much interest to them (as far as task awareness). Users wanted to be
aware of their closer, more immediate collaborators, where there was a lot of coordi-
nation to be done. They had no desire to be aware of everybody’s work, although in
some cases they would like to remain superficially aware of what was going on. This
indicates that, for task awareness purposes, we can leave out all incoming threads in
which the user has not participated. In computational terms, this significantly reduces
graph size, and, consequently, memory needed and computation time.

Within the emails, there were several instances of project-related social worlds,
usually qualified by intense interaction in a shorter period of time (weeks or a few
months). This suggests a way of more effectively picking activity-related groups.
However, when inspecting the data, it became apparent that structure alone was not
sufficient to tease these apart, especially when there were overlapping social worlds.
These needed to be qualified according to the activities or themes of the interactions,
so that they could be effectively set apart. There were quite a few overlapping social
worlds (including temporal overlaps, where a group works together on more than one
project at the same time). Within our data sets, there were also several social worlds
embedded in other social worlds. Large groups who perhaps work in a same building
and smaller subgroups who work closely together. While a user will probably not be
interested in keeping close track of the activities of members of the larger group, he or
she may want to have periodic summaries or reports on how work has been progress-
ing. This leads us to think of awareness as a continuum, with awareness needs tied to
a user’s participation in a group. The user might desire to have more or less informa-
tion (depth and frequency) about others, depending on his or her level of involvement
with the group. We are considering the use of artificial intelligence techniques such as
fuzzy sets to better represent a user’s focus, and how much information he or she
would want to have.
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Fig. 3. Time based interaction graph

Message Quantity was a reasonable qualifier when looking at a user’s outbox, but
not at all when inspecting an inbox. Some alters sent 200+ messages over a 6-month
period and were neither collaborators nor of any interest to the user. A user’s outgoing
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messages, however, seemed to reflect the social worlds a user engaged in more accu-
rately. Participation in conversations involves an investment of time and effort that
indicates a certain level of interest and commitment to the group. Accordingly, we are
changing our message processing algorithms to process outgoing messages first,
building social worlds and then trying to fit incoming messages into these.

Users often engaged in animated discussions which were not work related. While
this does denote a certain level of interest in the subject (our users were actually inter-
ested in what was going on), it doesn’t mean the user would want to keep track of
others” work. For instance, one of our users had quite a few discussions with a group
of friends regarding TV Series, politics and movies. While the content of these inter-
actions would not match any ongoing tasks, it might still be a costly false positive,
which increases the search space. We are refining our algorithms to disregard these
threads from the start. One possibility would be to perform an initial match with the
user’s own work to see if the user was actually working on the subject.

5 Discussion and Future Work

Lack of space precludes a lengthy discussion of related systems. Messengers in gen-
eral have been widely adopted and have become a frequent means of communication.
Most provide ways for a user to express whether he or she is available, busy or “out
for lunch”, passing that information on to their peers. A few more complex task
awareness approaches exist: for instance, MultiVNC [15] displays miniatures of
peers’ desktops in order to improve awareness in a working group and increase col-
laboration. It doesn’t filter or verify what is actually of interest to the user, and inter-
face is quite busy. Community Bar [20] allows users to specify what peers they want
to be aware of, organizing them into social worlds. Their focus is on media items
(webcam shot, calendar, post-it, chat software, etc.), not content, so users tell the
system what media they want keep track of and the user is left to sift through the
information contained therein and decide which are valuable. Doc2U [22] is a shared
editing environment where information about who is editing which parts of a shared
document is distributed among peers. It requires logging in to a shared environment
and is only applicable to one activity. A number of agent-based systems have been
created to provide information that the user might otherwise not have had. Many also
deal with the problem of the overwhelmingly large amount of information available at
any given moment by sorting out what is useful to the user at the time [17].

A number of systems to classify emails into activities have recently been devel-
oped [4], and activity modeling has been growing as a research area. Unified Activity
Modeling, for instance, proposes a generic model of activity and a framework to inte-
grate individual, informal, work with more strict organizational workflows [21]. This
research seeks to help users organize and contextualize emails within activities, and
might be useful in our context as well: through an accurate classification of emails
into tasks, it becomes easier to determine the activities within a social world, which
should then lead us to appropriate information dissemination.

A method to construct networks of people and keywords and for discovery of peo-
ple with similar interests is presented in [19]. It mines email data and constructs net-
works of people, which can later be used to determine who has knowledge on what
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topics, displaying the networks for user inspection. Another approach for social net-
work use is presented in [12], where the author uses networks to locate individuals
with a certain expertise and availability through an analysis of their activities and
tasks. In the aforementioned approaches, the emphasis is on finding experts, and navi-
gating the social network to create an awareness of who knows what. Our interest, on
the other hand, is quite distinct: we aim to identify working groups and to provide
activity awareness information only of these individual, as it happens. It is not meant
as a system for group formation or expertise location, but as tool to assist coordination
and collective action. Our intent is to use Social Networks as an active way for mak-
ing inferences, monitoring and influencing collaboration, as suggested in [18]. Our
emphasis is not in the display and visualization of the networks, but in what patterns
can be found and what calculations and inferences can be made. In [6], a series of
patterns and work rhythms are presented, we plan on building on this work to deter-
mine what these mean in terms of information needs and distribution.

Our system is currently under implementation, and at this point, this approach
seems promising: it provides a way to explore awareness needs of individuals in rela-
tion to their ongoing collaborations. Email-based analysis can elicit interaction pat-
terns that denote role attribution or the organization of a team. We expect these will
have different information needs (e.g., core vs. periphery members differ in terms of
nature, quantity and depth of the information needed), and further research is needed.

The system is being built using the Java language, with several specific open
source libraries: so far, JUNG has been used for graph construction and display and
JFreeChart for the time charts. For the following phases, we plan on using Java and
JNI to monitor users’ ongoing tasks (this information can be obtained directly from
the Windows operating systems APIs) and JACOB, a Java library to interface with
COM automation (present in all office applications and many others), to communicate
with Windows-based applications. Emails are stored in an Access database.

When managing a few thousand emails, the system becomes a bit slow especially
when drawing, something we are trying to work around. It currently reads Eudora
mailboxes, but we are already checking on other possibilities, such as reading directly
from the server. Another difficulty was dealing with raw data: in general, our users’
email files were fairly disorganized and sometimes contained duplicate messages.
Additionally, several individuals had more than one email address, which means they
must be organized into personas so that the data makes more sense.

We will continue to explore the interplay between interaction and awareness needs.
Even though our preliminary analysis was small, with only a few subjects, it indicates
some directions for further research: to develop a more complete mapping between
interaction levels and awareness needs, other variables need to be taken into account,
such as response time and content. New experiments need to be designed, with more
users and different emphasis, so that other information can be gleaned from the data.
One of our next activities will be a controlled experiment to check on the effects of
different types of information at different moments.

5.1 Privacy Issues

Whenever information is automatically collected or distributed, privacy becomes an
issue. The automatic management of a user’s nimbus is an open issue at this point,



Using Email-Based Network Analysis to Determine Awareness Foci 91

although we are experimenting with network based calculations for that as well. For
the time being, we leave the choice of what to make available to the user. We are
adopting a three-tiered privacy scheme, where a user can define whether a task is
public (all can see), protected (some can see) or private (none can see). The user will
be able to determine alters, keywords, or resources that fall within each of the tiers,
and who has access to what in the protected level. When a task is found that should be
propagated to other peers, it is checked against the specified restrictions to see if it
falls within a specific privacy tier and whether it can be sent to the requesting agent.

We are currently fitting users’ activities into one of the following categories: ma-
nipulation of shared objects, manipulation of non-shared objects and chat between
members. We are working with the assumption that all shared objects and interactions
within a social world should be made public to members of that social world. For
instance, editing or forwarding a file that has been sent around as an attachment, or
chat related to the project between members of the social world. Manipulation of non-
shared objects is a more complex case. For our initial prototype, we prefer to err on
the side of caution and block all non-shared material. These simple heuristics should
help us decide on whether to send information around until a better privacy scheme is
in place. Upon reflection, this transparency might compromise the capability of politi-
cal articulation within a group, so we expect some reaction from users.

When we look beyond organizational structures, protocols and hierarchies, modern
organizations are composed of networks of interacting actors [1]. More often than not,
knowledge is exchanged and work is undertaken through these informal relations
between workers, in networks that cut across departmental, functional and organiza-
tional boundaries. Thus, modern organizations require coordination and integration of
activities across these boundaries, and information systems should provide support for
distributed coordination and decision-making.

In this paper we have presented an approach to the determination of awareness foci
based on egocentric email-based social network analysis. We believe this is a promis-
ing line of research that holds many possibilities for further work. Many studies have
applied social network analysis to uncover relations between people and patterns of
interaction, but few have used these patterns as a basis for a system to actively assist
the user, choosing only to display this information.
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Abstract. Awareness is now acknowledged in the CSCW domain as an impor-
tant element to take into account. This paper explores and refines the concept of
workspace awareness. A categorization is proposed based on two criteria: the
granularity and the ability to identify the cooperating entities. Two concepts are
defined on this basis: Workspace Individual Awareness (WIA) and Workspace
Global Awareness (WGA). New kinds of metrics are then described to support
WGA and a prototype implementing WGA is shortly discussed.

1 Introduction

Prior research in Computer-Supported Cooperative Work (CSCW) has highlighted the
importance for cooperating people to be kept aware of the others presence and activity.
Nevertheless, some research is still needed concerning what kind of data to communi-
cate to the users as well as when and how to notify them. This paper aims to contribute
to this field of research by exploring the concept of workspace awareness.

2 Prior Works on Awareness

Prior work in the field of CSCW stresses the importance of awareness. Dourish and
Belloti [7] introduced the concept of awareness that they defined as ‘an understanding
of the activities of others, which provides a context for your own activity’. Gutwin
and Greenberg [9] explain that ‘it is becoming more and more apparent that being
able to stay aware of others plays an important role in the fluidity and naturalness of
collaboration’. Awareness can take several forms: informal awareness, social aware-
ness, group-structural awareness and workspace awareness [8]. In this paper, we fo-
cus on workspace awareness, which has been defined [10] as ‘the up-to-the-moment
understanding of another person’s interaction with the shared workspace. [...] It in-
cludes awareness of people, how they interact with the workspace, and the events
happening within the workspace’.

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 94-101, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Considering the importance of awareness, it is worth exploring which techniques
can be used to support it. Several solutions have been developed like update notifica-
tions via email or displays of the number of people reading the same webpage [15].
Other methods make use of graphics such as: icons indicating who is online, avatars
[11], representing users as abstract shapes [6], visualisations on mobile phones [1], or
representing the other users’ actions in virtual environment [12]. We can also observe
that the awareness cues can be embedded within user interface of the CSCW applica-
tion (e.g. [14]) or directly displayed in the operating system interface (e.g. [5]).

3 Notification and Awareness: Exploring the Concepts

3.1 Model of Cooperation

From a general point of view, our reflection relies on modeling the cooperation as a
set of interactions among entities. In this context, an entity can be a person or a re-
source (e.g. document, web page in a collaborative platform, group agenda, shared
object in virtual design environment...) and an interaction is defined as ‘any exchange
of information among entities’ (e.g. phone call, electronic message, download of a
document from a web site, posting news on a web page...). The creation of an interac-
tion by an entity is called ‘interaction instantiation’ and an interaction can farget one
or many entities. This definition of ‘inferaction’ encompasses all kinds of interactions
(e.g. electronic vs. physical, synchronous vs. asynchronous, co-located vs. distant...).
In order to restrict the concept, we introduce the notion of ‘computed-mediated inter-
action’ (CMI), defined as ‘any electronic exchange of information among entities’.

3.2 Workspace Awareness: Some Refinements

Workspace awareness refers to the notification of the workspace interactions to the
persons taking part to the collaboration. In this paper, the user that is kept aware of
workplace events is called ‘reference user’ (Ug). The techniques to communicate
workplace awareness to Uy can take various forms. We have categorized them ac-
cording to two axes: identification and granularity.

Identification specifies whether the awareness information provided to user Uy al-
lows identifying the related entities. Two cases are possible: identified and anony-
mous. Identified workspace awareness information relies on monitoring some specific
entities and notifying to Uy the interactions concerning these entities so that Ug can
identify the involved entities. The notified interactions include both those initiated by
a monitored entity (e.g. informing Ur when a user U, connects to a chat system) and
those targeting a monitored entity (e.g. keeping Ur aware of the modifications of a
shared document D; ). Anonymous workspace awareness information gives the user
Uy some feedback on what happens in the collaborative environment but does not ex-
plicitly indicate which entities are involved. For instance, a specific icon is displayed
when the user receives a message but this icon does not indicate who is the sender.
Similarly, some graphics change their colour when some news has been posted on the
collaborative platform but nothing is said about the author of the news.

Granularity is the second categorization axis. It specifies whether the notified in-
formation concerns specific individual entities within the workspace (e.g. notification
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via email of an update of document D;, icon associated to the presence status of a user
Uy) or is aggregated (e.g. number of users connected to the workspace displayed but
not their names, the number of new documents uploaded since Uy’s last visit shown
without providing any details about those documents).

For privacy, security or information overflow reasons, only a subset of all the in-
teractions occurring in the workspace can be notified to Ug . Moreover, the subset of
notified interactions differs according to the type of awareness. Identified / individual
information is more sensible than anonymous / aggregated data. Therefore, the subset
of notified anonymous aggregated information can be very large and can potentially
include all interactions in the workspace. Contrariwise, the set of identified individual
data that can be notified to U is much more limited.

As table 1 shows, four cases are theoretically possible. Nevertheless, it appears that
not all cases are as useful in practice. Communicating identified individual and
anonymous aggregated information to support workspace awareness is common, the
two others cases are quite unusual.

Table 1. Categorization of workspace awareness information

Identification
Granularity identified anonymous
individual - user Uy is online - unlabelled graph
- document D; has been
modified
aggregated - some of these users |- some users are connected
have sent e-mails to Uy | to this web page
- some new documents
have been uploaded

Anonymous individual information refers to the notification to Uy that a specific
entity E, has been involved in interactions without specifying which entity it is. Usu-
ally, this kind of information has little value. Displaying the interactions occurring
among some users as a node-link graph without any labels telling whom the nodes re-
fer to is an example of this case.

Providing aggregated identified awareness information can also be questioned. In-
deed, this would mean notifying Uy that some identified entities are involved in some
interactions without specifying which entity is concerned by which interaction (e.g.
informing Uy that some of the users U,, Ug and Uc have posted news and some of
them have sent e-mails without specifying what each of them has done). In general,
this kind of information is either too detailed or too simplified.

To sum up, it appears that identified individual and anonymous aggregated infor-
mation are the most adequate to support workspace awareness. Therefore, we refine
the workplace awareness concept in two sub-concepts referring to the two cases found
to be the most useful. Workspace Individual Awareness (WIA) is associated to the
communication to Ur of identified individual workspace awareness information.
Workspace Global Awareness (WGA) aims to convey global information about the
collaborative environment via anonymous aggregated information. Usually CSCW
tools offer some means to switch between features supporting the different types of
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workspace awareness. For instance, the graphics rendering WGA (e.g. single icon
showing that three users are connected) can be used as entry point to access WIA rep-
resentations (e.g. three pictures of the connected users).

In this paper, we have chosen to focus on Workspace Global Awareness, especially
because it has been less explored than WIA (cf. [3], [6], [11], [12] for examples of
tools supporting WIA). In fact, maintaining WGA requires notifying Ur some global
information about the activities within the workspace. We have thus studied how to
design global metrics able to provide a general feeling on the cooperation.

4 Metrics of Cooperation

4.1 Prior Works

Evaluating the degree of cooperation within a group is a complex task due to issues
associated to (among others) the design of meaningful metrics, the collection of data
required to compute these metrics and the interpretation of the resulting values. Nev-
ertheless, some researchers have proposed such indicators.

The simplest methods are founded on calculating the number of occurrences of
some types of interactions in the group. For instance, Prinz et al. [14] report that the
stream of emails in a project can be interpreted as indicating the level of activity. The
‘Participameter’ widget [4] is another approach based on the relative level of partici-
pation of each member within a group discussion. Displaying the number of online,
unavailable and offline users has also been included in some applications to support
awareness [3]. The Community Toolbar software [13] is a relatively advanced solu-
tion that allows Ui choosing which awareness data he wants to be kept informed of,
like the total number of users currently present in all communities of which Uy is
member, the number of users currently visiting a given community or the number of
users visiting the same web page.

Some researchers have tried to design richer metrics based on more complex proc-
essing of the rough data. For instance, the Social Network Analysis (SNA) theory, re-
lying on the similarity of the graph theory and the structure of the relationships within
a group, explores the social meaning of mathematical properties of the graph of rela-
tions (e.g. centrality). Some SNA concepts have been used to measure and visualize
how active students are in a class [16]. Barros and Verdejo [2] adopt another perspec-
tive. They use a chained inference process to derive high-level metrics (e.g. level of
cooperation) from quantitative but also qualitative description of the contributions of
the members of a group in a collaborative learning context.

4.2 Proposal of New Metrics

At this stage of the reflection, we face the challenging issue of designing a metric rep-
resentative of the global level of electronic cooperation within a group. We will call it
Glocoopex (Global electronic Cooperation Composite Index). In addition, we want to
design an index that can be automatically computed in order to avoid the time and
cost issues caused by manual data collection methodologies. The basic idea consists
in collecting quantitative data that can be enriched by qualitative indicators automati-
cally derived from generic rules.
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We consider that the level of cooperation within a group is composed of two basic
elements: the number of interactions and the cooperative nature of these interactions.
Consequently, Glocoopex is built by combining two simpler indexes: Coopadex (elec-
tronic Cooperation Activity Composite Index) which is representative of the number
of interactions and Coopidex (electronic Cooperation Interest Composite Index)
which render the cooperative nature of the interactions.

The Coopadex index is intended to be representative of the mean level of use of
electronic tools supporting the cooperation. In this context, we consider the mean
number of computer-mediated interactions by person by period of time as a reliable
indicator of the volume of cooperation. Coopadex is therefore defined by the formula:

% (1Gy)

n AT

where G is a group of n persons in a situation of cooperation, G; is the j™ member of
the group G, I (G;j) is the number of CMIs in which G; is involved, and AT is the dura-
tion of the period under examination.

Note that n is the total number of G members and not the number of G members
that are involved in some CMIs during the period. Moreover, the formula shows that
an interaction initiated by G; and targeting Gy and Gy, counts as three interactions in
the Coopadex value. This approach has been adopted to give an increasing weight to
the interactions as the number of persons they involve raises.

Coopadex reflects the mean rate of use of the electronic cooperation tools but it does
not render the level of interest or motivation of the persons towards the cooperation,
which is the role of Coopidex. It is founded on the observation that some interactions
express a higher motivation to cooperate than other ones. For instance, automatically
generated notification e-mails, explicit invitations in a shared electronic calendar and
active use of a co-authoring system can reasonably be associated to increasing levels of
motivation for IT-supported cooperation. At this point, we face then the challenge of
evaluating the cooperative nature of CMIs. Coopidex tackles this issue by combining
two properties: whether CMIs are optional or imposed on one hand, and active or pas-
sive on the other hand.

The optional vs. imposed nature of the interactions is taken into account by intro-
ducing two coefficients: o, (optional) and o; (imposed). These coefficients take a
value in the range [0,1]. In addition, we state that optional interactions reflects in av-
erage a higher motivation to cooperate than imposed ones because they imply a delib-
erate choice of the involved users. This statement imposes that o, > .

The active or passive nature of CMIs is the second property considered in
Coopidex. An active interaction is defined as an interaction that occurs due to an ex-
plicit action of the concerned entity (e.g. sending an e-mail). In contrast, a passive in-
teraction does not require such an explicit action (e.g. receiving an invitation to a
meeting). We introduce two additional coefficients: B, (active interaction) and J3,
(passive interaction). These coefficients also take a value in the range [0,1]. We state
that active interactions are a sign of higher interest in cooperation that passive ones
due to the higher work load that they imply. This condition imposes that 3, > [3,..

Any interaction now falls in one of the four following categories: active-optional,
passive-optional, active-imposed and passive-imposed. We can then sum up the number

Coopadex =
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of CMIs in each category: I,, : number of active optional CMIs; I, : number of passive
optional CMISs; I; : number of active imposed CMIs; I,; : number of passive imposed
CMIs. The Coopidex index can then be computed by the expression:

0, Ba Lo+ 04 Bp Lo+ 04 Ba Li+ o BP Lp;
Coopidex =

Lo+ +1+1;

The Coopidex value varies between the low limit (o 3,) and the high limit (o, B.).
However, this value may be difficult to interpret as it demands to know the value of
the weights: o, o, Ba et B,. In order to make it easier to understand, we normalize
Coopidex with a projection on the interval [0,1]. This operation defines a new index,
called N-Coopidex (Normalized electronic Cooperation Implication Composite Index)
computed by the expression:

( Coopidex — 0, B,)
N-Coopidex =

( Ol Ba - O Bp )

N-Coopidex varies between the value ‘0’ (when all interactions are passive and im-
posed) and the value ‘1’ (when all interactions are active and optional). The higher the
N-Coopidex value, the more the members of the group take the initiative to instantiate
some unforced CMIs and the higher the interest for IT-supported cooperation within
the group. For each interaction, the parameters values (o, , & , B, , B,) are set accord-
ing to general rules (R;) defined by the researcher. These rules specify how the cate-
gorization of the interactions depends on factors like the communication medium (e.g.
e-mail, shared calendar, web page with news...), the communication direction (e.g.
send-receive, upload-download...) and potentially other elements (e.g. the hierarchi-
cal position of the interaction initiator vs. the targeted entities...). Designing the set
of rules R; demands a good preliminary knowledge of the cooperative situation but
once they are specified the indexes may be automatically computed.

Glocoopex index is defined as the product of Coopadex and N-Coopidex:

[ (ao Ba - 04 Bp) Ia,o + Bp (ao - ai) Ip,o + 0 (Ba - Bp) Ia,i) ]

Glocoopex =

n AT (o, Ba - i Bp)

N-Coopidex is a factor that renders the average degree to which the interactions are
close to the best ones in terms of motivation to cooperate electronically. Multiplying
N-Coopidex by Coopadex provides the mean number of interactions having the aver-
age level of motivation for IT-based cooperation. In order to convey this idea, we in-
troduce the concept of Equivalent High Quality Interactions (EHQI). It renders the
idea that the number of interactions can be expressed in terms of theoretically best
ones. The units of Glocoopex are then EHQI by person by time unit.

We have also calculated the Glocoopex sensitivity to the different variables: n, AT,
Lpi, Lo, Ipo, Li - The most important results are discussed hereafter.

Glocoopex does not depend on the variable I,;. This result is not really a problem
as it means that the involvement of the group members in passive imposed CMIs is
not considered as an indicator of a significant level of cooperative activity.
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Considering the constraints set on the weights o, , 0, , B, , B, , Glocoopex is always
less sensitive to a variation of the number of passive optional CMIs (I,,,) than to a
variation of the number of active optional CMISs (I, ,). Similarly, it can be shown that
Glocoopex is always less sensitive to a variation of the number of active imposed
CMIs (1I,;) than to a variation of the number of active optional CMIs (I, ,).

Concerning the relative sensitivity of Glocoopex to some variations of I, and I,; ,
we hypothesize that the most important indicator of the interest in IT-based coopera-
tion is the choice of the persons to participate. From our perspective, this means that
the optional/imposed factor must influence more the value of Glocoopex than the ac-
tive/passive one. This statement implies that passive optional CMIs are a sign of
greater motivation than the active imposed ones: o, B, > o B. .

S Prototype

The theoretical constructs discussed in the previous section have been implemented in
a prototype that aims to support WGA for the identified users of a web-based collabo-
rative platform. Conceptually, the prototype regroups three main components. First, a
specific data model based on the concepts of entities and interactions has been de-
signed. This database is supplied by triggers and stored procedures that collect rough
data from the collaborative platform and transform it according to our model. Second,
some modules calculate and store the indexes values. Third, the indexes values are
transformed in visual representations communicated to Ug. As peripheral awareness
seems adequate to support WGA, we have chosen an easy-to-understand metaphor
based on flags of which size and color are associated to the indexes values. Flags are
displayed directly on the desktop, using the Active Desktop feature of MS Windows.

6 Conclusion

This paper explores the workspace awareness concept and refines it by introducing
two new notions: Workspace Individual Awareness and Workspace Global Aware-
ness. The paper focuses on the latter and proposes three indexes to convey global in-
formation about a cooperative situation. They are quite original as they combine
quantitative and qualitative data about the cooperative activities, which is not so
common. Nevertheless, further works are still needed from different perspectives.
Comprehensive comparative studies of WGA and WIA implementations could en-
hance the understanding of workspace awareness. New features supporting WGA in
electronic cooperation could also be designed and assessed in different contexts. The
relevance to include other properties of the interactions in the indexes to better reflect
the reality of the cooperation could also be investigated.
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Abstract. Shared Knowledge Awareness is defined as the consciousness on
the shared knowledge that a particular student has when carrying out a collabo-
rative learning activity in a CSCL environment. In fact, an adequate level of
Shared Knowedge Awareness can be promoted by including in the interface of
this environment some specific features that improve the student perception
related to such knowedge. This paper proposes some basic design guidelines
that should be taken into account when designing a CSCL interface in order
to promote an adecuate user’s behavior with respect to his/her Shared
Knowledge Awareness. Besides, a set of usability principles is identified and
linked to every suggested guideline to evaluate its quality (in terms of “easiness
to use and learnability”) in an actual interface. Two different experiments
are included as real-life examples that are analized within the proposed
approach.

1 Introduction

In Computer Supported Collaborative Learning (CSCL), awareness can be used for
enhancing collaborative opportunities reducing the meta-communicative efforts
needed to collaborate across physical distances and in computer-mediated environ-
ments [1]. In fact, collaborative oriented activities such as negotiation of meaning,
creation of joint understanding, and division of labor and responsibility require meta-
communicative actions for maintaining certain cognitive and collective effects when
the scenario is a distributed collaborative learning environment [2]. Thus, awareness
mechanisms usually allow learners to maintain in an implicit way information about
the others’ interactions with common problem areas and corresponding tasks.

In the above context, Collazos et al. have proposed a particular kind of awareness
called Shared Knowledge Awareness (SKA) whose purpose is to increase the percep-
tion about the shared knowledge students have in a collaborative learning scenario

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 102—-117, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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[3]. The SKA not only tries to improve and maintain the shared knowledge of a
student group but also concerns the understanding that this group has about it [3].
Although the definition of SKA includes a series of questions that should be consid-
ered to reach it, it is difficult to ascertain how to provide mechanisms in the interface
of a real system in order to measure the occurrence of SKA in a CSCL scenario. This
problem could be coped by formulating a set of general design guidelines (DGs)
destined to assure a minimum coverage of the different questions included in the
definition of SKA. In addition, it would be desirable to outline some mechanisms to
test the quality of every DG in the set, as quality is crucial to guarantee the effective-
ness and efficiency of every SKA-related element in a real CSCL interface. As we
will see in the next Section, usability is an adequate alternative to performe this
measuring.

This paper proposes a set of minimum DGs that should be considered by a CSCL
developer in order to ensure an acceptable level of SKA in a computer-mediated and
distributed collaborative learning interface. General mechanisms and elements are
added to every SKA-related question. Furthemore, classical usability principles are
proposed to measure quality in use of every design guideline, as usability is a concept
that provides a ratio of how easy an interface is to understand and use [4]. Conse-
quently, every original question related to the SKA definition is enriched with two
minimum sets of DGs and predominant usability principles (UPs). Our goal is to help
CSCL designers and evaluators to design and test an appropriate Shared-Knowedge
Awareness for a CSCL interface.

The rest of this paper is structured as follows. First, in Section 2 we give an over-
view of the most relevant features in SKA. Next, Section 3 defines the concept of
usability and describes most relevant UPs. Then, Section 4 describes our proposal
for extending every SKA-related question by adding minimal sets of DGs and UPs in
order to assure and evaluate an appropriate level of SKA in a CSCL interface. Section
5 presents some experimental results which demostrate the relevance of our extended
approach and Section 6 discusses some related work. Finally, Section 7 concludes
by summarizing the main results that have been obtained and discussing further
work.

2 Knowledge Awareness in CSCL Scenarios

In CSCL scenarios, collaborative learning is effective if people succeed in building
and maintaining a shared understanding of the problem [4]. For this reason, the shared
understanding should be represented and promoted. A way to do this is by capturing
this shared understanding into an awareness mechanism. Also, the shared understand-
ing could be promoted only if people can know its current state during the collabora-
tive activity.

In the above context, Shared Knowledge Awareness (SKA) can be defined as the
consciousness on the shared knowledge of the students that carry out a collaborative
learning activity when working in groups. This shared knowledge is more than the
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shared understanding of the problem and it is composed of the understanding of
several aspects of the collaborative work, including coordination, strategy communi-
cations, monitoring, and shared comprehension of the problem [3]. For constructing
this shared knowledge it is necessary to wonder how one may become aware of one’s
own knowledge and, how the actions people do affect the knowledge of the other
members within the group, self-control and self-monitoring of the learning process.
The questions in Table 1 are examples of what students consider during a typicall
collaborative activity in order to be aware of the shared knowledge they have.

Table 1. SKA-related questions [3]

Awareness Questions SKA Id
Knowledge Is what I am doing helping to solve the task? A
construction Do I need more time/resources? B
(individual) What else do I need to find out about this topic? C

How much time is available? What is our score? D
Is what I did helping to solve the task? E
What and how did I learn from the others members of the group? F
Did I finish the work? G
What am I learning from the group work? H
What I need to know about the topic? 1
Shared What are the other members of the group doing to complete the task? J
Knowledge Is what the others are doing helping to solve the task? K
construction What do others members know about the topic? What do others members L
(group) need to know about the topic?
How can I help other students to complete the task? M
What did other members of the group learn from me? N
Where are the other members of the group? O

Although the SKA definition provides some general questions, it is not easy to de-
cide how to provide mechanisms in the interface of a system that could be used to
measure the appearance of SKA in a CSCL scenario. This aspect will be discussed in
the Section 4. In addition, it would be desirable to describe some issues to test the
quality of every design guideline trying to guarantee the effectiveness and efficiency
of every SKA-related element in a CSCL interface. As we will see in the next Sec-
tion, usability is an adequate alternative to perform this type of measuring.

3 Usability and Most Relevant Usability Principles

Usability is a quality of the user interface formally defined as “the extent to which a
product can be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a specified context of use” [6, 7]. Usability plays a ma-
jor role during the evaluation stages of a software development under HCI where
actual features in the interface of the system that is being developed are constrasted
against ideal usability values and premises [8].
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Usability is a complex concept that has been divided in a series of principles (also
denoted usability attributes) in order to be understood in a better way. Thus, usability
principles (UPs) are mainly intended to stress some part of the usability definition,
and HCI researchers are aware that in a real interactive system these principles might
overlap. Diverse authors have proposed alternative sets of UPs according to the most
relevant features in the definition of usability they want to emphasize. Also diverse
classifications are proposed when linking them with the formal definition. In spite of
this situation, nowadays some common UPs presented in [4,8,9,10,11,12,13,14]have
been agreed within the major part of the HCI community, as well as the classification
shown in [15]. Consequently, we also have considered these UPs and this classifica-
tion as the most relevant for the CSCL scope. For clarity reasons, we have compiled
the most relevant features of the above consensus in Table 2, including some typical
questions that must be answered when testing UPs in a real interface. It must be
stressed that some concepts like visibility or feedback are not always considered as
basic usability principles but as part of them (visibility) or as consequences of follow-
ing the usability principles in a correct way (feedback).

Table 2. Most relevant usability principles and its related questions

General Specific . .
Usability General Questions Usability Specific Questions
Principle Principle
Complet- Was the task fully completed?
How do users define success? eness Were the user’s goals met?
Is success the same for all Was the task completed
Effectiveness | stake-holders? What are the successfully?
goals; what are the tasks? Are Accuracy | Did the user get the right or correct
there hidden goals? result?
How well was the work done?
Had the user, in dialogue situations,
freedom from system imposed
constraints on input dialogue?
In how many ways the user and Did the system offer to support user
system exchange information? Flexibility | interaction for more than one task
at a time?
Equivalent values of input and
Efficiency output could be substituted for each
other?
How long do users expect a Speed Was the user able to complete the
task to take? Is the task pee task quickly?
completed in a single session?
What styles of interaction do Effort Was the user able to complete the
users prefer? What would make task without undue cognitive effort?
the interface feel efficient?
What kind of work (or play) is Did the user have a pleasant
Engaging this? What are the expectations Pleasant experience when working on the
for style and tone? How often? task?
How long? When, where, how Satisfying | Whas the user satisfied by the way
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Table 2. (continued)
and why? in which the application supported
their work?
How familiar is the domain? Did the user interface help user
The terminology? What will Provention avoid making mistakes?
users find difficult? What kinds Were mistakes minor rather than
Error of errors are likely? How se- major?
Tolerance rious are their consequence?

If the user made an error, did the
Recovery interface assist him/her in making a
successful recovery?

Will the users understand the
problem, or they will need an
explanation?

Was the user able to work with

Will users expect to have to Predictabi- | some certaintly because the user
learn to use it? Are they lity interface built on him/her previous
learning something new? knowledge? :
Easy to How complex is the task? Was the interface consistent, so that
Learn How often will it be used? Consis- once a user learnt how to use part of
How important is it to get it tency the application, he was able to
right? easely learn how to use another

part?
Affordance | Shape? Visible? Coherent action?

As we will see in Section 4, UPs are necessary when evaluating the quality of DGs
for assessing an appropriate level of SKA in a CSCL interface. Note that the classifi-
cation shown in Table 4 still remains valid independently of any particular usability
testing methodology.

4 The Proposed Model

The third column in Table 3 describes the basic design guidelines (DGs) that should
be taken into account when designing a CSCL interface in order to promote an ade-
quate user’s behaviour with respect to his/her SKA. Each DG is identified by a DG
Identificator (second column in Table 3) and linked to its correspondent SKA-related
question in Table 1 by means of a SKA Identifier (first column in Table 3). In the
same way, every design guideline is associated with a set of UPs that should be high-
lighted when evaluating the interface of a CSCL system (either the final version or the
prototype). The UPs are selected by generalizing common criteria used to test similar
elements as those listed in Table 3 (third column) during the evaluation of a consider-
able amount of different interfaces [16] and 69 websites [17]. In order to improve this
selection, UPs presented in practical examples in [12] and [13] which are handled to
test interface features that materialized similar DGs as those shown in Table 3 are
considered.

In that way, while the proposed DGs can be applied in one part of the CSCL inter-
face development, the related UPs can help us to asses the quality (in terms of “easi-
ness to use and learnability”) of the interface elements which have materialized these
guidelines in an actual interface or prototype. In the next section we will show how
the proposed DGs are instantiated in two different CSCL real-life interfaces. It must
be stressed that the design guideline #1 (communication mechanism) is a general
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design guideline inherent to the definition of CSCL environments, so that some of the
other DGs described in Table 3 are just a particularization of it (e.g. design guidelines
#7, #8, #16, #17 or #31).

Table 3. SKA-related design and evaluation guidelines for a CSCL interface

SKA Design
1d Guideline Design Guideline Description Usability Principle
1d
1 Communication mechanism
A 2 Explicit sensor of task advance Effectiveness (Accuracy)
3 Explicit sensor of self-colaboration performance
4 Alert mechanisms Effectiveness
B (Completeness)
5 Explicit sensor of task advance Efficience (Effort)
Easy to Learn (Consistency)
6 Explicit sensor of task advance
c 7 Sent }nfonpatlon re':presentatlon : Efficience (Flexibility)
8 Received information representation
9 Mechanism for classifying received information
D 10 Alert mechanisms Efficience (Effort)
E 11 Explicit sensor of self-collaboration performance | Effectiveness (Accuracy)
12 Explicit sensor of others’ collaboration Effectiveness (Accuracy)
performance Efficience (Flexibility)
Effectiveness
. (Completeness)
G 13 Alert mechanisms Error Tolerance (Prevention)
Easy to Learn (Consistency)
H 14 Explicit sensor of others’ collaboration Efficience (Effort)
performance
15 Explicit sensor of self collaboration performance
I 16 Received information representation Efficience (Effort and
17 Mechanism for classifying received information Flexibility)
18 Explicit sensor of task advance
19 Explicit sensor of task advance
J 20 Explicit sensor of others’ collaboration Efficience (Effort)
performance
K 21 Explicit sensor of others’ collaboration Efficience (Effort)
performance
22 Exp.hclt sensor of -task advance ‘ Efficience (Effort and
23 Recieved information representation s
- — - - - Flexibility)
L 24 Mechanism for classifying received information .
Others’ = N ifth file dofi Easy to Learn (Consistency
25 thers” user profiles (only if the profile defines and Affordance)
part of the topic)
26 Recelve(.i 1nf0rmat10r} re'presentfitlon. : Effectiveness (Accuracy)
27 Mechanism for classifying received information .
M " - Easy to Learn (Consistency
Others’ user profiles (only if the profile defines s
28 . . b . and Predictability)
part of the topic or includes user’s expertise)
29 Explicit sensor of self-collaboration performance | Efficience (Effort)
N 30 Received information representation Easy to Learn (Consistency,
31 Mechanism for classifvi tinf " Predictability and
echanism for classifying sent information Affordance)
32 Mechanism to highlight others’ last contribution | Efficience (Effort)
(6] 33 Mechanism to restart actual state of the task Easy to Learn
(only asynchronous CSCL interfaces) (Predictability)
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5 Evaluated Systems

In order to illustrate the model presented in Section 4 two different classes of CSCL
interfaces have been analyzed: a distributed and synchronous game called “Case the
Cheese” (see Figure 1) and a asynchronous system to support collaborative knowl-
edge building in schools classrooms called “Synergeia” '. In what follows, we will
detail the materialization of every design guideline proposed in Section 4 for these
two sample cases. For the sake of clarity, every SKA-related question in Table 1 will
be referred to with the associated SKA Identifier (a letter from “A” to “O”). Also
every design guideline presented in Table 2 will be denoted by using its DG Identifier
(#1 to #33). In the case of the game “Chase the Cheese” the column corresponding to
each design element description will include a reference to the correponding screen
area in Figure 1 (form sa#l to sa#12).

Concerning the set of UPs associated with design guidelines in Table 3, is must be
remarked that these principles were used to assess the general quality of the screen
elements that materialized the above guidelines in both CSCL interfaces. In general,
for these elements an acceptable range of the ideal usability score has been reached.
However, these results should not be considered as properly justified, as a more deep
and complete usability study must be still carried out. In spite of this, the selected UPs
have proven to be the appropriate ones when performing this first approximation to
the final usability evaluation.

5.1 The Game Chase the Cheese

Chase the cheese [18] is a game played by four persons, each with a computer physi-
cally distant (the only communication allowed is computer-mediated). Players are
given very few details about the game, and the rest of the rules must be discovered
while playing, forcing participants to develop a joint strategies to succeed.

A complete description of the Chase the Cheese game can be found in [18]. The
Figure 1 describes the game interface for one player distinguised with the yellow
color. The board is one but is replicated in four quadrants, each having a coordinator —
one of the players— permitted to move the mouse with the arrows. The other partici-
pants are called collaborators and can only help the coordinator sending their mes-
sages. The aim is to lead the mouse to the cheese with a high total score (400 points
maximum). Note that if the mouse is not in the last quadrant it has to move to a traffic
light (which indicates starting position for each coordinator). The mouse has to go
around obstacles (general obstacles or grids visibles to everyone and colored obstacles
visible only to each player). Indeed, when starting to move the mouse, the coordinator
has an individual score (11) of 100 points. Whenever the mouse hits an obstacle, this
score is decreased in 10 points. Therefore, collaborators have to develop a shared
strategy to communicate obstacle locations to the coordinator of the current quadrant.
When the coordinator finishes with his/her quadrant, his individual score is added to
the total score of the group. If any of the individual scores reaches a value below or
equal to 0, the group loses the game.

! See Synergeia homepage at http://bscl.fit.fraunhofer.de/en/about.html
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1. Current position of the mouse

2.Position of the Chesse (final goal)

el (S0P & ChaseThe : 3. Traffic light

Foeal ff\{% e, 4. Arrows to move the mouse (visible

g only in the Coordinator interface)

5.Cordinator of this quadrant

6.Global obstacles or grids (visible to
everyone)

7.Colored obstacles (visibles only to
one player)

8. Dialog box for sending messages

9.Bottons to send the current message
to one other player

10. Dialogues boxes for receiving
messages

11. Individual score

9 12. Grupal Score

Fig. 1. Interface of the “Chase the cheese” for yellow player (current Coordinator) [18]

Table 4 summarizes the SKA-related design elements observed in the interface of
the game. In the comment column some questions are included for clarification. The
first column links every instantiated element with the corresponding DG Identificator
(used to index Table 3). Note that some DGs do not exist as particular features in the
interface, but they can be inferred by considering some elements simultaneously.
Actually, there is no single element to GDs #2 and #5, but they can be derived by
combining the elements C3 and C4 shown in Table 4. In the same way, the GD #4 can
be inferred as a merging of the elements C4 and C5 in Table 4. Whith respect to the
DG #11, it can be discerned by looking at the elements C/0 and C/1 in Table 4.

In addition, the DGs #21 and #25 have no specific feature which could be consid-
ered as their specification in the interface of “Chase the Cheese”. However, both DGs
#21 and #25 can be determined if some flexibility is adopted. In the case of the DG
#21, others’ collaboration can only be understood as changes in the global score
(sa#12 in Figure 1) after each other coordinator had finished its quadrant. Also the
quality of the recieved messages (sa#10) can help to assess others’ performance and
consequently C2 should be considered a specification of DG #21. Concerning the DG
#25, it could be deduced by transitivity: the current position of the mouse in the board
determine the active quadrant (item C3 in Table 4), and the colour of these quadrant
(sa#5) determine who is the coordinator in this moment of the play.

It must be stressed that even though the interface of the game provides an explicit
sensor of grupal score (sa#12 in Figure 1), this sensor should not be confused with the
item that represents DGs #12 or #20, as part of the grupal score can include the self
perfomance (if my turn has already ended). Consequently, other features in the inter-
face of “Chase the Cheese” must be considered to materialize DGs #12 and #20. In-
deed, while the DG #12 can be induced by observing the quality of the received mes-
sages (screen element C2), the DG #20 is reflected as a combination of the elements
C20 and C21 shown in Table 4.

Respecting the DG #29, even though the item C4 in Table 4 makes this DG explicit
in the interface of “Chase the Cheese”, we also considered that the item C3 shown in
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Table 4. SKA-related design elements in the interface of the game Chase the Cheese

Desi;
Guidge Ele- . L
line ment Design Element Description Comment
1d 1d
Dialog box for sending Coordinator: Am I asking clearly about colored
Cl messages (sa#8) + Color obstacles? / Collaborator: Am I sending my
Buttons (sa#9) colored obstacles to the coordinator?
1 Coordinator: recognizing colored obstacles helps
) Dialogues boxes to receive to solve the task / Collaborator: reading carefully
messages (sa#10) questions from the coordinator helps to solve the
task
e Guidelines 2 and 5: Coordinator: Is my
2, Mouse position in the game .
5.2 C3 board movement bringing the mouse closer to the
cheese?
2,3, c4 Individual score (sa#11) _Cot_)r(_linator: Aft_er moving the mouse, does my
4,5 individual score increase or decrease?
4 Cs Idem C2 Coordinator: collaborators’ comments can be
used as alert mechanism
Coordinator: if the mouse is close either to the
c6 Idem C3 cheese or to the next semaphore, then the self
p task is ending
Coordinator: if the coordinator’s score is
c7 Idem C4 decreasing then more information about
others’colored obstacles is needed
Coordinator: Do I have information about others’
colored obstacles in the board positions adjacent
8 8 Idem €2 to the mouse? / Everybody: Am I understanding
the game strategy (what do I have to do)?
9’22’7’ c9 Idem C2 Sepe.trftte di'c.llogu'e boxes for each player (each
27 participant identified with a colour)
10,11 Guideline 11: Coordinator: after ending my turn,
22 10 Groupal score (sa#12) does the group score increment or decrimgnt?
Coordinator: after ending my turn, is the mouse
closer to the cheese or we have lost the game? /
u ¢l Idem €3 Collaborator: after sending my colored obstacles
to the coordinator, did the mouse skip them?
Coordinator: he/she has learnt others colored
12, obstacles / Everybody: he/she could lerant the
14 12 Idem €2 game strategy if related information has been
recieved
Game over message
CI3 -
13 (no shown in Figure 1)
Cl4 Arrows (sa#4) If arrows are not available then the turn changes
Cl5 Idem C3 The mouse goes to other quadrant in the board
15 Cl6 Idem C4
Coordinator: needs information about
others’colorated obstacles adjacent to the current
16, mouse position / Collaborator: needs to know
23 cr7 Idem €2 coordinl;tor questions / Everybody: the game
strategy can be understood by analysing recieved
information
18 Ci18 Idem C10 Grupal score shows if the task is advancing
properly or not
Ccl9 Idem C3
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Table 4. (continued)

Collaborator: is the coordinator moving the

19,20 €20 Idem €3 mouse by skipping my colored obstacles?
Coordinator: are the other members of the team
sending to me their colorated obstacles?

20 C21 Idem C2 Collaborator: is the coordinator asking me

something? / Everyone: Are the others’ messages
helping me to understand the game strategy?
Collaborator: after ending another player’s turn,
is the grupal score better or not?

Every quadrant in the board is associated with
the colour of the participant that coordinates it.
Therefore the mouse position defines the current
C23 Idem C3 profile of the other players (Coordinator or
Collaborator) / Guideline 28: Collaborator:
knowing who is the current coordinator helps to
focalize answering his/her questions
Coordinator: he/she has to read others’ colored
26 c24 Idem C2 obstacles to skip them / Collaborator: he/she has
to read coordinator’s questions to help him/her
Collaborator: After sending a message to the
coordinator with his/her coloured obstacles

€25 Idem C3 adjacent to the mouse, the coordinator skiped

29 them

Everyone: my self performance is reflected in the
26 Idem C4 individual score

21

Cc22 Idem C10

25,
28

Everyone: observing others’ questions and

30 c27 Idem C2 comments can help him/her to perceive his/her

performance

Everyone: others’ messages are listed

C28 Idem C2 chronologycally, therefore it is possible to see the

last contributions of the other players

32 Collaborator: after seeing the mouse changing
from one quadrant to another, the last

€29 ldem €10 contributi?)ns of the coordinator are reflected in

the increasing or decreasing of the grupal score

Table 4 could help improve the awareness related to DG #29 (question N in Table
1). Finally it must be stressed that the DGs #7, #31 and #33 are not included in Table
4 since they could not be identified as part of the “Chase the Cheese” interface. In-
deed, the interface of this game does not provide a representation of the sent informa-
tion beyond its edition. Additionally, the DG #31 seems to be omitted to simplify the
interface. Respecting the DG #33, it must be remarked that this DG has no sense in a
system like “Chase the Cheese”, as all the actions done by the participants are per-
formed during the current excution of the game.

5.2 The Educational System Synergeia

Synergeia is designed to support collaborative knowledge building in school class-
rooms. It provides a shared, structured, web-based work space in which collaborative
learning can take place, documents and ideas can be shared, discussions can be stored
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and knowledge artifacts (portfolios) can be developed and presented [19]. As pointed
out in [20], the Synergeia system strives to support the synergistic construction of
knowledge at the group level that is quite distinct from what any of the students could
produce on their own. Consequently, the SKA-related elements present in the Syner-
geia interface are crucial and should be easely recognized as a particularization of the
DG presented in Section 4.

A complete description of the whole Synergeia system can be found in [19]. As
SKA usually emerges from a group perspective, we will focalize in the part of the
Synergeia interface used by the students, specifically we will take into account only
the workspaces shared for the group. These workspaces are mainly formed by a
Group Learning Place or GLP, a group Shared Knowledge Building Area or GKBA, a
whiteboard called MapTool (MT) to draw concept maps and schemas, an Instant
Messaging tool, several kinds of Menus, a Calendar and a Negotiation Environment
or NE that provides mechanisms for storing and voting knowledge artifacts.

The information in Table 5 summarizes the results obtained when materializing
general DGs of Table 3 in the interface of the above groupal workspace. As in Table 4,
numbers in the first column link every instantiated element with the corresponding DG
Identificator (used to index Table 3). Note also that some DGs are not included since
they have not been clearly perceived or they have no meaning in the Synergeia sce-
nario. Particularly, DG #25 and #28 in Table 3 could not be specified in the observed
workspaces. Note that guideline #25 is intended to encourage SKA related to other
students’ knowledge about the current topic (see SKA-related question L in Table 1),
and the student profile is not relevant as part of this knowledge. In the same way, de-
sign guideline #28 is associated with the consciousness about the self possibility of
helping other students to complete the task (see SKA-related question M in Table 1)
and involves the self perception of the other students’ profile only if this profile de-
fines part of the topic or includes user expertise. Note that in Synergeia student pro-
files are not part of the current topic and each student expertise is unknown to the rest
of the classmates.

Although the Synergeia system does not provide an explicit sensor of the task ad-
vance, DG #2, #5, #6, #18,#19 and #22 in Table 3 could be materialized in the work-
spaces that have been analysed. With respect to the design guideline #5, it could be
observed that a combination of the S5 and S6 elements in Table 5 can help to improve
its related SKA (see SKA-related question B in Table 1). Similarly, our analysis have
described that the design guidelines #2 and #6 can be respectively deduced from the S2
and the S7 elements shown in Table 5. The experimentation also revealed that the
design guideline #18 can be inferred as a combination of the elements $S26 and S27 in
Table 5. In the case of the design guideline #19, a merger of the elements S77, $28 and
S$29 give enough hints to improve the user perception about the other students collabo-
ration to solve the current task (i.e., the SKA-related question J in Table 1, which is the
SKA associated with design guideline #19). Finally, also design guideline #22 could be
partially deduced by observing the elements $26 and S27 in Table 5.

Additionally, the Synergeia system does not provide any specific design elements
to depict self-performance or others-performance when solving the current task. Con-
sequently, as in the previous analysis, DGs #3, #11, #12, #14, #15, #20, #21 and #29
could not be directly materialized in the inspected workspaces. However, as
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mentioned before different features in the Synergeia workspaces can be used (indi-
vidually or combined) to amend the corresponding SKA apprehension (distinguished
by its identification letter in the row corresponding to every design guideline in Table
3). The design elements that could be used to cope with these design guideline visu-
alization in Synergeia can be checked in Table 5. Finally it must be stressed that the
design element #32 is not part of the Synergeia interface because it is mainly intended

for synchronous systems.

Table 5. SKA-related design elements in the interface of Synergeia

G| B
line | ment Design Element Description Comment
1d Id
] 57 One’s current sent messages Thinking type of the messages is “starting”,
available in the GKBA “working”, “deepening” or “reflection”
5 52 Personal contributions to the Contributions must be done during the current
concept map and diagrams in MT | session
Personal Contrlbut.lon in the Contributions must be doing during the current
3 S3 proposed portfolio before session
submitting it (NE)
4 N Calendar
No agreement in portfolio
S5 negotiation (Icons to vote in the Voting during the current session
5 NE)
s6 Idem S7 Ihmkmg:ype of the messages is “help” or
problem
Current messages after no .
6 S7 agreement in the NE View of the messages
7 58 Idem S1 Ihlnklgg tzpi of tEe mfssages 1s” starting”,
reflection”, “help” or “problem
7 and 59 Concept map and diagrams view | Guideline 7: One’s contribution
8 in the MT Guideline 8: Other’s contribution
89 S70 Other’s messages available in the | Guideline 9: Messages can be classified by
! current GKBA selecting different Thinking Types
10 S11 Calendar Awareness about remaining time
One’s contribution in the These menus are available by ch(}klng on icons
S12 . in the event column of a folder display (main
History and Info menus
screen)
11 Thinking type of the messages is “starting”,
S13 Idem S7 “working”, “deepening” or “reflection”.
Messages must be sent during a past session.
Si4 Idem S2 Con_trlbutlons must be done before the current
session
12 Sis Others contribution in the History Idem S11
and Info menus
Guideline 12: Highlight the analysis of other’s
2 Other’s messages queued to messages “il‘len the tln‘r‘lkmg”typ(‘:‘ of my.ow,r’l
and S16 answer my own messages (GKBA) message is “starting”, “help” or “reflection
16 Y & Guideline 16: Thinking type of my own
messages is “help”, “problem” or “reflection”
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Table 5. (continued)
12,16
) Other’s contributions to the
19 8§17 concept map and diagrams in the
and MT
20
Current portfolio submitted to the | The name of the portfolio is part of the CLP list
13 S18 .
CLP of topics
Other’s contribution in the
S19 proposed portfolio before
14 submitting it (NE)
520 Idem S16
521 Idem S17
$22 Idem S1 :l:hmkmg:ype“of the r.neisages is “help”,
/s problem” or “reflection
8§23 Idem S2
524 Idem S3
17 525 Idem S10 Mgssages can be classify using different
Thinking Types
Message displayed in the top area | The message is displayed above the thread of
18 S526
and of the GKBA queued messages
22 527 Elements of the proposed portfolio
after submitting it (NE)
528 Idem S10 :l:hmkl.ng:yge of the_ missa%es is gtar}:ng N
19 working”, “deepening” or “reflection”.
529 Idem S22
20 Messages can be listed by authors. Then
and 830 Idem S70 Thinking type of the messages should be
21 “working”,“deeping” or “reflection”
23 $3] Idem 59 Deplct what do other members know about the
topic
What do other members know about the topic:
thinking type of the messages is “starting”,
23 532 Idem S10 reflection”,“working” or “deeping”/ WhatA do
and other members need to know about the topic:
Thinking type of the messages is “starting”,
24 “ s e 15
problem”or “help
$33 Idem S19 Deplct what do other members know about the
topic
$34 Idem S9 and 52 Persona_l conc;epts relevant for the task that are
not depicted in the concept map
Information known by me and relevant for the
26| 835 Idem S27 task that are not part of the current portfolio
State of negotiation process in the | Casting my vote about the current portfolio is
S$36
NE necessary to complete the task
26 Reply messages which thinking type is
and S37 Idem S10 “starting”, “problem”or “help” can help to solve
27 the task
538 Idem S712 Idem comment in S72
29 539 Personal contribution in the
portfolios submitted to the CLP
a3n(31’ 540 One’s messages queued to answer | Thinking type of the other messages is “starting”,
37 other messages (GKBA) “help”, “problem” or “reflection”
32 S41 Idem S70 Others’ messages can be listed chronologically
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Table 5. (continued)

Observing messages in the NE it is possible to
S§42 Idem S7 know the last others’ contribution to the
negotiation

Elements in the proposed portfolio have the date
of submission as one of their attibutes.
Consequently it is possibly to observe others’ last
contribution

543 Idem S27

Recovering of the last interface
33 S44 state after entering to a new
session

6 Related Work

As awareness is considered a relevant feature in CSCL, several efforts have been
devoted to cope with its definition and evaluation. In particular, different authors have
proposed some activities that comprise the mechanics of collaboration using a con-
ceptual framework for developing discount usability evaluation techniques that can be
applied to shared-workspace groupware [21]. Although the goals pursued in that
proposal are also related with awareness design and evaluation, the work has been
oriented towards groupware awareness. Other contributions related to groupware
usability evaluation can be found in [22, 23].

Many authors have proposed mechanism to design CSCL scenarios. However,
there is a lack of information about usability aspects that need to be considered in
order to have CSCL usable systems. Georgiakakis et al. have designed Asynchronous
Network-Supported Collaborative Learning (ANSCL) systems, providing some guid-
ance for build usable CSCL scenarios. They propose a set of relevant patterns for
designing usable ANSCL systems [24].

On the other hand, there are some works related with the use of awareness in or-
der to improve collaboration on CSCL scenarios. For example, Fjuk & Krange [25]
have provided insights about how various forms of awareness information should be
supported by a computer to enable collaboration in distributed environments. Based
on an understanding of learning as mediated by social interaction and artifacts, they
argue that the effects of task and workspaces awareness are highly situated with re-
spect to collaborative knowledge construction. However, to the best of our knowledge
there are no similar works to provide and test mechanisms in the interface of a real
system in order to measure the occurrence of SKA in a CSCL scenario as it is pre-
sented in this paper.

7 Conclusions and Further Work

In Computer Supported Collaborative Learning (CSCL) awareness is a central con-
cept related to the individual and the groupal perception, helping to decrease cognitive
effort associated with communication, thus enhancing the quality of the collaborative
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learning processes. In this context Shared Knowledge Awareness (SKA) [3] provides
powerful mechanisms to ensure the adequate perception that the students should have
about their shared knowledge in such processes. However, even though the definition
of SKA includes a series of questions that should be considered to reach it, it is diffi-
cult to ascertain how to provide mechanisms in the interface of a real system in order
to measure the occurrence of SKA in a CSCL scenario.

In this paper we have presented a model to design and test SKA-related features in
a real CSCL interface. To do this, some general design guidelines (DGs) that should
be included in a CSCL interface are proposed in order to guarantee an adequate user’s
behaviour with respect to his/her SKA. Particularly, each different question included
in the definition of SKA is linked to a minimal set of DGs, hence assuring its mini-
mum coverage. The proposed model is used to analyse the occurrence of SKA in two
different CSCL interfaces (one synchronous and one asynchronous). This way, two
experiments were carried out to illustrate the novel model.

Besides, a set of usability principles (UPs) is associated whith each general DG in
order to test its quality in terms of “easiness to use and learnability”, as usability is
defined as the extent to which a product can be used by specified users to achieve a
given goal with effectiveness, efficiency and satisfaction in a particular context of use
[6, 7]. In fact, every proposed DG is connected whith a set of UPs that should be
highlighted when evaluating the interface of a CSCL system (either the final version
or the prototype). These UPs are selected by generalizing common criteria used to test
elements similars to the proposed DGs during the evaluation of a considerable amount
of different interfaces [16], 69 websites [17] and some practical examples shown in
[12] and [13] where UPs were used to test interface features that materialized similar
DGs as those presented here.

Although the selected UPs have proven to be the appropriate ones when perform-
ing this first approximation to the final usability evaluation, we think that it would be
convenient to carry out a more complete usability study. Consequently, part of the
future work is focused on the performing a deep usability evaluation of different
CSCL interfaces. In this respect, an exhaustive inspection of the usage ideal usability
values and premises in the context of the CSCL environment is currently being pur-
sued on the basis of the proposed UPs. Besides, classical methodologies used to test
usability of general systems should be reformulated to make them more efficient for
assessing the occurrence of SKA in CSCL scenarios. We also believe that SKA and
its related DGs and Ups can be expanded beyond a CSCL scenario. In that respect an
extension to the ambit of the organizational groups must be considered, as SKA could
be crucial in order to achieve specific organizational goals. It seems plausible that
SKA model may have an indirect effect on performance mediated by team coordina-
tion.
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Abstract. In this paper we present an architecture for the integration
of tutoring and process scaffolds into existing collaborative applications.
The architecture allows to combine existing research results concerning
collaborative processes and their formalization, and existing and tested
collaborative learning environments. The architecture allows to control
the learning environments either by a human or a pedagogic agent. Both
types of tutors are using the same set of primitives - either via an intu-
itive user interface or a slim Java interface. To prove the soundness of
the architecture an example is given using IMS LD collaboration scripts
with Coppercore as a workflow engine controlling the Cool Modes envi-
ronment. A description of the possible applications of the architecture
in intelligent tutoring systems gives an insight into the opportunities
opened by such a flexible approach. The paper closes with an outlook
concerning the use of the architecture with more and different learning
systems and process control engines.

1 Introduction — Structuring and Scaffolding
Collaboration

Collaboration has become an important factor in learning activities, especially in
disciplines that require substantial phases of working in teams, such as computer
science, communication sciences etc. This can be seen in the emergence of the
research field Computer-Supported Collaborative Learning (CSCL) in the last
decade. Yet, just reducing the computer-based support to providing the suitable
technological means to communicate, which is often called Computer-Mediated
Communication, is most often not sufficient to promote the collaborative learning
activity: Studies, like Weinberger [1] showed, that collaboration does not happen
effectively in every situation just by initiating the collaborative situation.
Scaffolds [2] or collaboration scripts [3] are means to structure the learn-
ing activity and support the learners in organizing their activities or acquiring
the skills to collaborate effectively. Thus their use in computer-based learning
support environments (LSE) is a major topic of recent research in the CSCL

Y.A. Dimitriadis et al. (Eds.): CRIWG 2006, LNCS 4154, pp. 118-131, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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community ([4]; [5]). At the moment the term ”script” is used in a highly am-
biguous way: The pedagogical rationale of a collaborative learning activity, such
as introducing collaboration by splitting the task such that interaction happens
at the split (cf. [6]), that shapes the general context and sequence of a whole
learning activity is called a CSCL script, as well as the fine-grained prescription
how argumentation should happen in complete argumentative sequences (cf. [7]).

Interestingly a parallel discussion occurs also in a field of computer-supported
learning that has evolved independently of CSCL, the discipline of Intelligent
Tutoring Systems (ITS): The support of the learners by the system to promote
them in the learning process is often called tutoring or interventions. The com-
ponents called ”intelligent tutors” or ”pedagogical agents” are used comparably
ambiguous as the term ”script” in CSCL with respect to the granularity and
competencies the tutor/agent should provide.

It is obvious that the expertise and experiences of these two fields should
be combined in collaborative computer-supported learning activities. One of the
grand challenges for the shared interest between the communities will be the rep-
resentation and implementation of scaffolds respectively tutoring processes for
collaborative scenarios. The definition of formal models for collaboration support
results in the explication of the pedagogical and psychological rationale for the
scientific exchange between researchers and practitioners, but also in the prac-
tical application of the models in computer-based learning environments. This
article will present our approach of combining aspects from CSCL, pedagogi-
cal design, and ITS in an integrated architecture for supporting collaborative
learning activities.

2 Formal Models of Learning Processes and Collaborative
Applications

Up to now complex learning support environments and explicit scaffolding/tu-
toring models are largely unrelated and co-exist, but do not co-operate. On the
one hand LSEs, such as WISE [8], CoLab [9] or Belvedere [10], either have a spe-
cific ("hard-wired”) process model embedded or do not have an explicit learning
process model at all. On the other hand environments that use explicit process
models for supporting the learning process, typically fall short in at least one of
these two criteria: Re-usability of the process model in other contexts: most sys-
tems using a formal model for structuring the interaction between the learner(s)
and the system define their own proprietary model for the learning process which
is not understandable and thus re-usable by other applications: this may hap-
pen because of proprietary formats that cannot be mapped to other formal
approaches, a lack of explicitness of the operational semantics of the model,
or a lack of explicitness of the model itself, which is often deeply intertwined
with the graphical user interface. Among the explicit models for defining the
learning process are production rule systems [11], automata-based models [12],
and flow-oriented models [13]. Expressiveness for complex learning processes:
systems that have explicit mechanisms for structuring activities usually tend to
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have a very narrow focus, such as sequencing the presentation of learning ma-
terial in web-based hypertext systems or intervening on the first deviation from
an ”ideal” learning path [14]. Especially more coarse-grained learning activities,
such as experimentation, model construction, and argumentation are usually not
scaffolded in these systems. There are very few approaches, that explicitly try
to scaffold collaboration with adaptive approaches: coming from the ITS area,
the ” Collaborative Tutor” approach in [15] attempts to support the fine grained
level of user actions in relatively small problem-oriented tasks, such as object-
oriented modelling. The GridCOLE approach [16], that is rooted in the CSCL
field, combines the explicit description of coarse-grained learning activities with
the launching of services suitable for the specific activity. IMS Learning Design
[17] can be considered as a formal approach with explicit representation of both
the models and the operational semantics, even though both aspects could be
discussed even more precisely as in [18]. Surprisingly up to now learning design
documents as process scaffolds or ”scripts” are usually oriented towards delivery
of web-content and some simple services, such as conference tools. Yet, making
the learning processes explicit in a formal specification, such as IMS LD, offers
also the possibility to re-use the pedagogical rationale that is reflected within
the specification and define more complex learning activities than just sequenced
content delivery.

We also assume that the formal character of IMS LD can be utilized to scaffold
and apply tutoring support for pre-existing LSEs. The availability of learning
design engines (LDE), such as CopperCore!, can provide explicit process support
without having to implement a process model from scratch for each individual
environment, if we can meet the challenge of integrating pre-existing LSEs and
LDEs in a flexible, interoperable architecture.

In the next section we will present our approach to achieve this synergy be-
tween both lines of computer-based learning and an architecture supporting
this approach. In the subsequent section we will discuss both the re-use of pre-
existing learning support environments and the re-use of artefacts within a learn-
ing process in an implementation utilizing the IMS-LD standard for learning
processes and an IMS-LD engine for the execution of complex learning processes
in external learning support environments.

3 A Flexible Architecture for Tutoring in Collaborative
Settings

We propose an approach that aims at a clear separation of the learning design
engine together with the specification and implementation of the learning flow
(as LD documents) and the collaborative learning environments. In this pro-
posal we assume that the learners interact exclusively with the LSE without
having to know anything about being ”scripted” or ”scaffolded” by the LDE

! CopperCore — The IMS Learning Design Engine, http://coppercore.
sourceforge.net
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respectively the LD document. According to Vogten, Koper, Martens, and Tat-
tersall [19] learning design engines can be considered as a collection of finite state
machines that react to changes of properties with state transitions by sending
events of a specific output alphabet. In the loosely-coupled connection of an
engine with a learning support environment presented in figure 1, the engine
controls the learning environment with output events (such as ”start a new
phase”, event 1.), defined as a vocabulary for a set of environments, that are
mapped by the environment to its existing functionality (such as ”create new
workspace”, the configuration of the LSE through event 1.1). Since the LDE
interacts closely with the LSE, the LSE is more than an IMS LD service which
is not monitored and controlled by the LDE during the activity. The learners
interacting with the learning support environment create events (user action 2.),
such as ”phase is completed” (either directly or monitored by the LSE), that
map to the input alphabet of the engine’s state machines and are propagated to
the LDE (message 2.1). The triggered state transition (message 2.2) causes the
learning process to advance and will again trigger control messages (event 3.) to
be accepted by the LSE. In that way we get the regulation cycle of figure 1 with
the LDE and the LSE influencing each other’s state. Using a generic vocabu-
lary of communication primitives between the LDE and LSE has the advantage,
that the LD document can be used with a variety of different LSEs without any
changes to the document, given that the LSE can make use of primitives of the
vocabulary.

41, Event
*— 1.1 Configuration &3 Evant

[ )

LSE LDE

2, user aclion = [. .I \\
22 State transition =

2.1, popagate —

Lsar
Fig. 1. UML communication diagram for interaction schema between LDE and LSE

For the concrete realization of our approach we defined an architecture that
brings together LSEs and LDEs without having to make substantial changes in
either of the two components: the schematic overview of the architecture can be
found in figure 2 and the components introduced have the following function:

Engine Extension (CopperCore Extension): this component extends the
event propagation mechanism of the learning design engine, so that on state
transitions within the engine, events are sent to the LSE to remotely control
the learning process according to the LD document’s description. This event
is sent indirectly to the LSE via the Remote Control Component.
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Fig. 2. Remote Control Architecture for interaction between LDE and LSE

Remote Control Component: this component is the mediator between LDE
and LSE; it maps events coming from the LDE to one or more communication
primitives, that build the vocabulary for remotely controlling learning sup-
port environments, such as CoLab or Cool Modes [20]. These ”commands”
are then sent to the "remote API” of the specific LSE.

LSE Remote API (Translator): this interface accepts communication prim-
itives that have been defined for a variety of different LSEs and maps these
primitives to the specific functionality available in the concrete LSE. For
example the communication primitive ”Show workspace for voting phase”
could be mapped to calling the functionality ” Make visible a workspace with
title 'Decision on Solution’ and add a Voting Plugin” in the Cool Modes en-
vironment (see figure 4). The primitive that has been sent out from the
Remote Control Component to the subscribers of this primitive (all LSEs
that understand the primitive) is then translated to a call of the respective
functionality of the LSE; thus this can be considered a remote call of the
LSE functionality by the Remote Control Component. To integrate an LSE
into the proposed architecture a translator mapping the command primitives
to the LSE in question has to be implemented.

An interesting feature of this architecture is, that besides our main purpose,
i.e. the realization of collaboration scaffolds in pre-existing learning support en-
vironments, the remote control can be used by a variety of different actors (in
the socio-technical sense of actors being both humans and technical systems):

— A virtual agent/tutor, that has some model for scaffolding/tutoring the
learning, such as in [21], if it uses messages that can be mapped by the
remote control to the communication primitives of LSEs. The LDE compo-
nent can be considered our standardized type of such an virtual agent using
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the IMS LD dialect, but it could be replaced by a full-fledged intelligent
tutoring agent regulating the learning process adaptively using the remote
control vocabulary.

— A human teacher, who can react at runtime to the learning situation and give
hints, additional tools, and/or instructions, as she thinks are appropriate.
This intended use-case of the remote control can be seen in the lower right
of figure 2, where the teacher has a dedicated user-interface.

— A human administrator, who can use the remote control with a similar user
interface to the teacher’s to setup collaborative sessions, assign rights and
roles to the students. Such an interface can substantially reduce the ad-
ministrative effort in setting up experiments and practical use of learning
support environments, as was prototypically shown in an early version of
our architecture in [22]. In the next section we will present some details of
our concrete prototypical implementation of the Remote Control approach
and architecture.

Of course the remote control can be used by several actors at the same time (e.g.
teacher and virtual agent), but this might produce inconsistency in the regulation
of the process by the agent. On the other hand this provides a convenient way
for the teacher to react to unforeseen situations in the learning activity, such as
breakdowns of groups or tools.

4 Prototypical Implementation

As a proof of our concept we chose to combine the Cool Modes application with
the CopperCore Engine, currently the most advanced IMS LD engine and the
Reload player?, a graphical interface for run time configuration of learning de-
signs. The prototypical implementation of our architecture will be described in
three steps: At first we will describe the extensions of the CopperCore engine,
second we will sketch the implementation of the Remote Control plus an exten-
sion of the Reload IMS LD Player as a teacher’s frontend and afterwards the
extension of the Cool Modes translator (cf. figure 2) will be explained.

4.1 CopperCore

Since the CopperCore engine shall be used as an agent that uses the Remote Con-
trol, it is essential to be able to receive events from the engine. This is done by
adding an FventPublisher to the CopperCore engine that notifies the Remote Con-
trol when changes of CopperCore’s inner state machine occur. Another possible
approach would have been to poll the CopperCore’s inner state continously. Al-
though this approach may have avoided changes to the CopperCore engine com-
pletely, we decided to implement the first option to avoid the resource consuming
polling requests of Remote Control Component. CopperCore already provides an

2 RELOAD Project — Learning Design Player http://www.reload.ac.uk/ldplayer.
html
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Fig. 3. UML-like diagram for extensions of the CopperCore engine

event propagation mechanism managed by an FventDispatcher which is used in-
ternally to calculate the consequences of advancements in the Learning Design
script (e.g. if a learning-activity is completed, a role-part is completed). The given
set of expressions and actions of the original CopperCore engine were extended
by introducing the conditions Started and InActivityTree as well as a class called
SendFEvent that notifies the Remote Control Component via the EventPublisher.
These two new conditions help us to synchronize the Remote Control with the
CopperCore engine and to distinguish which collaborative application has to be
contacted because of the particular change in the activity tree.

The parser of CopperCore has been extended to fire the SendEvent whenever
an activity ends. This was necessary to ensure that the SendEvent is executed
if the state changes are of interest (e.g. if an act has been made visible). When-
ever a SendEvent occurs, an appropriate EventObject (e.g. a NewActivityEvent)
is created and sent to the Remote Control (see figure 3). The communication
between the CopperCore engine and the Remote Control component, as well
as the communication to and from the LSE, is realised via Java Message Ser-
vice3 (JMS), because it was convenient for the presented combination of LSE
and LDE. Nevertheless it is possible or even necessary, depending on the con-
trolled LSEs, to exchange the communication channel with other techniques in
the future. For the communication format we chose XML, since IMS Learning
Design is specified in XML and CopperCore makes already extensive use of it.
If an EventObject is created all relevant data is collected from the CopperCore

3 Java Message Service(JMS) http://java.sun.com/products/jms
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engine and an XML string is constructed. This string is sent by the EventPub-
lisher via a JMS TextMessage to the Remote Control. If a message arrives at
the Remote Control the EventObject is re-constructed by parsing the received
XML string. EventObject is used here as a placeholder for a family of concrete
events like the above mentioned NewActivityEvent. These events are subclasses
of the EventObject as shown in figure 3.

4.2 Remote Control

The Remote Control is the intermediate device between the learning process man-
agement and the collaborative applications. It should be able to run either with-
out human interaction, monitored and operated by a pedagogic (computer) agent
or operated by a human. Both types of actors shall be enabled to interact with
the learners through the connected LSEs. Concerning the idea of using IMS LD
documents to scaffold the learning process we wanted to provide an intuitive and
easy-to-use (teacher) interface to configure the LDE (i.e. manage learning scripts,
create users, assign them as appropriate etc.). Since the Reload LD Player already
has a quite intuitive UT and supports to start the CopperCore server we used this
application as a starting point to add some functionality. First of all the user man-
agement has to combine the internal users of the CopperCore engine and the users

LDE
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A N IMS/LD I~

uses -

1 ' CopperCore
I.tanslaluj Extension
ranslates
F 3
Cool Modes Translator
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\ - Adaption of Voting Flugin

RELOAD
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Manipulates properties
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Fig. 4. Overview of the Remote Control implementation
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sitting in front of the LSEs. The Remote Control maps the Copper Core’s partic-
ipants to the users of the learning environments.In our example the information
about the LSE users is provided by the MatchMaker [23] server that is used as a
collaboration server for the Cool Modes and FreeStyler environment.

The assignment of users to units of learning can either be done by humans
like it was already possible in the original Reload LD Player or by an agent
which notices new users and assigns them automatically to a script and starts it
afterwards. The human actor on the one hand has the option to create users and
assign them from the beginning (e.g. while preparing a lecture) and on the other
hand he can wait for the users to start their LSEs, so they will automatically
show up in the Remote Control and assign them to an specific script on the fly.

4.3 Application Specific Extensions

As stated above our goal is to support a wide range of existing applications,
so we specified Translators which shall be loosely attached to each LSE. Those
classes that ”translate” the command primitives sent by the remote control to
applications specific events or method calls implement the specified Transla-
tor interface. These classes are also responsible to ”translate” the application
specific results to primitives the remote control can handle. Depending on the
specific LSE this can be done with more or less effort. In general we think that
applications that support collaborative learning should be easily adaptable to
be remotely controlled, because in most cases there already are events to be
distributed among other clients of the LSE. In our example the Translator can
act as an additional client in the collaborative environment. If it is possible to
implement the translator as such a way, the LSEs do not have to know anything
about the whole learning process and just react to the instructions of the Remote
Control, which are again based on the Learning Design engine. So the Translator
acts like a tutoring agent.

Fig. 5. The Cool Modes learning environment before (left) and after (right) transmis-
sion of the communication primitive ” ShowWorkspace for VotingPhase” from Copper-
Core Engine. In the right part the voting plugin was added (small icon in top right
corner) and an additional window appeared to conduct the voting.
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For example during a collaboration session with the goal to model a stochas-
tic experiment (see figure 5) the participants indicate that they do not want to
change the model anymore. The users’ indication is sent to the CopperCore en-
gine via the Cool Modes translator and the Remote Control. The learning design
script changes its states and tells the Remote Control to start a voting activ-
ity. In turn the Remote Control distributes a Show workspace for voting phase

<imsld:play identifier="PLAY-1" isvisible="true"> ...
<imsld:act identifier="Act-1"> <imsld:title>Model a Coin Experiment</imsld:title>
<imsld:role-part identifier="RP-1-1">...
<imsld:activity-structure-ref ref="LA-Modelling"/>
</imsld:role-part>

<imsld:role-part identifier="RP-1-2">...
<imsld:learning-activity-ref ref="LA-Further-Modelling"/>
</imsld:role-part>

<imsld:role-part identifier="RP-1-3"> ...
<imsld:learning-activity-ref ref="LA-Presentation"/>
</imsld:role-part>

<imsld:complete-act>
<imsld:when-role-part-completed ref="RP-1-3" />
</imsld:complete-act>
</imsld:act>

<imsld:complete-play>
<imsld:when-last-act-completed />
</imsld:complete-play>
</imsld:play> <imsld:conditions>
<imsld:if>
<imsld:is>
<imsld:property-ref ref="P-Voting"/>
<imsld:property-value>true</imsld:property-value>
</imsld:is>
</imsld:if>

<imsld:then>
<imsld:hide>
<imsld:learning-activity-ref ref="LA-Further-Modelling"/>
</imsld:hide>
<imsld:show>
<imsld:learning-activity-ref ref="LA-Presentation"/>
</imsld:show>
</imsld:then>

<imsld:else>
<imsld:show>
<imsld:learning-activity-ref ref="LA-Further-Modelling"/>
</imsld:show>
<imsld:hide>
<imsld:learning-activity-ref ref="LA-Presentation"/>
</imsld:hide>
</imsld:else>

</imsld:conditions>

</imsld:method>

Fig. 6. IMS LD Play used in the example script - Note that 3 Role Parts are needed
since IMS LD does not allow to switch forth and back between acts
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command primitive. The Translator translates this primitive application specific
commands for the creation of a new window containing a voting opportunity.

While the availability of a voting option is quite wide spread and therefore
reasonable to be taken as a command primitive the concrete implementation
of the voting is application specific. So every LSE has to use its own means
to enable the students to give their vote. This so called VotingService enables
the user to choose between different options which in turn affect the learn flow
of the IMS LD play. Technically the voting results returned by the Translators
are stored in IMS properties. This enables their use as variables that determine
the further steps in Copper Core’s learning script. This technique can easily be
adopted for other activities like evaluation of tests etc.

To conclude this section we describe the IMS LD script, which was used to
control the above mentioned process. The IMS LD document consists of a one
acted play structured in three Role-Parts, whereas one Role-Part (RP-1-2) can
be skipped by the users based on their decision in a voting (cf. figure 6).

Each voting has a title containing the question and at least two options to
select from. The options again have a title, refer to an IMS LD property and
indicate to what value this property should be set, if this option is the result.
Furthermore the attribute voting-type indicates whether this service is scripted
or unscripted. A scripted voting service results in getting configured and placed
for the user ready to use, in contrast to an unscripted voting service which just
indicates the user has the optional ability to configure his own voting. In Cool
Modes the latter will result in the Voting Plugin getting loaded and in case of a
scripted voting event a voting node provided by this plugin will get placed on a
shared workspace.

In this case, the environment shown in figure 7 consisting of a voting service
is referenced in a learning activity. Thus the learners have the ability to vote if
their model needs further work or whether it’s already correct and the next mod-
elling phase should be skipped. This works by using IMS LD Level B conditions
and showing or hiding the relevant activity based on the value of the property
P-Voting.

<imsld:environment identifier="LD-Environment1">
<imsld:title>Modelling Environment</imsld:title>
<imsld:service identifier="LD-Servicel">
<imsld-ext:voting identifier="LD-Votingl" voting-type="scripted">
<imsld:title>Is this model correct?</imsld:title>
<imsld-ext:choice identifier="LD-Coicel" property-ref="P-Voting">
<imsld:title>Yes</imsld:title>
<imsld:property-value>1</imsld:property-value> </imsld-ext:choice>
<imsld-ext:choice identifier="LD-Choice2" property-ref="P-Voting">
<imsld:title>No incomplete</imsld:title>
<imsld:property-value>2</imsld:property-value> </imsld-ext:choice>
<imsld-ext:choice identifier="LD-Choice3" property-ref="P-Voting">
<imsld:title>No incorrect</imsld:title>
<imsld:property-value>3</imsld:property-value> </imsld-ext:choice>
</imsld-ext:voting>
</imsld:service>
</imsld:environment>

Fig. 7. Environment with a voting service used in the example script
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5 Conclusion

We have presented a flexible architecture to combine Learning Support Environ-
ments with Computer Supported Collaborative Scripting approaches. This was
done because we think that the ideas of scripts should be transferred to well
elaborated learning environments which have been developed in recent years.
The idea is to combine the flexibility of learning scripts, which can be adapted
to different learning groups and tasks, with the often task-oriented and domain
specific ITS systems. Since the already present systems shall not be rewritten
we decided to use a loosely coupled approach that allows to be adjusted for
different learning support environments on the one hand and on the other hand
different scaffolding agents to be applied. We proved our conceptual ideas by
presenting the current prototypical implementation of the proposed architecture
using the CopperCore engine and the Cool Modes learning environment. For
the specification of the learning processes the Learning Design Standard is used
with no limitations on the tools used to create the LD documents. Currently we
are working on means for graphical group formation to ease the effort for teach-
ers. For this we plan to use the SessionManager [22]. This solves the matter for
human agents. Another open question is the definition of an automatic mecha-
nism for group formation in IMS LD scripts. Currently groups are not explicitly
contained in the specification, yet there are some workarounds discussed in the
literature such as in [24] where groups are represented by specific roles. So either
substitutes have to be found or new constructs have to be introduced. Following
our principle of being as little intrusive as possible, we prefer to extend existing
constructs in a way that they conform to the syntax specification of standard
IMS LD and support the semantics needed for automatic group formation.

The second line of research we plan to pursue is the transfer of the approach
to other collaborative applications with the final goal to create scripted applica-
tions which enable the learning designers to specify the interoperability between
application rather than programming it. Given this it will be possible to use one
learning flow for more than one learning environment at the same time. That
means the script (agent, tutor) can be used for other collaborative learning envi-
ronments, enabling students using different learning environments to collaborate
with each other.

6 Outlook

With respect to the practical use of our architecture we are currently working
on the implementation of more complex learning processes, such as scientific in-
quiry learning [25]. These processes consist of several phases, such as hypothesis
generation, experimentation/simulation, evaluation, and potentially several cy-
cles through these phases. Resources and artefacts that have been available resp.
produced in earlier phases, should be available for the learners at later stages
to reflect on it and improve their hypotheses in the next cycle. Here it becomes
obvious that resources and objects need references through which they can be
adressed to be used in multiple phases and cycles of the learning process.
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Because the artefacts within the learning process, such as a simulation model
created by the student, can change over time, they have to be available both for
the LDE and the LSE: the LDE has to initiate the re-appearance of the object
in the LSE according to the description of the learning process, while the LSE
potentially has to change the content of the object, when the student modifies
it in the learning process.

To achieve this flexible use of learning objects in different phases and cycles
we chose to represent each re-usable object as a global personal property in the
LD description. The property is globally defined, because while the initial state
of the property can be set in the LD document, the external LSE can manipulate
the content during the learning process via the URI the property is associated
with. A personal property is required here, because every student involved in
the learning process might possess an individual version of the artefact, e.g. the
simulation model that should be produced in the inquiry process.
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Abstract. This paper argues that one reason for the success of collaborative
problem solving where individual attempts failed is the polyphonic character of
work in small groups. Polyphony, a concept taken from music, may occur in
chats for problem solving, transforming dialog into a “thinking device”:
Different voices jointly construct a melody (story, or solution) and other voices
adopt differential positions, identifying dissonances (unsound, rickety stories or
solutions). This polyphonic interplay may eventually make clear the correct
(“sound”) construction. The paper illustrates the polyphonic character of
collaborative problem solving using chats. It also proposes prototyped software
tools for facilitating polyphony in chats.

1 Introduction

This paper is considering the role of polyphonic inter-animation of multiple voices in
collaborative learning. Inspired by the work of Mikhail Bakhtin, this idea shed new
light on the dialogic nature of discourse in human language. It would also have
consequences for the design of collaborative learning environments.

In polyphony, several voices jointly construct a melody (or a story, or a potential
solution in the textual-chat case) while other voices situate themselves on a
differential position, identifying dissonances (unsound, rickety stories or solutions).
This polyphonic game may eventually make clear the correct, sound solution.

The ideas are exemplified with chat excerpts for collaborative learning of
mathematics problem solving, investigated in the Virtual Math Teams (VMT) project
at Math Forum @ Drexel University. Inter-animation patterns in two dimensions were
discovered: longitudinal (chronologically sequential) and vertical, towards two
opposite trends: unity vs. difference. We consider that even individual thinking is also
an implicit collaborative (dialogic) process that involves multiple voices. However,
actual collaborations, in small groups of different personalities empower the dialogic
process.
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An environment for collaborative learning (that may be seen also as a groupware)
based on the polyphonic inter-animation principles is introduced. Several modules are
already implemented while others are in a final stage.

The paper continues by introducing discourse, the dialogic theory of Mikhail
Bakhtin and polyphony. The next section of the paper introduces Computer-
Supported Collaborative Learning (CSCL) and analyses the polyphonic welding of
longitudinal-vertical unity-difference dimensions. Software tools that support the
polyphonic inter-animation are presented in the fourth section. The paper ends with
conclusions and references.

2 Discourse, Dialogic and Polyphony

Learning may be seen as directly related to discourse building, as Sfard remarked:
“rather than speaking about ‘acquisition of knowledge,” many people prefer to view
learning as becoming a participant in a certain discourse” [11]. Koschmann [5]
emphasized the social dimension of learning and discourse, quoting Deborah Hicks
[4]: "Learning occurs as the co-construction (or reconstruction) of social meanings
from within the parameters of emergent, socially negotiated, and discursive activity"
(p. 136).

The above ideas follow the socio-cultural learning paradigm initiated by Vygotsky.
He has a permanently increasing influence on learning theories, stating that learning is
a social process, mediated by specific tools, in which symbols and especially human
language plays a central role [15]. However, he did not investigated in more detail
how the language and discourse are actually used in collaborative activities. It is the
merit of Mikhail Bakhtin to propose a sound theory of how meaning is socially
constructed.

Mikhail Mikhailovici Bakhtin extended Vygotsky’s ideas in the direction of
considering the role of language and discourse, with emphasis on speech and dialog.
Bakhtin raises the idea of dialogism to a fundamental philosophical category,
dialogistics. For example, Voloshinov (a member of Bakhtin’s circle who, according
to many opinions, signed a book written by his more famous friend because the
former has an interdiction to publish during Stalin regime) said: “... Any true
understanding is dialogic in nature. Understanding is to utterance as one line of
dialogue is to the next” [14]. This is in consonance with Lotman’s conception of text
as a ,thinking device” [17], determining that: “The semantic structure of an internally
persuasive discourse is not finite, it is open; in each of the new contexts that dialogize
it, this discourse is able to reveal ever new ways to mean” [1].

Any discourse may be seen as an intertwining of at least two threads belonging to
dialoguing voices. Even if we consider an essay, a novel or even a scientific paper,
discourse should be considered implying not only the voice of the author. The
potential listener has an, at least, as important role. The author makes a thread of
ideas, a narrative. Meanwhile, in parallel to it, he must take into account the potential
flaws of his discourse; he must see it as an utterance that can be argued by the
listener. In this idea, discourse is similar to dialog and to music polyphony (in fact, it
should not be a surprise that different art genres like music, literature and
conversation have similar features), where different voices interanimate.
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Discursive voices weave sometimes in a polyphonic texture, feature which Mikhail
Bakhtin admired so much in Dostoyevsky’s novels. They are characterized by
Bakhtin as “a plurality of independent and unmerged voices and consciousnesses” [2].
However, polyphony is not only a randomly overlay of voices. It has also musicality;
it is in fact one of the most complex types of musical compositions, exemplified by
the complex contrapuntal fugues of Johann Sebastian Bach. “When there is more than
one independent melodic line happening at the same time in a piece of music, we say
that the music is contrapuntal. The independent melodic lines are called counterpoint.
The music that is made up of counterpoint can also be called polyphony, or one can
say that the music is polyphonic or speak of the polyphonic texture of the music.” [7].

In polyphonic music, the melodic, linear dimension is not disturbing the
differential, vertical harmony. Moreover, for example, in Bach’s fugues, the voices
inter-animate each other. The main theme is introduced by a voice, reformulated by
the others, even contradicted sometimes (e.g. inverted) but all the voices keep a
vertical harmony in their diversity.

Starting from Bakhtin’s ideas, we extend these ideas to collaborative learning.
Therefore, we will further describe how polyphony may arise in collaborative
learning and we will propose ways of supporting it in learning environments.

3 The Polyphony of Problem Solving Chats

3.1 Collaborative Learning in Virtual Math Teams

Computer and communication technologies offer now new possibilities for
collaboration, by virtualizing classroom group interaction. New types of artifacts like
hypertext, the World Wide Web, chats or forums of discussions, are changing the
classical learning scenarios. In addition to classical sheets of paper or blackboards for
drawing diagrams and writing formulas and sequences of problem solving steps,
computer animations, simulations or even virtual participants in the dialog (artificial
agents) may be used now for collaboration. It is extremely important to analyze the
particularities of discourse in this new context. A good example is the fact that in
chats we can much more easily use a multiple threaded discourse, similar to
contrapuntus in classical music than in face-to-face conversations.

The (VMT) research program investigates the innovative use of online
collaborative environments to support effective K-12 mathematics learning as part of
the research and development activities of the Math Forum (mathforum.org) at Drexel
University. VMT extends the Math Forum’s “Problem of the Week (PoW)” service
by bringing together groups of 3 to 5 students in grades 6" to 11" to collaborate
online in discussing and solving non-routine mathematical problems. Currently,
participants interact using a computer-supported collaborative learning environment,
which combines quasi-synchronous text-based communication (e.g. chat) and a
shared whiteboard among other interaction tools.

At the core of VMT research is the premise that primarily, group knowledge arises
in discourse and is preserved in linguistic artefacts whose meaning is co-constructed
within group processes [10]. Key issues addressed by the VMT include the design
challenge of structuring the online collaborative experience in a meaningful and
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engaging way, and the methodological challenge of finding appropriate
methodological approaches to study the forms of collaboration and reasoning that take
place.

3.2 Polyphonic Inter-animation in Chats

Let us consider the following problem:

Three years ago, men made up two out of every three
internet users in America. Today the ratio of male to
female users is about 1 to 1. In that time the number
of American females using the internet has grown by
30,000,000, while the number of males who use the
internet has grown by 100%. By how much has the total
internet-user population increased in America in the
past three years? (A) 50,000,000 (B) 60,000,000 (C)
80,000,000 (D) 100,000,000 (E) 200,000,000

This problem was one of an eleven problems set that were used for an experiment
in which a group of students had to solve first individually and after that
collaboratively, using chat. It was one of the two that were not solved individually by
any students but it was solved collaboratively.

Let us now consider a chat excerpt that includes the main utterances that

contributed to the finding of the solution (see figure 1).

350Mic how do we do this..
351 Mic Without knowing the totalnumb er
352 Mic of internet users?

337 Dan it all com es from the 30000000
358Mic did u get something for 107

359 Dan we already know

360 Mic 30000000 is the number of increase in
american females

361 Mic and since the ratio of male to female
362 Micislto 1

363 Mic thats all i got to give. Someone finish it
364 Mic Haha

2635 Cosi haha you jackass

366 Mic Haha

367 Dan Hahaha

368Micu allthoughtiwas gonna figure it out
didn’t

369 Mic U

370Mic huh?

371 Hal it w ould be 60.000_000

372 Mic Hal

373Micitsallu

374 Mic See

375Mic i helped

276 Cosiok so what's 11 — just guess on i0

386 Mic lets get back to 5

287 Cosiithink it's more than 60,00000

388 Mic way to complicate things

289 Cosi haha sorry

390 M ic life was good until you said that
391 Mic :(

392 Cosi they cant get higher equally and
even out to a i to I ratio

3932 Cosioh no wait, less than that

294 Cosi 50000000

295 Cosiyeah, it's that

296 Cosi im pretty sure

397 Mic Haha

398 Mic how ?

299 Cosi because the women pop had to grow
more than the men in order to even out

400 Cosiso the men cant be egqual (30)

401 Mic oh wow...

402 Mic i totally skipped the first sentencw e
403 Cosi thergfore, the 30,000,000 is the only
workable answer

404 Dan very smart

403 CosiDamn im good

Fig. 1. An excerpt illustrating the collaborative solution construction

Discourse begins with Dan’s idea of starting from the 30000000 number specified
in the problem statement (line 357). It continues with Mic’s problem solving
buffoonery (lines 360-364, 366 and 368-370), remarked by Cosi (line 365) and Dan
(line 367): Mic seems to start writing a reasoning but he only fakes, writing fragments
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of the problem statement linked by a typical phrase “... and since ... ”. However, this
fake discourse fragment seems to belong to a mathematics speech genre and, even
being a pastiche, is continued by Hal which extrapolates the 1:1 ratio from the present
(as stated in problem) to the whole 3 years and advances 60000000 as a solution (line
371).

Mic continues the buffoonery (lines 372-375). After about one minute, Cosi’s
(incorrect) utterance “i think it's more than 60,00000” appears as a critique or as an
intuition of something wrong, of some kind of an “unsuccessful story”. Nevertheless,
after less than another minute, she realizes that her own supposition is wrong because
the ratio cannot be 1:1 or bigger.

The collaborative discourse enabled Cosi to solve the problem. She didn’t solve it
in the first phase, when they had to solve it individually. However, when she listened
to the discourse proposing a solution (correct in the case of Dan’s beginning proposal,
fake at Mic and wrong at Hal), she felt the need to put herself on a different position.
Therefore, the discourse acted as a tool, as an artifact that enabled Cosi to find the
correct answer.

Discourse in chat collaborative problem solving has an obvious sequential,
longitudinal, time-driven structure in which the listeners are permanently situated and
in which they emit their utterances in a threaded manner. In parallel with this linear
threading dimension, the participants situate themselves meanwhile also on a critical,
transversal (or differential) position. For example, in the excerpt considered in this
section, Dan’s theme was continued by Mic’s buffoonery, continued itself by Hal and
then contradicted by a first theme of Cosi that was eventually totally changed, in its
opposite. We could say that the critique of Cosi appeared as a need to bring the
harmony of a correct solution.

In this longitudinal-transversal space, voices behave in an unity-difference manner.
This phenomenon is not specific solely to chats. It appears also to polyphonic music:
“The deconstructivist attack (...) — according to which only the difference between
difference and unity as an emphatic difference (and not as a return to unity) can act as
the basis of a differential theory (which dialectic merely claims to be) — is the
methodical point of departure for the distinction between polyphony and non-
polyphony.” [6].

The unity and difference trends take different shapes in chat problem solving. We
can include in the unity category cumulative talk [8] or collaborative utterances [9],
repetitions [12], socialization or jokes. For example, many times participants in chats
feel the need to joke, probably in the need to establish a closer relation with other
participants, in order to establish a group flow state [3]. In fact, in all the chats we
examined there is a preliminary socialization phase, inter-animation appearing not
immediately after the beginning of chats.

4 Groupware for Polyphonic Inter-animation

Difference making has a crucial role in chats for collaborative learning, role which
may be best understood from a polyphonic, musical perspective. The possibility of
contemplating (listening), from a critical position, the ideas (melodies) of other
peoples and entering into an argumentation (polyphony of voices), enhance problem
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solving and enables learning through a trial-error process. Such processes appear also
in individual problem solving (we can say that thinking is also including multiple
inner voices) but the presence of multiple participants enhance both the possibility of
developing multiple threads and, meanwhile, of differences identification. The inter-
animation of the multiple perspectives of the participants, the opposition as result of
contemplation and the presence of a third opinion in case of conflict, and sometimes
the synthesis it brings are a better asset to success than a multi-voiced discourse
performed by an individual (as inner thinking), that is inherently much less critique.

Evidence that participants permanently keep a differential position is also provided
by the statistics of personal pronouns usage in chat sessions. For example, in a corpus
of chats recorded in May 2005, “T” was used 727 times, much more than the usage of
“we”, with 472 occurrences. First person “me” was used 84 times comparing to “us”,
used only 34 times. However, the second person addressing is very well represented
by 947 uses of “you”.

that should be toloen nte accourt, c.g- i prfiers
117:36:43) UsearZ wes_ and in the end we could say that we agres or deaprove the oroposed meeting

E5lgnppus- If

3) Userd- Untd now, there are toals used just for publistung and shanng each one’s calendar
15} User. Fer axample, | can make & plen fime management] for the whale wesk

has to propes &

—
o
o

§Rgeghct

7:!5' 1:w.u’dhmmﬂmhammmh Amstyse line
Threshoid Userance imponance (1000-2000_ cefauh 1400)

(17:28:2%) Usar]- 5o ket takc tnday about Tacines useful N SURPOMmng cisrbursd Seam wank Lsng Just 1eat (£hat - no audo o widea)
(17:34:35) UserZ- can we publish our schedules so other pecple can see # before proposing & new mecting?

(1735055 User ]y, and the compuber could saarch for & meeting bme scoaptable for sl

(17:47:38) Usar1- sa i we have decidad to maks a conflersnce, agreed on a speclic moment. we should decids the way will oing lo do

Fig. 2. A summarization module that offers an abstraction of the flow of main ideas

A natural consequence of the theoretical considerations discussed above is the need
for a software support for small groups that facilitates polyphonic development. Such
a groupware, named “POLYPHONY”, is now under development. The system is built
around a chat system, which has some additional modules, not present in usual instant
messaging. These modules offer abstractions of the ongoing chat, in the idea of
making clear the flow of ideas and the other “voices” (the melody) and, the most
important, to induce polyphonic, differential ideas .
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In figure 2, a snapshot of one of the first implemented modules, the summarizer, is
illustrated. This module builds a summary using natural language processing and
heuristics, It automatically assigns an importance score to each utterance, and selects
the most important utterances. Summarization is important in chats because knowing
what came before, starting from clear summaries would help people to respond, to
carry on the “melody” and to contribute to the polyphony with a personal, differential
voice.

In addition to the summarization module, other facilities for chats, based on natural
language processing are developed in POLYPHONY. They abstract and display facts
about each participant, for example, the emotional state, the degree of relevance of the
utterances of each participant. A module for speech acts identification has been
already implemented [13]. The goals aimed by these modules are to induce self-
reflection and images about the others, to facilitate inter-animation, and finally to
encourage multiple voices to enter into a polyphonic framework.

5 Conclusions

Discourse in chats implies an inter-animation of multiple voices along two
dimensions, the sequential, utterance threading and the transversal, differential one.
These two dimensions correspond to a unity-difference (or centrifugal-centripetal,
[1]) basic feature of polyphony. The unity directed dimension is achieved at diverse
discourse levels by repetitions, collaborative utterances, socializing and negotiation
discourse segments.

The second, differential dimension could be better understood if we consider
discourse as an artifact that, taking into account that every participant in collaborative
activities has a distinct personality, is a source of a critical, differential attitude. Even
if individual, inner discourse may be multi-voiced, difference and critique are
empowered in collaborative contexts, in a community of different personalities.

A consequence of the sequential-differential perspective for the design of CSCL
environments is that they must facilitate inter-animation not only on the longitudinal
dimension, through threading but also the transversal, differential, critical dimension.
Tools that may enter in this category should be able to provide abstractions or
summarizations of previous discourse, in order to facilitate differential position
taking. They should also allow the participants to emphasize the different proposed
themes and to relate them in threads, polyphonically.

Wegerif also advocates the use of a dialogic framework for teaching thinking skills
by inter-animation: “meaning-making requires the inter-animation of more than one
perspective® [16]. He proposes also that questions like ‘““what do you think?’ and
‘why do you think that ?” in the right place can have a profound effect on learning”
[16]. However, he did not remark the polyphonic feature of inter-animation.
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Abstract. During computer-mediated synchronous collaboration there is need
for supporting reflection of the partners involved. In this paper we study
techniques for determining the state of an evolving collaborative process, while
the activity is in progress, making the users aware of this state. For this reason,
a State of Collaboration (SoC) indicator has been defined, which is calculated
using a combination of machine-learning and statistical techniques. Subse-
quently a study was performed during which SoC was presented to a number of
groups of collaborating partners engaged in problem-solving activities. It was
found that this group awareness mechanism influenced in a significant way the
behavior of the groups in which it was used. This study has wider implications
to the design of groupware and in particular towards gaining an insight into the
effect of group awareness mechanisms on computer-mediated collaborative
learning.

Keywords: collaborative problem solving, small group interaction, synchronous
collaboration, computer supported collaborative learning, interaction analysis.

1 Introduction

Socially inspired theories, supported by the growing development of network and
collaborative technology and increased connectivity, have advanced interest on
computer-based collaborative problem solving environments. These theories usually
influence our considerations on effectiveness of the collaborative problem solving
process, as well as the design of the collaboration-support tools involved. While most
research and development of collaboration support technology has been directed
towards asynchronous collaboration settings, in which usually large numbers of partners
are engaged, there is a growing interest in supporting synchronous interaction in which
usually small groups of actors are involved (e.g. 2 to 5 partners). In a recent outlook of
the Computer-Supported Collaborative Learning field, Stahl [1] suggests that
collaborative learning should be primarily studied at the small group unit of analysis
where contributions coming from individual interpretive perspectives are interwoven
into group cognition. There seem to be some benefits in this kind of group activity when
it is computer-mediated. In cases of problem solving in rich and critical conceptual
domains it appears that computer supported collaboration could be significantly
effective: For activities aiming at conceptual development, communication in written
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forms combined with communication through graphical representations, seems to be
more effective than face to face interaction alone because it requires a more extensive
thinking process [4]. The need to externalize one’s own thoughts, in a written or a
graphical way, could have significant effects, especially when the learning activity
implies rich conceptual knowledge that is under development.

In many of these environments, when actors interact in a synchronous collaborative
mode, they work in a shared workspace while they communicate using written
dialogue often in combination with gestures in the shared workspace that can take the
form of sticky notes and tele-pointer operations. Additional affordances of these
environments contribute further towards enriched collaborative experience. For
instance the substantiation of communication and interaction, which takes the form of
a history log, can be used for supporting supervisor’ tasks and actors’ reflection and
self-awareness. In Computer Supported Collaborative Learning activities, the state of
evolving knowledge must be continually displayed by the collaboration participants
with each other [6], thus history logs provide a treasury of information directly related
to knowledge building.

The paper first presents the Synergo environment, and then describes run-time
support features for building awareness at group level, illustrating their usage with the
example of some vaidation studies.

2 The Synergo Environment

This section presents the Synergo environment from two standpoints. First, in section
2.1 the diagram building tool for supporting collaboration among students is
discussed, followed by an introduction to analysis tools that aid students’ reflection.

2.1 Synergo’s Diagram Building Tool

Synergo (www.synergo.gr) supports synchronous collaborative building of diagram-
matic representations by small groups of students.

The environment has been used in Secondary and Higher education settings for
teaching computer science and other subjects. The typical client view of Synergo is
shown in Fig. 1, which includes a snapshot of a concept mapping activity. Synergo
supports building of different kinds of diagrams. It contains libraries for building
flowcharts, entity-relationship diagrams, concept maps, data flow diagrams etc. On
the left-hand side column of Fig. 1, libraries of primitive objects are shown. The
activity is monitored and logfiles are generated and made available for inspection by
the users or supervisors. On the right hand side the group coordination panel and the
chat window is shown. Different color codes are used to represent the group members
in the chat window, while various attempts have been made to represent the state of
the peers during interaction. In the following sections some of these group awareness
mechanisms are described.

Examples of use of Synergo in authentic educational conditions include collabo-
rative building of algorithm flowcharts by large number of students in a distance
learning course of the Hellenic Open University [7], class activities in the frame of an
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introductory to computing course in a High school [8], collaborative problem solving
of distant groups across two Universities [9].
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Fig. 1. The Synergo environment: client user interface

2.2 Synergo Analysis Toolkit

An additional feature of Synergo is its inherent support for analysis and supervision of
the activity. So a set of analysis and supervision tools is included in the environment,
typically in enabled client nodes, called Teacher nodes. These are mainly used by the
teachers and researchers, while limited versions of the tools may be used in some
cases by students as meta-cognitive aids. For instance, the student version of these
tools permit playback of the so far activity while problem solving is in progress.

The main functionality of the Analysis tool is the presentation and processing of
logfiles which have been produced during group activities. These logfiles contain
actions and exchanged messages of group members, in sequential order. An extract of
a logfile is shown in Fig. 2. The logfile is based on the same format of the exchanged
control and chat messages and is stored in XML form. This file can be viewed,
commended and annotated by a researcher using an adequate analysis framework, as
discussed by Avouris in [10]. A related functionality of the analysis tool is its
capability of post reproduction of the modeling activity, using the logfile, in a step-
by-step or continuous way using the playback tool. Further annotation of activity logs
through this playback tool can also be done, as discussed in more detail in [11].

The annotated or original history logfiles contain references to the objects involved
in the developed activity, by their unique identifier GUID. So if an entity X is used by
a logfile L and is not available in the local libraries, the analyst needs to search and
download the related entities in order to be able to playback the model and reproduce
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accurately the activity. In case of missing entities the environment will reproduce
them by a default entity with no behavior or iconic representation associated. This
decision to disentangle, the logfiles from the often heavy structures associated with
model entities is made in order to keep the history logfiles small in size and facilitate
their easy exchange and storing. The logfiles can be stored and exchanged in various
formats including XML and the tools are based on a database of logfiles, which serve
for studies of modeling activities. The format of logfile data is compliant to a
proposed model for interoperability of CSCL-related log data described in [2].

1) 00:48:55 Userl Request Key

2) 00:49:05 User2 Accept To Give The Key

3) 00:49:12 Userl Chat “I asked for the key

4) 00:49:20 Userl Chat “ok I got it”

5) 00:49:26 Userl Rename Object Ellipse 1 from END USER to END USER #2 (A2412)

6) 00:51:06 Userl Chat “Get the key and change all relations with those connected to LANS”
7) 00:52:05 User2 Chat “OK”

8) 00:52:08 User2 Request Key

9) 00:52:13 Userl Accept To Give The Key

Fig. 2. Extract of a history logfile from collaborative problem solving

3 Run Time Support at Group Level: Building Awareness
Mechanisms

One key feature of the presented environment is the support provided at run time to
the collaborating partners through a view of the state of evolution of the collaborative
activity. Based on the fact that the activity is logged at both the client and the server
nodes, some abstract representations of the activity have been defined with the
objective to feed them back to the group members in order to increase group
awareness and motivate meta-cognitive processes for self-regulation. In this section a
mathematical model of collaboration is presented, reflecting the symmetry of
participation in dialogue and solution building of the group members. In the following
section 4 a new approach, based on data mining of historical data is proposed.

3.1 Modeling Collaborative Activity

In this section the key parameters are described through which collaborative problem
solving activity can be modeled in Synergo. In typical problem solving scenarios,
dialogue and action are interleaved supporting each-other. So the activity is based on
both direct communication acts (e.g. chat messages) and indirect communication
through operations in the shared workspace.

This activity can be modeled according to the following four dimensions:

— The time dimension ¢ : (when the action is taking place)
— The actors’ dimension: A = {Al, Az,,,,,Ak} (who is acting)

The objects’ dimension: 0:{()1,02,,,_,0[} (the object of action in shared space):

The typology of events dimension: Ty (what is the type of action ).
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This latter dimension leads to interpretation of the activity that takes place. It is
assumed that there is an existing analytical framework, which defines this typology
Ty. If r is the finite number of expected event types, then we define a set
Ty ={T,.T,...,T,} as the analytical framework of the study. Ty can be defined by the

framework user.

Using the above four dimensions we can describe any given activity as a set of
discrete non-trivial events produced by the actors, contained in the logfile. These
define an ordered set of m events E :{EI,Ez,...,Em}. Each one of these events is

related to meaningful actions of the actors who interact with objects of set O
incrementally contributing to the problem solving activity. Each event is defined as a
tuple E = (tw A A’[OO]’[TT]),' where je[l,m] , t the event timestamp, A the actor
who performed the action of the specific event, O an optional parameter referring to
the object of the specific action and T an optional parameter which interprets the
event according to the analysis framework Ty.

This is a useful general model for logging collaborative activities. Every time an
event is produced by the actors, this is recorded and a history of such events, i.e. an
ordered list of Es can be produced, as a result of such an activity. This record of the
activity can be further annotated by including mental or cognitive operators, as
interpretations of the recorded activity. This model permits further off-line analysis
and interpretation of the activity, while quantitative indices of the activity can be
easily produced at run time, given that some of the Ty annotations can be produced
automatically, by the software itself (e.g. actions of insert, delete, chat, etc.) As a
result visualizations of the progress of problem solving can be generated [14], as
discussed in the next section.

Synergo permits definition of a typology of generated events Ty, and automation of
the task of categorization of observed events (e.g. insertion, modification, deletion of
primitive objects in the workspace and exchange of text messages). The Synergo
environment facilitates the Ty definition process, by allowing association of kinds of
low level software generated events, to event types. So for instance, all the low level
events of type “Change of textual description of concepts” in a concept-mapping tool
are associated to the “Modification” type of action, as shown in figure 3. Every time
an action is recorded, this is automatically categorized according to the analytical
typology defined by the user. Various formal models like OCAF [15] suggest
interpretation of exchanged messages (written dialogues during collaboration by
distance), or recorded oral utterances (during face to face collaboration), in relation to
operations towards “objects” of the activity space, using a language for action
approach [16], defining a unifying framework for analysis of dialogue and action.
However interpretation of dialogue events at run time is not possible, unless the users
themselves classify their exchanged messages through a dialogue annotation scheme.
However this approach has not been used in our case, as we considered that it
imposes a meta-cognitive load to the users and lucks reliability. Instead in the next
section quantitative measures of collaboration are described, using just the
automatically classified events.
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Fig. 3. Definition of an Event Typology scheme Ty: The low level recorded events, generated
by the software (right) are related to event types (left)

3.2 Quantitative Indices of Collaboration

Using the model of activity described above, a number of indices, characterizing the
state of group activity, have been defined. The objective was to calculate them in order
to present them to the group members in a visual form. Some of these indices relate to
the density of occurrence of some specific types of event per time interval t;, e.g.
number of exchanged text messages per ty, number of new objects in the shared space
per ty, etc. These can be calculated at the group level or at the individual partner level.
One other kind of index is related to the degree of symmetry of activity of the
group members. This index describes the relative contribution of the group members
in a specific type of events.
An example of an empirical general index, called Collaboration Factor is described
here. This reflects the symmetry of contribution of actors in the solution, taking into
account the relative weights of actors, objects and types of actions.
If we assume that N events of Actor A concern object O, then the contribution of
Actor A to object O is measured as:

AC,, =W(A)-> W(T;) where W(A) is the relative weight of actor A and W(Ti) is the
i=1

weight of type Ti of event i, that contributed to O history.
The history factor HF of object O, is defined as pp :]_Sl‘dev(AC) , where
o

Mk

HF e[0,1] and M is the mean value of all actors contributions AC for object O. HF

takes value close to 1 when there is symmetrical contribution of all actors in the
history of object O and close to 0 when the object has been discussed and used by
small part of the group.

The collaboration factor of object O is defined subsequently, as

cF, = uF,-w, - 2OE) . CF,e[01]
m

Where W, the relative weight of object O in the model, L(OE,) is the length of action

events of object O and m the total number of action events in E.
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Finally the collaboration factor of the activity CF is defined as the mean value of
all components’ collaboration factors, including the abstract objects, or objects that
were introduced in the solution and later rejected: CFo ,Z:,:CFO' , CFel0,[]

¢

In the formulas of CF defined here, a number of weight factors have been
introduced: W(A) is the weight of actor A, Wo is the relative weight of object O and
W(T) is the relative weight of type T of event. These factors are defined a priori for a
certain kind of activity and reflect the relative importance of the corresponding
entities. So for instance in a problem solving activity the learners’ contributions are
considered more important than those of the tutor, some objects of the problem
representation are more important than others (e.g. an entity is more important than an
attribute in an Entity-Relation Diagram), while some types of events (e.g. insert a new
entity) are more important than others (e.g. modify the description of an existing
entity). It should be observed that all dialogue messages were classified as of T=
Tgialogue Without refining further their typology, as already discussed in the previous
section.

The Collaboration Factor CF, in addition to the other indices introduced here, like
the density of activity of specific type of action events per time unit, can be presented
in visual form to the group members in order to support understanding of the
collaboration dynamics. An example of use of these indices is included in the
following section.

3.3 A Case Study of Calculation and Visualization of Indices of Collaboration

In this section we describe an example of visualization of collaborative activity in the
frame of the Synergo tool from a case study. The activity involved building of a
concept map of an Internet service (an electronic bookshop was the service to be
model by the participants in this case) by small groups of students of an
undergraduate University course, in the frame of one lab session (45°). We focus on
one of these groups made of 4 students in this section. The logfile of the activity of
this specific group was studied using Synergo. More details of this study can be found
in [11]. First the relative weights of the activity types and the actors were defined. In
our case events related to creation and modification of sticky notes are assigned lower
weight (0.3), as they are used for administration purposes and were not related to
problem solving. The actors were all considered of the same weight W(A)=1, while
the objects used (concepts and relations) were also considered of similar importance.
A number of representations were produced using the described model. One
possibility was to show the current value of CF at the side of the workspace Also the
users can choose to playback the activity and produce in numeric and visual form the
evolution of their contribution to the solution and the evolution of the Collaboration
Factor CF. This is shown in figure 4(a), and 4(b). In 4(a) the solution is shown with
associated history of contribution of various actors to the objects. In 4(b) the
evolution of CF with time is shown. This graph provides an indication of the degree
of collaboration of the group of the four students as they are building the e-shop
concept map. From this graph it seems that while for the first period of the activity the
degree of collaboration was high, subsequently the partners became more



On Supporting Users’ Reflection During Small Groups Synchronous Collaboration 147

individualistic, working on parts of the solution, as also shown in the annotated
concept map of fig 4(a). Later on towards the end of the session, there is more
interaction, the final value was CF=0.073.
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Fig. 4. Visualization of (a) annotated solution (b) Evolution of Collaboration Factor, (c-d)
Evolution of Actor activity

Other indices can also be presented, like the density of actors’ activity of various
types. Also the contribution of each actor in the activity can be visualized. In figure
4(c) and 4(d) the actor contribution of “insert object” events and chat messages is
shown. Each line of these diagrams represents one of the four group members. From
this picture, it is deduced that the second actor shows relatively low activity.

4 Support for Group Awareness: A Machine Learning Approach

In addition to the method for calculating and visualizing at run time indices of
collaboration, described in the previous section, a new approach that is based on data
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mining of rich sets of historical logfiles is proposed in this section. The premise of
this approach has been that given a rich set of examples of collaborative situations
that have been evaluated in terms of the collaborative value of the activity, a module
can be trained to be able to classify them accurately enough to be used in the future
for classifying other unknown situations. Through this approach it is expected that
discourse-related characteristics of the activity that were ignored in the previous case,
can be taken into account and a more accurate interpretation of the collaborative
progress is made at run time.

First a number of attributes characterizing given segments of previously recorded
collaborative activities have to be defined. Then adequate data sets should be selected
and effective machine learning algorithms should be used for training classification
algorithms, the performance of which subsequently need to be evaluated and to be
tested in a typical field study. The described process is a typical data mining approach
that has been used often in problems with rich data sets, not solved by analytical or
algorithmic approaches [12]. Our problem appears to have these characteristics. So a
first attempt to use data sets from previous recorded collaborative problem solving
activities in order to train a classifier of collaborative value was made.

We made an assumption that we need to fragment the logfile L of a given activity
in consecutive segments L={S1, S2, ... Sk}, each one of which containing enough
activity in order to be able to establish for the specific segment the quality of
collaboration. The fragmentation criterion was established first as a constant time
slice t. However we soon discovered that the activity often does not evolve with
uniform density with respect to time, so in certain time segments there was enough
activity to establish the quality of collaboration factor while in other segments the
activity was insufficient. So a second fragmentation criterion was used subsequently:
this was the Number of Events (NE) recorded in the events set E. It was decided to set
NE=60 which produced a number of segments k for a given logfile. It is obvious that
there is a tradeoff between the value of NE and the number of segments k that can be
produced from a given logfile of activity, i.e. the higher NE the less number of
segments are deduced. In the following, a sensitive analysis was performed in order to
establish the effect of the value of NE on the performance of collaboration classifiers.
Given a certain segment Si in which NE events have been included, we need to
identify the attributes that would be related to the quality of collaboration. These
attributes should be measurable characteristics of the monitored activity, without
human intervention, as otherwise deduction of the attribute values would be a tedious
process for large data sets.

A set of such attributes was defined and subsequently their predictive power, in
terms of the quality of collaboration was tested. The original set of attributes of a
given segment of collaborative activity is the following:

Total number of exchanged dialogue messages (integer)

Degree of symmetry in participation in dialogue [0..1]

Number of alternations of speaker in dialogue (integer)

Average number of words per dialogue message (integer)

Number of questions in the dialogue - as identified by question mark character
(integer)
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Total number of activity events in the shared workspace (integer)
Degree of symmetry in participation in workspace activity [0..1]
Number of alternations of actor in workspace activity (integer)
Degree of symmetry in object modifications in the workspace [0..1]

From these nine (9) attributes, the first five (5) are related to dialogue while the
other four (4) are related to activity in the shared workspace. A key attribute is the
symmetry of participation of the partners in certain kind of activity, like the dialogue
or the modification of the objects of the workspace. A fully symmetrical activity
(measured as Symmetry=1) is that in which all partners contribute equally in the
activity, while asymmetrical activity (Symmetry=0) is that in which a single partner
dominates the activity and collaboration is doubtful.

The effectiveness of this model was tested using logfiles from a number of distinct
recorded collaborative activities. The main source of data has been the logfiles of
problem solving activities of small groups of students (made of 2 to 3 students) of the
Hellenic Open University and of the University of Patras, engaged in building concept
maps and flow chart diagrams to given problems, using Synergo. Data from 23 such
groups were used. Different segmentation factors NE have been used in these files.
The different values of NE and the corresponding different numbers of segments that
were created in this study are shown in Table 1.

Table 1. Different fragmentation criteria for segment creation

# of events (NE) per
segment # of segments of activity

60 306
80 234
100 188
200 99

For each one of the segments, manual characterization of the quality of
collaboration was qualitatively performed by human evaluators. This was defined
using three quality measures: low collaboration (1), medium collaboration (2) and
high collaboration (3). Subsequently using these data sets, an attribute selection
process was performed in order to establish which of the originally proposed
attributes contributed more effectively towards prediction of the quality of
collaboration. For attribute selection the Correlation based Feature Selection (CFS)
technique was used [13].

As with the most of the feature selection techniques, CFS makes use of a heuristic
algorithm along with a gain function to validate the effectiveness of feature subsets.
This heuristic rule takes into account the usefulness of the independent features to
predict the class feature(s) as well as the level of their correlation. Using this
technique in the four data sets defined according to different values of NE, shown in
Table 1, we established the most effective predictors, shown in Table 2.

Table 2 shows that the attributes that appear in all data sets are: the number of
dialogue messages (2), the number of alternations of speaker in dialogue (4), the
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average message size (5) and the number of actions in the shared workspace (7). From
these four attributes the first three are related to the dialogue and just the fourth one is
related to the activity in the shared activity space.

Table 2. Attribute selection using CFS

NE=60

(2) num_chat

NE=80

(2) num_chat

NE=100

(2) num_chat

NE=200

(2) num_chat

(3)symmetry_chat

(3)symmetry_chat

(4) altern_chat

(4) altern_chat

(4) altern_chat

(4) altern_chat

(5) avg_words

(5) avg_words

(5) avg_words

(5) avg_words

(6) num_quest

(6) num_quest

(6) num_quest

(7) num_draw

(7) num_draw

(7) num_draw

(7) num_draw

A number of alternative classification algorithms were used for building the
classifier of the quality of collaboration (Naive Bayesian Network, Logistic
Regression, Bagging, Decision Trees, Nearest Neighbor). Using the open source data
mining environment WEKA [12] we trained a number of these classifiers that belong
to different categories and use distinct techniques. It is important to note that Synergo
facilitates the export of log file data in the form of tab separated document files that
are easy to handle by tools such as WEKA.

Evaluation of the performance of the produced classifiers was performed using a
10-fold cross validation technique, separating our data set in training and testing data.
In figure 10 the performance of a set of six classifiers in terms of percentage of
correctly classified segments is shown for different values of NE. From this figure it
is deduced that the best performance was achieved in the case of fragmentation factor
NE=60. For this data set all classifiers achieved success rate of over 85%, with best
performance by the Logistic Regression classifier who achieved a performance of
87%. As NE increases, the performance of the classifiers deteriorates with the case of
NE=200, as worse case in which the average performance of the six classifiers was
just over 80%. If we take in consideration the fact that an additional disadvantage of
high values of NE is that it inflicts long waiting times at run time, as a large number
of events should be accumulated before a new value of the factor is calculated, the
conclusion of this part of the study is that the most effective values of the
fragmentation factor NE should be around the lowest value NE=60, while
experimentation with even lower values of NE made the task more difficult and
increased the number of indecisive segments since the number of events was too low
for a clear verdict on collaboration by the human expert.

As a conclusion of this phase of experimentation with building a mechanism for
evaluating the quality of collaboration in the frame of our framework at run time, in
order to use it as a group awareness mechanism, we discovered that this machine
learning approach was effective since the trained classifiers were capable, with
accuracy close to 90%, to classify segments of activity in a qualitative way. It should
however be observed that this second approach produced a qualitative index of group
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collaboration (high, medium, low) contrary to the statistical approach that produced a
more accurate numerical value.

A final attempt was made to use a combination of the two approaches discussed
here, and in section 3. So we built a hybrid collaboration awareness mechanism as a
linear combination of normalized values of the collaboration factor (CF) discussed in
section 3 and the quality of collaboration factor discussed in section 4. The result was
a measure of the state of collaboration (SoC) which was implemented and used in the
frame of a case study discussed in the final section of the paper.
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80 7 Bagging
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—e— RandomForest

Success rate (%)
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Fragmentation factor NE

Fig. 5. Performance for different values of the fragmentation factor

5 Evaluation Study

An evaluation study of the developed group-awareness mechanism was performed
next. The objective of the study was to establish the effect of this mechanism to small
groups of users of Synergo. In the study thirty-three (33) students of the Electrical &
Computer Engineering Department of our University participated. In the context of a
laboratory session of the Human-Computer Interaction course they were asked to
evaluate collaboratively in small groups the usability of a web-based accommodation
booking service of a major international conference. Subsequently they were asked to
build a state transition diagram of the typical user interaction with the system, in
which to associate usability-related comments. The group members interacted
exclusively through the Synergo chat tool and the Synergo shared activity space in
which they built the requested diagram. The students were assigned to 11 groups
made of 3 students each. Six (6) of these groups were provided with the group
awareness collaboration mechanism. The other five (5) groups did not have that
facility.

A comparative qualitative and quantitative evaluation of group interaction of these
two sets of groups was preformed. We measured how symmetrical the interaction of
the group members were in the two sets. The overall measure combined the degree of
symmetry of dialogue events and actions in the shared activity space. This measure
took the values shown in Table 3 for the groups of the study.
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Fig. 6. Typical user workstation during collaborative problem solving

An extract of a typical solution produced by one of the groups is shown in figure 6.
It was found that there is significant difference between the mean value of the two
sets (t-test: p=0,0423<0,05). The mean values of collaboration symmetry are 45% for
set A and 36% for set B, with standard deviation 0.053 and 0.075 correspondingly. So
the activity of the groups of set A who were aware of the collaboration state through

the developed group awareness mechanism was more symmetrical.

Table 3. Group awareness State of Collaboration factor

Set A: Groups with group- Set B: Groups without
awareness mechanism group awareness mechanism

38 % 36 %
41 % 47 %
48 % 34 %
49 % 37 %
52 % 26 %
43%

[Ul] Let us start talking about ourselves in order to
increase the bar to 100%

[U2] U3, you should talk!

[U3] hhhm what to say :)

[Ul] You see it went up to 42% by just doing that
[U3] hey hey hey

[U3] How do we start drawing-?

[U2] As long as you Ul talk, it goes down...

[Ul] OK I will shut up then..

Fig . 7. Example of dialogue extract about the collaboration factor
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In addition, by examining more closely the dialogues in groups of set A it was
found that in four (4) out of the six (6) groups there was an explicit discussion about
the group awareness mechanism.

A side-effect of the group awareness collaboration mechanism was that in some
occasions the partners attempted even to affect explicitly the value of this factor, as in
the extract of figure 7. However this kind of dialogue events accounted for less than
5% of the overall exchanged messages.

Overall the dialogues were focused in the task and the participation of the partners
in the groups of set A was more active and focused than those of set B. The
discussion about the group awareness mechanism took place at the beginning and the
end of the session in all four occasions and it did not affect the problem solving task.
In groups of set B the participation of the partners in the activity was less
symmetrical, due often to the existence of partners of limited contribution to the
activity. This is an incident observed often in groups with more than two partners in
synchronous groupware.

6 Conclusions

Building group reflection mechanisms for groupware systems, like the State of
Collaboration (SoC) factor for the Synergo environment discussed in this paper,
presents difficulties, since these factors are calculated from many diverse indices who
are produced by the dispersed activity of the collaborating community. Use of just
statistical aggregate measures is an approach that has been used effectively in the
past, however there is an increasing need to capture the semantics of the evolving
collaborative process in order to feed them back to the group of the partners providing
them with more realistic group awareness view. Use of machine learning techniques
for this purpose presents great advantages, since these techniques often require much
less data and use less processing power than the statistical techniques, while they are
more flexible in providing qualitative measures of the state of collaboration. However
in order for such techniques to be proven effective, a tedious modeling phase should
proceed followed by a careful training phase of the algorithms. In addition, rich data
sets which depict many examples of collaborative or antagonistic situations should be
used during the data mining process.

An overall conclusion of the study is that group awareness seems to play a
significant role in the group activity, as it is easy to interpret, not requiring high
cognitive load and focusing ability of the partners concerned, as is the case with
individual partners’ awareness mechanisms. Through a single graphic measure or a
plot represents vividly the state of the group. The result in our case study was this
mechanism to cause higher degree of involvement of the individual partners and lead
to improved collaboration.
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Abstract. Interaction analysis (IA) methods and tools aim to enhance collabora-
tion, providing support for basic functions such as awareness, regulation or
evaluation. The importance of these functions depends on the roles played by
the participants in a collaborative experience. For this reason, IA tools need to
recognize the dynamic role transitions that usually occur in authentic learning
settings, as well as to interpret and manage the information needs required by
these changing roles. We are working in the definition, developing and valida-
tion of a conceptual framework for characterizing roles in collaborative learning
contexts that aims at supporting IA tools in achieving these goals. In this paper
we present the main results obtained from an experience that illustrates how this
framework, initially proposed in a previous paper, supports the definition of IA
indicators and values for detecting role transitions in a dynamic way. This ex-
perience is part of a longitudinal validation process of the framework that we
are carrying out in various authentic learning contexts.

1 Introduction

At present, the elaboration of advanced Interaction Analysis (IA) tools and methods
for the study of collaboration is a research priority in the CSCL (Computer Supported
Collaborative Learning) field [1], [2]. IA can support different functions (e.g., aware-
ness, regulation and evaluation) based on the understanding of collaborative proc-
esses. The mentioned functions can be oriented to different types of users, which have
different needs depending on diverse aspects related to the context, the specific task,
the educational level of the participants and the IA purpose. For example, [3] identify
different needs of a teacher in asynchronous and synchronous scenarios, and therefore
suggest different types of support.

Following this idea, in the CSCW (Computer Supported Cooperative Work) field
we can find some proposals of awareness systems that adapt their functionalities to
the different participants’ roles [4], [5]. These approaches consider that the key issue
is to provide exactly the right amount and type of information for a given participant
in a given role performing a given task. From these experiences we can state that TA
tools would benefit from considering these role-based proposals, in order to improve
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the collaborative processes they support. Moreover, in CSCL we can find a number of
works that show how the pre-assignment of appropriate roles to the participants
facilitates their interaction, improving the overall collaborative experience [6], [7].

From the aforementioned works, we can see that it would be very useful to identify
the roles that can appear in collaborative processes and what are their IA needs, i.e.,
the information type and how to present it to these roles. Then, the problem faced in
this paper consists in how to characterize the roles that participate in a collaborative
activity, in order to facilitate the dynamic detection of role transitions during its
development. With this information, an IA tool should be able to adapt its outputs to
the needs of these evolving roles, in an automatic or semiautomatic way.

In a previous paper [8], we presented the outline of a framework for the structured
description and characterization of roles. The framework faces the lack of a common
taxonomy of roles in CSCL and the need of describing dynamic aspects, such as the
mentioned shifts between roles that usually take place in real contexts.

This framework is not a final proposal, and it needs a complete validation process.
The theoretical foundations of CSCL demand the use of authentic learning settings in
order to achieve relevant evaluation results. In this paper we present one of these
validation experiences, which was aimed to assess how the framework supports the
detection of role transitions in a dynamic way. This experience also serves to illustrate
how the framework can be applied to a concrete learning situation.

The rest of the paper is structured as follows: The next section introduces our
proposal of a conceptual framework to describe roles in CSCL contexts. Section 3
presents the experience carried out in order to assess the capability of the framework
to support the dynamic detection of roles and discusses next steps derived from this
experience. The paper finishes presenting the main conclusions and an overview of
our future work plans.

2 A Conceptual Framework for Describing Roles in CSCL

This section introduces the main features of our proposal of a framework for the
structured description of roles, initially presented in [8]. We will focus here on the
main aspects used in the experience presented in the section 3. This framework aims
to enable TA tools to adapt their functionalities to the different roles played by
participants in collaborative activities. This adaptation requires a description of these
roles so that IA tools can interpret and manage computationally this information.

The description of a role in the framework includes four aspects: definition, IA
needs, context of application, as well as indicators and values for detecting it.

The definition of a role includes its name and the description of its function. In this
context, the name is a generic role such as a human, an agent or any combination of
them (e.g. teacher or student) [9], and its description is a characterization of an actor
in terms of activities, duties and responsibilities in the learning activity (e.g.,
facilitator: “a teacher performing a minimal pedagogical intervention in order to
redirect the group work in a productive direction” [10]).

The description of IA needs specifies the IA information required for a role. These
needs involve the purpose (e.g., awareness, regulation or evaluation), information
content (e.g., participatory aspects, such as intra-group collaboration), information
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type (e.g., numerical or graphical), complexity (e.g., elementary or advanced
information) and presentation of information (e.g., bar chart or sociogram), as well as
the timing (frequency) and type of medium which will be used to communicate the
information to the user (e.g., by the teacher in the classroom or by mail).

These requirements are influenced by the context. The description of context
includes diverse aspects collaborative activity such us the scope, that details the
number of participants included in the learning activity (e.g., small group, large
group), the type of environment (e.g., synchronous or asynchronous), the educational
level of the students (e.g., university or K-12 students), the collaborative experience
level of participants (e.g. elementary or expert), the specific collaborative tasks (e.g.,
collaborative edition), and the tools used to develop the activity (e.g. BSCW).

Finally the specification of indicators and values is meant to enable an IA tool to
identify a possible change of role during the activity. Each indicator includes a
specification of its:

= Name: An identification of the indicator, for example “participation rate”.

= Description: It refers to the generic aspect of interaction that it represents and its
relation with the functions of this role.

= Range of values and interpretation: It explains the correspondence between the
different values that the indicator can take and their interpretation with respect to
the described role.

= Relevance rank: It is possible that we need to use more than one indicator. This
aspect states the relevance of the indicator for detecting the role (e.g., some
proportion as 50% or a rank such as first, second...).

= Detecting mode: How and when the indicator is calculated (i.e., directly in a
specific moment, or between milestones).

All these aspects constitute the basis of the framework. However, this is not a final
proposal, but it is under a process of cyclic refinement. As mentioned beforehand, the
complexity of the CSCL domain and the generality of the framework itself, require a
longitudinal study, where the ideas are incrementally applied to authentic learning
scenarios. This way, we plan to assess specific aspects of the framework incur-
porating formative corrections to the proposal that are again assessed during the next
cycle. During this cyclic process, we have already applied the framework to a case
study where we could evaluate the capacity of the framework to successfully adapt
the IA support to different roles, based on the descriptions of these roles made with
the framework [11]. This was a static adaptation, where the roles played by the
participants and their needs were pre-defined before the beginning of the collaborative
activity. In this paper we are focusing on the possibility of identifying role shifts
dynamically, so that an TA tool could adapt its output to these changes during the
activity. We have carried out an experience in an authentic learning scenario to assess
this possibility. Next section presents the results of this experience.

3 An Experience to Assess the Dynamic Detection of Roles

The study described in this section is part of a case study that has been taking place
since February 2005 in the course of “ICT (Information and Communication
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Technologies) applied in Education™ at our University. Besides our goal of using it to
assess the capacity of the framework to support the dynamic identification of role
shifts in a collaborative activity, it also provides an example of the use of the
framework in a concrete situation. Table 1 shows the main characteristics of the
context of this experience, according to the five dimensions defined in the framework:
scope, environment, educational level, experience and tools.

Table 1. Specification of characteristics related with the context of this experience

Dimensions Description
Educational level | University A course of ICT applied in Education
Scope Large group Twenty-six students distributed in three groups
Collaborative Students: None
experience Teacher: Expert
Environment Blended Technology supports in-site or distance activities.
Collaborative S ia [12] This tool provides a workspace for sharing
tools ynergeia documents among all the actors in the course
Theoretical phase Students anal}fzed diverse aspects of the subject
e and elaborate in groups three reports (subtasks)
Specific tasks -
. Students created a Webquest, that could be used in
Practical phase
a real school

In this context we have applied the framework for detecting a limited set of emer-
gent roles of learners (isolated and coordinator) and teachers (guide and collaborator).
We employed Social Network Analysis (SNA) as a specific IA method, which is
appropriate for the study of structural properties of individuals learning in groups
[13]. We used SAMSA in order to produce the desired social network indicators. In
this case study we considered the relationships composed by the indirect links be-
tween an actor that creates an object in a Synergeia shared workspace and those that
access this object in order to read it. All the aforementioned roles were described and
could be identified using the framework. For reasons of space, the rest of this section
focuses on the detection of the teacher-guide and teacher-collaborator roles, but the
discussed results are also applicable to the rest of the learners’ roles.

3.1 Description of the Indicators Associated with Each Role by Means of the
Framework

This section explains how we employed the framework for specifying the set of SNA
indicators and values for detecting the teacher-guide and the teacher-collaborator
roles using IA. The selected indicators were: degree centrality (Cp(i)) and closeness
centrality (Cc(i)). Cp(i) is the most common measurement for the study of
participatory aspects of learning. It indicates the activity of an actor in the network.
Also, it is an index of the actor’s prestige [14]. C(i) denotes the proximity of a node
to the rest of nodes in the network. This index can be interpreted as a measurement of
the influence of an actor in the overall network. In the case of relationships that
consider the direction of the link, two degree and closeness indexes are defined. For
example, for Cp(i): indegree (Cp,(i)), or the number of links terminating at the node;
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and outdegree (Cp,(i)), or the number of links originating at the node. We have also
selected the sociograms for the visualization of the detected roles in a very intuitive
way. The sociograms represent the actors as nodes and the relationships among them
as lines in the graph.

According to the dimensions specified in the framework, we defined the values of
these indicators for detecting the teacher-guide and teacher-collaborator roles. We
consider a feacher-guide as a leader that conducts the activity, detects participation
problems and intervenes in order to improve the collaboration. For this reason, his
SNA values are the highest among the actors in the network, and he has a central
position in the sociogram. Table 2 details the concrete values associated to this role.

Table 2. Specification of the indicators and their values for the teacher-guide role (teacher-
collaborator role values are not shown for space restrictions)

Role: Teacher-Guide

Indicators
Description Number of links terminating at this actor, in the
sense measured by the network
Indegree Cp;(i) Values / A high value indicates a high actor’s prestige into
Interpretation the group
Relevance rank | First

Incloseness Cc;(i)

Description Specifies the proximity of an actor to the rest of
actors in the network
Values / A high value indicates a high influence of the actor

Interpretation

in the overall network

Relevance rank

Second

Actor position in a
sociogram

Description A sociogram represents the actors as nodes and the

relationships among them as lines in the graph.
Values / A centered node in the graph indicates an prominent
Interpretation actor for the rest of participants

Relevance rank

Third. Only for visual validation

On the other hand, we defined the teacher-collaborator as a teacher that monitors
the development of the activity but does not guide it. She participates only in specific
moments, for example for reading the reports elaborated by the students. For this
reason, her values for the selected indicators have to be lower than the majority of the
actors in the network, and her position in the sociogram is not a central one.

The same procedure was followed to define the indicators for detecting the roles of
the isolated and coordinator learner. With all these descriptions, we could analyze
the networks and detect learners and teachers’ role transitions. Next section shows
how we could identify these transitions for the teacher, supported by the descriptions
provided by the framework.

3.2 Results: Evolution of Teacher Role During the Collaborative Activity

We have analyzed the activity of the participants during the overall collaborative
learning activity. Using SAMSA as the 1A tool, and the specifications discussed in the
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previous section we performed a study of participants’ roles after the end of each
subtask, approximately each four weeks.

During the elaboration of the first report, in the theoretical phase, we detected the
role of the teacher-guide. His indexes Cp;(teacher) and Cc;(teacher) were the highest
of participants (29 and 10,57 respectively). Moreover, we can see in the sociogram
associated to this phase (Figure 1(a)) how the teacher was the most centered node.
Thus, we could conclude that the teacher was the leader of the activity in this phase.

a} b)
o Gm7
ot ]
Cls
SOt
T3
s
Lade

g

)

[ TEACHER [ STUDENTS

Fig. 1. Sociograms representing the participants interactions: (a) During the elaboration of the
theoretical first report. (b) During the first part of the practical phase.

The values of these indexes decreased for the teacher during the next weeks. To the
end of the theoretical phase, his indexes were lower (Cp(teacher)=19 and
Cci(teacher)=13.17) than some of the students indexes (Cp;(x08)=39, C;(x08)=13.73;
Cpi(x00)=36, C¢;(x00)=13.62; Cp;(x21)=28, Cci(x21)=13.39; Cp;i(x20)=22, C;(x20)=
13.45). Thus, the teacher was still one of the most important actors, but other partici-
pants had begun to acquire some autonomy.

Following this tendency, after the first part of the practical phase we could detect
clearly that the teacher had lost his role of guide and he had become a collaborator in
the activity. In this period his indegree and incloseness indexes show a notable de-
crease (Cp;(teacher)=14 and Cci(teacher)=8,77, respectively). More than 50% of the
students presented higher values in these indexes (with Cp; values ranging from 132 to
21 and C¢; values from 10.39 to 8.82). We can view the sociogram associated with the
practical phase in Figure 1 (b). The teacher is not a centered node anymore.

These results were confirmed by triangulation with different sources of data and
analysis methods, including questionnaires, focus groups of volunteers, and classroom
observations, following the process described in the Mixed Evaluation Method [15].
This process confirmed the change of the teacher’s relevance during the process. For
example, 79% of the students confirmed the initial role of the teacher as a guide and
justified her posterior evolution towards a less central role.

In conclusion, we can state that the indicators and values defined with the
framework supported the detection of the teacher’s role transitions during the
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collaborative activity using IA. Once a role transition is detected, an IA tool could
adapt its output to the specific needs of the emergent role. This adaptation has been
already tested in a previous experience with the predefined roles, where the output of
the SAMSA was adapted to these roles [11]. After the study presented in this paper,
we can think of a next study where both functionalities are integrated, in order to
provide a dynamic adaptation of IA support to the users of a CSCL scenario.

4 Conclusions and Future Work

This paper has presented an experience performed in an authentic learning scenario
using IA methods for identifying dynamically a limited set of emergent roles,
corresponding to teachers and learners, as part of the validation process of our
proposal of a framework for the structured description of roles.

This dynamic detection of role transitions is aimed to allow IA tools to adapt their
output to the needs of the described roles during the collaborative activities. A static
adaptation of IA tool based on the framework has been already shown in [11].

The experience described in this work shows that the structured description of roles
proposed in the framework provides appropriate information to describe and identify
a limited set of roles. The fact that the indicators and values to detect these roles are
described in computational terms allows IA tools to interpret and manage the
information. This opens a space for the automatic or semi-automatic adaptation of IA
tools to CSCL. Overall, these results aim to contribute to the evolution of the IA field
in CSCL, which is currently more focused on the developing of research prototypes,
and therefore, far from offering solutions for real users, as stated by [2].

Next iterations of the process of cyclic refinement of the framework will include its
application to other authentic learning scenarios, where the dynamic identification of
roles and the adaptation of the output provided by the IA tools will be integrated.
Additionally, we will increment the number of roles to identify and support by the TA
tools. This implies further work in the recognition and definition of adequate
indicators to identify these roles.
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Abstract. Orchestra is a new formalism on which we are working in the field of
cooperative systems design. In CoCSys methodology for Cooperative Capillary
Systems design, we transform partial scenarios describing particular
cooperative situations in a more comprehensive Cooperative Behaviour Model
(CBM). In this paper, we describe our contribution to the need for a graphical
formalism which would be able to express in a natural way, understandable by
different actors (users, designers, developers,...) different cooperation
situations in an ambient intelligence environment (mobile, context-aware,
proactive and ubiquitous). ORCHESTRA is complementary to CTT and UML
Use cases, and its objective is to express clearly cooperation situations
(explaining easily synchronous or asynchronous cooperation activities) and the
role (active or passive) played instantaneously by each actor. We take into
account main concepts of “cooperative world” which are Actors, Roles, Groups,
Tasks, Processes, Artefacts (Tools and Objects) and Contexts (Platforms,
Situations and Users). With Orchestra formalism we try to express by a sort of
music staff individual and collective behaviours. In this way we can model
either individual works or organized collective activities. We present this
formalism, its metamodel and its use for the description of two cooperative
situations. We describe also a transformational process projecting a
ORCHESTRA description on the cooperative architecture.

Keywords: Specific description language, MDA inspired elaboration process,
transformation process, formalism meta-model and examples.

1 Introduction

CSCW [1] is a field of interactive computer-based systems which objective is to allow
to several participants (actors) to work together via a computer-based system to solve
cooperatively a problem which can be of different natures (design, management,
production, learning, etc). Design of this kind of systems is relatively complex
because it is not limited to individual activities, but also and mainly to cooperative
work of several actors, which can be classified in co-operation, coordination and
conversation activities in respect with the definition initially proposed by Ellis [10]
and adapted by several other authors [8, 16]. This cooperative work can be done in
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several cooperative situations characterized initially by Johansen and enhanced by
Ellis [9]. At the moment CSCW systems are becoming more and more mobile,
context-aware and proactive. We called this kind of cooperative systems Capillary
Cooperative Systems (CCS) [7]. We use this term by analogy with the network of
blood vessels. The purpose of the Capillary CS is “to extend the capacities provided
by co-operative working tools in increasingly fine ramifications, hence their can use
fixed workstations and handheld devices". These systems become also pervasive,
proactive and ubiquitous. Our final goal is to allow them to evolve in mixed reality
environment (mixture of real and digital objects and tools) and to put into practice
Ambient Intelligence (Aml) concept.

In the following sections we describe our methodology (section 2), we present
CBM content (section 3), then we discuss the formalism features and present
ORCHESTRA concepts and its meta-model and we give two illustrative examples
(section 4). We also briefly sketch a transformational process from ORCHESTRA
description to a Cooperative Architecture (section 5). We finish by conclusions and
perspectives.

2 Our Approach: CoCSys Methodology

We are studying design of CSCW systems and we propose an approach and a process,
called CoCSys (Collaborative Capillary System) engineering process. Main reason for
this more comprehensive process is related to the necessity to allow the evolution of
this kind of system during its use in relation with the users’ skills, expertise, and the
evolution of their perception and the mastery of the system. Our approach is based on
Model-Based approach [17], which is characterized by a different way of
development: “Rather than programming an interface using a toolkit library,
developers would write a specification of the interface in a specialized, high-level
specification language. This specification would be automatically translated into an
executable program, or interpreted at run-time to generate the appropriate interface.”
This approach is used in HCI for several years and become more generally used in
other development application fields. OMG adapted a similar approach as new
paradigm of development which is called MDA Model-driven architecture [13].
Others acronyms describing similar ways are MDE (Model-driven engineering) or
MDD (Model driven development). In each case specification at concrete, abstract or
meta level is privileged before studying the way to produce an executable code. The
production is done more or less automatically by transformation or translation of
these models. The objective of our approach is to adapt this trend to CSCW. We are
proposing a framework for design, implementation and evolution of CCS. Fig. 1
provides a general overview of this approach. It is based on 3 main parts: 1/Scenarios
Collection, 2/Cooperative Behaviour Model (CBM), and 3/Collaborative
Architecture; and 3 transformation phases: I/CBM Model Construction, II/CBM
Projection on the Collaborative Architecture and III/Evolution. The methodology
begins with the Scenario Collection phase: a list of scenarios [4] is collected during
the discussions with potential users (Fig. 1, component 1). These scenarios are local,
related to specific tasks or activities pointed out by different users. The Cooperative
Behaviour Model (Fig. 1, component 2) for a specific collaborative application
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contains concrete actors, artefacts, tasks and contexts that the cooperative application
will take into account. Scenarios are studied in order to extract the actors’ tasks or
activities and to determine temporal and functional constraints defining the
organization of these activities (Fig. 1, transformation I). The goal is also to study
completeness, correctness and the coherency of this model by adding missing
activities, by eliminating redundancies and by validating working process and

participating artefacts.
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Fig. 1. CoCSys methodology

In the second transformation phase (Fig. 1, transformation II) contextualization,
adaptation and specialization are undertaken. This process is a transformation of the
CBM model to more operational description. It is not only a translation, but a
projection on a predefined architecture (Fig. 1, component 3), i.e. from a software
engineering perspective, it is clear that the development of a cooperative application
cannot be carried out from scratch. We are using a three layers generic framework for
cooperative systems (Fig. 1, component 3). Last transformation objective is to take
into account evolution of scenarios and corresponding CBM evolution (Fig. 1,
transformation III). These aspects are not described in this paper

3 Scenarios and Cooperative Behaviour Model

We consider that a scenario allows to final users and designers to meet them and
discuss together. A scenario describes repetitive activity that should activate an
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adaptation mechanism which will be recorded and reused. For us the scenarios are
short stories describing precise working situations which occur for different actors.
This analytical perception of working situations seems be possible to catch and
express observers or actors needs. We are asking to give as precise description as
possible, i.e. to indicate, if possible, all actors evolving, artefacts used, activities
executed and contexts characterising them (devices used, geographical location,
temporal situation ...). We collect these scenarios for different collaborative
situations. In this way we can consider that this formulation of scenarios is possible,
meaningful and useful. If scenarios are short limited stories, expressed mainly by
different actors, behaviour model objective is to discover overall organization of the
cooperative system in which main elements are actors, artefacts, tasks, processes and
contexts. The designers are in charge to study different scenarios and to construct
gradually the Cooperative Behaviour Model (CBM). In the model we find
comprehensive collections of actors, artefacts, activities and contexts and also all
relations which allow materializing all necessary elements for each activity. Different
processes are also explained carrying out dependencies between tasks and their
temporal and organizational constraints. This comprehensive model is able to manage
the cooperative system behaviour and will be used during the implementation process
i.e. projection of this model on a particular hardware, network and software
architectures. Main elements of the CBM model are:

e An actor, as instantiation of one or several roles, a role is a basic element of human
behaviour in the system, which can be qualified as Acting (A), Observing (O) or
Editing (E) i.e. observing and acting. We distinguish main actor (double arrow)
and secondary actor (simple arrow).

e An activity, describing an identified work which a role can do, this activity can be
also A, O or E, i.e. acting, observing or editing activity.

e A process is expressed as a network composed of process states (PS) and process
transitions, which can also be qualified by A, O or E.

e An artefact can be either a tool or an object. The tool is an instrument used in the
task; the object is either input, support or output of the task, qualified by A, O or E.

e A context is a collection of three aspects giving platform, situation (often logical,
physical or geographical location) and user preferences characterising the context.
We take into account several platform examples and elements: laptop, PDA,
cellular phone, and also active environmental object (active RFID tag), passive
environmental object (passive tag), ...

In the CBM model all these elements are expressed and interconnected. We can
take as example a user’s role, which is identified by a name, a type, its participation in
different actors, the activities which can be done, the process states and transitions in
which their can occur, the artefacts (tools and objects) manipulated and the contexts
(platform, situations and user preferences) which applies the role. These interrelations
are also needed for other elements of the model. They are explicitly or implicitly
described and can change during the system life expressing its adaptation and
evolution. List of activities is one of the main components of CBM. This list is
obtained from the task tree which can be expressed by CTT [14], an interesting task
formalism, and its environment (CTTE) proposed by Paterno. Its extension for
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cooperative activities [12] seems appropriate to express cooperative situations.
However, the choice to have a hierarchical structure as basic representation and to
express everything on this structure doesn’t appear appropriate to us. In CTT,
collaboration is expressed by individual task trees and by a collaborative task tree.
That is interesting to express tasks, but is insufficient for the more comprehensive
view of collaboration, that we need. We consider that tree view of tasks is an
interesting presentation during the task design phase. However, during the activities
organization (definition of effective collaborations), mainly effective activities (leaves
of the task tree) are important and their individual or collaborative scope is essential,
in relation with effective actors, objects, tools, process states and transitions and
contexts. To express in a more comprehensive way this view we propose a new
formalism called Orchestra.

4 ORCHESTRA

The objective of Orchestra is to propose a more comprehensive formalism which is
able to express together all main aspects of the CBM. ORCHESTRA adapts musical
score notation [18] to our problem of CBM description. For us, the 5 lines of a staff
are expressing 5 main aspects of the CBM (Fig. 2), which are: user’s role, activity
concerned, process state or transition, artefacts involving in the activity and the
context. On each line, we can situate one or several “notes” expressing names of
corresponding items i.e. roles, activities, process states or transitions, artefacts and
contexts. Each note can receive a stem which indicates the participation of the
element (acting, observing or editing done by main or secondary actors). A bar line
indicates the separation between independent cooperation episodes. Each
cooperation episode expresses a state or a transition in the cooperation process
description network. For each cooperation episode temporal organization is expressed
either sequentially from the left to the right, by different types of parenthesis, or by
explicit change of episode. These parentheses are used to express different situations:

(...) alternatives,
{...} mandatory participation,
[....] potential participation.

Different key signatures are expressing synchronous or asynchronous
collaborations, collaboration modes and styles of coordination (computational & or
social ®, implicit or explicit):

@ - Asynchronous with infinite answer delay

@ @ - Asynchronous with limited answer delay (on call)
& - Synchronous “in-meeting” cooperation

&& - Synchronous “in-depth” cooperation

In synchronous collaboration two different participations must be distinguished:

e instantaneous, short term collaboration, i.e. vote activity,
¢ long term participation, long term collaboration, i.e. sketching activity.
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Fig. 2. ORCHESTRA main concepts

In the first case an implicit collaboration is appropriate (short exclusive access to
the shared space), in the second case explicit participation must be asked and allowed
(long-term access to the shared space) either by social coordination (®), i.e. one of
human actors is in charge of this coordination or a computational (&) one i.e. the
computer fulfil it. Graphically we express instantaneous collaboration by a dot over
concerned chords, for long term collaborative we use a horizontal line and a symbol
expressing social or computational coordination (&, &) i.e. coordination made by one
of the actors or by interaction (asking for, receiving and returning exclusive access
right to shared space).

Another important notion in CSCW is awareness. Its objective is to allow to
different actors to know (or not) what has been done by an actor. It is important to
decide statically (by the designer) or dynamicaly by the actor himself the scope of
information propagation to other actors. For static way we propose to express
awareness in ORCHESTRA formalism. Special marks are proposed:

e € for no awareness,
o € for partial awareness (for specific actors),
e it for overall awareness (for all actors).

To explain more deeply ORCHESTRA formalism we give on Fig. 3 its meta-
model, then we use it on two relatively simple examples.

4.1 Heating Equipment Maintenance Activities

We propose first to express heating equipment maintenance activities (Fig. 4) with
six actors: client, secretary, technician, supervisor, expert and clerk. Main scenarios to
put together are the following:

e A client (secondary actor), observing a problem with his heating equipment,
phones to the repair company to ask intervention. The secretary (secondary actor)
asks him his profile (address, equipment...) and finds him in the database. He
organizes an appointment with a technician. State: RV (RendezVous), Actors:
Client, Secretary, &
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Fig. 3. ORCHESTRA metamodel with note, stem, chord, episode, collaborative modes,
awareness, temporal relations, repetition signs and presence as main concepts

e In the morning, before leaving the company, the technician (main actor) loads on
his PDA necessary information for his round with appropriate information (clients
and their addresses, nature of intervention ...). State: Init, Actor: technician, @

e At client house, the technician works on maintenance process, he can study history
file of the supplies, precise blueprints, elaborates a diagnosis using appropriate tools,
and repair, or ask for spare parts. State: Work, Actors: Client, Technician, &
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e In a situation of impossibility to diagnose alone, he can contact his manager
(secondary actor) to ask him some helps and to exchange some information. He
can also contact, in a synchronous manner the heating manufacturer expert (secon-
dary actor) to study the situation with him. State: Coop, Actors: Technician,
Manager, Expert, &&

e At the end of his round technician, back at the company, updates history file of
visited equipments and gives his intervention statement. State: End, Actor:
Technician, @

e Next day the clerk (secondary actor) produces the financial balance and statement
of accounts and either sends the bill to the client or he integrates it in the client
record. State: FB (Financial Balance), Actor: clerk, @

& @ & && @ @
Client RV Init Work Coop End FB
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Fig. 4. Different ORCHESTRA description of heating maintenance activities example

In Fig. 4 we show ORCHESTRA modelling for this example. We are proposing
several levels of description; individual activities are expressed by a staff (first staff).
For collaborative ones either synthetic (second staff) or in-depth description are
authorized. In-depth cooperative description is characterized by a precise description
of each role of the same activity, activity set or activity period (period Coop). On the
same sheet, for each role, a staff describes its situation. In this way it is possible to
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understand globally all collaborative activities. A more synthetic view is obtained if
we put together on the same staff several roles evolving simultaneously in the same
(cooperative) activity. Corresponding cooperative process is presented on Fig. 5.

I EPRRCS

Fig. 5. Collaboration process, expressed as a state — transition network

4.2 Cooperation in Teaching in Large Class

As second example of ORCHESTRA modelling, we present our study on how to
make teaching in large class livelier and more participative by using wireless devices.
We describe briefly the challenge of teaching in large class and present the DRIM-AP
project (French acronym for Multiple Interactive Radio Devices and Participative
Lecture Theatres) at Ecole Centrale of Lyon (Graduate School of Lyon).

Lecture in large class is widely used in higher education as a teaching method but
is also known to present some difficulties [19] like lack of exchanges, rarefaction of
feedbacks, difficulty to motivate students. Indeed, teachers are often challenged by
having to perform a lecture and to wonder about students understanding level at the
same time. It needs from teacher a part of his attention and concentration to analyze
student’s behaviour and to encourage them to participate. On student side, lectures are
sometimes perceived as boring and participation is complicated by shyness and fear
of being ridiculous in front of teachers or fellow students.

Over the past few years, e-learning has hugely increased the use of technologies in
educational area, providing software solutions to manage distant students through the
use of learning platforms or virtual classrooms. Nevertheless, a few has been
accomplished to really integrate the use of technologies in face to face lectures. But
since the rise of wireless networks and mobiles devices, all components are now
available to build solutions that could help teachers to increase participation and get
more feedback from students in large class lectures [20]. That’s the topic of our
research program at Ecole Centrale of Lyon where we are working on the DRIM-AP
[11] project whose aim is to provide a software solution of teacher-students
interactivity based on the use of wireless devices and Wi-Fi local networks.

Implementation of mobile campus and student’s laptops equipment policies
provide a favourable background for new interactive teaching solutions. In a large
class context, like shown in Fig. 6, each student can use his wireless device to



172 B. David et al.

communicate with the teacher during lecture. On his side, the teacher displays the
slides and monitors the class with the same computer.

The DRIM-AP project takes place in a research program, with a support from the
Hewlett Packard company in the context of the 2004 HP EMEA Mobile Technologies
for Teaching Grants. Our aim is to design a tool based on Cooperation Interaction and
wireless technologies in the face to face approach of teaching and evaluate the
usability of this kind of tool for students as well as for teachers. On the functional
level, our work gathers the main orientations identified during the state of the art
study:

e interactive tests, initiated by the teacher and addressed to all students in a
synchronous way,

e individual and asynchronous students feedbacks concerning mainly two
aspects: lecture speed (too slow, too fast) and lecture understanding,

e individual and asynchronous questions to the teacher,

¢ synchronous vote.

At the teacher side, we propose improved monitoring tools for managing the
interactive class, broadcasting tests and polls, receiving and reading students’
messages on the teacher laptop computer as well as slides control, tests elaboration
and submission, answers collection, consolidation and synthetic presentation, vote
organization, answer writing and sent to a particular student (individually) or
broadcasted to all students (collectively).

5848

— Students with
Teacher W -Fi wireless devices
HotSpot

Fig. 6. Principle of an interactive large class using wireless devices

At the student side, communication feedback to the teacher about lecture, like
speed (too slow, too fast), understanding, sound and visual ambiance is possible.
Students can also write and submit questions or remarks, take notes, answer to full
assessments or quick polls.

We show on Fig.7 several tasks and their context:

e 7A describes asynchronous individual student task “question writing”
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Fig. 7. Different ORCHESTRA descriptions: individual, cooperative, in-depth or synthetic
views for DRIM-AP case study

e 7B describes in in-depth manner synchronous cooperative task “interactive
test”
e 7C gives a synthetic version of this task.

All events (question, feedback, slide display...) are tracked by DRIM-AP. In this
way the lecture can then be replayed by the teacher in order to identify when the main
problems (understanding, lecture speed ...) occurred. Corresponding cooperative
process is presented on Fig. 8.
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Fig. 8. DRIM-AP collaboration process, expressed as a state — transition network

5 Transformational Process from ORCHESTRA to Cooperative
Architecture

As explained briefly in the CoCSys presentation, the target of our process is a generic
software architecture composed of three layers decomposition as a generic framework
for cooperative mobile pervasive systems. The top layer corresponds to the
collaborative application level. It contains all the cooperative software used by the
actors. This level is totally user-oriented, which means that it manages interaction
control and proposes interfaces for notification and access controls. It uses multi-user
services provided by a second layer. This one is a generic layer located between
application layer and the distributed system layer. This layer contains common
reusable elements of groupware activities and acts as an operating system dedicated to
groups. It supports collaborative work by managing sessions and users, provides
generic cooperative tools (e.g. telepointer) and is responsible for concurrency control.
It also implements notification protocols and provides access control mechanisms.
The last layer is essentially in charge of message multicast and consistency control.
Usually, it is a computer-oriented layer which provides transparent mechanisms for
communication and synchronization of distributed components.

Currently, we are developing a cooperative middleware called SMAC (Services for
Mobile Applications and Collaborations) that implements the two lower layers
(groupware services and distributed system) of this conceptual cooperative archi-
tecture (see Fig. 9).
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Fig. 9. Three layer collaborative architecture structure

As we target mobile devices, we have strong constraints for the choice of
technology for the Distributed System Layer. On one hand, synchronous cooperation
is hard to implement with lightweight clients, and on the other hand heavy distributed
objects systems such as Corba or J2EE are not available on mobile devices. Currently
we choose to base SMAC on the Virtual Synchrony distributed programming model
[3, 6], by using a version of JGroups [2] specially implemented for the J2ME / CDC
Java Virtual Machine. Although the Virtual Synchrony programming model does
have some limitations regarding specific mobile CSCW scenarios (mainly: it does not
scale well to a large number of concurrent users, and it is not very adapted to
situations involving lots of connections and disconnections), it does fit well with the
kind of scenarios that we are experimenting, and it provides convenient and powerful
abstractions of cooperating processes that need to keep coherent states.

Above this layer, the Groupware Services Layer is composed of a core framework
of Java classes onto which we can plug specific groupware services as needed.
Currently, only a subset of these services is implemented, mainly the classes
corresponding to the notions of collaboration, cooperation episode and session, and
the classes representing users and groups. This provides a minimal system that
handles synchronous collaboration, as well as persistence of collaboration states
between sessions.

The relation between ORCHESTRA and the generic architecture is the following:
Information coming from the ORCHESTRA description concerning roles, activities,
process, artefacts and context is “projected” on this architecture. This projection
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concerns either application layer or collaborative layer, whose core classes are
summarized in figure 10. Information about role and actors is manipulated at the
collaborative layer, as well as at the application layer, where the corresponding user
interface is proposed. ORCHESTRA concept of activity is translated to the SMAC in
two different ways. An application specific activity, called semantic activity, is
located at the application layer, for generic activity its location is naturally at the
collaborative layer. Concerning cooperation processes management expressed in
ORCHESTRA by episodes and their orchestration, their corresponding SMAC classes
are using an adaptive workflow engine. ORCHESTRA artefacts are either tools or
objects, generic or semantic. Their mapping to SMAC is done either at application
layer (for semantic artefacts) or at collaborative layer for generic ones. Tools are used
or activated at application layer and objects are manipulated by services located either
at application layer or at collaboration layer depending of their specificity or
genericity. Context description expressed by ORCHESTRA is used at physical level
concerning hardware platform description, at distribution layer concerning software
level description and either at collaborative layer or application layer concerning
location adjustment and user preferences. Main mechanisms used during this
transformation are XML encoding and decoding of information manipulated in
ORCHESTRA editor and interpretation engine, which is able to read these XML files
and execute appropriate code either generated from this description or corresponding
attachments doing the link with existing code at collaboration layer or specifically
developed code at application layer.
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Fig. 10. SMAC and Cooperative Application Layer core classes

As illustrated in Fig. 11, according to platform adaptation mechanisms we are able
to produce appropriate interfaces in regard with hardware platform used i.e. laptop,
PDA or Smartphone.
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Fig. 11. Screenshots of DRIM-AP user interface on different devices

6 Conclusion

In this paper, we outlined a new formalism called ORCHESTRA, which objective is
to provide a graphical expression of Cooperative Behaviour Model. CBM, elaborated
from a collection of scenarios, as a reference for the transformation process allowing
different implementations. As it is important to associate different actors to this
constructive process, we propose a formalism which could be used during initial
discussions as well as during the implementation and adaptation process. We
expressed two concrete examples highlighting description capacity. We also
explained the relation between the formalism and generic software architecture on
which expressed mobile collaborative system can be implemented.

ORCHESTRA has been tested on several concrete examples and we continue to
upgrade it by new concepts as result of these tests. The connection with mixed reality
has not been described in this paper, when if we are currently working on it.
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Abstract. This paper presents a system called CodeBreaker for supporting
small and medium size software development based on an extreme program-
ming principle. The system follows a decentralized model of development,
which means, it does not requires a central repository. A set of rules for code
ownership maintains the synchronization of the work among all members of
the developing team which can work on- or offline. It allows fine-grained
locking of parts of the code.

Keywords: collaborative software development, peer-to-peer, extreme pro-
gramming.

1 Introduction

The development of systems for supporting distributed programming teams has
attracted the attention of many authors in the past. Most of these systems are
developed for supporting a particular software development style. For example, in [1]
a system for supporting distributed teams in extreme programming is presented. In [2]
the authors describe a system for supporting distributed software development based
on a peer-to-peer architecture, in opposition to the most common centralized
repository architecture. Version control systems like CVS [3] or SourceForge [4] are
perhaps the most frequently used today for supporting collaborative, distributed
programming. Although the development of this kind of systems has been very
prolific in the past, there are many reasons to believe that there is still room for
improving software development support and that the last word is far from being said.
This is especially true when we consider new situations that arise from new scenarios
created by the existence of pervasive computing enabled by mobile technology like
wireless LANs and smaller, lighter and more powerful notebooks. This scenario
promotes the emergence of small programming teams, which may start developing a
small to medium size project in a brain-storming like meeting. Such kind of situations
is becoming more common, as most people use their own notebook computer as their
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working machine anywhere, be it at home, at work, or even during a coffee break,
which has been characterized as “nomadic” computing. To more concretely illustrate
the requirements of the software developing scenario we want to support, let’s take
the example of two or three programmers that get together and exchange ideas about a
new system they have just conceived in a planned or spontaneous brain storming
session. They open their laptops and start developing a new project, which they more
or less outline by creating new classes which contain just some sample code or
comments. A wireless network may be present, permitting them to work synchro-
nously. If not, they will have to exchange files to merge their work asynchronously,
maybe by email or by pen drives. They decide to continue separately divining the job
and responsibilities. All or some of the original members may meet again, new
members who joined the project may be also present and they will have to merge their
work. They will certainly welcome a tool for coordinating their work satisfying the
following requirements:

e Work on a peer-to-peer architecture without having a central repository. As
we want to support people who may start a new development without previous
preparation, a central repository may not be always available for all members at
that moment. Because of this, every member of the developing group should have
a copy of the project as updated as possible, even when working alone.

e Allow synchronous and asynchronous collaborative working. The system
should support the synchronous collaboration work when two or more users are
online, providing adequate tools. But it should also allow synchronizing the work
with other participants which are offline in the best possible way, and provide
mechanisms for merging the code developed offline.

e Allow the inclusion of new unforeseen participants Because the system is aimed
to support flexible and changing teams, there should be a way to include
unforeseen participants and assign them tasks. However, the system should avoid
an uncontrolled explosion of participants and maintain a certain order in the
versioning of the code.

e Allow fine grained and logical oriented locking of code. In a less formal and
flexible team everyone may have access to all the code and be able to modify it.
However, this condition may introduce too much complexity for synchronizing the
work. A good trade-off solution may be that the system should give the possibility
of locking finer parts of the code inside a file, like a class, a instance variable or a
method. It also should allow reserving names for allowing the locking of code
which has not been written yet. In this way, participants may distribute the work
among themselves by just locking names of classes, methods or even variables
which are still not written or used.

Of course, for this scenario we have an extreme programming style of development in
mind. Extreme Programming (XP) is a software development methodology, which
emphasizes bringing the project to the beta testing phase as quick as possible,
reducing the time of planning phase and increasing the priority for the beta testing
phase [5]. Currently, the cost and time to develop small or medium-size software
using the classic software engineering methods is too high. XP stresses the
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collaborative work and distributed programming. Most of the systems claiming to
support software development according to XP are focused on supporting the
synchronous work. Some of them are mere collaborative editors while others include
support for coordinating the work, like awareness and versioning mechanisms. Some
authors have already pointed out to the necessity of not having a centralized
repository to coordinate the work of a software developing team [6], while others also
have stressed the necessity of having a fine grained, logical oriented locking of the
code [7]. The decentralized model is certainly the most flexible and suitable model for
the requirements of the situation we are going to address.

However, there is still no system which meets all the requirements mentioned.
Developing such a system represents a challenge of high complexity, in the design
and in its implementation. In this work we will present a system called Codebreaker
for supporting small and medium size software development based on an extreme
programming principle, meeting the requirements mentioned above which
corresponds to a specific subset of was is known as XP.

Because of the logical locking of the code requirement we will develop it for
supporting a particular programming language which is Java. However, most of the
restrictions that this language imposes are easily transferable when implementing the
same system for any other object oriented language or even a modular programming
language with some modifications.

2 Related Work

Back in the late 80'and early 90's when the Internet was rapidly expanding, there was
a great interest in the distributed systems. It was then predicted that such systems will
be the dominant technology for the synchronous collaborative work in the future
[8].We can nowadays confirm those predictions and add that these system have also
deeply influenced the working style in all fields, Of course, computer system
programming was one of the first, and many systems have been developed since very
early. We can classify those systems in two categories according to the aspect they
stress with their support.

2.1 Versioning Management Systems

In the 1990's perhaps the most used tool for collaborative work synchronization was
created, CVS, [3] initiating a wave of development of tools supporting Version
Management. CVS problems are well known [9]: it uses a centralized model, a central
data repository and only few operations or commands which can be executed offline.
This makes this structure really unsuitable for synchronous collaborative
programming development. All developers need access to the central server for
almost all operations. Today, there is a whole family of CVS-like tools: GNU-Arch,
Subversion, CSSC, PVCS, etc. These applications are frequently used in the Open
Source community and also in large business environments. All of them follow the
same schema: one central repository, and file-level permissions. (Check in, out).
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2.2 Collaborative Development Environments

One of the first approaches to the implementation of collaborative development
environments is the Orwell system [10]. This system allows the Smalltalk
programmers to develop programs using a common library. An interesting aspect of
this system is that it organizes the developing system code in methods and classes
instead of files, thus using a more logical approach to present the code. Another
Collaborative Environment that follow the same idea of the Orwell system is Tukan
[11].This synchronous distributed team programming environment for Smalltalk
claims to solve the problems that Extreme Programming teams have. Tukan
incorporates a version management system and adds awareness information,
communication channels and synchronous collaboration mechanisms. It also provides
a shared code repository with a distributed version management and the code
integration can be made in a centralized or decentralized way. The IBM Rational
ClearCase System [12] provides real time support for collaboration between
developers located anywhere on the Internet. It uses a central server that manages
user’s permissions and differences between the source code versions. The server has
also support for multiple repository server deployments for large-scale enterprise
teams. Another tool to which supports the collaborative editing of source code is the
Collab add-on for the Netbeans 5.0 [13]. This add-on allows the NetBeans users to
edit files collaboratively, share files and provides space to communicate with other
developers.An interesting system which does not relay in a central repository but has
the ability of use multiple repositories was recently presented in [14]. The principle
behind it is that of using and re-using software components from different repositories
while also offering the own local to the rest of the community.

3 The CodeBreaker

3.1 Rules for Code Ownership

In order to allow the synchronization of the code being developed among the
members of the group in an asynchronous scenario CodeBreaker imposes that any
existing code in any of the participants' computer should be “owned” by someone. A
CodeBreaker code development project starts with one person defining the project an
others joining it. Each new member including the one who created the project has to
register an e-mail address and receives a digital signature. All members can develop
new code which is owned by him/her. Other members will receive the code and can
use, modify, and even share it with others, but the only “official” version can be
distributed or approved by the owner. In this way, there will be always a final version
of the entire software which will be the sum of the code pieces each participant owns
and has released. The rules for sharing the work should guarantee that there will be no
inconsistencies about the final version (this will be discussed in section 3.4). In order
to allow users to delegate their work, users can pass the ownership of the code among
each other. Figure 1 shows an example how ownership of code may develop during a
project involving three programmers.
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User & User B

Fig. 1. The different colors show the ownership of the code. In the first row, A and B start a
new project writing both a part of the code. In the second, they merge their works and keep the
ownership. In the third row, C joins the project and A grants ownership rights to part of the
code.

3.2 Exceptions to the Rules

It is important to maintain the rights of the owner of the code and the order of the
project itself in order to avoid an uncontrolled explosion of versions. It is also known
that in many projects it is sometimes impossible to maintain and respect every rule
because of the emergence of unforeseen situations, so an alternative should exist for
bypassing the rules in exceptional cases. For example, it could happen that a certain
user cannot work on the project anymore and that he is not reachable to ask him to
delegate the work to other users. In this case there are two mechanisms that can be
applied and the two coexist giving more flexibility to the system. The first one is that
a user can ask the rest of the team to approve or reject by voting a petition for
becoming the owner of a certain code piece that is owned by a third member of the
team and/or to force the acceptance of a given modification.

3.3 Logical Locking

As we already said, the entities of the code which can be owned are logical more than
physical one. Logical entities which can be locked are organized according to the
JAVA organization of the code. The locking is done over a name of a class or
interface, a method inside a class or a class variable. In this ways, it is possible to lock
code which still not exists. The scope of the locking also follows the class hierarchy
of Java: If a class name is locked all the extended classes will be locked as default. In
the same way, if an interface file is owned, the implementations of those methods are
also owned. This may be necessary in cases when one of the participants should write
the same method for different classes, for example, the same programmer developing
a drawing method for different objects representing graphical elements. An exception
to the past rules is for example what happens with packages. Even if they are owned
by a certain user, any other user should have the chance to create classes inside it.

As the system is aimed to support the development in Java and is implemented as a
plug-in for NetBeans 5.5, the logical separation of the code is based on the same
granularity provided by this development tool. Every part of the code is assigned to a
user and it appears locked for the rest of the development team. It is important to
notice that locking a part of a code means that a specific snipe of code is owned by a
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specific user, so other users can not distribute modified code as a final accepted code.
They need the permission of the actual owner. However, they have the chance to
modify it for personal use or to present it to the owner or the rest of the team for being
accepted as final in the future.

By automatically locking the inherited classes of a locked class, i.e. the user that
owns a specific class, owns by default the subclasses that extend it, a better control of
the whole system is achieved. For example, a class that has been implemented to fit a
small set of requirements and is not completely defined could have many changes in
their implementation issues, the data representation, and many similar details. This
functionality ensures that the users that try to inherit from such classes must have the
permission from the owner of the parent class, preventing inconsistencies

It is certain that having temporary code or avoiding modifications completely is not
possible, but this option of the system allows giving a little more control to the
process and as it is based on the rules defined for the system, they are still flexible
enough to support a more relaxed working style.

3.4 Synchronizing the Work

Synchronization must be possible when working synchronously as well as
asynchronously. When working synchronously the information about changes of any
type is sent to all connected participants. When a latecomer joins a working session
with one or more other participants, their records are compared to update information
about changes. Only code changes which are issued by the owner of the code are
forcibly exchanged. There is no conflict about which is the latest version, since the
owner issues a correlative number when its code is being distributed. This number is
also used to check if the change has been incorporated already. So if two users A and
B meet and have two different versions of a code owned by a third member C, the
version of this part of the code with the highest correlative number will be copied to
the file system of the user with the lower correlative number. When an owner wants
to publish a new version of a code a file with an XML content containing metadata
and data for the code is generated and signed with his digital signature. The same is
done for distributing information about changes to the code ownership and new
members.

For participants who are seldom online with the rest of the group or if various
subgroups do not meet each other frequently CodeBreaker offers an asynchronous
mechanism based on the use of e-mail. The XML files with the changes are sent to all
email addresses of the project. Users can download them and process them offline.

As the system is planned to work on an XP-like environment, the option of pair
programming [15] is a very important issue. To allow pair programming, a user
should ask for being watched by another user. The user that begins to watch should
have permission of modifying parts of the source code and to see real-time the
modifications made by the user that sent him the invitation. When both ended to work
as a pair, the source code should be saved on both workstations, but the modification
should be marked as from one user only, so that the owner receives only one
confirmation of a given code.
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3.5 Assigning Roles

CodeBreaker is aimed to support more a flat project structure in which every
participant has the same rights and responsibilities. However, sometimes even in
small projects there may be a need for having a certain hierarchy in order to maintain
the synchronization among the participants. CodeBreaker introduces two mechanisms
which allow this with flexibility. The first one is, when a user is created it may or not
receive the right of accepting new participants for the project. The number of
participants which is allowed to invite can be also be specified. This rule helps to
keep the control about the number of participants in the project. The second one is
about receiving the ownership of a code. A user may receive or not the permission of
passing the ownership of a code to a third one. This may be used to assign
responsibilities to certain members of the team which they will not able to avoid by
granting rights to another member.

4 Conclusions

With the system presented in this document it should be possible to support a real XP
project development based on the conditions described in this work, giving the chance
to the development team to use a tool that has the flexibility enough to develop the
software without having troubles because of a complicated tool. The simplicity
behind this idea gives the real chance to give a competitive tool. The rules the system
implements about ownership of the code for controlling the coordination of the
participant's work also support this fact and add more flexibility, so that the user can
create a project that works under the rules that are most similar to the way his/her
team really works.

The usage of a widely known IDE is very important, not only because there is no
need to build one from scratch, but also because it does not represent a real adaptation
to new software for a development team.

Another important aspect about this work is the fact that many small projects
developed in real life, such as small software for limited purposes, internal utilities for
companies and also including many small open source projects, are developed under
an XP-like methodology under the conditions we described.

In order to implement the peer-to-peer communications among the online
participants the system uses the JXTA™ [16] technology, which provides libraries
and APIs aimed at implementing peer-to-peer systems.

Codebreaker use this technology to discover the participants of the developing team
in the LAN and to establish a connection between them. JXTA also allows the
system to be extended for many users, so that they can be connected from anywhere
in the Internet, even trough firewalls.

CodeBreaker is still in the prototype implementation phase. To continue the work
over this idea, we plan first to finish the development in order to test of the system in
real environments. With all this information and the information of every tested team
about its past projects, the efficiency of this tool could be really measured and it could
be possibly to conclude about its effectiveness.
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Abstract. This paper proposes a framework to support the modeling
of services in Fducational Modeling Languages (EMLs). EMLs have been
proposed to support the modeling of educational units (e.g. a theoretical
distance learning course, a lab practice, a discussion-based course). Their
modeling approach is based on the featuring of the elements involved in
educational units (e.g. participants, data, tasks) and the coordination
among these elements (e.g. the order between tasks, the data flow, the
assignment of participants to tasks). A key issue in EMLs is the modeling
of environments where participants are intended to interact. This part of
the modeling involves the featuring of the services and the coordination
requited to obtain appropriate service interactions. The paper describes
the perspectives of a new EML proposal named PoEML ( Perspective-
oriented Educational Modeling Language) devoted to the modeling of
services and their coordination: operational, interaction, awareness and
authorization.

1 Introduction

Educational Modeling Languages (EMLs) [1], specifically the de facto standard
IMS Learning Design (IMS LD) [2], were proposed some years ago to support the
computational modeling of *Units of Learning’ (UoLs) in accordance with differ-
ent pedagogical approaches. To do it, EMLs enable the featuring of the elements
that participate in educational units and their coordination. They are usually
arranged in accordance with a ’'Task scheme’ involving three main entities: (i)
the Goal(s) that have to be achieved in each Task, which are usually related
with an Object that need to be produced; (ii) the Person(s) that have to carry
out each Task, who participate in the task playing specific Role(s) (e.g. learners
and staff); and (iii) the Environment where each Task has to be carried out
(composed by artifacts, applications, services, etc.). Eventually, these UoLs are
executed by EML-compliant LMSs (Learning Management System), and their
activities are eventually supported by tools/service that the LMS integrates.
In this way, EMLs offer an approach to enable the development of tailorable
groupware.

A key issue in the modeling of UoLs is the featuring of e-learning environ-
ments. These environments will be arranged during run-time to support inter-
action among participants. The modeling of environments in EMLs needs to
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© Springer-Verlag Berlin Heidelberg 2006
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consider two main components: artifacts and services. This paper is focused on
the modeling of services and their coordination. In order to enhance the reuse of
UoLs at design time EMLs should not to fix the services to be used during run-
time. Accordingly to this approach, services should be described in an abstract
way, indicating the behavior required in the e-learning environment. During run-
time, different tools providing the required behavior can be used. As a result,
the same e-learning environment can be arranged using different tools.

This paper proposes a service description framework for EMLs based on the
previous ideas. In addition, it proposes to generalize EMLs coordination sup-
port to enable the modeling of service control and management issues. This is
performed in the context of a new EML proposal, PoOEML: Perspective-oriented
Educational Modeling Language. The main concern of this language is to provide
a modular solution that facilitates the modeling of UoLs in an incremental and
flexible way.

The next section introduces the modeling of services in IMS LD. Afterwards,
the POEML proposal is briefly introduced to provide an overview of the whole
proposal. The following four sections describe the specific components of the
service description framework. The paper finishes with some conclusions.

2 The Modeling of Services in IMS LD

A main concern in the modeling of educational units is related with learning
environments. Learning environments are made up of artifacts (e.g. properties,
documents) and services. These elements are intended to be used by participants
to perform the tasks. The modeling of the great variety of educational units
introduces a requirement for the use of a wide range of services [3].

EMLs could approach the modeling of services in two ways. An initial solu-
tion may involve that the EML enables the modeling of all the functionalities
required on any educational unit. This approach does not seem feasible. Firstly,
it is very difficult if not impossible to provide the wide range of required ser-
vices. Secondly, as reusable components, UoLs need to remain neutral in terms
of software requirements. If they only work with a specific tool then they are
not reusable. As a consequence IMS LD has proposed the description of four
services and the need to support more services in the future. The SLeD pro-
posal [4] to extend IMS LD has adopted a Service Oriented Architecture (SOA)
approach to perform this extension, proposing environments configured in ac-
cordance with abstract services descriptions. Anyway, currently the IMS LD
support to model services is very limited. It only includes four services: email,
discussion forum, monitor and search/index. In order for complex designs to
be created a greater range of services needs to be described. In addition, ser-
vice coordination is not considered at all. Therefore, this paper introduces a
service description framework dealing with the modeling of services and their
coordination.
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3 Proposal Context: POEML

This paper is in the context of a larger work whose main purpose is to en-
hance the modeling support provided by current EMLs [5]. In this initiative the
modeling of educational units is performed following a separation of concerns ap-
proach. The different concerns are named perspectives. The proposal identifies
twelve perspectives: Functional, Social, Informational, Structural, Operational,
Organizational, Process, Temporal, Authorization, Awareness, Interaction, and
Causal. This decomposition in separate perspectives enables to approach the
modeling of UoLs in a structured way. Simple educational units can be modeled
using the basic perspectives, while complex units may require the more advanced
ones. Eventually, the computational modeling complexity is reduced for a large
amount of educational units. In addition, the obtained models are more flexible,
as changes in a certain perspective do not affect to other perspectives (or they
affect in a controlled way).

PoEML is organized in several packages in accordance with the perspectives
and aspects identified. Figure 1 illustrates the EducationalScenario (ES) ele-
ment. It is the core component of the proposal. An ES is intended to support
the modeling of any kind of educational practice at different aggregation levels,
from simple lessons, to complete courses. The ES element is the aggregation
point where all other elements are anchored. Each ES constitutes a context of
elements not accessible from other ES, except from a Parent ES to its Child
ESs. As it is represented in the figure, an ES is intended to: (i) achieve a certain
Goal or set of Goals; (ii) that have to be attained by a particular Participant
performing in a given Role; in a particular Environment composed by (iii) a set
of Artifacts, (iv) and Tools that represent Applications and Services; (v) in the
context of a certain Organizational Structure; (vi) considering a certain Order
in the way in which Tasks are intended to be attempted; and (vii) Temporal
Restrictions on their performance; and involving a set of rules that control and
manage (viii) the Authorizations of the involved participants to invoke opera-
tions; (ix) the Awareness they receive during execution; and (x) the Interaction
through applications and services. Most of the considered elements enable the
inclusion of self-aggregations. As example, a role may contain other roles to
support the modeling of hierarchical groups.

The next sections introduce the service description framework included in
PoEML. The perspectives composing this description framework are: operational
(about the modeling of services) and interaction, awareness and authorization
(about service coordination with other elements of educational units).

4 The Operational Perspective

This perspective involves the description of services to be included in ESs’ En-
vironments. It considers the featuring of functional and non-functional require-
ments. In addition, we propose to model specific service components in order
to support their management by the LMS. The solution is related to current
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Fig. 1. The FducationalScenario element and its main components

technologies that describe services in the context of the Services Oriented Ar-
chitecture (SOA). The next section introduces this technology and then the
operational perspective is presented.

4.1 Service Object Architectures

The SOA approach [6] is based on the description of abstract services inter-
connected in a specific way. During run-time the abstract services are provided
by concrete instances that provide the required behavior. This approach is in-
tended to facilitate the development of applications comprised of a number of
components which can plug together, instead of the more integrated, monolithic
systems. Currently, it is possible to identify two approaches, one developed by
the industry and the other one by the academia [7].

In the industry approach the main idea is to encapsulate a certain functional-
ity within an appropriate interface and provide it as a Web service. These pro-
posals only consider the syntactic featuring of Web services. The more important
specifications were Web Services Description Language (WSDL) [8], that enables
the syntactic description of Web services in a language neutral manner, and the
Universal Description, Discovery and Integration (UDDI) [9], that enables the
advertisement of Web services in a universal register. In these registries Web
services are published in accordance with categories of a controlled vocabulary.
The vocabulary indicates the different types of services.
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The academic approach is initiated under the consensus that syntaxis alone
is not enough to develop definitive solutions. At this point, semantic Web ser-
vices are being proposed to allow the semi-automatic and automatic annotation,
discovery, selection, composition and execution of Web services. Three main ap-
proaches have been developed to bring semantics to Web services: WSDL-S,
OWLS and WSMO.

4.2 Operational Specification

This section presents a proposal to support the modeling of the services that
should be included in the EMLs’ Environments. The Operational Specification
is only concerned with the description of the features of the desired services.
The perspectives presented in the next three sections are concerned with their
coordination. This perspective proposes the modeling of the following issues:

— General Service Description. It should be possible to specify the desired
functional and non-functional requirements of services. We do not propose
any model to perform this description but support the available possibilities:
both semantic and non-semantic. In this way, it is possible to indicate the
services required in accordance with a term in a controlled vocabulary, a
taxonomy or an ontology. In general, we support the use of semantic Web
services proposals. Anyway, a more realistic approach is to use a UDDI
approach as it does not require the development of ontologies. This general
service description involves the description of the functional capabilities, but
also non-functional capabilities (e.g. quality of service, cost, availability) and
user-interface aspect.

— Operations Description. In addition to the General Service Description we
consider the featuring of service operations. These operations are intended
to be used by the LMS that executes EMLs models (in accordance with the
interaction perspective). As an example, we can require that a conference
service will provide an operation that enables the LMS to invite a participant.

— FBwents Description. Services can generate events that need to be captured
by the EML LMS. In the awareness perspective these events are intended to
be processed in order to capture specific situations. Therefore, it is possible
to indicate that an application providing certain events is required. As an
example, we may require a simulator service that provides events to indicate
the start, pause, stop and finish of a simulation.

— Permissions Description. Services’ permissions also need to be described in
order to demand its provision during runtime. These permissions are as-
signed to participants in order to constraint the available functionality for
users. Many times, different users are assigned different privileges to use the
functionalities of services (e.g. an expert learner has access to more functions
in a simulator than a novice learner). In the section about the authorization
perspective we describe the management of permissions in ESs.

Operations, Events and Permissions descriptions may be provided both in a
syntactic or semantic way. The main problem of the syntactic description is that
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different services may offer the same syntaxis but with different behaviors. By
the way, the provision of semantic annotations is more complicated.

5 Interaction Perspective

The operational perspective indicates the services that should be included in an
environment. Anyway, it does not provide any support to coordinate them. The
interaction perspective is concerned with the invocation of operations in services.
We consider interaction specifications to control and manage service behavior.
We are considering the interaction perspective to support the modeling of policies
in collaborative applications: session management, membership management,
floor control, conversation control.

5.1 Interaction Specifications

The modeling of the interaction perspective is approached through Interaction
Specifications (ISs). An IS indicates which operations have to be invoked, how
they have to be arranged and the entity they are offered to. The modeling of
the ISs involve three components: interaction sources, interaction processing and
interaction sinks. These components are described in the next sections.

Interaction Sources. They are the basic operations that may be invoked in
the UoLs. These operations are named as primitive operations. The interaction
source description deals with the featuring of the operation and its parameters.
As an example, an operation provided by a conference service to add partici-
pants to sessions: ’add-participant (session-id, participant-id, initial-status). The
services primitive operations are featured in the operational perspective. In ad-
dition, the EML LMS also provides operations that may be invoked during UoL
execution. For example, there exists a set of operations that enable to per-
form modifications in a running instance of an ES schema: create-new-sub-ES,
remove-sub-ES, create-new-role, assign-participant-to-role, etc. These operations
are included to support the dynamic modification of the UoLs during run-time.

Primitive operations can be of two types: a synchronous request/response
or an asynchronous one-way operation. A one-way operation requires only the
input parameters of the operation because it does not expect any response.
A synchronous request/response operation requires both input parameters and
output parameters. As an example: the operation send-mail in an e-mail service
is an asynchronous operation. An operation get-participant-contributions on a
bulletin board service includes input and output parameters.

Interaction Processing. The interaction processing is about how primitive
operations are performed. This processing involves three issues: (i) the specifica-
tion of the particular element in which the operation have to be produced (e.g. a
particular instance of a tool, all the instances of a tool, all the tools in a certain
environment); (ii) the management of the input and output parameters (it is
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about the population of the parameters with actual values. This management
is modeled with elements of the informational perspective as it deals with data
transfer and copy); and (iii) the composition of operations.

The main point in interaction processing is operation composition. Many
times an operation is invoked in isolation, independently of other operations.
Nevertheless, in some situations several operations have to be performed in con-
junction, arranged in a certain way. As a result composite operations are obtained
involving several primitive operations and other composite operations using ap-
propriate operators. Figure 2 depicts the operation constructs considered for the
composition of operations. The proposed constructs are described as follows:

— The sequence construct allows to define a collection of operations to be
performed sequentially in lexical order, namely, in the order in which they
are listed within the sequence element. The sequence construct is considered
finished when the final operation were completed.

— The parallel construct provides concurrency and synchronization. A parallel
completes when all of the operations in the construct have been completed.
Completion of an operation in a parallel construct includes the possibility
that it will be skipped if its enabling condition (see next item) turns out
to be false. The parallel construct completes when all the enable operations
have been completed.

— The if-expression construct enables to introduce a control to decide if an
operation should be invoked. Therefore, this construct supports conditional
behavior. In case the if condition is true the then branch is taken and the
corresponding operation is performed. In other case, the else branch is taken
(if available. If the else branch is not available it is considered as an empty
operation). The if-expression construct is complete when the operation of
the selected branch completes.

— The while construct allows to indicate that an operation is to be repeated
as long as a certain success criteria is met. It supports repeated performance
of a specified operation.

Interaction Sinks. The interaction sinks involve the entities to which the
operations are offered. In POEML, operations are invoked as a result of an event
produced during the execution. Tools offer a main part of their functionality
to users through their own graphic interfaces. The main purpose of composite
operations is to be invoked directly by the EML LMS. In this way, they are
involved in the modeling of ECA (Ewvent-Condition-Action) rules. For example,
it is possible to indicate that when an ES is instantiated (namely, an event ES-
new-instance triggers) to invoke the creation of an instance of a certain service.

5.2 An Interaction Specification Example

As an example of an interaction specification we provide the following XML code
(for the sake of simplicity we have renowed some points like service instances or
event processing which are not relevant). The desired behavior is that when a new
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Fig. 2. The set of operation constructs available in PoEML

participant enters in an ES it is added to the chat session. In addition, if the new
participant is a teacher and the current moderator in the chat is a learner then
the new participant is assigned the moderator role in the chat. The specification
represents an ECA rule that is evaluated when a participant enters in an ES (it
is represented by the participant-connect-event). The rest of the XML involves
a composite operation made up by a if-expression. The condition evaluates if
the new participant is a teacher and the current moderator a learner. If this
condition satisfies, the participant is added to the chat and the moderator role
is assigned using a sequence construct. In other case, the participant is simply
added to the chat.

<event>
<filter>
participant-connect-event
<filter>
</event>
<operation>
<if_expression>
<if>
<AND-condition>
participant-enter-ev.participant.role=’teacher’
chat-s.get_moderator() .role=’learner’
</AND-condition>
</if>
<then>
<sequence>
chat-s.add_user(participant-connect-ev.participant)
chat-s.set_moderator(participant_connect-ev.participant)
</sequence>
</then>
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<else>
chat-s.add_participant(participant-connect-ev.participant)
</else>
</if-expression>
</operation>

6 Awareness Perspective

The awareness perspective is intended to provide timely and highly relevant in-
formation about what is happening during an UoL execution. Information in
this perspective is delivered as awareness events. We propose to model the way
in which events produced by services should be processed and delivered to ap-
propriate users and services. An important property of the awareness perspective
is to provide the right amount of awareness. If too much information is provided
the user may be saturated and the information is useless. If not enough infor-
mation is provided the user does not acknowledge many situations. Therefore,
awareness should be constrained and focused in order to be provided to the right
participant the right awareness at each time.

6.1 Awareness Specifications

This perspective is intended to model Awareness Specifications (AwSs). An AwS
defines patterns of events, describes how information from constituent events is
to be digested, and dictates to whom the result is to be delivered.

Awareness Sources. The Awareness Sources involve the set of events that can
be produced during the execution of a UoL. Typically, these events are called as
primitive events, since they are the basic events produced in a system. Primitive
events may be considered for every situation that is of interest.

Similarly to the distinction between types and instances of types in program-
ming languages we distinguish between event instances and event types. An event
type describes at an abstract level the essential factors that unambiguously iden-
tify the occurrence of an event of that type. Each concrete occurrence of an event
type is represented within the system by its specific event instance, whose main
task is to save all relevant information about each the event. The event type
specifies the parameters that sufficiently describe the specific features of the
event. Each event type will provide a different set of features. These parameters
will take particular values in each event instance. As an example, an event in-
stance of the event type 'simulation-abort’ is generated each time a simulation is
aborted. This event type specifies particular features, such as: the time point at
which the abort is produced, the simulation point, the participant involved, etc.
Each event instance will provide particular values of the features (e.g.: ’13:30,
189, maria, ...").

This paper is focused on the events generated by the services included in
the environments. These events are featured in the operational perspective. Each
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service will provide a particular set of events, each one of them with particular
parameters involving different content (e.g., a simulator tool generates events
like: simulation-init, simulation-pause, simulation-resume).

In addition to the events generated by services, during the execution of a
UoL other events may be generated (e.g. events related with the presence of
participants in environments). These events are generated by the LMS during
the execution of the UoL. The awareness perspective is also intended to control
these events to provide a comprehensible support.

Awareness Processing. Awareness Processing is concerned with the capture
and processing of event instances in order to detect particular situations. The
purpose is to detect occurrences of simple primitive events. In addition, usually
we are not interested on a single event but on a combination of multiple events,
that are called in the literature as composite events. Composite events are defined
by composing primitive or composite events with a set of operators. Similarly to
primitive events, composite events are featured by a set of parameters.

A technique is needed to detect occurrences of combinations of multiple events,
i.e., to detect composite events. This has long been studied in the active database
field where event algebras have been proposed [10]. More recently, XML-based
approaches involved in distributed Web systems have also considered this prob-
lem [11]. As a result, the literature describes several techniques that can be
used to process eve