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Preface

We are very pleased to present the proceedings of the Sixth Workshop on Algo-
rithms in Bioinformatics (WABI 2006), which took place in Zürich on September
11-13, 2006, under the auspices of the International Society for Computational
Biology (ISCB), the European Association for Theoretical Computer Science
(EATCS), and the Eidgenössische Technische Hochschule Zürich (ETHZ).

The Workshop on Algorithms in Bioinformatics covers research on all aspects
of algorithmic work in bioinformatics. The emphasis is on discrete algorithms
that address important problems in molecular biology, that are founded on sound
models, that are computationally efficient, and that have been implemented and
tested in simulations and on real datasets. The goal is to present recent research
results, including significant work-in-progress, and to identify and explore direc-
tions of future research. Specific topics of interest include, but are not limited to:

– Exact, approximate, and machine-learning algorithms for genomics, sequence
analysis, gene and signal recognition, alignment, molecular evolution, pop-
ulation genetics and nucleotide polymorphism, structure determination or
prediction, gene expression and gene networks, proteomics, functional ge-
nomics, and drug design.

– Methods, software and dataset repositories for the development and testing
of such algorithms and their underlying models.

– High-performance approaches to computationally hard problems in bioinfor-
matics, particularly optimization problems.

A major goal of the workshop is to bring together researchers spanning the range
from abstract algorithm design to biological dataset analysis, so as to enable a
dialogue between application specialists and algorithm designers, mediated by al-
gorithm engineers and high-performance computing specialists. We believe that
such a dialogue is necessary for the progress of computational biology, inasmuch
as application specialists cannot analyze their datasets without fast and robust
algorithms and, conversely, algorithm designers cannot produce useful algorithms
without being conversant with the problems faced by biologists.

Part of this mix has been achieved for all six WABI events to date by collo-
cating WABI with the European Symposium on Algorithms (ESA), along with
other occasional conferences or workshops, so as to form the interdisciplinary
scientific meeting known as ALGO. This year, ALGO 2006 comprised the 14th
European Symposium on Algorithms (ESA 2006), the 6th Workshop on Algo-
rithms in Bioinformatics (WABI 2006), the 4th Workshop on Approximation
and Online Algorithms (WAOA 2006), the 2nd International Workshop on Pa-
rameterized and Exact Computation (IWPEC 2006), and the 6th Workshop on
Algorithmic Methods and Models for Optimization of Railways (ATMOS 2006).

We received 100 submissions in response to our call for WABI 2006 and were
able to accept 36 of them, ranging from mathematical tools to experimental
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studies of approximation algorithms and reports on significant computational
analyses. Numerous biological problems are dealt with, including genetic map-
ping, sequence alignment and sequence analysis, phylogeny, comparative ge-
nomics, and protein structure. This year was the first in which WABI also called
for machine-learning approaches along with combinatorial optimization, and we
are delighted to feature five contributions from this area.

We would like to thank all authors for submitting their work to the workshop
and all the presenters and attendees for their participation. We were particularly
fortunate in enlisting the help of a very distinguished panel of researchers for our
program committee, which undoubtedly accounts for the large number of sub-
missions and the high quality of the presentations. Our heartfelt thanks go to all:

Vincent Berry (U. Montpellier)
Rita Casadio (U. di Bologna)
Phoebe Chen (Deakin U.)
Nadia El-Mabrouk (U. Montréal)
Raffaele Giancarlo (U. di Palermo)
David Gilbert (U. Glasgow)
Roderic Guigo (U. Pompeu Fabra)
Vasant Honavar (Iowa State U.)
Daniel Huson (U. Tübingen)
Jens Lagergren (KTH Stockholm)
C. Randal Linder (U. Texas Austin)
Joao Meidanis (U. Campinas)
Satoru Miyano (Tokyo U.)
Gene W. Myers (HHMI Janelia Farm)
Luay Nakhleh (Rice U.)
Cedric Notredame (CNRS Marseilles)
Sven Rahmann (U. Bielefeld)
Knut Reinert (Freie U. Berlin)
Mikhail Roytberg (Russian Academy of Sciences)
Marie-France Sagot (U. Claude Bernard)
David Sankoff (U. Ottawa)
Joao Setubal (U. Campinas)
Adam Siepel (Cornell U.)
Jijun Tang (U. South Carolina)
Olga Troyanskaya (Princeton U.)
Alfonso Valencia (CNB-CSIC)
Jaak Vilo (Egeen Inc.)
Tandy Warnow (U. Texas Austin)
Lusheng Wang (City U. Hong Kong)
Tiffani Williams (Texas A&M U.)
Louxin Zhang (National U. Singapore)
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We were fortunate to attract Ron Shamir, from Tel Aviv University, to ad-
dress the joint conferences on topics in computational biomedicine, along with
other distinguished speakers lecturing in more classical algorithmic areas: Erik
Demaine (Massachusetts Institute of Technology), Lisa Fleischer (IBM T.J. Wat-
son Research Labs), László Lovász (Eőtvős Loránd University and Microsoft
Research), and Kurt Mehlhorn (Max-Planck-Institute Saarbrücken).

Last but not least, we thank Michael Hoffman and his colleagues Angelika
Steger, Emo Welzl, and Peter Widmayer, all at ETHZ, for doing a superb job
of organizing the joint conferences.

We hope that you will consider contributing to future WABI events, through
a submission or by participating in the workshop.

September 2006 Phillip Bücher and Bernard M.E. Moret
WABI’06 Program Co-Chairs
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Measures of Codon Bias in Yeast, the tRNA Pairing
Index and Possible DNA Repair Mechanisms

Markus T. Friberg1, Pedro Gonnet1, Yves Barral2,
Nicol N. Schraudolph3,4, and Gaston H. Gonnet1

1 Institute of Computational Science, ETH Zurich, 8092 Zurich, Switzerland
2 Institute of Biochemistry, Department of Biology, ETH Zurich, Switzerland

3 Statistical Machine Learning, National ICT Australia, Canberra ACT 2601, Australia
4 RSISE, Australian National University, Canberra ACT 0200, Australia

Abstract. Protein translation is a rapid and accurate process, which has been
optimized by evolution. Recently, it has been shown that tRNA reusage influ-
ences translation speed. We present the tRNA Pairing Index (TPI), a novel index
to measure the degree of tRNA reusage in any gene. We describe two variants
of the index, how to combine various such indices to a single one and an effi-
cient algorithm for their computation. A statistical analysis of gene expression
groups indicate that cell cycle genes have high TPI. This result is independent of
other biases like GC content and codon bias. Furthermore, we find an additional
unexpected codon bias that seems related to a context sensitive DNA repair.

1 Introduction

Protein translation is a rapid and accurate process, despite the need to discriminate be-
tween many possible incoming and competing tRNAs. One can assume that the process
has been optimized by evolution. It has been shown that tRNA availability is both a
limiting step and a regulatory parameter during translation [1,2]. Recently, through an
experiment with synthesized GFP genes, it was shown that tRNA reusage (codon or-
der) influences translation speed in yeast [3]. Here we describe the tRNA Pairing Index
(TPI), an index that measures the degree of tRNA reusage in any gene.

By a statistical analysis of the TPI and gene expression, we show that genes that
change their expression level rapidly (and thus require the most rapid translation) have
a (statistically significant) higher TPI. Specifically, genes involved in cell cycle and
DNA damage have a high TPI. These genes are regulated in the most dynamic man-
ner, i.e. they are most rapidly turned on and off in response to intra- or extra-cellular
activities.

The TPI distribution over all yeast coding sequences is biased towards positive val-
ues, indicating that there is a general tendency of tRNA reusage in the yeast genome.

Codon bias has been extensively studied previously [4,5,6,7,8,9,10]. However, to the
best of our knowledge, the problem of measuring tRNA reusage in a gene has not been
addressed before. The general analysis of codon autocorrelation suffers from the bias
that may be induced by different base frequencies in different parts of the genome. It is
known that some parts of the genome are GC-rich while other parts are GC-poor. Such

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 1–11, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 M.T. Friberg et al.

long-stretched biases induce an autocorrelation in the codons, which could be signifi-
cant. Our first version of the TPI can measure autocorrelation without being affected by
this kind of bias.

2 Methods

The TPI is an index which is computed for each protein and measures the autocorrela-
tion (positive or negative) of its codons. Depending on how the background distribution
is chosen, it is possible to make TPI completely independent of the frequencies of the
amino acids, tRNAs, codons or bases, so that it will not suffer from any of the common
sources of bias.

We measure the autocorrelation independently of everything else by analyzing the
usage of tRNA in each amino acid of a protein as a combinatorial problem on symbols.
For example, suppose that we are considering an amino acid which occurs 7 times in
the protein in question and can be translated by two different tRNAs, A and B (e.g. 3
A’s and 4 B’s). We will extract the tRNAs from our sequence and represent them as a
sequence of 7 symbols, e.g. AABABBB.

Highly autocorrelated cases are AAABBBB and BBBBAAA. A highly negatively
autocorrelated case is BABABAB. This autocorrelation can be quantified by the number
of identical pairs in the sequence or, conversely, by the number of changes C as we read
from left to right. Notice that for a sequence of length n, the number of identical pairs
plus the number of changes is n− 1. The mathematics is completely analogous for the
number of pairs or number of changes. We call these breaks in the sequences changes,
with the thought that if a tRNA molecule is doing the translation for one particular
amino acid, when these breaks happen, this tRNA will have to be changed for another
molecule. The first two examples have 1 change each, the last example has 6 changes.
The TPI measures how high the actual number of pairs are, or how low C is, compared
to all possible permutations of the sequence of tRNAs.

We present two different background distributions: one (TPI1) based on codon fre-
quencies given by the actual gene/genome under study, i.e. all possible orders consid-
ered equally likely (2.1) and another one (TPI2) based on variable codon frequencies
extracted from the entire genome (2.3).

2.1 TPI1: Constant Codon Frequencies

Computation of the Probability of the Number of Changes. We will now describe
the function to compute the probability and cumulative distribution of a given number
of changes x.

It is easy to observe that the probability of the number of changes C(x, n1, n2, ..., nk)
does not depend on what the symbols are, but rather on how many symbols there are
of each kind (n1, n2, ..., nk). C is a (symmetric) function of the number of each kind
of different symbols. It is difficult to write a recursion based on C, so instead we will
base its computation on another function, called Cr, which does the recursive part of
the computation. Cr(x, n1, n2, ..., nk) assumes that we are not at the beginning of the
sequence, but rather that the last symbol observed is known (Fig. 1). To identify this
known symbol (all symbols are otherwise equivalent), we will make it the first of the
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(probability of x changes with 4 and 3 symbols)

C(x,4,3)

A B A B A

A B A B AA

Cr(x,4,3)

(probability of x changes with 4 and 3 when

 the previous symbol is of the first kind)

A

A B

B

Fig. 1. C and Cr

arguments. Our function Cr assumes that it is called with a symbol of the first class
preceding the rest of the symbols (Fig. 1). We explain Cr for k = 2 symbols in detail.

Cr(x, n1, n2) =

⎧⎨⎩
0 if n1 < 0 or n2 < 0 or x < 0 or x > n1 + n2

1 if n1 = n2 = 0 (x must be 0)
1

n1+n2
(n1Cr(x, n1 − 1, n2) + n2Cr(x − 1, n2 − 1, n1))

(1)

The first symbol is either from the class of n1 (no change) or from the class of n2, in
which case the preceding symbol now is of the second class and we invert the argu-
ments: Cr(x − 1, n2 − 1, n1).

The extension of this function to higher k is simple. Supplementary material (http://
www.biorecipes.com/TPI/appendix/Cr.M) shows a production quality version of this
procedure which takes into account more refined border conditions. C(x, n1, n2) can
be expressed in two forms in terms of Cr. First, if we allow an arbitrary number of
symbols we use

C(x, n1, n2) = Cr(x + 1, [0, n1, n2]) (2)

i.e., we create an artificial first symbol (of which we have 0 left) and allow for one more
change. Else we can expand based on the first symbol:

C(x, n1, n2) =
n1

n1 + n2
Cr(x, n1 − 1, n2) +

n2

n1 + n2
Cr(x, n2 − 1, n1) (3)

The code for Cr as written above, is exponential. We can use dynamic programming,
or we could use something equivalent to option remember in Maple [11] to make it
polynomial in the product of the ni.

To estimate how rare a given number of changes is, we need to compute its cumula-
tive distribution. Since the distribution is over the integers, we will take the cumulative
distribution which adds one half of the probability at the point.

Ccum(x, n1, n2, ..., nk) =
x−1∑
i=0

C(i, n1, n2, ..., nk) +
1
2
C(x, n1, n2, ..., nk) (4)

Our TPI is 1− 2Ccum, which is more intuitive to use than Ccum.
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Expected Values and Moments of the Number of Changes. The expected value of
the number of changes can be expressed in terms of the symmetric functions S1 and S2

on the arguments:

μ′
1 =

∞∑
i=1

i× C(i, n1, n2, ..., nk) =
S2

1 − S2

S1
where Si =

k∑
j=1

ni
j (5)

The derivation of this formula is not trivial in its general form (for an arbitrary k).
However if we observe that all the probabilities are sums of binomial coefficients, then
we can conclude that the result (expected value or higher moments) must be a poly-
nomial expression divided an appropriate descending factorial. Since all the moments
are symmetric in all the arguments, the moments must be functions of the symmet-
ric polynomials derived from the ni. Hence by symbolic interpolation we can deter-
mine all the moments in a much easier (and safer) way. Of interest are the expected
value and the variance. This is because we will attempt a normal approximation to the
distribution.

μ2 =
∞∑

i=1

(i− μ′
1)

2C(i, n1, n2, ..., nk) =
S1S2 − S3

1 − 2S1S3 + S2S
2
1 + S2

2

S2
1(S1 − 1)

(6)

Unfortunately, despite the simplicity of the formulas resulting from this approach, they
do not resolve our problem completely. The normal approximation gives a good ap-
proximation of the cumulative distribution around the average (for large values of S1)
and very good approximations when min(ni) is high. However, it gives poor approxi-
mations at the tails when some of the ni are small, which is an important case.

Computing the Distribution of C in Practice. The recursion in Cr, although sim-
ple, swaps its arguments, which makes it almost impossible to handle with the standard
techniques. Even dynamic programming becomes very difficult to express. In this sec-
tion we find a mechanism to rewrite the recursion in a way that the argument order is
maintained.

Since the function is totally symmetric in its arguments (and Cr is totally symmetric
in its arguments but the first) we can sort the arguments in increasing order guarantee-
ing a time of O(n1n2....nk). This makes the recursion marginally acceptable for real
problems (for yeast k ≤ 4 and for most other genomes k ≤ 5). This ordering is partly
ruined by the swapping of arguments in the recursion (1). Each recursive call to Cr uses
a different argument as second argument.

To resolve this problem we find recursions which (while maybe more complicated)
do not jumble the arguments. We can illustrate this by doing the transformation on the
simplest recursion, k = 2. For further simplicity, we will use the auxiliary function

H(x, n1, n2) = Cr(x, n1, n2)
(
n1 + n2

n1

)
. As expected, the recursion on H(x, n1, n2) is

significantly simpler.

H(x, n1, n2) = H(x, n1 − 1, n2) + H(x− 1, n2 − 1, n1) (7)

We now apply this formula to the shifted arguments
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−H(x, n1, n2 − 1) = −H(x, n1 − 1, n2 − 1)−H(x− 1, n2 − 2, n1) (8)

H(x− 1, n2 − 1, n1) = H(x− 1, n2 − 2, n1) + H(x− 2, n1 − 1, n2 − 1) (9)

Adding these three equations results in

H(x, n1, n2) = H(x, n1 − 1, n2) + H(x, n1, n2 − 1)−H(x, n1 − 1, n2 − 1)+
H(x− 2, n1 − 1, n2 − 1)

(10)
Notice that we have managed to obtain a recursion for which all the arguments
(n1, n2) are in the same order. The new recursion with four terms instead of two
is a bit more complicated, but this is an insignificant cost when we observe that in
this form it is easy to write a recursive program to compute it. The computation can
be done over the space of n1xn2 for increasing x, having to keep two copies of the
older H .

Transformations for up to k = 5 were obtained by doing a Knuth-Bendix style
elimination procedure among all shifts of the basic recurrence. This was done in Maple
and required some careful and extensive manipulations. Table 1 shows the summary of
the results.In the supplementary material, http://www.biorecipes.com/TPI/
appendix/recursions, we show the recursions for k = 2 to k = 5. With these
recursions it was possible to write a C program that can compute all the TPI values for a
genome like yeast in about 6 hours. Previous attempts failed after weeks of computing
in very large machines.

Table 1. Recursions

k terms eq. used max shift x max shift n1, n2, ...

2 4 3 -2 -1
3 12 37 -3 -1
4 32 657 -4 -1
5 80 19125 -5 -1

Analytic Solution for two Symbols. The case with two symbols can be resolved ex-
plicitly (unfortunately, we were not able to find closed forms for higher k, and conjec-
ture that no simple forms exist). Theorem:

H(x, n1, n2) =
(
n1

�x
2 �

)(
n2 − 1
�x−1

2 �

)
(11)

This is easily proved by plugging the recursion that defines H(x, n1, n2) and separating
the case when x is even and when x is odd. For example if x is even then x = 2w and
the recursion becomes:(

n1

w

)(
n2 − 1
w − 1

)
=
(
n1 − 1

w

)(
n2 − 1
w − 1

)
+
(
n2 − 1
w − 1

)(
n1 − 1
w − 1

)
(12)
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By removing the common factor

(
n2 − 1
w − 1

)
we get

(
n1

w

)
=
(
n1 − 1

w

)(
n1 − 1
w − 1

)
(13)

which is a well-known identity of binomial coefficients [12].

2.2 Scale of the TPI

The previous subsection showed how to compute the cumulative distribution which is
needed to compute the TPI. These formulas were applied to each individual amino acid.
Now comes the question of how to express, with a single index, the joint distribution
for all amino acids.

We use convolution of the cumulative distributions, since the measure is the same for
each individual amino acid. To facilitate our understanding,we use TPI1 = 1−2Ccum to
scale this convolved cumulative distribution to−1..1, so that we can talk about negative
TPI (more tRNA changes than expected) and positive TPI (fewer changes than expected).

2.3 TPI2: Variable Codon Frequencies

Some highly expressed genes (e.g., YGR192C) use basically only one tRNA for each
amino acid. Although the number of tRNA changes will be practically zero, so will the
distribution of possible changes. Hence, the TPI1 as computed above will be neutral
(close to 0) for these genes. This is not desirable, since these highly expressed genes
are highly optimized, and have almost the maximum tRNA reusage possible. In some
sense, TPI1 is too independent of the codon usage distribution.

The problem occurs because we have assumed that the choice of codon in a gene is
constant, and only consider different orderings of these codons. To resolve this problem,
we suggest an alternative TPI2, where only the choice of amino acids (not codons) is
fixed. The test statistic is the same as for TPI1 (number of tRNA changes). However, the
background distribution is estimated from the set of all possible genes resulting in the
same protein, where the contribution from each gene is proportional to the probabilities
of its codons according to the global codon frequencies in the genome.

For the TPI2 we will assume that the codon frequency for each amino acid is given.
It can be the global distribution or some localized (extracted from a group of genes)
distribution. Contrary to the case for the TPI1, we have an efficient method of computing
the exact distribution (although not a closed form).

We use a similar notation, C(x, n,P) will give us the probability that we find x
changes in a sequence of n symbols which appear with probabilitiesP = (p1, p2, ..., pk).
Similarly Ci(x, n,P) will denote the probability of x changes among the next n symbols
when the last symbol is the ith.

C(x, n,P) =
k∑

i=1

piCi(x, n− 1,P) (14)

Ci(x, 0,P) = δx0 (15)
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Ci(x, n,P) = piCi(x, n− 1,P) +
∑
k �=i

pkCk(x− 1, n− 1,P) (16)

This recursion is fundamentally simpler than the ones for TPI1, as it is in two variables
(P is a constant). Furthermore, we can compute the functions for increasing n requiring
space O(nk) and time O(n2k). The computation of TPI2 for all yeast genes is done in
approximately 10 minutes on a modern desktop computer.

The moments of C(x, n,P) have simple expressions, but in this case we can compute
the exact distribution for all practical cases, so there is no point in using them.

3 Results

In a recent experiment with synthesized GFP genes, it was shown that genes with
maximum tRNA reusage were translated faster than genes with minimum tRNA reusage
[3]. To complement that biochemistry experiment of one gene, a bioinformatics
analysis is provided here. We examine whether different gene groups have higher or
lower average TPI than what can be expected by chance. Gene groups from expres-
sion connection, http://db.yeastgenome.org/cgi-bin/expression/
expressionConnection.pl were used to evaluate TPI1 and TPI2 (Table 2). For
comparison, we also included the CAI index [5].

Table 2. Average TPI’s (scale: -1..1) and codon adaptation index (CAI) for groups of genes that
are up-regulated in different experiments. Consider as an example the first row: average TPI’s
and CAI were computed for the group of genes with at least 5-fold up-regulation when sub-
jected to glucose limitation. The same was done for 100000 groups of (equally many) randomly
picked genes, and p-values were computed by comparing the real average TPI’s and CAI to their
respective distribution of random values.

Experiment avg(TPI1) p(TPI1) avg(TPI2) p(TPI2) avg(CAI) p(CAI)
glucose limitation 5x 0.142 0.463 0.512 0.0108 0.240 0.0285
sporulation 20x 0.028 0.942 -0.045 0.9831 0.140 0.9987
diauxic shift 10x 0.215 0.222 0.428 0.0062 0.209 0.0583
DNA damage 10x 0.048 0.861 0.466 0.00001 0.223 0.0015
alpha-factor over time 80x 0.144 0.337 -0.037 0.9992 0.138 1.0000
alpha-factor (var. conc.) 20x 0.192 0.148 0.173 0.207 0.157 0.8808
stress response 50x 0.163 0.251 0.236 0.0267 0.174 0.3849
histone depletion 50x 0.140 0.440 0.207 0.1681 0.170 0.4894
zinc levels 10x 0.198 0.236 0.461 0.0015 0.246 0.0017
phosphate pathway 10x 0.328 0.048 0.215 0.2410 0.180 0.3233
cell cycle 5x 0.175 0.153 0.310 0.00017 0.194 0.0152
cell cycle 10x 0.365 0.013 0.465 0.0026 0.21 0.0900

Overall, TPI1 does not show a clear correlation with gene expression. The exception
is for cell cycle genes, a group that requires fast translation. Cell cycle genes that in-
crease expression at least 10-fold have an average TPI1 of 0.365, which is significant



8 M.T. Friberg et al.

with p-value 0.013. This is an indication that there is a selection for high tRNA reusage
in cell cycle genes.

TPI2, which is also correlated with CAI, shows a clear correlation with several gene
expression groups. Genes from the cell cycle, zinc levels, DNA damage, diauxic shift
and glucose limitation experiments have a significantly high average TPI2. This is an
additional indication for high tRNA reusage in cell cycle genes.

4 Pairwise Codon Bias Suggests Context-Dependent DNA Repair
in Saccharomyces Cerevisiae

We observe a very significant bias in the selection of synonymous codons in the coding
DNA of S. cerevisiae. The bias appears in DNA, its reverse complement and in each
amino acid individually which strongly suggests that it is neither a translational nor
RNA effect, but a feature of the DNA. Isolating this bias from other possible sources,
we conjecture that this is caused by a context dependent DNA mismatch correction
mechanism.

Given the complete set of coding sequences of the S. cerevisiae genome (release 36
of the S. cerevisiae genome from EMBL [13]), we can calculate the observed frequen-
cies of amino acids (fa

obs(A)) and codons (f c
obs(C)) as well as the observed pairwise

amino acid (faa
obs(A1, A2)) and codon frequencies (f cc

obs(C1, C2)). Using faa
obs and f c

obs,
we can calculate the expected pairwise codon frequencies f cc

exp under the hypothesis of
independent codon pairing.

We compute the difference between the observed value and the expected value, in
units of a standard deviation and get differences of up to 25 standard deviations. If we
group the codon pairs according to the nucleotides at the frame border, that is, for a
codon pair x1x2x3 and y1y2y3, the nucleotides x3 and y1, we get even more significant
results (up to 83.10 standard deviations, Table 3).

Table 3. Difference in standard deviations between expected and observed counts of pairwise
codons grouped by the nucleotides at the frame border

x3|y1 A C G T

A 19.74 -4.68 -23.46 5.79
C 77.90 -11.21 -61.09 -19.50
G -0.67 30.52 2.84 -29.46
T -83.10 -11.20 65.06 31.50

A look at the most biased codon pair patterns (Table 4) quickly reveals that the
reverse complement of each pattern is similarly biased. This indicates that whatever
is causing the observed bias is probably not dependent on the reading-sense of the
sequences, since it also appears in the reverse-complement strand in identical form.

Furthermore, if we re-compute the values in Table 3 for each amino acid with more
than one codon, using the third nucleotide in each codon for the position x3 and the
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Table 4. The 20 most significantly biased patterns and their reverse complement. The indented
patterns are subsets of an already listed pattern. The bias is given in standard deviations.

Pattern bias Reverse bias

**T A** -83.10 self
**C A** 77.90 **T G** 65.06

**T AA* -70.59 *TT A** -69.96

*TT A** -69.96 **T AA* -70.59
**T G** 65.06 **C A** 77.90

**C AA* 62.39 *TT G** 36.10

*TT AA* -62.02 self

Pattern bias Reverse bias

**C G** -61.09 self
*TC A** 59.07 **T GA* 25.51
*CC A** 54.69 **T GG* 32.07

**T A*A -52.78 T*T A** -45.06
**T A*G -52.61 C*T A** -51.43
**T AG* -51.57 *CT A** -48.28
C*T A** -51.43 **T A*G -52.61

observed and expected pairwise codon frequencies for each amino acid, the resulting
biases (although not all pairs are present for each amino acid) match those in Table 3.

In summary, the pairwise codon bias observed seems to be caused by some mecha-
nism that operates directionally on DNA since it is independent of the coding strand and
of the individual amino acids. This excludes as possible mechanisms post-translational
events.

We postulate that the bias is caused by a context sensitive DNA mismatch correction
mechanism (CSCM). Although DNA replication is in general a very faithful process,
errors in the form of mismatches can arise. The most common form of mismatches,
and the only type we will consider here, are the purine·pyrimidine mismatches C·A and
T·G. Such a mismatch can occur at any given position in the sequence. To avoid DNA
packing and transcription problems, such mismatches need to be corrected to either T·A
or C·G. In organisms which do not mark the original strand during DNA replication
(e.g. S. cerevisiae), corrections could be made according to:

– a static, context insensitive correction rule, always correcting to either T·A or C·G.
Such a mechanism would create an obvious T·A or C·G bias.

– a random correction scheme, which would not produce a C·G-bias, however, it
would not produce the observed codon pair frequency bias either.

In the absence of a strong C·G bias we assume that a more refined context sensitive
mechanism exists. We also assume that such a mechanism would produce better cor-
rections than the static or random models. For our study we will define a good correction
as a correction that does not alter the primary structure of the sequence, since it is the
only type of error we can quantify.

We define a CSCM as a scheme in which the mismatch correction depends on the
mismatch itself and its two neighbouring nucleotides. Considering mismatches in a
strand-independent (symmetric) correction scheme, we define the local context as the
nucleotides upstream and downstream of the pyrimidine in the mismatch. We shall call
these nucleotides x and y. We represent the CSCM as a Table in which for each x and
y an A·C or T·G mismatch is corrected to either A·T or C·G (Table 5).

We define the quality of a CSCM as the percentage of correct corrections (PCC).
This is the relative number of mismatch corrections which do not induce a change in
the primary structure of the sequence or the insertion or deletion of a stop-codon (note
that mutations to synonymous codons are accepted).
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Table 5. A·C portion of the CSCM. The T·G portion is shown to be identical for optimal correc-
tion schemes.

x/y A C G T

A A·T A·T A·T A·T
C C·G A·T A·T A·T
G C·G A·T A·T A·T
T C·G A·T A·T A·T

The optimal CSCM (i.e. the CSCM with the highest PCC of 74.18% as opposed
to 67.12% for random corrections) for the S. cerevisiae genome is shown in Table 5.
Due to its rather simple structure, we can define, for each nucleotide, protected and
vulnerable contexts:

– A preceded by T is vulnerable, since after correction it would change to G.
– C followed by A is protected, since after correction it would remain a C.
– G preceded by T is protected, since after correction it would remain a G.
– T followed by A is vulnerable, since after correction it would change to C.

These four contexts are exactly the four most biased nucleotide combinations observed
over the frame border (Table 3). Note that the observed bias has very little influence
on the choice of the optimal CSCM: the optimal CSCM computed over the expected
pairwise codon frequencies is identical. The optimal CSCM could therefore create
the observed codon bias.

5 Conclusions

We have defined and presented two versions of the TPI. The first one assumes constant
codon frequencies (codon shuffling). This makes it insensitive to codon bias and differ-
ent GC content in different parts of the genome. Still, gene expression analysis indicates
that tRNA reusage is important to cell cycle genes. The advantage of TPI1 is that it is
constructed to be independent of codon usage, GC content etc, which indicates that the
observed signal indeed is due to tRNA reusage.

The second TPI version only assumes constant amino acid sequence, and uses the
global codon frequencies to estimate the background distribution. The result is an index
that is more similar to the codon adaptation index (CAI). Also, overall TPI2 p-values
correlate quite well with CAI. However, for cell cycle regulated genes, the p-value is
much more significant than for CAI. This is an additional indication that tRNA reusage
is important for cell cycle genes. Also, the DNA damage experiments show much higher
correlation with TPI than with CAI.

The two versions of TPI complement each other. TPI1 shows that tRNA reusage ex-
ists, since it measures tRNA reusage independently of other biases. However, assuming
a constant codon population in a gene reduces the measurable tRNA reusage signal.
Naturally, if tRNA reusage is a way to optimize translation speed, one can assume that
evolution can optimize codon bias for this purpose. By not assuming a constant codon
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population in a gene, TPI2 measures tRNA reusage more accurately as it happens in the
cell, which is confirmed by the TPI2 p-values for the cell cycle genes.

In addition to the tRNA reusage bias, we observe an additional unexpected codon
bias in S. cerevisiae. Isolating this bias from other possible sources, we conjecture that
this is caused by a context dependent DNA mismatch correction mechanism.
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Abstract. We present a method for determining the sum formula of
metabolites solely from their mass and isotope pattern. Metabolites, such
as sugars or lipids, participate in almost all cellular processes, but the
majority still remains uncharacterized. Our input is a measured isotope
pattern from a high resolution mass spectrometer, and we want to find
those molecules that best match this pattern.

Determination of the sum formula is a crucial step in the identifica-
tion of an unknown metabolite, as it reduces its possible structures to a
hopefully manageable set. Our method is computationally efficient, and
first results on experimental data indicate good identification rates for
chemical compounds up to 700 Dalton.

Above 1000 Dalton, the number of molecules with a certain mass
increases rapidly. To efficiently analyze mass spectra of such molecules,
we define several additive invariants extracted from the input and then
propose to solve a joint decomposition problem.

1 Introduction

High resolution mass spectrometry (HR-MS) allows determining the mass of
sample molecules with very high accuracy (up to 10−3 Dalton), and has become
one preferred method of analyzing metabolites. As with most analysis techniques
in the life sciences, not one but millions of copies of the same molecule are needed.
The output of a mass spectrometer, after preprocessing, consists of peaks that
ideally correspond to the masses of the sample molecules and their abundance,
i.e., the number of sample molecules with this mass. This brings into play the
natural isotopic distributions of the elements: Several peaks in the output cor-
respond to the same type of sample molecule, reflecting its isotope pattern. In
this paper, we make use of this isotope pattern to identify the sample molecule
by determining its sum formula, i.e., the number of atoms of each element.
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The term “metabolite” is usually restricted to small molecules that are in-
termediates and products of the metabolism. These small molecules partici-
pate in almost all cellular processes such as signal transduction, stress response,
catabolism, or anabolism. It is widely accepted that every species hosts several
thousand metabolites; however, the overwhelming majority of these metabo-
lites is yet uncharacterized. The majority of metabolites have mass below 1000
Dalton: 96.5 % of sum formulas in the KEGG LIGAND database fall into this
mass range [6]. Today, metabolites are usually identified through fragmenting the
metabolite using electron impact ionization, and subsequent database lookup in
a chemical compound library [9]. This method is limited to identifying metabo-
lites and chemical compounds that have been included in some library.

Our input is a list of masses M0, . . . , MK with intensities f0, . . . , fK , nor-
malized such that

∑
i fi = 1. We assume that these have been extracted from a

high-resolution mass spectrum in a preprocessing step, and that they correspond
to the isotope pattern of a sample molecule. Note that, for molecular mixtures,
separating isotopic peaks that belong to different molecules is mostly trivial in
this case. Our goal then is to find the molecule, or rather its sum formula, whose
isotope pattern best matches the input. In the following, we use “molecule” and
“sum formula” interchangeably.

To tackle this problem, we proceed as follows: First, we compute all sum
formulas that share one or more features (such as monoisotopic mass) with
the input mass spectrum. Next, for every such candidate molecule we simulate
its isotope pattern, and match and rank it against the input isotope pattern.
As the number of candidate molecules is usually large, it is essential to find
methods for fast simulation and ranking of isotope patterns. The two studies
reported in literature for identifying molecules from their isotope patterns [4,10],
both proceed in the same manner but focus on the experimental side of the
problem.1

Contributions. First, we show how to use integer decomposition techniques
introduced in [2] for decomposing real valued molecule masses in Sec. 3, with
large improvements over näıve methods that are currently best known for this
problem [3]. Second, we present a method for rapid computation of isotope dis-
tributions and mean masses of isotope peaks in Sec. 4, improving on best-known
results in [12]. Fast simulation of isotope patterns is vital due to the large search
space. Third, we show how to rapidly match and rank such simulated spectra
against the measured spectrum in Sec. 5. In Sec. 7, we report on the application
of our method to high resolution mass spectra.

Fourth, we present methods to further reduce the search space: The number of
molecules with a certain monoisotopic mass increases rapidly for large masses [2].
To this end, we introduce the problem of jointly decomposing a set of queries,
comparable to the multiple integer knapsack problem [7]. These queries are not
the input masses M0, . . . , MK , but other values derived from the input such
as intensities or average mass. We introduce a method to efficiently generate
1 We stress that this method cannot be used as-is to identify peptides or amino acid

compositions, because even short peptides usually have non-unique sum formulas.
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all solutions of a multiple integer knapsack problem in Sec. 6, and our simu-
lations show how this technique efficiently cuts down decomposition runtimes,
see Sec. 7.

2 Isotopes, Isotope Species, and Isotope Patterns

Atoms are composed of electrons, protons, and neutrons. The number of protons
(the atomic number) defines what element the atom is. The elements most abun-
dant in living beings are hydrogen (symbol H) with atomic number 1, carbon
(C, 6), nitrogen (N, 7), oxygen (O, 8), phosphor (P, 15), and sulfur (S, 16). The
number of neutrons, on the other hand, can vary: Atoms with the same number
of protons but different numbers of neutrons are called isotopes of the element.
Each of these isotopes occurs in nature with a certain abundance. The super-
script preceding the symbol denotes the mass number of the atom: the number
of protons plus the number of neutrons.

The mass of an atom is measured in Dalton (Da), which is defined as one
twelfth of the mass of a 12C isotope. An atom’s mass is roughly but not exactly
equal to its mass number, the difference being due to the binding energy in the
atom’s nucleus. The masses of the different isotopes and their abundance are
known up to very high precision [1]; for example, 1H has mass 1.007825Da with
abundance 99.985%, and 2H mass 2.014102Da with abundance 0.015%.

The nominal mass (also called nucleon number) of a molecule is the sum of
protons and neutrons of the constituting atoms. The mass of the molecule is the
sum of masses of these atoms. Clearly, nominal mass and mass depend on the
isotopes the molecule consists of, thus on the isotope species of the molecule. The
isotope species where each atom is the isotope with the lowest nominal mass is
called monoisotopic. Likewise, the mass of the monoisotopic species is called the
monoisotopic mass of the molecule.

The number of distinct isotope species for a molecule with iH hydrogen, iC
carbon, iN nitrogen, iO oxygen, iP phosphor, and iS sulfur atoms is (iC +1)(iH +
1)(iN + 1)

(
iO+2

2

)(
iS+3

3

)
. This follows because for an element E with r isotope

types, a molecule El consisting of l atoms of the element has
(
l+r−1
r−1

)
different

isotope species. The probability that a certain isotope species occurs can be
computed by multiplying the probabilities of the underlying isotopes.

For each element E ∈ Σ we define two discrete random variables, denoted
XE and YE , representing the mass and the mass number, respectively. For ex-
ample, XC with state space {12, 13.003355} and YC with state space {12, 13}
and P(XC = 12) = P(YC = 12) = 0.98890, P(XC = 13.003355) = P(YC = 13) =
0.01110 are the random variables of carbon. Given a molecule consisting of l
atoms, we assign to the ith atom, i = 1, . . . , l, two random variables Xi and
Yi, where Xi ∼ XE and Yi ∼ YE , with E being the corresponding element.
Now we can represent the molecule’s mass distribution by the random variable
X := X1 + . . . + Xl, and its nominal mass distribution, or isotopic distribution,
by Y := Y1 + . . .+Yl. Note that X and Y are correlated, since XE can be viewed
as a function of YE and E.
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In an ideal mass spectrum, normalized peak intensities correspond to the iso-
topic distribution of the molecule. For ease of exposition, the peak at monoisotopic
mass is also called monoisotopic, the following peaks are referred to as +1, +2,
. . . peaks.What is the mass of such a superposition peak? It is reasonable to assume
that its mass is the mean mass of all isotope species that add to its intensity [12]:
For a molecule with monoisotopic nominal mass N , let X = X1 + . . . + Xl be the
mass distribution and Y = Y1 + · · · + Yl be the isotopic distribution. The mean
peak mass of the +k peak is then mk = E(X | Y = N +k). We refer to the isotopic
distribution together with the mean peak masses as the molecule’s isotope pattern.

3 Decompositions of Real Value Numbers

We want to find all molecules with (monoisotopic) mass in the interval [l, u] ⊆ R

where l := M0−ε and u := M0+ε for some measurement inaccuracy ε. Formally,
we search for all solutions of the integer knapsack equation [7]

a1c1 + a2c2 + · · ·+ ancn ∈ [l, u] (1)

where aj are real-valued monoisotopic masses of elements satisfying aj ≥ 0. We
search for all solution vectors c = (c1, . . . , cn) such that all cj are non-negative
integers. We may assume a1 < a2 < · · · < an.

A straightforward solution is to generate all vectors c with c1 = 0 and∑
j ajcj ≤ u, and next to test if there is some c1 ≥ 0 such that

∑
j ajcj ∈ [l, u].

This results in O(mn−1) runtime where m := M0/a2. Alternatively, we can
compute all potential decompositions up to some upper bound U during pre-
processing, sort them with respect to mass and use binary search; this results
in O(Un) space requirement. These approaches are unfavorable in theoretical
complexity as well as in practice: For the alphabet CHNOPS there exist more
than 7 · 108 sum formulas with mass below 1000Da.

In case of integer coefficients, one can use dynamic programming to compute
all solutions efficiently, following the line of thought of [7, Sec. 8.3]. The main
disadvantage of this approach is the rather large memory requirement. An al-
ternative method for finding all solutions is given in [2], using a table of size
O(na1), see Sec. 6 for more details. Every solution is constructed in time O(na1)
independent of the input l, u. Regarding the application of decomposing molecule
masses, the latter approach uses only 1/15 of memory and shows better runtimes.

Reconsider the original integer knapsack problem with real-valued coefficients.
Choosing a blowup factor b ∈ R, corresponding to precision 1/b, we can round
coefficients by φ(a) := 	ba
, so a′

j := φ(aj) and l′ := φ(l), u′ := φ(u) form a Dio-
phantine equation. Now, certain solutions c of the integer coefficient knapsack
are no solutions of the real-valued coefficient knapsack, and vice versa. We can
easily sort out false positive solutions checking (1), resulting in additional run-
time. But first, we concentrate on the more intriguing problem of false negative
solutions that are missed by the integer coefficient knapsack.

Clearly
∑

j ajcj ≥ l implies
∑

j a′
jcj ≥ l′ since all a′

j are integer. We have to
increase the upper bound u′ to guarantee that all solutions of (1) are generated.
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We define relative rounding errors Δj = Δj(b) := �baj�−baj

aj
for j = 1, . . . , n,

where 0 ≤ Δj ≤ 1
aj

, and set Δ = Δ(b) := max{Δj}. If c satisfies
∑

j ajcj ≤ u

then
∑

j a′
jcj ≤ bu + Δu: Clearly,

∑
j a′

jcj ≤ bu +
∑

j(a
′
j − baj)cj and our claim

follows from

0 ≤
∑

j

(a′
j − baj)cj =

∑
j

	baj
 − baj

aj
ajcj ≤

∑
j

Δjajcj ≤ Δ
∑

j

ajcj ≤ Δu.

One can easily check that this bound is tight. So, we re-define the integer interval
by u′ := �bu + Δu�. Then, we have to decompose Δu integers in addition to the
(u− l)b integers we expect without rounding errors. We stress that the runtime
of this approach is dominated by the number of decompositions of these integers,
and not by the number of integers itself.

As an example, consider the alphabet CHNOPS and blowup factor b = 105,
then Δ = ΔH = 0.492936, so for M0 = 1000 we have to decompose an additional
492 integers.

4 Simulating Isotope Patterns

We first observe that for CHNOPS, all resulting molecules have isotopic distri-
butions that decrease rapidly with increasing mass. In particular, we can restrict
ourselves to computing the first K non-zero values of the distribution, for rather
small K such as K = 10. For example, for the molecule C166 with nominal mass
1992, the intensities of +10, +11, . . . peaks sum up to less than 0.00003.

The atoms hydrogen, carbon, and nitrogen have only two (natural) isotopes.
Thus, the isotopic distribution of a molecule El consisting of l identical atoms
of type E with E ∈ {H, C, N} follows a binomial distribution: Let qk denote
the probability that El has nominal mass N + k, where N is the monoisotopic
nominal mass of El. Then, qk =

(
l
k

)
pl−k(1−p)k where p is the probability of the

monoisotopic isotope. The values of the qk can be computed iteratively, since
qk+1 = l−k

k+1 ·
1−p

p qk for k ≥ 0, thus computation time is O(K).
Where an element E has r > 2 isotopes (such as oxygen and sulfur), the

isotopic distribution of El can be computed as follows: Let pi for i = 0, . . . , r
denote the probability of occurrence of the ith isotope. Then, the probability that
El has nominal mass N +k is

∑( l
l0,l1,...,lr

)
·
∏r

i=0 pli
i , where the sum runs over all

l0, . . . , lr ≥ 0 satisfying
∑r

i=0 li = l and
∑r

i=1 i · li = k [5]. The tuples (l0, . . . , lr)
satisfying

∑
i i · li are the integer partitions of k into at most r parts, which

can be computed recursively with a greedy approach. However, the number of
partitions grows rapidly, at least with a polynomial in k of degree r − 1.

4.1 Folding Isotope Patterns

Given two discrete random variables Y and Y ′ with state spaces Ω, Ω′ ⊆ N, we
can compute the distribution of the random variable Z := Y +Y ′ by folding the
distributions, P(Z = N) =

∑
k P(Y = k) ·P(Y ′ = N −k). If we restrict ourselves
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to the first K values of this sum, we can compute this distribution in time
O(K2). Kubinyi [8] suggests to compute the isotopic distributions of oxygen Ol

and sulfur Sl by successive folding of the respective distribution: Using a Russian
multiplication scheme for the folding, this results in an algorithm with runtime
O(K2 log l). In applications, we do not compute these distributions on the fly
but during preprocessing, for all l ≤ L fixed. This results in O(KL) memory
for every such element, where L is small: 64 oxygen atoms already have mass of
about 1024Da, exceeding the relevant mass range. For molecules consisting of
different elements, we first compute the isotopic distributions of the individual
elements, and then combine these distributions by folding in O(|Σ| ·K2) time.

We now come to the more challenging problem of efficiently computing the
mean peak masses of a distribution. Doing so using the definition mk = E(X |
Y = N + k) is highly inefficient, because we have to sum up over all isotope
species, so pruning strategies have been developed that lead to a loss of accuracy
[12, 14]. But there exists a simple recurrence for computing these masses analo-
gous to the folding of distributions, generalizing and improving on results in [12]:

Let Y = Y1 + · · · + Yl and Y ′ = Y ′
1 + · · · + Y ′

L be isotopic distributions of
two molecules with monoisotopic nominal masses N and N ′, respectively. Let
pk := P(Y = N + k) and qk := P(Y ′ = N ′ + k) denote the corresponding
probabilities, mk and m′

k the mean peak masses of the +k peaks. Consider the
random variable Z = Y + Y ′ with monoisotopic nominal mass Ñ = N + N ′.

Theorem 1. The mean peak mass m̃k of the +k peak of the random variable
Z = Y + Y ′ can be computed as:

m̃k =
1∑k

j=0 pjqk−j

·
k∑

j=0

pjqk−j

(
mj + m′

k−j

)
(2)

Note that
∑k

j=0 pjqk−j = P(Z = Ñ + k). Since by independence, P(Y1 =
N1, . . . , Yl = Nl) =

∏
i P(Yi = Ni), the theorem follows by rearranging sum-

mands, we omit the formal proof.
The theorem allows us to “fold” mean peak masses of two distributions to

compute the mean peak masses of their sum. This implies that we can compute
mean peak masses as efficiently as the distribution itself. This improves on the
previously best known method [12], replacing the linear runtime dependence on
the number of atoms by its logarithm.

5 Scoring Candidate Molecules

We want to discriminate between (tens of thousands of) candidate molecules
generated by decomposing the monoisotopic mass. To this end, we compare the
simulated isotopic distribution with the measured peaks. Matching peak pairs
between the spectra is trivial for this application.

Zhang et al. [15] and Zhang and Chait [16] suggest to use Bayesian Statistics
to evaluate mass spectra matches:
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P(Mj |D,B) =
P(Mj |B) P(D|Mj,B)∑
i P(Mi|B) P(D|Mi,B)

(3)

where D is the data (the measured spectrum),Mi are the models (the candidate
molecules), and B stands for any prior background information. In particular,
we set the prior probability P(Mj|B) to zero for all molecules but the decom-
positions of the monoisotopic mass. We assign prior probability zero to sum
formulas that cannot correspond to a molecule, because of chemical considera-
tions: For any molecule, the degree of unsaturation DU = − v1

2 + v3
2 + v4 +1 [11]

is a non-negative integer, where v1, v3, v4 denote the number of monovalent
atoms (hydrogen), trivalent atoms (nitrogen, phosphor), and tetravalent atoms
(carbon) if we assume that all elements are in their lowest valency state.

Next, we assign probabilities to the observed masses and intensities. As-
suming independence (in particular from background information) we calculate
P(D|M,B) =

∏
j P(Mj |mj)

∏
j P(fj |pj). Here, P(Mj |mj) is the probability to

observe peak j at mass Mj when its true mass is mj , and P(fj |pj) is the prob-
ability to observe peak j with intensity fj when its true intensity is pj. Clearly,
the independence of peak intensities is violated because these intensities sum to
one, but this product can be seen as a rough estimate of the true probability.

We empirically estimate distributions of mass and intensity differences, as
follows: We analyze the 69 mass spectra as described in Sec. 7 and, in addition,
spectra of 33 molecules with mass above 1000Da. We know the correct sum
formulas for all of these mass spectra, so we can simulate the ideal isotope
patterns and compare with masses and intensities of measured spectra.

Regarding peak masses, our data shows a systematic mass shift due to cal-
ibration inaccuracies. This can be eliminated for all masses but the monoiso-
topic mass: We do not compare masses of the +1, . . . peaks directly but instead,
the difference to the monoisotopic peak, Mj − M0 vs. mj − m0 for j ≥ 1.
In accordance with expert knowledge, mass differences increase with increasing
mass of the molecule, so we use relative mass differences, (M0 − m0)/m0 and
(Mj −M0−mj +m0)/mj . We determine mean and variance of these quantities.
For intensities, our data indicates that ratios between measured and predicted
peak intensity fj/pj follow a log normal distribution, so we determine mean and
variance of log10 fj − log10 pj.

We want to estimate the probability that, given a peak with true mass mj ,
a peak at mass Mj is observed in the measured spectrum: More precisely, the
probability of observing a mass difference of |Mj −mj | or larger. For simplicity,
we assume that relative mass differences follow a Gaussian distribution with
parameters (μ̄, σ̄). We can compute this probability using the complementary
error function “erfc”:

P(Mj|mj) = erfc
( |xj − μ̄j |√

2 σ̄j

)
=

2√
2π

∫ ∞

z

e−t2/2dt with z :=
|x− μ̄|

σ̄
(4)

where x0 = (M0 − m0)/m0 and xj = (Mj − M0 − mj + m0)/mj for j ≥ 1.
Analogous computations can be executed for intensity differences. Regarding
peaks missing in the measured spectrum, we can use the smallest intensity of
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any peak detected in the spectrum as an upper bound, and use a one-sided test
for the peak intensity to be below this threshold.

6 Additive Invariants and Joint Decompositions

The mass of the monoisotopic peak is an additive invariant of the decompositions
we are searching for: Given any solution, the sum of monoisotopic masses of
all elements is the input mass M0. We now present other additive invariants
resulting from the observed isotope pattern. We consider a theoretical molecule,
where iE denotes the multiplicity of element E in the molecule, E ∈ Σ.

Given the observed normalized intensities f0, . . . , fK and peak masses M0, . . . ,
MK , we easily estimate the average mass of the molecule as Mav :=

∑
i fiMi.

The average mass of an element E can be estimated by μ1(E) := E(XE); we
decompose the number Mav over the set {μ1(E) | E ∈ Σ}.

For every element E, let pE denote the probability that an isotope of this
element is monoisotopic. The intensity of the monoisotopic peak f0 should equal
the probability p∗ that the molecule has monoisotopic mass, which implies that
all atoms must have monoisotopic mass, thus p∗ =

∏
E∈Σ p iE

E . Taking the loga-
rithm we find

∑
E∈Σ iE · log pE = log f0. Defining a third set μ2(E) := − log pE ,

we can decompose − log f0 over the set {μ2(E) | E ∈ Σ}.
We have identified two more additive invariants resulting from the molecules’

isotope pattern: the relative intensity of the +1 peak f1/f0, and the weighted
mass difference of the +1 peak f1

f0
(M1 −M0).

For the current problem, we need to find joint decompositions for two or
more masses m1, . . . , mk where each mass is decomposed over a different set of
numbers of the same size. Formally, we state the

Joint Decomposition Problem. Let {a1,1, . . . , a1,n}, . . . , {ak,1, . . . , ak,n}
be k sets of non-negative integers. Let m1, . . . , mk ∈ N. Find all joint
decompositions c of m1, . . . , mk, i.e., all c = (c1, . . . , cn) ∈ N

n
0 such that

Ac = m, where A = (aij)i=1,...,k,j=1,...,n and m = (m1, . . . , mk).

The problem is clearly related to the multidimensional integer knapsack problem
[7]. In general, it is NP complete to decide if there exists at least one solution
when the matrix has integer entries. At the other extreme, if we have n many
equations, then A is a square matrix, and if its rows are linearly independent,
we can compute its inverse A−1. We then only need to check whether c =
A−1m has only non-negative integer entries; if this is the case, then c is a joint
decomposition of m1, . . . , mn.

A näıve approach to solve the joint decomposition problem is to generate all
decompositions c of m1 and then test whether

∑
i ciaj,i = mj for all j = 2, . . . , k.

However, this involves generating many decompositions unnecessarily. Another
approach is to construct Extended Residue (ER) tables for each set of numbers
[2]: For one set {b1, . . . , bm}, entry ER(r, i) of this table, for r = 0, . . . , b1 −
1 and i = 1, . . . , m, is the smallest number congruent r modulo b1 which is
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decomposable over the set {b1, . . . , bi}. Then, while running the algorithm on
the ER table for {a1,1, . . . , a1,n}, in each step of the recursion, we check whether
there is still a feasible solution for all mj , j = 2, . . . , k, as well. If the answer is
negative for one j, we terminate the current recursion step and continue with
the next candidate. Note that this is a runtime heuristic only, since there may
exist decompositions over each alphabet, but they may contradict each other.

Consider matrix A of dimension k× n. By Gaussian elimination, we can find
a lower triangular matrix L ∈ R

k×k of full rank, and an upper triangular matrix
R ∈ N

k×n such that A = LR. Then, Ac = m if and only if Rc = m′, where we
can compute m′ = L−1m. In particular, c must satisfy the bottom equation of
Rc = m′ which has at most n− k + 1 non-zero coefficients. If all coefficients of
R are non-negative integers, we have a new instance of the joint decomposition
problem, which we can solve iteratively, beginning with the bottom equation: We
build ER tables for each (new) set of numbers, run the decomposition algorithm
on the bottom one, checking in each step of the recursion whether the solution
is feasible over all sets. When having computed a decomposition of m′

n over
rk,k, . . . , rk,n, we continue with the next equation, which has one variable more.
Schur’s Theorem [13] states that the number of decompositions of an integer
M over {b1, . . . , bm} grows with a polynomial in M of degree m − 1. Since the
ER-algorithm of [2] runs in time proportional to the number of decompositions,
and the number of solutions of the bottom equation is considerably lower than
of any of the original equations, we improve on runtime.

However, even though we can guarantee that all entries of R are integers, some
could be negative, yielding infinitely many solutions. In order to avoid negative
entries, one needs to exchange columns; details will be described elsewhere. We
refer to this algorithm as Dimension Reduction (DR) algorithm. In Sec. 7, we will
see that the DR algorithm yields a significant improvement over the approach
of simultaneously decomposing over the individual sets.

7 Results

Data set. Our data set consists of 69 mass spectra with single charge from sev-
eral organic (macro)molecules, composed of the elementsCHNOPS.For every such
spectrum, the sum formula of the sample molecule is known. The spectra were ac-
quired over the last two years; the molecules range in mass from 284 to 960Da.
Electrospray ionization (ESI) experiments were performed using a Fourier Trans-
form Ion Cyclotron Resonance (FT-ICR) mass spectrometer APEX III (Bruker
Daltonik GmbH, Bremen, Germany) equipped with a 7.0 T, 160 mm bore super-
conducting magnet (Bruker Analytik GmbH – Magnetics, Karlsruhe, Germany),
infinity cell, and interfaced to an external (nano)ESI ion source. Peak detection and
estimation of peak masses and intensities are conducted using vendor software.

Identification accuracy and runtimes. Every input “mass spectrum” con-
sists of masses M0, . . . , Mk and intensities f0, . . . , fk. For every such spectrum,
we compute all molecules such that the monoisotopic mass m0 has relative mass
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Table 1. Number of correct sum formulas at certain positions of the output list, for
several mass ranges. Runtimes in seconds per spectrum. See text for details.

no. of rank in output list average no. sum formulas
mass range spectra 1 2 3–5 6–10 11+ int. real chem. runtime

200–300 3 3 0 0 0 0 60.7 26.3 5 0.0006
300–400 20 18 2 0 0 0 165.3 70.1 6.4 0.0012
400–500 25 13 5 5 2 0 560.3 236.4 17.8 0.0043
500–600 1 0 1 0 0 0 1956 833 51 0.0164
600–700 2 1 0 1 0 0 2204 934.5 30.5 0.0190
700–800 5 0 2 1 0 2 7548.6 3205.2 167.6 0.0706
800–900 8 0 1 0 1 6 12521 5325.9 340.6 0.1217

900–1000 5 0 0 0 0 5 23443 9972.8 770 0.2338

difference of at most 2 ppm, |M0−m0|/m0 ≤ 2·10−6. To do so, we decompose in-
teger masses with some blowup b ∈ R, see Sec. 3, and discard molecules with real
mass outside the mass interval. Next, we discard molecules that have negative or
non-integer degree of unsaturation DU . For every such molecule, we compute its
theoretical isotopic distribution (with K = 10) and compare it to the measured
isotopic distribution, see Sec. 4 and 5. We rank the molecules according to result-
ing probabilities. We do not use any other background information to identify
the molecule, in order to evaluate the discriminative power of isotope patterns.

Out of the 69 mass spectra, 35 result in a correct identification; in 81 % of the
mass spectra, the correct interpretation is found in the top 10 interpretations.
There is a clear correlation between mass and identification accuracy, as seen
in Table 1. For mass spectra below 700Da, the correct interpretation is always
found in the top 10 interpretations.

We analyzed all 69 mass spectra on a Pentium M 1.5 GHz processor with
blowup b = 5·104, using only a few Megabyte of memory. This results in runtimes
of less than 1/4 second per spectrum for the complete analysis of one mass
spectrum. Clearly, runtimes depend on molecule masses, see Table 1. Increasing
the blowup beyond 5 · 104 increased runtimes, presumably because the smaller
table can be kept in the processor cache.

For every mass range, we also report in Table 1 the number of integer de-
compositions (int.), the number of real decompositions (real), cf. Sec. 3, and
the number of sum formulas with non-negative integer degree of unsaturation
(chem.). These numbers are averages over all molecules in the mass range.

Joint decomposition algorithm. As a first evaluation of our algorithms for
decomposing metabolite isotope patterns, we decomposed molecular masses over
the CHNOPS alphabet, using data from the KEGG LIGAND database [6]: We
extracted 10 300 sum formulas over the alphabet CHNOPS, which reduced to
5 627 non-redundant sum formulas. We computed the monoisotopic and average
masses and used these as input for our algorithms using precision δ = 10−4 Da.

Runtimes on a Sun Fire 880 with 900-MHz UltraSPARC-III-CPU, 32 GB
RAM, are shown in Fig. 1: (i) computing all decompositions of the monoisotopic
mass, (ii) doing the same respecting decompositions of the average mass of the
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Fig. 1. Runtimes of decomposition algorithms in comparison (logarithmic scale): de-
composing the monoisotopic mass with no additional information (dots), simulta-
neously decomposing the monoisotopic and average masses (crosses), and the DR-
algorithm on monoisotopic and average masses (circles)

molecule, and (iii) using the DR algorithm on the monoisotopic and average
masses. Runtimes for δ = 10−3 Da are similar (data not shown). Our experiments
show that using dimension reduction as is done by the DR algorithm is greatly
superior to using additive invariants directly. It is realistic to expect that results
will carry over straightforwardly to decompositions of real masses, since the
runtimes of all algorithms are effected in the same way.

8 Conclusion

We presented an approach to determine the sum formula of an unknown metabo-
lite solely from its high resolution isotope pattern. Our approach allows us to
reduce the number of potential sum formulas to only a few candidates; in many
cases we were able to determine the correct sum formula. The approach is time
and memory efficient and can be executed on a regular desktop PC. Results on
experimental data show its potential, in particular for metabolites below 700Da.
We further presented methods for the efficient simulation of isotope patterns, as
well as an approach to significantly reduce the search space of molecule candi-
dates (additive invariants, joint decomposition). Both are vital in ranges above
1000 Da, where the search space increases rapidly.

Nevertheless, our results are only a first step towards automated determi-
nation of sum formula from high resolution mass spectrometry data. We want
to conduct further studies regarding mass and intensity variations and are cur-
rently gathering an independent test set of about 100 sample spectra. Note that
we have deliberately ignored some information available in the data, in order to
evaluate the discriminative power of a single isotope pattern, such as different
charge states, prior probability of the elements, or neutral losses. We are also
evaluating the impact of increased mass accuracy on our algorithms.
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Abstract. Motivation: Hidden Markov Models (HMMs) have been
widely used for biological sequence analysis. When modeling a phenom-
enon where for instance the nucleotide distribution does not change for
various length of DNA, there are two popular approaches to achieve a
desired length distribution: explicit or implicit modeling. The implicit
modeling requires an elaborately designed model structure. So far there
is no general procedure available for designing such a model structure
from the training data automatically.

Results: We present an iterative algorithm to design standard HMMs
structure with length distribution from the training data. The basic idea
behind this algorithm is to use multiple shifted negative binomial dis-
tributions to model empirical length distribution. The negative binomial
distribution is obtained by an array of n states, each with the same
transition probability to itself. We shift this negative binomial distrib-
ution by using a serial of states linearly connected before the binomial
model.

1 Introduction

Biological sequences, such as DNA, usually contain some homogeneous regions
with uncertain length where the composition distribution does not change. When
hidden Markov models are used for biological sequence analysis, there are typi-
cally one or more states modeling this kind of regions. The simplest model design
is to make a state with transition to itself with probability p [1]. After entering
the state there is a probability 1− p of leaving it, so the probability of staying
in the state for l residues is

P (l) = (1− p)pl−1. (1)

Here the emission probabilities are disregarded. In other words, this model
generates a sequence of length l with probability P (l). This exponentially decay-
ing distribution on lengths (called a geometric distribution) can be inappropriate
in some applications.
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A more subtle way of obtaining a non-geometric length distribution is to
use an array of n states, each with a transition to itself of probability p and a
transition to the next of probability 1− p (see Figure 1(a)). For any given state
sequence (called path) of length l through the model, the probability of all its
transition is pl−n(1− p)n. The number of possible paths of length l through the

model is
(

l − 1
n− 1

)
, so the total probability summed over all possible paths is

P (l) =
(

l − 1
n− 1

)
pl−n(1 − p)n. (2)

This distribution is called a negative binomial. This model thus generates se-
quences with lengths varying according to this distribution, as shown in Figure 2
for p = 0.99 and n ≤ 5.

The length distribution can be modeled in an explicit way, if the states of
HMMs are allowed to emit more than one symbol [2]. This extension to HMMs
is called hidden semi-Markov models (HSMMs). The “super” states once emit
a sequence of length with probability from the desired length distribution. This
model allows an accurate modeling of the length at the cost of computation time.
If no further heuristic is used the computation time of the typical algorithms
(Viterbi, forward algorithm) is at least proportional to the maximal possible
length of the state [3]. In some situations, these homogeneous regions can be
very long and it is practically infeasible to explicitly model the whole length
distribution by HSMMs.

In this work we focus on modeling length distribution implicitly and ac-
curately by using standard HMMs. A general method is presented to design
model structure to meet the desired length distribution. The negative binomial
distribution model is used as basic structure element. By placing a serial of
states linearly connected before the binomial model, the negative binomial dis-
tribution is shifted (see Figure 1(b)). This method searches for several shifted
negative binomial distributions and combines them to fit the desired length
distribution.

In the following we explain how to design a standard HMM with desired length
distribution from the very beginning, the training data. Then the experiments
on Ciona intestinalis intron data and rice exon data are showed.

1α

iα

Fig. 1. Model structures used to model the length distribution in this work
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2 Methods

In this section, first we describe the shifted negative binomial model more con-
cretely. Then we give the procedures of designing a standard HMM structure
with desired length distribution estimated from the training data.

2.1 Shifted Negative Binomial Distribution and the Combination

As described above, by using an array of n states, each with a transition to itself
of probability p and a transition to the next of probability 1 − p, we obtain a
negative binomial length distribution like (2). A serial of preceding states linearly
connected will shift this binomial length distribution. If the number of this serial
states is m, the resulting length distribution would be

P (l) =
(

l −m− 1
n− 1

)
pl−m−n(1 − p)n. (3)

Figure 3 shows the binomial distribution for n = 3 and m = 100.
These shifted negative binomial distribution models are used as basic structure

elements in the following structure design. They are combined in the way shown
in Figure 1(c), each with a coefficient αi.
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Fig. 2. The probability distribution
over lengths for models in Figure 1(a)
with p = 0.99 and n ranging from 1 to 5

Fig. 3. The probability distribution
over lengths for negative binomial dis-
tribution and shifted negative binomial
distribution with p = 0.99 and n = 3

2.2 Length Distribution Modeling Algorithm

Suppose the training dataset contains some homogeneous sequences of length
within a wild range. First we calculate the length distribution (called empiri-
cal distribution) of training sequences based on length frequencies. This length
distribution usually is very rough because of the relatively small sample in the
training set. Then it is smoothed by some smoothingprocedure, which gives the
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smoothed distribution. The shifting range is determined based on the empirical
distribution. After that the shifted negative binomial distribution candidates are
decided. We choose the most fit candidate for the smoothed distribution based
on their correlation coefficient. The least squares fitting of this candidate to
the smoothed distribution is solved as a quadratic programming problem. Then
the fitting part is subtracted from the smoothed distribution, which results in
the “residue distribution”. In the next iteration, the most fit candidate for the
residue distribution is found, and the least squares fitting of these two selected
distribution elements to the smoothed distribution is solved. After each itera-
tion the residue distribution is updated and the iteration stops until the exit
condition is reached.

More concretely, the modeling algorithm works like this:

1. Calculate the length frequencies: F (l). The empirical distribution is given by

P e(l) = F (l)/
Lmax∑
Lmin

F (i). (4)

2. Find the length Lperc1that satisfies P (l > Lperc1) = 1% and length Lperc10

that satisfies P (l > Lperc10) = 10%.
3. Replace the probability mass P e(l) at position l(l = Lmin · · ·Lperc1) by a

“discretized” normal density with mean μ = l and variance σ2 = 2l/F (l),
scaled so that the total mass is P e(l) [4]. The resulting distribution is the
smoothed distribution denoted as P s(l)(l = Lmin · · ·Lperc1) .

4. The minimum length the model is allowed to capture is denoted by Lmin.
Then the minimum shifting value mmin = Lmin − 1. The maximum shift-
ing value mmax = Lperc10. The shifted negative binomial candidates are
all these distribution elements Em,n,p with m = mmin, · · · , mmax, n =
1, · · · , 5 and p = 0.90, 0.91, · · · , 0.99. All the distributions Em,n,p(l)(L =
Lmin, · · · , Lperc1) with m = 0 are calculated before the iteration
algorithm.

5. Set j = 0 and the residue distribution R0 = P s.
6. Set j = j +1. Calculate the correlation coefficient r of each candidate distri-

bution and the residue distribution Rj−1. Choose the distribution candidate
that gives the maximum r as the current selected element Ej(l). The least
squares fitting of E1(l), · · · , Ej(l) to the smoothed distribution is solved as
a quadratic programming problem. The solution minimizes

Sj =
1
2
‖Φjαj − P s‖2 + Cj‖αj‖ (5)

With respect to αj under the constraints of αj
i ≥ 0(i = 1, · · · , j). Here

Φj = [E1 · · ·Ej ] and Cj is used to control the over-fitting phenomenon.
After αj is determined, the residue distribution is given by

Rj = P s − Φj • αj . (6)
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7. If the increment in the correlation coefficient of Φj •αj and P s is larger than
a predetermined value and j does not exceed a predetermined value, go to
step 6.

8. Normalize αj so that
j∑
1

αj
i = 1. Use the shifted negative binomial models

E1(l), · · · , Ej(l) and their corresponding coefficients to construct a HMM for
these sequences in the training set.

2.3 State Tying and the Most Probable Labeling

This implicit length modeling, in other words, has a few basic states appearing
again and again to achieve a certain length distribution. A basic states and all its
copies are usually supposed to have the same emission probabilities. This is called
tying of states [5]. During parameter estimation, emission probabilities are needed
not to be computed for every state, but just for every tying group of states.

There’s another feature about the implicit length modeling. The probabil-
ity of a particular length is distributed across many different state paths. In
practice, the states can be labeled and different state paths may give the same
’labeling’ path. The most probable labeling path is often more significant than
the most probable state path identified by the Viterbi algorithm. Krogh present
a so-called 1-best algorithm to find this most probable labeling path [5].

2.4 Allow a State to Emit a Certain Number of Symbols

There may be a lot of states used to shift the negative binomial models. As the
number of states is increased, the time and space complexity of typical HMM
algorithms is increased.

The time complexity of standard HMM is given as O((B + K)NT ) [3]. Here
B denotes the number of operations to compute an observation likelihood for
one symbol. K denotes average number of predecessor states. N denotes the
total number of unique states in HMM set. T is the number of symbols in
the sequence being analyzed. The space complexity of standard HMM is given
as O(NT ). After the shifting states are used, N is increased by several times.
Since all the linearly connected states have only one predecessor state, the time
complexity is not increased significantly. The space complexity is proportional
to the number of states.

If we use one single state to replace these linearly connected states, it will
largely reduce the space complexity. This modification is doable and will not
lose any useful information, since all the internal transmission probabilities are
1. Let N1 denote the number of states emitting a certain number (more than
one) of symbols, N2 denote all the other state, and D denote the maximum
length one state emits. Then we obtain the time complexity of this HMM as
O((B + K)N2T + (DB + K)N1T ) and the space complexity as O((N1 + N2)T ).
N1 is typically less than 10 and as we can see this modification largely reduces the
space complexity. The time complexity of typical HSMMs is O((B + DsK)NT )
and Ds is the maximum length one state emits in HSMMs and usually much
larger than D.
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3 Experiments

3.1 Modeling the Length Distribution of Ciona Intestinalis Introns

Ciona intestinalis genes were downloaded from the ftp.ensembl.org site provided
by the Ensembl project. After the ‘sanity’ checks there are 21,164 genes left,
from which 44,053 introns were extracted as our intron training dataset.

Figure 4 shows the smoothed length distribution and Figure 5 shows the
length distribution given by the HMM structure designed by the methods de-
scribed above. All the selected shifted negative binomial elements are listed
in Table 1. After six iterations we obtained a correlation coefficient r = 0.99
of the length distribution given by the combined model and the smoothed
distribution.

Table 1. Selected negative binomial elements for ciona intron length distribution (α—
coefficients corresponding to model elements; m—the number of shifting states; n—the
number of states in the negative binomial models; p—the transition probability from
a state to itself in the binomial model)

index α m n p

1 0.52 10 3 0.99
2 0.08 47 2 0.90
3 0.28 248 2 0.99
4 0.04 206 5 0.90
5 0.06 479 5 0.99
6 0.02 192 2 0.90
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Fig. 4. The smoothed length distribu-
tion for Ciona intestinalis introns

Fig. 5. The modeled length distribu-
tion for Ciona intestinalis introns

3.2 Modeling the Length Distribution of Rice Exons

Rice genes are from the rice annotation dataset assembled by TIGR Rice Genome
Project [6], at http://www.tigr.org/tdb/e2k1/osa1s. After the ‘sanity’
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checks, there are there 25,074 genes left, from which 78,170 internal exons were
extracted as our exon training dataset.

Nucleotide distribution in Exons depends on the three codon positions. To
make this experiment simple, we disregard non-homogeneousness here. Figure 6
shows the smoothed length distribution and Figure 7 shows the length distribu-
tion given by the HMM structure designed by the methods described above. All
the selected shifted negative binomial elements are listed in Table 2. After four
iterations we obtained a correlation coefficient r = 0.95 of the length distribution
given by the combined model and the smoothed distribution.

Table 2. Selected negative binomial elements for rice internal exon length distribution
(the denotations are the same as in Table 1)

index α m n p

1 0.81 29 2 0.98
2 0.03 68 1 0.90
3 0.14 155 3 0.99
4 0.02 4 2 0.90
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Fig. 6. The smoothed length distribu-
tion for rice internal exons

Fig. 7. The modeled length distribu-
tion for rice internal exons

For rice exons, the modeled length distribution is not as accurate as for the
ciona introns according to the final correlation coefficients. This may be mostly
caused by the rougher smoothed distribution of rice exon length. However the
true distribution of lengths is likely to be much smoother than this. We do not
expect an equally accurate fitting to this rougher distribution.

4 Conclusion

We present a simple iteration algorithm to design standard HMMs with desired
length distribution. To reduce the complexity of typical HMM-related algorithm,
a state is allowed to emit a certain number of symbols. The resulting HMMs
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have the capability to accurately model the length distribution and are not
as complex as hidden semi-Markov models in computation time. The design
method can work without any manual help, which make it applicable to on-line
model design.
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Abstract. Proteomic mass spectrometry is gaining an increasing role
in diagnostics and in studies on protein complexes and biological systems.
The issue of high-throughput data processing is therefore becoming more
and more significant. The problems of data imperfectness, presence of
noise and of various errors introduced during experiments arise.

In this paper we focus on the peak alignment problem. As an alter-
native to heuristic based approaches to aligning peaks from different mass
spectra we propose a mathematically sound method which exploits the
model-based approach. In this framework experiment errors are modeled
as deviations from real values and mass spectra are regarded as finite
Gaussian mixtures. The advantage of such an approach is that it provides
convenient techniques for adjusting parameters and selecting solutions of
best quality. The method can be parameterized by assuming various con-
straints. In this paper we investigate different classes of models and select
the most suitable one. We analyze the results in terms of statistically sig-
nificant biomarkers that can be identified after alignment of spectra.

1 Introduction

In the 1990s mass spectrometry arose as a powerful tool for protein analysis [1]
becoming one of the main technologies used in proteomics. The previously used
techniques, such as the two-dimensional gel electrophoresis, suffered from the
lack of sensitive methods for protein identification in a reasonable time. To the
contrary, mass spectrometric experiments, which measure amounts of molecules
present in a sample, are fast and allow for high-throughput data processing.

Multidimensional mass spectrometry. Mass spectrometry combined with
chromatographic technologies produces more detailed, multidimensional spectra.
Liquid chromatography mass spectrometry (LC-MS) separates compounds with
accordance to their hydrophobicity before they are introduced into the ion source
and mass spectrometer. With the usage of the HPLC column it produces a
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mass spectrum for each eluted fraction of molecules. Each detected peptide is
characterized by two coordinates: its molecular mass over charge (m/z) ratio
and elution time value (also called retention time).

Using computational methods of mass spectra analysis, composition of a sam-
ple can be almost uniquely identified. This ability can be exploited in diagnostics,
while searching for known factors that cause or are related to a disease. On the
other hand, even if such proteins are unknown, a significant insight can be ac-
quired by a comparative analysis of samples. Mass spectra obtained from the
diseased samples may show some characteristic patterns in peak intensities that
distinguish them from the rest of the samples. Detection of such patterns is
possible again with mathematical and statistical analysis and by application of
various data mining techniques and algorithms (see [2,3]).

Fig. 1. Two-dimensional mass
spectrum, a color coded map. The
vertical axis is retention time, the
horizontal axis is mass-to-charge
ratio. Spots indicate MS peaks
with intensities increasing from
red to blue. Cross sections along
retention time axis (right) and
m/z axis (bottom) are shown.

Peak alignment problem. One of the crucial points in the comparative anal-
ysis is the assumption that the mass spectra obtained from different samples
are properly aligned, i. e. the corresponding peptide signals are matched with
each other and the related peptide intensities are correctly identified in ev-
ery sample. In the ideal case the same molecules detected in spectra for dif-
ferent samples should have the same m/z and retention time values. Unfortu-
nately, chemical experiments are very sensitive to external conditions and in-
struments responsible for measurements are imperfect [4]. Any contamination
of the HPLC column causes changes in the elution time, thereby only identical
experiment conditions can guarantee that a peptide is eluted at exactly the same
time. One can observe quite significant drifts, especially in the retention time
dimension.

Related research. The detailed description of the crucial preprocessing phase
is often neglected in studies on mass spectrometry data that focus mainly on
further stages of analysis [3]. Most of the solutions that have been proposed
concern aligning peaks of one dimensional spectra. To this end, Tibshirani et al.
[2] apply complete-linkage hierarchical clustering to align MALDI-MS spectra,
where distances are computed along log m/z axis and each cluster represents
one peptide signal. Wong et al. [5] construct a reference, consensus spectrum,
which is aligned with the remaining spectra with insertion and deletion of data
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points. Prakash et al. [6] approach the problem of LC-MS spectra alignment with
a dynamic programming algorithm for aligning a pair of mass spectrum runs
and a heuristic score function for assessing spectra similarity. In the algorithm
proposed by Smith et al. [7] (included in the xcms package) two-dimensional
spectra are sliced into narrow overlapping m/z segments, within which a kernel
density estimator is used to detect the so called “meta-peaks,” gathering peaks
of similar values of retention time.

Mass spectra peak alignment is a clustering problem: finding groups of re-
lated peaks in a data set. Clustering based on probability models emerges as
an alternative to the heuristic based approaches to grouping. In the model-
based approach [8] it is assumed that the data is generated by a finite mixture
of underlying multivariate Gaussian distributions. This method has been suc-
cessfully applied in biological context by Yeung et al. [9] for clustering gene
expression data. Its great advantage is that it provides convenient mathemat-
ical techniques for determining the number of clusters and other model
parameters.

Our results. We propose a novel approach to mass spectrum peak alignment
with takes an advantage of the clustering based on probability models. The im-
plemented process, presented in Figure 2, involves a two-stage clustering of peak

Two−stage peak alignment

 DBSCAN

    clustering
Model based 

Validation

selection

FDR 

Feature  

Validation  

through

visualisation

correction

    Retention
time

Preprocessing: noise reduction,
                         peak picking,
                         monoisotopic peaks detection.

Fig. 2. The control flow through different phases of the proposed method

data: in the first step the data is partitioned into preliminary groups with the
DBSCAN algorithm [10], in the second step the model-based procedure is ap-
plied. The problem of peak alignment is very challenging due to large size of
the data and the large number of expected clusters. Thanks to the proposed
strategy, the overall method is both efficient and it retains the advantages of
the model-based approach. The quality of an alignment can be validated with
a visual analysis. Besides, we also propose a feature selection based method for
this purpose. We demonstrate the results on a colorectal cancer mass spectrum
data set.

Overview of the paper. Section 2 discusses the model-based clustering in de-
tail, covering the problem of model selection and the description of our method.
Experiments and results are presented and discussed in Section 3. Conclusions
and directions for further research are given in Section 4.
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2 Methods

LC-MS data sets. From the mathematical point of view, a mass spectrum
peak p ∈ R3 is a tuple (pm, prt, pint), where pm is the m/z value, prt is the
retention time and pint is the intensity.

Each peptide has many isotopic compositions, moreover it may get different
charges when processed by the mass spectrometer. This results in the whole
family of peaks in the spectrum corresponding to the same peptide. To reduce
the redundancy, we use an automatic MS interpretation tool described in [11] to
generate the list of monoisotopic peaks from each spectrum.

The problem of alignment of a set of LC-MS peaks can be modeled as a Gaus-
sian mixture, where each component corresponds to peaks from the same peptide
with the same charge in different samples. As mentioned in Section 1, variances
are determined by a measurement error of the spectrometer and various chem-
ical factors. The dimensions taken into account during the clustering are the
mass-to-charge ratio and the retention time (not the intensity).

In the ideal case each peptide signal has one corresponding peak in every
sample. However, in some samples the signal may not be detected. Hence the
clusters are expected to have sizes about the number of samples or smaller. The
total number of clusters is often very large, with ideally one cluster corresponding
to each peptide signal.

Model-based clustering. The drawback of the heuristic based approaches is
that they do not provide means for evaluating clustering quality and for setting
the right algorithm parameters, for instance the number of clusters. Furthermore,
the statistical properties of these methods are unspecified and hence no formal
inference can be applied. These problem can be overcome if a probability model
underlying the data is assumed. In the following section we discuss the use of
finite Gaussian mixtures to model clusters of MS peaks.

The idea underlying the model-based clustering [8] is that the data is sampled
independently from many component distributions, but the components’ labels
are missing. Assume that Y = {yi|i = 1, . . . , n} is a set of independent, p-
dimensional observations. Let G be the number of components and let fk, k ∈
{1, . . . , G} be the density function of the k-th component and θk be the set
of parameters describing fk. The probability that observation y is from the
k-th component is τk. The probability density function of the mixture of the
distributions is:

f(y) =
G∑

k=1

τkfk(y|θk)

In our applications fk is the 2-dimensional Gaussian density φ with mean μk

and covariance matrix Σk:

φ(y|μk, Σk) =
exp
(
− 1

2 (y − μk)T Σ−1
k (y − μk)

)√
(2π)p detΣk
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The complete data likelihood of the observed data Y is given by the formula:

L(τ1, . . . , τG, μ1, . . . , μG, Σ1, . . . , ΣG) =
n∏

i=1

G∑
k=1

τkφ(yi|μk, Σk) (1)

Computing the parameters τ1, . . . , τG, μ1, . . . , μG, Σ1, . . . , ΣG that maximize
the likelihood (1) is rather problematic in case of Gaussian mixture models.
The Expectation-Maximization (EM) algorithm proposed by Dempster et al.
[12] was designed to solve this kind of problems. The basic idea of the algorithm
is to introduce latent (hidden) variables, knowledge of which would simplify the
maximization. In case of the clustering problem, these variables indicate which
component each observation belongs to.

Convergence of the EM algorithm may be very slow [13]. Furthermore, it does
not guarantee to return the global maximum of the likelihood. The algorithm is
very sensitive to initialization conditions, therefore is often started with a clus-
ter assignment from a model-based hierarchical clustering algorithm. Both the
model-based algorithms, agglomerative hierarchical and EM, can be parameter-
ized by adding constraints on the covariance matrices of the mixture compo-
nents. Note that while the mean μk is the center around which the elements of
the k-th component are distributed, the shape of the cluster is determined by
the covariance matrix Σk.

Banfield and Raftery [14] proposed to decompose the covariance matrix as
Σk = λkDkBkDT

k , where λk is a scalar responsible for the cluster volume, Dk

is the matrix of orthogonal eigenvectors that determines the cluster orientation
and Bk, where detBk = 1 is a diagonal matrix which determines the cluster
shape. This parameterization allows for imposing constraints on cluster shapes
when one possesses prior knowledge or beliefs about what the clusters should
look like.

In case of a mass spectrum peak data one does not expect to observe any cor-
relation between errors on the m/z and the retention time dimensions. Hence,
we have decided to focus our attention only on a class of diagonal models, i.e.
the ones that can be noted as Σk = λkBk, where Bk is a diagonal matrix and
detBk = 1. Since we knew what range of standard deviations we should expect,
we also investigated the more restrictive models with covariance matrices set
manually. The standard deviations were imposed either only on the m/z dimen-
sion or on both dimensions. In the first case we let the retention time deviation
vary among clusters. The reasoning for this is that variations in retention time
are far less predictable than the ones of mass-to-charge ratios. We tried to fit
the following models:

– [λkBk][λkBk][λkBk] – the most general diagonal model, where the volumes and shapes
are allowed to vary between clusters,

– [λB][λB][λB] – a model of identical clusters,
– [λkB][λkB][λkB] – a model in which clusters have identical shape but their volumes

may vary,
– [λBk][λBk][λBk] – a model, where all the clusters have the same volume but their shapes

may vary,
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– [manually set variances, equal volume] – a model with Σk =
(

c1 0
0 c2

)
,

where c1, c2 > 0 are constants. As mentioned before, we also investigated
the diagonal models where variance of only one of the dimensions was set
and the second one was to be estimated,

– [manually set variances, varying volumes] – a model similar to the
previous one apart from the fact that the cluster volumes along the dimen-

sions of the unset variances are allowed to vary; for example, Σk =
(

c 0
0 σk

)
,

where c > 0 is a constant.

We used the mclust R package [15] for clustering in the first four models and
wrote our own procedures for the other two models.

Following [8] we used Bayesian Information Criterion (BIC) [16,17] to select
the number of clusters. BIC is defined as:

BIC = 2 lnP (D|θ̂, M)− r lnn,

where D is the data, θ̂ are the estimated parameters of the model M and r is
the number of independent parameters estimated in the model M (it depends on
the number of clusters). We pick the number of clusters with the greatest BIC.

DBSCAN algorithm.(A Density-Based Algorithm for Discovering Clusters in
Large Spatial Databases with Noise) [10] was designed for finding clusters in
spatial data, such as satellite images and protein structure data. This algorithm
applies a local cluster criterion. Clusters are regarded as dense regions in the
data space which are separated by regions of low object density, called noise.
Each cluster can have an arbitrary shape and the objects inside a cluster region
may be arbitrarily distributed.

Let N(p, ε) denote the ε-neighborhood of point p and |N(p, ε)| the number of
points from the input dataset in this neighborhood. Points p such that |N(p, ε)| <
minP ts are considered noise. Two points p and q are assigned to the same cluster
if there exists a sequence p1, . . . , pk of non-noise points, such that p1 = p, pk = q
and pi+1 ∈ N(pi, ε) for i = 1, . . . , k − 1. In our application ε = (εm, εrt) and
q ∈ N(p, ε) if and only if |pm − qm| < εm and |prt − qrt| < εrt.

Parameter ε can be chosen so as to account for our knowledge about the
range of expected mass spectrometer accuracy errors and retention time drifts.
Moreover, depending on the minP ts parameter, some of the peaks in very sparse
regions can be sieved out.

The algorithm was implemented so as to assure that sizes of the resulting
subsets are not greater than the threshold parameter, maxSize. If for initial
value of parameter ε some resulting subsets are of greater size, the algorithm is
rerun for each of those subsets separately with ε decreased. This step is repeated
until all of the subsets have sizes lower than maxSize.

Two-stage clustering. The model-based clustering cannot be directly applied
to the entire set of peaks due to efficiency reasons. We propose the following
two-stage procedure:
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1. preliminary partitioning the data set into non-overlapping subsets of mod-
erate sizes,

2. application of the model-based clustering to each subset separately.

In the first step the DBSCAN procedure is used, in the second step different
models are fitted.

Retention time correction. Retention time deviations are often too significant
for the correct peak alignment to be possible. Due to this fact Smith et al. [7]
propose an iterative procedure that comprises multiple steps of peak alignment
alternated with the retention time correction. This procedure is implemented in
the xcms package [7] and we adopt it to our setting.

Feature selection. A biomarker is an indicator of a specific biological process,
usually it is a biochemical feature or facet that can be used to measure the
progress of disease or the effects of treatment. In case of mass spectrometry
experiments we are interested in peptide signals, presence, lack or certain level
of which somehow corresponds to patient’s state.

Mathematical methods can be used to detect biomarkers. In our setting, in
terms of data mining, potential biomarkers are the features that allow for the best
discrimination between the classes. We exploited the feature selection mechanism
in order to compare the clusterings. Two approaches are used in the sequel: the
well known T-test procedure and, recently gaining much interest, the Random
Forest based feature selection algorithm [18].

False Discovery Rate. Feature selection methods usually score attributes ac-
cordingly to their computed importance. By choosing a particular level of the
score, one can simply select the attributes exceeding the threshold. However, the
issue of selecting an appropriate threshold is problematic itself. It is hard to as-
sess what level yields the really significant selections, i.e. the ones that are lowly
probable to occur by chance. We apply here the False Discovery Rate (FDR) [19]
which is a meta-test, independent on the feature selection method, designed for
choosing appropriate threshold values. The intuition is that the lower the FDR
values are, the more significant the features are.

3 Results and Discussion

Data set. Data was provided by the Mass Spectrometry Laboratory from the In-
stitute of Biochemistry and Biophysics of Polish Academy of Sciences. The mass
spectrometer used in the experiments was an Electro Spray Ionization Fourier
Transform Ion Cyclotron Resonance (ESI-FTICR) coupled with the HPLC re-
tention column.

The data set comprised mass spectra acquired from plasma samples for col-
orectal cancer patients. Apart from the patients data, control samples were also
collected from healthy donors and analyzed with the mass spectrometer. The
colorectal cancer data set consisted of 40 spectra, 23 samples corresponding to
patients and 17 to healthy donors.
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The raw data in mzXML file format was preprocessed (noise reduction and
peak picking) using the NMRPipe tool [20]. We used a monoisotopic peak de-
tection program [11] to obtain a list of peak coordinates, i.e. m/z values and
retention times of the most abundant molecules. In total, there were 155294
monoisotopic peaks detected in 40 samples. The time range of detected peaks
was 922.6−4871.3 seconds (15.4−81.2 minutes), mass-to-charge ratio range was
300.127− 1499.33.

400 600 800 1000 1200 1400

1
0

0
0

2
0

0
0

3
0

0
0

4
0

0
0

5
0

0
0

mz

rt

500 550 600 650

3
8

0
0

4
0

0
0

4
2

0
0

4
4

0
0

mz

rt

Fig. 3. Colorectal cancer data clustered with the DBSCAN algorithm, εm = 5, εrt =
30, minPts = 10. Picture on the right presents fragment of the data in greater detail.
The cluster colors are recycled.

Experiments. We tested the model-based approach on the data set described
above. The DBSCAN algorithm was run with the following parameters: ε =
(εm, εrt) = (5, 30), minP ts = 10, the upper limit for size of a preliminary cluster
was 1000 elements. We made the assumption that the peaks that did not have at
least 10 neighbors had noise origins. The algorithm resulted in 8216 preliminary
groups and 3076 points were assigned to the noise cluster. Figure 3 presents the
peak map with preliminary clusters.

All the models presented in Section 2 were fitted within each of the prelimi-
nary clusters in the second stage of the algorithm. At one time the same model
was assumed in all the preliminary clusters. For a preliminary cluster of size n
(1 ≤ n ≤ 1000) clusterings of the number of clusters from interval [n/40, n/10]
were compared (40 is the number of samples).

In case of the models with manually set covariance matrices, the standard
deviation on mass-to-charge ratios was set to 0.04, which was selected after con-
sultations with experienced mass spectrometer operators. We tested manually
set retention time deviations of 50, 100 and 200 seconds. Apart from the men-
tioned models, we also fitted both models where the retention time deviation
was estimated by the algorithm.

The initial cluster assignments that are being improved with the EM algo-
rithm were obtained with the model-based hierarchical algorithm. Implementa-
tion from the mclust [15] R package was used. The model assumed in the hier-
archical algorithm was λI which stands for identical, spherical clusters. Hence,
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the dimensions, which are given in different units, had to be properly scaled. It
was established with empirical tests that dividing the retention time values by
100 results in reasonable initial clusters.

During the clustering peaks that gained cluster probability assignment lower
than 0.3 were sieved out. We also disregarded the clusters that had less than 4
elements from both the colorectal cancel sample group and the healthy donor
sample group.
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Fig. 4. Example of clustering acquired for one of the preliminary clusters from Fig-
ure 3 of size 999. Outcomes for models: d) λBk; f) manually set deviation of the m/z
dimension to 0.04, retention time deviations set to 100. Cluster labels and colors are
recycled.

Visual analysis of a subset (model selection). Figure 4 shows exemplary
clusters obtained from the DBSCAN algorithm and different clusterings result-
ing from different parameterizations. Peaks corresponding to the same pep-
tide are expected to form elongated groups along the retention time axis with
rather small variance along the m/z axis. One can see that the less constrained
models detected clusters that should not occur in nature, i.e. elongated along
the m/z axis. In particular, it concerns models λkBk and λBk (see picture
d in Figure 4). This artifact did not occur in case of models λB and λkB,
but some of the clusters obtained with these models comprised peaks from
too wide m/z interval. The remaining models had manually set m/z deviation
and hence the clusters look more as expected (e.g for picture f in Figure 4
manually set retention time deviation was 100 seconds). Due to space limi-
tations, the detailed results for the other models are omitted. Please refer to
our supplementary web site: http://bioputer.mimuw.edu.pl/papers/clust.
Since it is not doable to visually examine all the clusters, we tried to detect
some overall tendencies in cluster characteristics and to select most suitable
model.

Comparison with XCMS package (FDR test). Besides the visualization,
the quality of alignments was also evaluated using the FDR test with the two
feature selection methods. The idea underlying this comparison was that prop-
erly aligned peptides enable further reasoning, whereas peptides that are aligned
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Fig. 5. FDR statistic computed for the T-test and the Random Forest based feature
selection. The horizontal axis shows different values of the score assigned to attributes,
the vertical axis shows FDR test values. There were 500 permutations performed and
compared with the true T-test values. and 100 permutations with the true Random
Forest scores. See Table 1 caption for the explanation of fitted model names: b) – i);
the outcome of xcms clustering is also plotted.

randomly should not reveal any valuable information. The goal of feature
selection is to extract the features, in our case aligned peaks, that best discern
classes of samples.

We compared the performance of alignments acquired with our method to
the grouping proposed in the xcms package [7]. In the xcms algorithm we set
the width of m/z segments to 0.04 (which corresponds to the standard devi-
ation in our method) and we applied the same filtering criterion as in our
method: clusters that did not contain at least 4 peaks neither from the col-
orectal cancer samples nor from the healthy donors samples were sieved out.
In all the experiments we performed 4 iterations of the retention time
correction.

In Figure 5 we present FDR plots for each of the clusterings for the T-test and
Random Forest based feature selection respectively. The closer to zero a plot is,
the greater is the number of significant features detected.

Several interesting observations can be made: in general, the models with
manually imposed m/z deviation got plots closer to zero. The differences get
smaller with the increasing score value. The best among the remaining models
is λkB. Unexpectedly, plots of models λkBk and λB are very close while the
clusters on the visually analyzed subset were very different.

When comparing FDR plots it is visible that our method produces higher
quality clusters than xcms. The number of clusters is roughly on the same level,
but in case of xcms processing significantly more peaks are filtered out (see Ta-
ble 1). The running time of our method depends on the selected model and varies
from 40 to 90 minutes on a desktop computer (heuristic algorithm implemented
in the xcms package is much quicker – 3 minutes).
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Table 1. Clustering statistics, reported are: the number of clusters and the number
of peaks that were either rejected by the DBSCAN algorithm or after the clusters’
filtration. Explanation of model names: a) λkBk; b) λB; c)λkB; d) λBk; e)–i) All the
models have manually imposed deviation of the m/z dimension to 0.04, retention time
deviations are: e) 50 f) 100 g) 200 h) estimated, the same for all clusters i) estimated,
varying between clusters.

Model number of: Model number of:
clusters rejected peaks clusters rejected peaks

a 5718 20437 f 7768 21794
b 5979 23158 g 7753 21622
c 6374 22662 h 7935 27250
d 5775 19878 i 8168 29050
e 7753 22418 xcms 799679967996 475244752447524

4 Conclusions

The alignment of corresponding peptide signals across samples is a very crucial
stage of mass spectrum data interpretation, errors introduced here are propa-
gated in the further analysis and often prevent its success. We have proposed
a novel approach to this problem based on a sound mathematical framework.
The method is designed for aligning two dimensional LC-MS spectra, but the
extension to analysis of spectra of more dimensions is straightforward.

The comparison with the only accessible tool (xcms) shows the superior per-
formance of the model-based approach. With our method we could select the
models that detected a greater number of significant features. The visual anal-
ysis of clusters proved that the models with imposed m/z deviations resulted in
alignments corresponding to our expectations (see Figure 4).

A great advantage of our approach is not only its performance but also the
possibility of the correct model selection offered by the BIC analysis. By ap-
plying the “divide and conquer” strategy (the DBSCAN pre-clustering) we also
demonstrated the practicability of the model-based approach on inherently large
LC-MS data sets.

In the proposed method we took into account only the m/z and retention
time values for peak description, disregarding peak intensities. One peptide usu-
ally has multiple corresponding peptide signals in a spectrum, for each possible
charge value. The distribution of such related peptide signals corresponding to a
peptide should be similar across mass spectra. This model requires further study.
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Abstract. We present an algorithm, based on a Bayesian network model,
for ab initio prediction of signaling interactions in bacterial two-component
systems. The algorithm uses a large training set of known interacting ki-
nase/receiver pairs to build a probabilistic model of dependency between
the amino acid sequences of the two proteins and uses this model to pre-
dict which pairs interact. We show that the algorithm can accurately re-
construct cognate kinase/receiver pairs across all sequenced bacteria. We
also present predictions of interacting orphan kinase/receiver pairs in the
bacteriumCaulobacter crescentus and showthat these significantly overlap
with experimentally observed interactions.

1 Introduction

The automated prediction of protein-protein interactions on the basis of their
amino acid sequences alone is one of the great challenges in computational bi-
ology. Here we present a first attempt at such an algorithm for the large class
of bacterial two-component systems. In their simplest form, two-component sys-
tems consists of two proteins: a histidine kinase and a response regulator [1].
In many cases the histidine kinase is a membrane-bound protein, with a sensor
domain which responds to environmental cues and, on the cytoplasmic side, a
kinase domain, which autophosphorylates upon activation of the sensor. The
kinase domain very specifically interacts with its cognate response regulator by
transferring the phosphate to the regulator’s receiver domain. Phosphorylation
leads to the activation of the regulator, which often acts as a transcription fac-
tor. Since two-component systems are responsible for most signal transduction
in bacteria[1, 2], successful computational prediction of two-component system
interactions would allow exhaustive reconstruction of signaling networks across
all fully sequenced bacterial genomes.

There are several reasons that make two-component systems particularly at-
tractive for computational modeling. Firstly, both the histidine kinase and the
receiver domain exhibit a high degree of sequence similarity and they can be
easily detected in fully-sequenced genomes using hidden Markov models. Sec-
ondly, two-component systems are very abundant in the bacterial and archeal
kingdom, with many tens of interacting pairs in some genomes, and thousands of
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examples across all genomes, providing enough data for relatively subtle statis-
tical modeling. Finally, for a significant fraction of all two-component systems,
the interacting partners lie in the same operon on the genome, which allows us
to easily extract a large number of examples of “known” interacting pairs.

In this article, we will present an algorithm that uses a statistical model to
predict interacting kinase/receiver pairs. We test the performance of the algo-
rithm on reconstructing known cognate pairs from all sequenced bacteria and
use it to predict interaction partners for orphan kinases in the Gram-negative
bacterium Caulobacter crescentus, where orphans play an important role in the
cell-cycle progression [3]. We will show that our predictions agree well with the
experimental results.

To our knowledge our method is the first computational approach for com-
prehensive prediction of two-component interactions, and the first to explicitly
model dependencies between interacting amino acids in this context. In a previ-
ous work it was shown that some two-component interactions can be predicted
within the context of a general method for inferring interactions between pro-
teins from the similarity of their phylogenetic trees [4]. However, this method is
not applicable beyond small selected subsets of kinase/receiver pairs.

2 Outline of the Algorithm

Our prediction algorithm operates in two steps. Comparison of the kinases from all
sequenced bacteria shows that there are 7 major classes of domain architectures.
Using a training set of cognate receivers for each class of kinases we build position-
specific weight matrices (WMs) for the receivers of each class and use these to clas-
sify receivers. This allows us to predict, for each receiver, which type of kinase it
will interact with. In the second step of our algorithm we aim to identify which ki-
nase/receiver pairs within a class interact. To this end we again use training sets of
cognate kinase/receiver pairs and identify pairs of amino acid positions in kinase
and receiver that show significantmutual information. Using anetwork of such cor-
related positions we construct statistical models for the joint distribution of amino
acids in interacting kinase/receiver pairs. The final “score” for a putative interact-
ing pair is given by the ratio of the likelihood of their sequences given that they are
an interacting pair and the likelihood assuming independence of their sequences.
In order to reconstruct cognate kinase/receiver pairs genome-wide we use Markov
chain Monte-Carlo sampling to sample all ways of assigning kinase/receiver pairs,
sampling each assignment in proportion to the likelihood of the sequences of all
interacting pairs in the assignment.

3 Classifying Bacterial Two-Component Systems

To gather an exhaustive collection of two-component system proteins, we first
collected a set of hidden Markov profiles from the Pfam database [5] that char-
acterize two-component systems. These are the histidine-kinase profiles HisKA,
HisKA 2(or H2), HisKA 3(or H3), and HWE HK, the ATP-binding domain
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HATPase c, the His-containing phosphotransfer domain Hpt, and the response
regulator receiver domain Response reg (or RR). We then collected all bacterial
genomes from the NCBI database (ftp.ncbi.nlm.nih.gov/genomes/Bacteria)
and searched for matches to all these domains, using the hmmpfam program
(http://hmmer.wustl.edu/) with an E-value cutoff of 10−4.

3.1 Cognate Pairs and Orphans

Depending on their position on the DNA, kinases and response regulators were
further classified as follows. We defined operons as maximal sets of contiguous
genes on the same strand of the DNA with all intergenic regions between con-
secutive genes less than 100 bps in length. Whenever an operon contains only
one kinase and one receiver these two were considered a cognate pair that we
assume to interact. Kinases and receivers that occur by themselves in an operon
were named orphans. For virtually all of these ‘orphan’ kinases and receivers it is
currently unknown what partners they interact with and one of the major aims
of our algorithm is to predict interaction partners for these orphans.

3.2 Kinase Domain Architectures

Whereas the response regulators are characterized by a single receiver profile,
the kinases are represented by 6 different Pfam profiles. Although kinases dis-
play a large variety of different domain architectures, we find that most domain
architectures are very rare, and that almost all kinases fall within the 7 most
abundant classes shown in Table 1.

Table 1. Pfam domain combinations of the most abundant kinase architectures and
the numbers of their occurence in both cognates and orphans. Both the short and long
hybrid architecture can contain one or two receiver domains.

Name Architecture no.cognates no.orphans

HisKA HisKA, HATPase c 2165 979

H3 H3, HATPase c 415 75

Chemotaxis Hpt, HATPase c 113 35

Long hybrid HisKA, HATPase c, RR, (RR), Hpt 86 151

Short hybrid HisKA, HATPase c, RR, (RR) 82 591

HWE HWE or H2, HATPase c 22 172

Hpt Hpt 19 48

3.3 Multiple Alignments

To produce multiple alignments of the receiver domains and of the kinases in each
of the 7 classes we first used the program Hmmalign (http://hmmer.wustl.edu/)
for each domain. For the HisKA, chemotaxis, HWE and H3 kinase classes we con-
structed a full alignment by simply concatenating the alignments of the kinase and
the HATPase c domains. For the short hybrids we aligned the HisKA and HAT-
Pase c domains and for the long hybrids only the Hpt domain.
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To check the accuracy of the alignments we compared the Hmmalign align-
ments with alignments made by the ProbCons algorithm [6]. For each class 200
sequences were selected at random (or all if the class has less than 200 sequences)
and aligned with ProbCons. We then selected all columns in the hmmalign align-
ments that contain less than 15% gaps and for which at least 80% of the amino
acids in the column also align together in a single column in the ProbCons align-
ment. We call these columns the ‘trusted positions’. Finally, we replaced each
alignment with the alignment of only the trusted positions.

3.4 Classification of Response Regulators

We found that response regulators that interact with different types of kinases
show distinct amino acid compositions and these differences can be used to
predict, for each receiver, what kind of kinase it will interact with.

We divided the multiple alignment of all cognate receivers into 7 sub-alignments
corresponding to all receivers that interact with kinases of a particular class. For
each of the 7 alignments we then constructed a position specific weight matrix

wc
iα =

nc
iα + λ

(nc + 21λ)
. (1)

Here nc
iα is the number of times amino acid α occurs in column i of the alignment

(gaps are treated as a 21st amino acid) of cognate receivers of class c, nc is the
total number of sequences in the alignment, and λ is the pseudocount resulting
from the Dirichlet prior (we used λ = 1/2). wc

iα is thus the estimated probability
of seeing amino acid α in position i of a receiver of class c.

Given a receiver with sequence S we can now determine the posterior proba-
bility P (c|S) that it belongs to class c. We have

P (c|S) =
P (S|c)P (c)∑
c′ P (S|c′)P (c′)

with P (S|c) =
∏

i∈TP

wc
iSi

. (2)

Here Si stands for the amino acid in the ith position of receiver sequence S.
Note that the product only runs over all the trusted positions TP. We assumed
a uniform prior P (c) = 1/7. When classifying a regulator whose sequence was
used in the construction of the WM we removed its contribution from the counts
nc

iα.
The results of the classification are shown in Figure 1. The posterior proba-

bilities for the 7 classes were calculated for each receiver and the receiver was
assigned to the class with the highest posterior probability (which is often close
to 1). The results show that for the three most abundant types (HisKA, H3,
and chemotaxis kinases) the classifier predicts almost perfectly which receivers
interact with HisKA kinases, which with H3 kinases, and which with chemotaxis
kinases. For the other, rarer classes the classification is still correct in the ma-
jority of the cases, except for the very rare Hpt kinases where slightly more than
half are misclassified. The lower performance for the rarer classes is presumably
due to the fact that the WM models for these classes are based on a relatively
small number of examples.
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Fig. 1. Predicted classification of receivers. Each bar represents the set of all receivers
that are member of a cognate pair with kinases of a particular type.The color distribution
in the bar shows what percentages of the receivers are classified with each class. The
correspondence between color and kinase type is shown in the legend on the right. SH
and LH stand for short and long hybrid, respectively, and Chem stands for chemotaxis.

The types of misclassifications match what is to be expected based on the
domain architectures. Both chemotaxis and long hybrid kinases contain an Hpt
domain and some of the receivers that interact with a single Hpt domain kinase
are mistaken for a receiver that interacts with the Hpt domain of a chemotaxis
or long hybrid kinase. Similarly, both long and short hybrids contain an HisKA
domain and their receivers are sometimes mistaken for a receiver that interacts
with a single HisKA domain kinase. Overall, the WM model predicts the correct
type of kinase for 93% of the cognate receivers.

4 Predicting Cognate Interactions

Once we have classified the receivers according to the type of kinase they inter-
act with, the second step of our algorithm consists of predicting, for each class,
which pairs of kinases and receivers interact. To do this we make alignments
of all cognate kinase/receiver pairs in each class by simply concatenating the
respective kinase and receiver alignments. We then build probabilistic “depen-
dent” models for the joint amino acid sequences of cognate kinase/receiver pairs
and “independent” models for the kinases and receivers independently. The algo-
rithm then predicts interactions between kinase/receiver pairs whose sequences
are more likely under the dependent than under the independent model.

4.1 Quantifying Dependence Between Positions in Kinase and
Receiver

Given the joint multiple alignment of kinase/receiver pairs in a particular class
we quantify the dependence between all pairs of trusted positions (i, j), where
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the positions i and j may both be either in the kinase or in the receiver, using
a measure closely related to mutual information. For each pair (i, j) we calcu-
late the likelihood of the observed columns of amino acids under a model that
assumes the amino acids at the two positions were drawn from two independent
distributions and under a model that assumes general dependence between the
two amino acids. In particular, for the independent model let pα denote the prob-
ability to observe amino acid α at position i, and let qβ denote the probability
to observe amino acid β at position j. For the dependent model, let wαβ denote
the probability to observe the pair of amino acids (α, β) at positions (i, j). Fi-
nally, let Dij denote the columns of observed amino acids in the alignments at
positions i and j, nα· the number of times α is observed at position i, n·β the
number of times β is observed at position j, and nαβ the number of times the
pair of amino acids (α, β) is observed at positions (i, j).

Given the joint probability wαβ the probability of the data Dij is given by

P (Dij |w) =
∏
αβ

(wαβ)nαβ (3)

and under the independent models p and q the probability of the data is given
by

P (Dij |p, q) = P (Di|p)P (Dj |q) =

[∏
α

(pα)nα·

]⎡⎣∏
β

(qβ)n·β

⎤⎦ . (4)

Since the distributions p, q and the joint distribution w are unknown, they are
nuisance parameters that we integrate out of the likelihood for the dependent
and independent models. We use Dirichlet priors of the form P (w) ∝

∏
αβ wλ−1

αβ

and integrate over the simplices
∑

α pα =
∑

β qβ =
∑

αβ wαβ = 1. We then
obtain for the probability of the data under the dependent model

P (Dij |dep) =
∫

P (Dij |w)P (w)dw =
Γ (212λ)

Γ (n + 212λ)

∏
αβ

Γ (nαβ + λ)
Γ (λ)

, (5)

and similarly for the probability of the data under the independent model

P (Dij |indep) =
Γ 2(21λ)

Γ 2(n + 21λ)

[∏
α

Γ (nα· + λ)
Γ (λ)

]⎡⎣∏
β

Γ (n·β + λ)
Γ (λ)

⎤⎦ , (6)

where Γ (n) is the Gamma function. Finally, we quantify the amount of de-
pendence between positions i and j by the log-ratio Rij of likelihoods of the
dependent and independent models

Rij = log
[

P (Dij |dep)
P (Dij |indep)

]
. (7)

For our calculations we used the Jeffreys, or information theory prior with
λ = 1/2. One can think of the quantity R as a finite-size corrected version
of the mutual information that takes into account the larger model space of the
dependent model [7].
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4.2 Probabilities of Kinase/Receiver Pairs Under Interacting and
Independent Models

For each class, Rij was calculated for each pair of trusted positions both between
kinases and receivers and within the proteins themselves. Since, due to the evo-
lutionary relationship of our sequences, the correlations may be overestimated,
we chose a stringent cut-off of R = 50 for the HisKA class and, to still obtain
a reasonable number of dependent positions, a more lenient cut-off of R = 0 for
the other classes. For each class we then collected the set of ‘significant positions’
Ωc that score over the threshold with at least one other position.

The two-point correlation structure of the significant positions can be repre-
sented by a graph in which each node is a significant position and two nodes are
connected if R for the two positions scores over the threshold. Interestingly, we
find that this graph generally consists of a large connected component containing
both kinase and receiver positions, plus a few small connected components con-
taining either only kinase or only receiver positions. Since the positions in these
small components do not contain information about the dependence between
kinase and receiver we discarded them from the set Ωc.

We now approximate the joint distribution of the significant positions in in-
teracting kinase/receiver pairs using pairwise conditional probabilities between
positions. The procedure is illustrated in Figure 2. The multiple alignments of
cognate kinase-receiver pairs are shown at the top with the significant positions
as colored columns and the arcs indicating which pairs of columns correlate

Fig. 2. Multiple alignments of cognate (interacting) kinase/receiver pairs with signif-
icant positions shown as colored columns. The arcs show the pairs of positions that
are significantly correlated. The correlation structure of the dependent and indepen-
dent models are shown at the bottom. The edges that are removed by the Chow-Liu
algorithm are shown as dotted lines.
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significantly. To factorize the joint probability of all significant positions we use
a slightly modified version of the Chow-Liu algorithm [8] that reduces the cor-
relation graph to a tree while maximizing the sum over the R values along the
remaining edges. For example, in the bottom left of Figure 2 the links 6 and 7
with the lowest R values were removed to yield a tree. Once a root is chosen
(arbitrarily) each position i (except for the root) will have exactly one parent
π(i) and we factor the joint probability by assuming the amino acid at position
i is only dependent on the amino acid at position π(i). That is, if SK,R denotes
the set of significant positions for kinase K and receiver R then the probability
P (SK,R|c) of the sequences assuming that they are an interacting pair of class c
is given by

PK,R(SK,R|c) =
∏

i∈Ωc

P (Si
K,R|S

π(i)
K,R, c) with P (Sr

K,R|S
π(r)
K,R , c) ≡ P (Sr

K,R|c),

(8)
for the root of the tree r. Here Si

K,R is the amino acid in the ith significant
position of the kinase-regulator sequence and π(i) is the parent of position i
as defined by the tree. The probability P (α|β, c) to observe amino acid α at
position i given that amino acid β occurs at position π(i) is given by

P (α|β, c) =
nc

αβ + λwc
iα

nc
·β + λ

, (9)

where nc
αβ is the number of times the pair αβ occurs at positions i and π(i) of

the cognate kinase-receiver pairs of class c, nc
·β is the total number of times that

β occurs at position π(i), and λ is the pseudo-count of the Dirichlet prior (here
we use a much larger λ = 10 to smooth fluctuations due to the small sample
size). Note that we made the prior for the conditional probabilities proportional
to the independent probability, i.e. the WM wc, for class c.

In complete analogy we calculate the independent probabilities P (SK |c) of
the kinase and P (SR|c) of the receiver, where we now only allow conditional
dependence between positions within the kinase and positions within the receiver
as in the bottom right of Figure 2. Finally, we assign a “score” Z(K, R|c) to the
pair K, R which equals the logarithm of the likelihood ratio

Z(K, R|c) = log
[

P (SK,R|c)
P (SK |c)P (SR|c)

]
. (10)

4.3 Results on Reconstructing Cognate Pairs

For each genome and each class we collected all kinases in the class together
with their cognate receivers. For the two largest classes, the HisKA and H3
class, we randomly divided the genomes into two groups of equal size and used
one group as the training set for scoring the other group. For the remaining
classes, due to their relatively small size, we followed a leave-one-out strategy,
i.e. we scored each pair using all the remaining kinase/receiver pairs as the
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Fig. 3. Sensitivity/Specificity curves for the 4 most abundant kinase classes. The solid
lines give the estimated specificity and the dashed lines give one standard error of the
estimate. In the case of the HisKA and H3 class, the specificity is averaged over ten
different partitions into training and test set.

training set. For each class, we then used Markov chain Monte-Carlo sampling
to sample, for every genome, all ways of assigning one kinase to each receiver. Let
a denote an assignment and let R(K, a) denote the receiver assigned to kinase
K in assignment a. The probability of sampling a is then given by

P (a) ∝ exp

[∑
K

Z(K, R(K, a))

]
. (11)

We then measured what fraction of the time f(R, K) during sampling each
kinase K was assigned to each receiver R. For different values of f we counted
what fraction of true interacting pairs (i.e. cognate pairs) from all genomes have
f(R, K) > f (sensitivity) and also what fraction of all pairs that have f(R, K) >
f are true interacting pairs (specificity). The resulting sensitivity/ specificity
curves for the 4 most abundant kinase classes are shown in Figure 3. For the
HisKA and H3 classes, we repeated the random partition into training and test
set ten times and calculated, for each given sensitivity, the mean specificity as
well as the fluctuations around the mean. As the figure shows, our model very
accurately predicts for all classes which kinase interacts with which receiver.
For example, more than 50% percent of all cognate pairs for all classes can be
predicted at a specificity close to 1. Note that in a genome with n cognate pairs
there are only n true interactions among n2 possible interactions. This explains
why the lowest specificities are obtained for the large HisKA class, i.e. the correct
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interactions have to be discovered in a much larger set of putative interactions
for this class. Still, even for HisKA 70% of all true interactions are predicted at
a specificity of about 70%.

5 Prediction of Orphan Interactions in Caulobacter
Crescentus

Although the previous section shows that our algorithm can accurately recon-
struct interacting pairs for the cognate kinases and receivers, these predictions
are not biologically novel since for cognate pairs the interacting partners could
already be determined from their positions on the DNA. Therefore, we next
applied our algorithm to predict interaction partners for orphan kinases and re-
ceivers. It is difficult to assess the performance of our algorithm in this context
since only very few orphan interactions have been experimentally characterized.
Moreover, most of the experimental work is done in vitro under conditions that
are very different from those in vivo and it is not clear if observed interactions
in vitro reliably reflect in vivo interactions.

We chose the bacterium Caulobacter crescentus as a test case since most ex-
perimentally known orphan interactions are from that organism [3, 9]. C. cres-
centus contains 40 orphan kinases of which 6 are in the class of HisKA kinases.
Since all but two of the known interactions involve HisKA kinases we decided
to focus on the 5 HisKA kinases for which at least one interaction has been ex-

Table 2. Predictions for HisKA orphan kinases of Caulobacter Crescentus for which
at least one interaction has been experimentally characterized. For each kinase K the
receivers are sorted by their score Z(K, R) and the known interactions are indicated.
We cut off each list to include the known interactions except for the interaction of DivL
with the receiver CtrA, which occurs at position 16 in the list of DivL.

kinase regulator interaction score experimental evidence

DivL DivK 3.75 yeast two-hybrid screen [10]

PleC DivK 1.95 in vitro phosphorylation [11]
PleC PleD -0.47 in vitro phosphorylation [11]

CckN CC1364 (CheYIII protein) 9.28
CckN DivK 8.47 yeast two-hybrid screen [10]

CenK CC1842 7.38
CenK CenR 6.39 in vitro phosphorylation [11]

DivJ CC3155 (CheYIII protein) -0.51
DivJ CC0612 (NasT) -1.75
DivJ CC3162 -2.17
DivJ CC1842 -2.28
DivJ CC3471 -2.38
DivJ CC1364 (CheYIII) -2.65
DivJ DivK -2.65 in vitro phosphorylation [11]
DivJ PleD -3.52 in vitro phosphorylation [11]
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perimentally characterized. There are 23 orphan receivers in C. crescentus and
we determined the score Z for each orphan receiver with each of these 5 HisKA
orphan kinases. The results are shown in table 2. As shown in the table, 5 of 7
experimentally observed interactions rank either immediately at the top or at
the second position of the ordered list for each kinase. For DivJ the two known
interactions with DivK and PleD occur at positions 7 and 8 of the list (of 23
receivers in total). The only known interaction not shown in the table is the
interaction of DivL with CtrA which occurs at position 16 of DivL’s list. To test
the significance of these predictions we calculated p-values under a rank-sum
test, i.e. by randomly permuting the ranks of the interaction scores. If we in-
clude the “bad” case DivL-CtrA, the probability of getting a set of predictions
as good or better in ranks than ours is p = 5 · 10−4. Without CtrA, the p-value
is p = 3.5 · 10−5.

In summary, in spite of the small number of experimentally determined orphan
interactions the predictions of our algorithm show a significant overlap with the
known interactions.

6 Conclusions

We have presented the first computational method for extensive reconstruction
of bacterial signaling networks from knowledge of amino acid sequences only.
First, we found that the domain architectures of almost all kinases of bacte-
rial two-component systems fall into 7 distinct classes and that, using position-
specific weight matrices, one can accurately predict which of these kinase classes
each receiver domain interacts with. Using training sets of known interacting
kinase/receiver pairs we determined which positions in the kinase and the re-
ceiver show clear evidence of dependence between their amino acids. From this
correlation structure we constructed a probabilistic model for the joint distribu-
tion of the amino acid sequences of interacting pairs, and ‘independent’ models
for the distributions of amino acids in kinases and receivers separately. Finally,
with these probabilistic models we predict kinase/receiver interactions across
all sequenced bacterial genomes. We first tested our predictions on the cognate
pairs. These tests show that the cognate interactions can be very accurately re-
constructed using our model. Second, we predicted interactions between orphan
kinase and receivers in Caulobacter crescentus, and compared these with the few
interactions that have been characterized in the literature. This test showed a
significant overlap between the known interactions and the predictions of our
algorithm. Given the small number of examples involved we cannot yet assess
if the very high performance observed on the cognates generalizes to the or-
phans but it is highly encouraging that for 4 of the 5 tested kinases observed
interactions ranked at the first or second position of our list of predictions. We
believe that the large number of orphan interactions predicted by our algorithm
across all sequenced genomes already form a valuable data-set for experimental
investigation.
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Abstract. In this paper, a linear-time algorithm, which is optimal, is
presented to solve the haplotype inference problem for pedigree data
when there are no recombinations and the pedigree has no mating loops.
The approach is based on the use of graphs to capture SNP, Mendelian
and parity constraints of the given pedigree.

1 Introduction

The modeling of human genetic variation is critical to the understanding of the
genetic basis for complex diseases. Single nucleotide polymorphisms (SNPs) [6]
are the most frequent form of this variation, and it is useful to analyze haplotypes,
which are sequences of linked SNP genetic markers (small segments of DNA) on
a single chromosome. In diploid organisms, such as humans, chromosomes come
in pairs, and experiments often yield genotypes, which blend haplotypes for the
chromosome pair. This gives rise to the problem of inferring haplotypes from
genotypes.

Before defining our problem, some preliminary definitions are needed. The
physical position of a marker on a chromosome is called a locus and its state is
called an allele. Without loss of generality, the alleles of a biallelic SNP can be
denoted by 0 and 1, and a haplotype with m loci is represented as a length-m
string in {0, 1}m, and a genotype as a length-m string in {0, 1, 2}m. Haplotype
pair 〈h1, h2〉 is SNP-consistent with genotype g if where the two alleles of h1

and h2 are the same at the same locus, say 0 (respectively 1), the corresponding
locus of g is also 0 (1), which denotes a homozygous locus; otherwise, where
the two alleles of h1 and h2 are different, the corresponding locus of g is 2,
which denotes a heterozygous locus (i.e. SNP). A genotype with s heterozygous
loci can have 2s−1 SNP-consistent haplotype solutions. For example, genotype
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g = 012212 with s = 3 has four SNP-consistent haplotype pairs: {〈011111,
010010〉, 〈011110, 010011〉, 〈011011, 010110〉, 〈011010, 010111〉}.
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Fig. 1. Example of a pedigree with
4 nodes

A pedigree is a fundamental connected
structure used in genetics. Figure 1 shows
the pictorial representation of a pedigree with
4 nodes, with a square representing a male
node and a circle representing a female node
and children placed under their parents: in
particular, a father (node F), a mother (node
M) and two children (son node S and daugh-
ter node D). F-M-S (also F-M-D) is a father-
mother-child trio or simply trio. Further-
more, each individual node in the pedigree is
associated with a genotype. We assume that
there are no mating loops, i.e., no marriages
between descendants of a common ancestor, in the pedigree.

A Consistent Haplotype Configuration (with no recombinations) for a given
pedigree is an assignment of a pair of haplotypes to each individual node such
that (i) all the haplotype pairs are SNP-consistent with their corresponding
genotypes and (ii) the haplotypes of each child are Mendelian-consistent, i.e.
one of the child’s haplotype is exactly the same as one of its father’s and the
other is the same as one of its mother’s.

Haplotyping Pedigree Data (with No Recombinations) Problem
(HPD-NR): Given a pedigree P where each individual node of P is associated
with a genotype, find a consistent haplotype configuration (CHC) for P. ��
Wijsman [8] proposed a 20-rule algorithm, and O’Connell [5] described a geno-
type elimination algorithm, both of which can be used for solving the HPD-NR
problem. Li and Jiang [2] formulated the problem as an mn ×mn matrix and
solved HPD-NR by Gaussian elimination which could be solved in polynomial
time (O(m3n3)), where n is the number of individuals in the pedigree and m
is the number of loci for each individual. Xiao, Liu, Xia and Jiang [9] later im-
proved this to O(mn2 + n3 log2 n log log n). For the case without mating loops,
their algorithm runs in O(mn2 + n3) time. In this paper, we propose a new 4-
stage algorithm that can either find a CHC solution or report “no solution” in
optimal O(mn) time when there are no mating loops. Due to space constraints,
some proofs are omitted from this version.

2 The Algorithm

2.1 Stage 1

Definition 1. If there exists a father F, mother M and two children C1 and C2

in the pedigree and two locus i and j such that i and j are heterozygous loci for
F, M and C1 but are homozygous and heterozygous, respective, for C2, then we
say that the pedigree has a family problem. ��
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Stage 1A - Checking for family problems: Since a pedigree with a fam-
ily problem has no CHC solution, our algorithm begins by checking for family
problems. Only if there are no family problems will the algorithm continue; oth-
erwise, “no solution” is reported. ��
Stage 1B – Generation of vector-pairs: For each trio in the given pedi-
gree, let the respective genotypes of the father F, the mother M and the child
C be: x1x2. . . xm and y1y2. . . ym and z1z2. . . zm where xi, yi, zi ∈ {0, 1, 2}.
We determine a pair of vectors (or vector-pair) each for the father, the mother
and the child, namely: 〈f1, f2〉, 〈m1, m2〉 and 〈c1, c2〉, respectively, where f1 =
x1,1x1,2 . . .x1,m and f2 = x2,1x2,2 . . . x2,m; m1 = y1,1y1,2 . . . y1,m and m2 =
y2,1y2,2 . . . y2,m; c1 = z1,1z1,2 . . . z1,m and c2 = z2,1z2,2 . . . z2,m. The vector-pairs
are determined in the following manner.

1. For each locus i, for f1 and f2:
(a) If xi = 0 then x1,i = x2,i = 0.
(b) If xi = 1 then x1,i = x2,i = 1.
(c) If xi = 2 and zi = 0 then x1,i = 0 and x2,i = 1.
(d) If xi = 2 and zi = 1 then x1,i = 1 and x2,i = 0.
(e) If xi = 2 and zi = 2 and yi = 0 then x1,i = 1 and x2,i = 0.
(f) If xi = 2 and zi = 2 and yi = 1 then x1,i = 0 and x2,i = 1.
(g) If xi = 2 and zi = 2 and yi = 2 then x1,i = ? and x2,i = ?.

2. m1 and m2 are similarly determined.
3. We assume C inherits f1 from F and m1 from M and thus 〈c1, c2〉 = 〈f1, m1〉.

Check if 〈c1, c2〉 is consistent with C’s genotype z1z2. . . zm. If not, report “no
solution”. ��

Observe that, if a particular node N in the pedigree belongs to k different trios,
then k vector-pairs, or 2k vectors, will be created for N in Stage 1. Let Φ(N)
be the multiset comprised of these k vector-pairs. It is sometimes convenient
to refer to the vectors rather than the vector-pairs. Thus, we let Γ (N) be the
multiset of 2k vectors, containing the two vectors of each vector-pair in Φ(N).
Note that we can define SNP-consistency and Mendelian-consistency in terms of
vector-pairs.

SNP-Consistency Condition: SNP-consistency is said to be maintained iff,
for all nodes N in the pedigree, each vector-pair in Φ(N) is SNP-consistent with
N’s genotype. Vector-pair 〈h1, h2〉 is said to be SNP-consistent with genotype
g if h1 and h2 are both 0 (respectively 1) at the same locus, the corresponding
locus of g is also 0 (1); otherwise, if h1 is 0 (respectively 1) and h2 is 1 (0) at
the same locus, the corresponding locus of g is 2 (2). ��
Mendelian-Consistency Condition [1, 7]: Mendelian-consistency is said to
be maintained iff, for all nodes N in the pedigree, if N is a child in a trio comprised
of F, M and N, then Φ(N) contains a vector-pair 〈c1, c2〉 = 〈f1, m1〉 where f1 ∈
Γ (F) and m1 ∈ Γ (M). ��
Stage 1C - Initial construction of G = (V, E): Let V be the multiset of all
the vectors created in Stage 1B and E be the set of red and brown edges defined
below.
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1. A red edge will be introduced to join the two vectors of each vector-pair
generated in Stage 1A and indicates that a ? appearing at locus i of both
vectors must be resolved differently in the later stages of the algorithm (the
two vectors can be different or the same at other locus positions depending
on whether the genotype has a 2 or not at that locus). [SNP-consistency]

2. For each F-M-C trio, let 〈f1, f2〉, 〈m1, m2〉 and 〈c1, c2〉 be vector-pairs in
Φ(F), Φ(M) and Φ(C), respectively, associated with this trio. Two brown
edges will be introduced, one connecting c1and f1, and the other connecting
c2and m1. A brown edge between two vectors means that the two vectors
must be the same at all locus positions. [Mendelian-consistency] ��

Example 1: Consider the pedigree with F (father), M (mother), S (son), D
(daughter) shown in Figure 1. Stage 1 produces the following graph G of 12 ver-
tices and 10 edges (6 red and 4 brown), comprised of two connected components.
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Φ

Φ
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?000 ?000

?000

1100 0101

1000 0000
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Fig. 2. Graph G for Example 1

Definition 2. For any loci in a connected component G of G, we say
1. Locus i is resolved in G iff all vectors in G have 0 or 1 at locus i.
2. Locus i is unresolved in G iff all vectors in G have ? at locus i.
3. Otherwise, locus i is a mix of ? and non-? at i. ��

In Example 1, the connected component for trio F-M-S has one unresolved locus
(locus 1) and three resolved loci (locus 2, 3 and 4). Meanwhile, the compo-
nent for trio F-M-D has no unresolved loci and four resolved loci (locus 1, 2, 3
and 4).

Lemma 1. The time complexity of Stage 1 (Stage 1A, 1B and 1C) is O(mn),
where n is the number of nodes in the pedigree and m is the number of loci in each
genotype. Furthermore, after Stage 1, all loci are either resolved or unresolved
in each connected component of G, and G has O(n) nodes and edges. ��

In Stages 2 and 3, no vector-pairs will be added to or deleted from each Φ(N)
and the 0’s and 1’s of Stage 1 will remain as they are (unchanged). The unre-
solved loci of each component of G will become resolved with SNP-consistency
and Mendelian-consistency maintained, and components of G will be repeatedly
merged with the addition of connecting green (added in Stage 2) or white
(added in Stage 3) edges until G evolves into being a single connected compo-
nent. Each green or white edge is added between two vectors belonging in the
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same Γ (N). This structured way of adding edges to make G connected can be
done given Lemma 2 below.

Lemma 2. If G has more than one connected component, then there exists a
Φ(N) for some N such that there are two vector-pairs in Φ(N) which belong to
two different components.

Proof. Suppose to the contrary that, for all N, the vector-pairs in Φ(N) are
all connected. We make use of the fact that the brown edges in G preserve
the connectivity of any two nodes in the pedigree, which we have assumed to
be connected. Therefore, if vector-pairs in Φ(N) are all connected for all N,
then all vectors are connected together in a single connected component, which
contradicts the assumption that G has more than one connected component. ��

As loci are resolved, each multiset Φ(N) may contain one or more copies of more
than one unique vector-pair. However, by the time all loci are resolved, for all
nodes N, each multiset Φ(N) must contain k copies of one unique vector-pair
〈h1, h2〉, which represents the haplotype-pair in the CHC for N, where k is the
number of trios to which N belongs. We need an additional condition:

Endgame-Consistency Condition: Endgame-consistency is said to be main-
tained iff, for all nodes N is the pedigree, N is Endgame-consistent. Node N is
said to be Endgame-consistent if there does not exist vector-pairs 〈u1, u2〉, 〈v1,
v2〉 ∈ Φ(N) such that the vector values at some heterozygous locus i and j (i �= j)
for u1, u2, v1 and v2 are a permutation of the four possibilities: 00, 01, 10 and
11; and Endgame-inconsistent otherwise. A connected component G of graph G
is said to be Endgame-consistent if there does not exist a node N and vector-
pairs 〈u1, u2〉, 〈v1, v2〉 in both Φ(N) and G such that the vector values at some
heterozygous locus i and j (i �= j) for u1, u2, v1 and v2 are a permutation of the
four possibilities: 00, 01, 10 and 11; and Endgame-inconsistent otherwise. ��
Our algorithm achieves a solution if, at the end of Stage 4, (a) graph G com-
prises a single connected component; (b) all loci are resolved in G; and (c) SNP-
consistency, Mendelian-consistency and Endgame-consistency are maintained.
However, our algorithm might report “no solution” if some N is Endgame-
inconsistent before the end of Stage 4.

2.2 Stage 2

We begin by defining an important subroutine called LOCUS RESOLVE. LO-
CUS RESOLVE(G, i, u, x) will resolve all ?’s at an unresolved locus i in a
connected component G (of G) starting with resolving the ? at locus i of vector
u in G to x ∈ {0, 1} in a manner consistent with red and non-red edges.

LOCUS RESOLVE(G, i, u, x):
1. Let vector u = u1u2. . . um. Set ui ← x

2. For each edge e = (u, v):



Linear-Time Haplotype Inference on Pedigrees Without Recombinations 61

3. Let vector v = v1v2. . . vm.
4. If vi = ? then
5. If e is a red edge then LOCUS RESOLVE(G, i, v, 1− x)
6. else LOCUS RESOLVE(G, i, v, x) ��

The idea of Stage 2 is to add O(n) green edges to connect components of G
together, where green edges are like brown edges requiring that the ?s in the two
vectors connected by the edge to be resolved the same. The way in which green
edges are added respects Endgame-consistency. In particular, green edges are
added to connect two unconnected vectors that have the value 0 at heterozygous
locus i.

Stage 2 – Adding Green Edges: For each locus i do the following:
1. For each node N, if locus i is heterozygous in N, (a) let u = u1u2. . . um in

Γ (N) such that ui = 0 (if any); and (b) for each other vector v = v1v2. . . vm

in Γ (N) such that vi = 0 do the following:
(a) For each locus j such that uj ∈ {0,1} and vj = ?, run LOCUS RESOLVE

(Gv, j, v, uj). In so doing, we say that we use u to resolve all unre-
solved loci of Gv.

(b) Likewise, for each locus j such that vj ∈ {0,1} and uj = ?, run LOCUS
RESOLVE(Gu, j, u, vj). Thus, we use v to resolve all unresolved
loci of Gu.

(c) Add a green edge joining u and v.
2. Make G acyclic, by removing green edges only. ��

Lemma 3. The time complexity of Stage 2 is O(mn). Furthermore, after Stage
2, all loci are either resolved or unresolved in each connected component of G,
and G has O(n) nodes and edges.

Proof. There are two aspects for the time complexity of Stage 2. Firstly, only
unresolved loci in each component are considered, and thus a locus, once resolved,
will not be considered again even upon the component’s subsequent joining with
other components by green edges. In this way, O(mn) time complexity can be
achieved. Secondly, when heterozygous locus i is considered, at most n−1 green
edges will be added to G and thus G will still have O(n) edges. Step 2 is intended
to prevent an explosion of green edges by eliminating any cycles among vectors
in Γ (N) by removing green edges and can be done in O(n) time by a traversal
of G and is only done once for each locus. Note that, after Stage 2, there may
still exists unconnected vectors u and v in Γ (N) with ui = vi = 0 for some
heterozygous locus i in N; such u and v will become properly connected in
Stage 3. ��
Stage 2 ensures that each connected component has only resolved and unre-
solved loci. This property is important. Lemma 4 essentially tells us that we can
arbitrarily resolve unresolved loci in any such component of G, and it will not
affect Endgame-consistency in the sense that no matter how the unresolved loci
are resolved, either Endgame-consistency will be maintained or not maintained
within that component. Stage 1A and Stage 2 combined ensure the mother-father
property of Lemma 5.
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Lemma 4. If a component G (of G) has only resolved and unresolved loci, then
all possible ways of resolving ?’s in vectors in G such that SNP-consistency and
Mendelian-consistency are maintained will either all make G Endgame-consistent
or all make G Endgame-inconsistent.

Proof. Consider a particular resolution of ?’s in the vectors in G such that
SNP-consistency and Mendelian-consistency are maintained. Suppose Endgame-
inconsistency occurs at node N, i.e. there exist two vector-pairs 〈x1, x2〉, 〈y1,
y2〉 ∈ Φ(N). We can assume, without loss of generality, that the value at some
heterozygous locus i and j (i �= j) for x1, x2, y1 and y2 are 00, 11, 01 and 10
respectively. Consider the following three cases for the state of locus i and j
prior to the resolution:

Case 1: Suppose locus i and j were both unresolved in G. Then, for all other
possible resolutions, the values at locus i and j for x1, x2, y1 and y2 would
either be 00, 11, 01 and 10 respectively, or 11, 00, 10 and 01 respectively,
and Endgame-consistency would also be violated.

Case 2: Suppose only one of locus i and j was unresolved, say i, in G. Then,
for all other possible resolutions, the values at locus i and j for x1, x2, y1

and y2 would either be 00, 11, 01 and 10 respectively, or 10, 01, 11 and 00
respectively, and Endgame-consistency would also be violated.

Case 3: Suppose both locus i and j were not unresolved (i.e., resolved). Then,
the Endgame-inconsistency existed prior to any resolution of ?’s. ��

Lemma 5. Suppose (a) M and F are the mother and father of two unconnected
trios in G after Stage 2 and (b) the given pedigree has no family problems. Then,
for all possible way of resolving ?s in vectors in the two trios such that SNP-
consistency and Mendelian-consistency are maintained, M and F are either both
Endgame-consistent or both Endgame-inconsistent.

Proof. Suppose F is Endgame-inconsistent. Without loss of generality, let the
values at locus i and j for x1, x2, y1 and y2 be 00, 11, 01 and 10 respectively
where 〈x1, x2〉, 〈y1, y2〉 ∈ φ(F). This means locus i and j are heterozygous loci
for F. Since the two trios are unconnected by a green edge, locus i and j are
also heterozygous for M also. Let C1 and C2 be the two respective children of
F connected to 〈x1, x2〉 and 〈y1, y2〉 by a brown edge. In the absence of family
problems and green edges connecting the two trios, there are only three cases to
consider: (i) when locus i and j are both heterozygous for both C1 and C2; (ii)
when locus i and j are both heterozygous for C1 and both homozygous for C2;
and (iii) when locus i is heterozygous for C1 and homozygous for C2 while locus
j is homozygous for C1 and heterozygous for C2. It can be readily shown that
in all three cases, M would also be Endgame-inconsistent. ��

2.3 Special Case of a Connected Graph

Let us consider the special case where G becomes a connected graph (i.e. a single
connected component) after Stage 2. By Lemma 3, we are left only with at most
two kinds of locus in G: resolved and unresolved. To resolve all unresolved loci
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in G (if any), we do the following. Arbitrarily pick a vector u of G. For all
unresolved locus i, we simply run LOCUS RESOLVE(G, i, u, 0). Note that
running LOCUS RESOLVE(G, i, u, 1) would have worked equally well (Lemma
4), the effect being all 1’s become 0 and all 0’s become 1 at locus i and gives
another solution. Finally, we check that that all N are Endgame-consistent and
report “no solution” if any N were Endgame-inconsistent. This procedure for
dealing with G when G is a single connected component will later be called
Stage 4.

Lemma 6. If G is a connected graph after Stage 2, we can either achieve a
solution that represents a CHC for the given pedigree, or report “no solution”
when there is no CHC for the pedigree, in O(mn) time.

Proof. By Lemma 4, we do not have to try all possible resolutions; one will do.
The time complexity of resolving the remaining k unresolved loci in the manner
described above is O(kn) since LOCUS RESOLVE runs in O(n) time. Checking
all N for Endgame-consistency can be done in O(mn) time. ��

Lemma 7. Suppose G is a connected graph after Stage 2. If there exists a CHC
solution, there are 2s different CHC solutions, where s is the number of unre-
solved loci in G, unless every node in the pedigree has exactly s heterozygous loci
in which case there are 2s−1 different CHC solutions.

Proof. If there is a CHC solution, it is easy to see that it will remain a solution
if all values at a particular unresolved locus were reversed (i.e. 0 changed to 1
and vice versa) because SNP-consistency, Mendelian-consistency and Endgame-
consistency will be maintained. Thus, there are 2s possible CHC solutions alto-
gether, as long as there exists at least one node with more than s heterozygous
loci. However, when each node in the pedigree has exactly s heterozygous loci,
i.e. all the other loci are homozygous, the number of different CHC solutions is
2s−1. ��

2.4 Stage 3

After Stage 2, suppose G is left with r connected components where r > 1, with
each component having only resolved and unresolved loci. The idea of Stage 3
is to connect components of G together so that a single connected component
results. After G becomes a single connected component, we can continue in the
manner described in the previous section for a single connected component. Note
that white edges will be treated as “non-red” edges by LOCUS RESOLVE.

As it turns out, we can connect components in a structured way with the help
of a support graph H . This we do in Stage 3A.

Stage 3A – Constructing Support Graph H :
1. For each node N in the pedigree, if N is unmarried, Γ (N) cannot intersect

with more than one connected component of G. Nothing is added to H .
Otherwise, suppose N is married to M in the pedigree. Let GN denote the set
of connected components in G that intersect Γ (N) but not Γ (M). Similarly,



64 M.Y. Chan et al.

GM denote those that intersect Γ (M) but not Γ (N), and GMN denote those
that intersect both Γ (M) and Γ (N). Now,
(a) Pick a vector from Γ (N) from each connected component in GN ∪GMN .

Connect the k chosen vectors with k − 1 edges.
(b) Next, pick a vector from Γ (M) from each connected component in GM .

Connect them to one of the vectors in Γ (M) from a connected component
in GMN .

2. Next, we introduce k′ − 1 edges to connect up the k′ vectors in H that are
in the same component of G, and for each such edge (u, v) introduced, we
label the edge with 0 if there is a path with an even number of red edges
between u and v in G; otherwise, we label it with 1.

Lemma 8. If there are no mating loops in the pedigree, H is acyclic.

Proof. We claim that, if there are no mating loops (cycles) in the pedigree, any
two components both intersect the Γ of at most two nodes. Furthermore, if
there are two such nodes, they are the parents within two unconnected trios.
This being the case, by making sure there are no cycles between a node and its
spouse in H , as we have done in Step 1, there are no cycles in H . To prove the
claim, we make use of the fact that the brown edges in G preserve and reflect
the connectivity of any two nodes in the pedigree. ��

Lemma 9. H has O(n) edges, and can be constructed in O(n) time. ��

The idea is that we will label each edge of support tree H with 0 and 1. Some
edges have been labeled in Stage 3A and others have not. We are mainly inter-
ested in the label of edge (u, v) in H where u and v are unconnected in G. Such
a labeling will be done in Stage 3C. If the label is 0, then we would connect
(unconnected) u and v with a white edge in G. Otherwise, we would instead
connect u and the vector that is connected to v by a red edge. This is how H
is used. Note that, a CHC solution of the pedigree corresponds a labeling of the
edges of H . Our challenge is to finding that labeling.

In order to assist the labeling, we construct a parity constraint graph J ,
which is constructed in Stage 3B. One of the essential differences between H
and J is that H shows connections between “neighboring” components while J
captures all parity constraints between far-apart components.

Stage 3B – Construct parity constraint graph J :
1. Nodes in J are the same as the nodes in H .
2. Add an edge between two vectors u and v in J if (u, v) is labeled in H .

Furthermore, the label of this edge in J is the same as its label in H .
3. If there is a path between two vectors u and v in H and a heterozygous locus

i such that u and v are resolved (has 0 or 1) at locus i but all other vectors
(if any) in the path are unresolved at locus i, add an edge (u, v) labeled L
between u and v in J , where L is 1 if u and v are resolved differently at
locus i and 0 otherwise, provided there is no such edge already in J . Note
that there may still be two edges between any two pairs of vectors u and v
in J , one labeled 0 and the other labeled 1, which is an odd cycle.
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4. Check that all cycles in J have an even number of edges labeled 1. Report
“no solution” and stop if there is a cycle in J with an odd number of edges
labeled 1.

5. Let graph K be a copy of graph J . Note that K is not necessarily connected.
To make K connected, we add edge (u, v) to K when u and v are in different
components in K where (u, v) is an edge in H . This is always possible because
H is a connected graph and K and H have the same set of vectors as nodes.
We arbitrarily label this edge with 0 and call the corresponding edge in H
a free edge because we have the freedom to label (u, v) with 1 instead. We
continue adding edges until K is connected. ��

Lemma 10. If H has no cycles but J has an odd cycle, then there is no CHC
solution. ��

Lemma 11. K has at most O(mn) edges and can be constructed in O(mn)
time. ��

Stage 3C – Complete labeling of H :
1. Traverse K, computing, for each node v in K, whether the number of 1-

labeled edges in the path from a fixed node t in K is odd or even, i.e. parity.
2. For each unlabeled edge (u, v) in H : if u and v have same parity in K then

label edge (u, v) in H with 0; else with 1. ��

Lemma 12. All edges in H can be labeled with 0 or 1 in O(mn) time in Stage
3C, and the labels in H are consistent with the parity constraints specified in J
in the sense that the parity between any two vectors u and v specified in J is
consistent with the number of 1-label edges in the path between u and v in H. ��

Lemma 13. Suppose the pedigree has a CHC solution, which corresponds to a
labeling of edges in H where free edge e is labeled α ∈ {0, 1}. Then, changing
the label on e to 1 − α will result in a labeling that also corresponds to a CHC
solution. ��

Stage 3D – Adding White Edges to G: For each edge (u, v) in H where u
is in say component Gu and v in Gv:
1. If edge is labeled 1 then let x ← vector adjacent to v by red edge else x← v.
2. Add white edge between u and x.
3. Use u to resolve unresolved loci in Gv.
4. Use x to resolve unresolved loci in Gu.
5. G now has one less component.

Lemma 14. Stage 3D can be done in O(mn) time, and after Stage 3D, G will
be a single connected component with only unresolved and resolved loci. ��

Lemma 15. If the pedigree has a CHC solution, Stage 3D maintains Endgame-
consistency.
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Proof. Suppose, to the contrary, that somenode Nbecomes Endgame-inconsistent
after Stage 3D. Without loss of generality, let the values at locus i and j for x1, x2,
y1 and y2 be 00, 11, 01 and 10, respectively, where 〈x1, x2〉, 〈y1, y2〉 ∈ Φ(N). We
say that the two vectors are Endgame-inconsistent.

Consider the situation prior to Stage 3D. Since the pedigree has a CHC so-
lution, given Lemma 4, 〈x1, x2〉 and 〈y1, y2〉 must belong to the different com-
ponents. Now suppose 〈x1, x2〉 and 〈y1, y2〉 become connected during Stage 3D,
in particular, after the addition of a white edge e. Before the addition of white
edge e, suppose 〈x1, x2〉 belonged to component G1 and 〈y1, y2〉 belonged to
component G2. There are four cases to consider:

Case 1: e connects 〈x1, x2〉 and 〈y1, y2〉. White edge e corresponds to an edge
in H that is labeled with a unique parity. Suppose e connects x1 and y1 and
is labeled 0. This white edge will make x1 and y1 equal and therefore the
value of locus i and j cannot possibly become 00 for x1 and 01 for y1.

Case 2: e connects 〈x3, x4〉 in G1 and 〈y3, y4〉 in G2 where 〈x3, x4〉 and 〈y3, y4〉
∈ Φ(N). Since pedigree has a CHC solution and G1 has only resolved and un-
resolved loci, according to Lemma 4, G1 must be Endgame-consistent. This
implies that 〈x1, x2〉 and 〈x3, x4〉, which are in G1, are Endgame-consistent.
Likewise, 〈y1, y2〉 and 〈y3, y4〉 must also be Endgame-consistent. Because
of the argument in Case 1, 〈x3, x4〉 and 〈y3, y4〉 must also be Endgame-
consistent. This makes it impossible for 〈x1, x2〉 and 〈y1, y2〉 to be Endgame-
inconsistent.

Case 3: e connects 〈x3, x4〉 in G1 and 〈y3, y4〉 in G2 where 〈x3, x4〉 and 〈y3,
y4〉 ∈ Φ(M) and M is N’s spouse. Suppose 〈u1, u2〉 ∈ φ(M) belongs to the
same trio as 〈x1, x2〉 and suppose 〈v1, v2〉 ∈ φ(M) belongs to the same
trio as 〈y1, y2〉. According to the Lemma 5, 〈u1, u2〉 and 〈v1, v2〉 are also
Endgame-inconsistent. Thus, we can consider 〈u1, u2〉 and 〈v1, v2〉 instead
of 〈x1, x2〉 and 〈y1, y2〉, and accordingly, apply the arguments of Case 2.

Case 4: e connects 〈x3, x4〉 in G1 and 〈y3, y4〉 in G2 where 〈x3, x4〉 and 〈y3,
y4〉 ∈ Φ(M) and M is neither N nor N’s spouse. Assuming no mating loops,
this case does not exist. ��

2.5 Stage 4

Now we deal with the single connected component G as described before:

Stage 4 – Dealing with Single Component:
1. Arbitrarily pick a vector u of G. For all unresolved locus i, run LOCUS

RESOLVE(G, i, u, 0).
2. For all N, check Φ(N) for Endgame-consistency and report “no solution” if

it is not maintained.

Theorem 1. For a given pedigree, we can either achieve a solution that rep-
resents a CHC for the given pedigree, or report “no solution” when there is no
solution, in O(mn) time where n is the number of nodes in the pedigree and m
is the number of loci. ��
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3 Concluding Remarks

In this paper, a linear-time algorithm is presented to solve the haplotype problem
for pedigree data when there are no recombinations and the pedigree has no
mating loops. We are currently extending the algorithm to handle mating loops.

For the haplotyping problem with recombinations, the problem becomes in-
tractable even when at most one recombination is allowed at each haplotype of
a child, or when the problem is to find a feasible haplotype with the minimum
number of recombinations (even without mating loops) [4]. However, there is
still much scope for further study. For example, in practice, pedigree data often
contains a significant amount of missing alleles (up to 14-15% of the alleles be-
longing to a block could be missing in the pedigree data studied). In some cases,
the deduction of the missing information on alleles is possible. The goal is then
to devise an efficient algorithm to determine as many missing alleles as possible.
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Abstract. The genotype phasing problem is to determine the haplotypes of
diploid individuals from their genotypes where linkage relationships are not
known. Based on the model of perfect phylogeny, the genotype phasing problem
can be solved in linear time. However, recombinations may occur and the per-
fect phylogeny model thus cannot interpret genotype data with recombinations.
This paper develops a graph theoretical approach that can reduce the problem to
finding a subgraph pattern contained in a given graph. Based on ordered graph
tree decomposition, this problem can be solved efficiently with a parameterized
algorithm. Our tests on biological genotype data showed that this algorithm is ex-
tremely efficient and its interpretation accuracy is better than or comparable with
that of other approaches.

1 Introduction

An important yet challenging problem in human genetics is the study of DNA differ-
ences among individuals. The variations of DNA sequences among a population of
individuals often provide information on the genetic traits of many complex diseases.
Single Nucleotide Polymorphisms (SNPs) are one of the major types of such variations.
The chromosome of a diploid individual generally contains two copies of nucleotide se-
quences that are not completely identical. SNP sites, often called heterozygous sites, are
locations where at least two different nucleotides occur in a large percentage of the pop-
ulation. For a region of interest in a chromosome, a description of its nucleotides from
a single copy is called a haplotype, while that of the conflated data for the two copies
is called a genotype [8]. In general, haplotypes are more informative on the genetic
causes of diseases than genotypes; the goal of the genotype phasing problem is thus to
determine the haplotypes from their corresponding genotype data.

Both the genotype and haplotypes of an individual can be determined with biological
experiments. However, experimental techniques for haplotyping are more expensive.
An extensively used procedure for haplotyping is thus to determine the genotypes of a
set of individuals experimentally and then infer the haplotypes with computational ap-
proaches. Programs based on statistical models [17,7,21,23,28] have been developed to
solve the genotype phasing problem. For example, PHASE [28] exhaustively enumer-
ates all possible sets of haplotypes that can resolve the given genotypes; an EM-based
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Fig. 1. (a) The genotype matrix and the corresponding haplotypes resolving the genotypes, i.e.,
h1, h2 resolve g1, and h2, h3 resolve g2. (b) A perfect phylogenetic tree for the genotypes in (a);
edges in the tree are labelled with a column in the genotype matrix.

algorithm is then used to select the one with the maximum likelihood. HAPLOTYPER
[21] partitions the genotype data into segments and then uses Gibbs sampling to resolve
the genotypes in each segment. The haplotypes for all segments are combined to form
an overall solution.

Various phylogeny models have been introduced for the inference of phylogenetic re-
lationships among haplotypes as well as haplotypes themselves. The parsimony model
assumes that the solution for genotype phasing contains a minimum number of hap-
lotypes. Minimizing the number of haplotypes is NP-hard [25]; a few practically effi-
cient heuristics [4] and optimal algorithms [10,11] have been developed. The perfect
phylogeny model [8] considers the evolution of haplotypes; it assumes that the haplo-
types resolving the given genotypes are the leaves of a perfect phylogenetic tree (see
Figure 1). Based on graph matroid theory, efficient optimal algorithms [6,8,5,15] have
been developed for haplotyping under the assumption of perfect phylogeny.

However, the perfect phylogeny model is not entirely satisfactory because recom-
binations between SNP sites have been observed in a significantly increased amount
of genotype data [22]. New approaches are thus needed to include recombinations in
models and algorithms for genotype phasing to correctly interpret these genotypes.
The first phylogenetic model that includes the recombinations of haplotypes was de-
veloped in [29]. Assuming recombinations may not happen very often, efficient algo-
rithms have been developed to construct “galled trees” where the recombination cycles
are node disjoint and estimate a lower bound for the number of recombinations needed
[12,16,19,20,26]. More recently, a decompsosition theory for phylogenetic networks is
developed in [9]. Based on the new concept of “blobbed tree”, the underlying maximal
tree structure of a phylogenetic network can be efficiently computed from the genotype
data.

In this paper, we consider the more general and yet more difficult problem of phylo-
genetic network inference through haplotyping where recombination cycles are allowed
to share nodes and edges. We introduce a new graph theoretical model for genotype
phasing. In particular, we use a genotype graph to describe all genotypes and reduce the
problem to finding a certain subgraph pattern in the genotype graph. An efficient param-
eterized algorithm can be developed to solve this problem based on ordered graph tree
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decomposition. Our algorithm requires the number of heterozygous sites to be small in
each taxon. In practice, a genotype data set can be partitioned into contiguous blocks
such that the number k of heterozygous sites in a block is a small number (e.g., k ≤ 5).
Our algorithm can be used to resolve the genotypes in these blocks and the the resulted
haplotypes can thus be combined to form an overall solution with a dynamic program-
ming approach proposed in [6].

We have implemented this algorithm and compared its performance with that of
PHASE and HAPLOTYPER on 192 biological genotype data sets downloaded from
the SeattleSNPS database [3]. Our testing results showed that this algorithm is sig-
nificantly faster and can achieve better interpretation accuracy than both PHASE and
HAPLOTYPER on genotype data sets that contain recombinations. In addition to an ef-
ficient and accurate solution to the phylogenetic network inference problem, this graph
theoretical model can possibly be used to solve a few other problems associated with
haplotyping, such as the perfect phylogeny, the galled tree inference [29,9], phyloge-
netic netoworks with bounded number of recombinations [27], and a few incomplete
perfect phylogeny problems [2,14,18].

2 Models and Algorithms

2.1 Problem Description

We use 0 or 1 to represent a homozygous site where the two copies of the chromosome
contain the same nucleotide and 2 for a heterozygous site. A genotype can thus be
described with a string of 0, 1 and 2’s. Characters in such a string are also called alleles.
The input of the genotype phasing problem is assumed to contain m genotypes of length
n, which form a genotype matrix M . The solution is a haplotype matrix N , where each
row is a string of length n containing 0 and 1’s. In particular, for each genotype gi in
M , there exists two haplotypes hi1 and hi2 in N such that gi can be resolved by hi1

and hi2 . For example, Figure 1(a) shows two genotypes resolved by three haplotypes.
The perfect phylogeny model assumes that the haplotypes in N are from the leaves of

a rooted perfect phylogenetic tree. Internal nodes of the tree are intermediate haplotypes
during the evolution and each edge in the tree is labelled by a column of matrix M and
represents a mutation event that occurs on the corresponding site. In addition, each col-
umn in M can only be used to label at most one edge in the tree. Haplotyping under the
framework of perfect phylogeny can be solved in linear time (see Figure 1(b)). How-
ever, solutions compatible with the perfect phylogeny model only exist for genotype
matrices that do not contain conflicting columns. Two columns i and j in M conflict if
they contain all of the four possible pairs (0, 0), (0, 1), (1, 0), and (1, 1) [8]; these pairs
may exist in a population if a recombination has occurred. Recent study has shown that
recombinations are biologically important for explaining genotype matrices that con-
tain conflicting columns. As an example, Figure 2(b) provides a phylogenetic network
for the set of genotypes in Figure 2(a).

In general, a recombination event between two haplotypes generates a new haplo-
type. Each character in this new haplotype is inherited from one of its parent haplotypes.
In this paper, we only consider the single-crossover recombination. In particular, the re-
sulting haplotype is a sequential combination of a prefix of one parent haplotype and a
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Fig. 2. (a) The genotype matrix and the corresponding haplotypes for two individuals. (b) A
phylogenetic network with a single cross-over recombination for the genotypes in (a); edges that
represent mutations are labelled with a column in the genotype matrix.

suffix of the other one. Single-crossover recombinations contain only one “cross-over”
and are one of the most important types of recombinations [9,12,27].

We thus relax the constraints of the perfect phylogeny to model the recombinations
between SNP sites. In particular, a m×n genotype matrix M can be resolved by a 2m×
n haplotype matrix if there exists a phylogenetic network that satisfies the constraints
proposed in the following definition:

Definition 1. Let N be a 2m×n matrix, a phylogenetic network P for N is a directed
connected acyclic graph that satisfies the following properties:

1. Each vertex in P is labelled by a haplotype of length n;
2. Each of the 2m rows in N labels one of the vertices in P ;
3. No vertex in P has more than 2 incoming edges; exactly one vertex in P has zero

incoming edges;
4. A vertex with exactly one incoming edge is labelled with a haplotype that is the

result of mutations (but only from 0 to 1) from the haplotype labeling the precedent
vertex. This edge is labelled with some column of N .

5. A vertex with exactly two incoming edges, called a recombined vertex, is labelled by
a haplotype that is the result of a recombination of two haplotypes that respectively
label the two precedent vertices. This edge is not labelled by any column of N .

We propose to solve the genotype phasing problem by finding the phylogenetic net-
work with the minimum number of recombinations. In general, a genotype data set can
be partitioned into contiguous blocks, each containing a small number of heterozygous
sites [6]. Therefore, we consider a simplified instance for this problem, where the num-
ber of heterozygous sites in each taxon is bounded by a small constant k. We thus can
efficiently enumerate all 2k possible haplotypes that can resolve each of the genotypes.
Given a set of genotypes, we construct a genotype graph as follows. We enumerate
the haplotypes for all genotypes and represent each of the enumerated haplotypes with
a vertex. A directed edge is generated to connect from vertex u to v if hu evolves to
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Fig. 3. (a) A genotype matrix with conflicting columns (columns 2 and 3). (b) The genotype
graph constructed for the genotype matrix in (a), where thick directed lines represent a phyloge-
netic network contained in it; dashed and dotted lines represent principal and recombinant edges
respectively. For simplicity, these two types of edges are only partially drawn and genotype ver-
tices are not shown in the figure.

hv by a single 0 to 1 mutation. In addition, we find all vertex triples (u, v, g) in G
such that g can be obtained from u and v by a single cross-over recombination. We
connect vertices in each triple into a triangle with nondirected recombinant edges. We
generate an additional genotype vertex gi for the ith genotype, and for each pair of
the haplotypes hi1 and hi2 that can explain gi, we connect the corresponding vertices
and gi into a triangle with nondirected principal edges. The resulting graph is a mixed
graph.

It is not difficult to see that any phylogenetic network for some haplotype matrix
that resolves a given genotype matrix can be obtained from a graphic pattern con-
tained in its genotype graph. To guarantee that every genotype is resolved by a pair
of haplotypes in the phylogenetic network, we require that, every genotype vertex
gi is edge-dominated, in other words, there exists a triangle that contains gi as one
of its vertices and the other two vertices are both in the phylogenetic network.
Figure 3(b) partially shows the genotype graph constructed from the genotype matrix in
Figure 3(a).

We would like to point out that the above construction of the genotype graph does
not result in easy problems. For example, the haplotyping Maximum Resolution (MR)
problem remains difficult after being formulated as a graph theoretic problem by enu-
merating all haplotypes for each genotype [13]. It remains NP-hard even if the expo-
nential time reduction is assumed cost-free. We suspect that on introduced genotype
graphs, the problem of finding a phylogenetic network with the minimum number of
recombinations remains intractable.

2.2 Ordered Tree Decomposition

Definition 2. Let G = (V, E) be a directed acyclic graph, where V is the set of vertices
in G, E denotes the set of edges in G. Pair (T, X) is an ordered tree decomposition of
graph G if it satisfies the following conditions:
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Fig. 4. (a) An example of a directed acyclic graph. (b) An ordered tree decomposition for the
graph in (a).

1. T = (I, F ) defines a rooted tree, the sets of vertices and edges in T are I and F
respectively,

2. X = {Xi|i ∈ I, Xi ⊆ V }, and ∀u ∈ V , ∃i ∈ I such that u ∈ Xi,
3. ∀(u, v) ∈ E, ∃i ∈ I such that u ∈ Xi and v ∈ Xi,
4. ∀i, j, k ∈ I , if k is on the path that connects i and j in tree T , then Xi ∩Xj ⊆ Xk,
5. ∀Xi ∈ X , Xj ∈ X , where i is on the path from the root to j, there do not exist

vertices u, v such that u ∈ Xj , v ∈ Xi and there is a directed path from u to v
in G.

The tree width of the ordered tree decomposition (T, X) is defined as maxi∈I |Xi| − 1.

Figure 4 shows an example of a directed acyclic graph and an ordered tree decom-
position for it. Ordered tree decomposition is a variant of the traditional tree decom-
position [24], For directed acyclic graphs, we slightly modify the original definition of
tree decomposition to include additional information on the topological order of graph
vertices. We show later in the paper that, based on an ordered tree decomposition, a
dynamic programming approach can be developed to find graphic patterns that satisfy
certain topological constraints in a directed acyclic graph.

There exists an efficient algorithm that can construct an ordered tree decomposion for
a directed acyclic graph G. Indeed, we can slightly modify the greedy fill-in heuristic
[1] used for the efficient construction of graph tree decompositions. In particular, in the
fill-in procedure, we can remove a vertex that contains no outgoing edges and connect
its neighbors into a clique with nondirected edges. It is not difficult to verify that the
tree decomposition generated this way for G is an ordered one.

2.3 The Algorithm

Without loss of generality, we assume that the given tree decomposition is a binary tree.
Each tree node is associated with a dynamic programming table with multiple entries,
the table stores the partial optimal solutions for subgraphs induced by vertices in the
subtree rooted at that tree node. The algorithm follows a general bottom-up process
to fill the dynamic programming tables in all tree nodes, starting with the leaves of the
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tree [1]. The table for a tree node with vertices {v1, v2, · · · , vt} contains t columns, each
column stores the decision bits for each vertex in the tree node. A table entry consists of
a certain combination of the selection bits for all vertices in the tree node. The decision
bit for a haplotype vertex is 1 if it is included in the partial solution and otherwise 0.
For a genotype vertex, the decision bit is set to be 1 if it has been edge-dominated and
otherwise 0. Two additional columns V and N are also included in the table to store the
validity and the number of recombinations in the partial optimal solutions.

For each triangle that represents a recombination event, the algorithm finds the tree
nodes that contain all its three vertices and marks the one with the minimum height.
To compute the table for a leaf node of the tree, the algorithm enumerates all pos-
sible combinations of the selection bits for all its vertices. It also determines the va-
lidity and number of recombinations for these valid ones. An entry is invalid if the
subgraph induced by the selected vertices does not satisfy the topological constraints
for a phylogenetic network. For an internal node Xi with child nodes Xj and Xk,
the algorithm needs to query the tables of Xj and Xk to compute the values of V
and N for each entry. In particular, for a given entry ei in the table for Xi, the com-
putation queries only valid entries in the tables for Xj and Xk whose selection bits
on vertices in Xi ∩ Xj and Xi ∩ Xk are consistent with ei. The algorithm checks
all possible combinations from queried entries ej , ek in the tables for Xj and Xk.
ei is valid if there exists an entry pair (ej , ek) such that the vertices selected in both
ej and ek can form a subgraph that satisfies the topological constraints of a phylo-
genetic network. The number of recombinations Sij for this entry pair can be com-
puted by adding the N values for ej and ek together. Sij is the potential for entry pair
(ej , ek). The algorithm then finds the minimum potential over all queried entry pairs
and add it to the number of selected marked triangles in Xi to obtain the N value
for ei.

The vertices with selection bit 1 in ei and ej , ek need to be checked to determine
whether the ei is consistent with them. In particular, for a vertex u in Xi ∩ Xj , if u
represents a haplotype, ei and ej must set the same selection bit for u to be consistent.
For a genotype vertex v ∈ Xi, the algorithm considers its selection bits in both ej and
ek together to determine whether ei and ej , ek are consistent on v. The principles for
checking this consistency are as follows:

1. ei, ej and ek are consistent on v if its selection bit is 1 in ei and it is edge-dominated
by an edge whose two ends have selection bit 1 in ei.

2. ei, ej and ek are consistent on v if its selection bit is 0 in ei and the vertices with
selection bit 1 in ei do not edge-dominate ei, in addition, selection bits for v in both
ej and ek are 0.

3. ei, ej and ek are consitent on v if its selection bit is 1 in ei and the selection bit of
v for at least one of ej and ek is 1.

Figure 5 provides an example for computing the entries in the table for an internal
tree node Xi = {a, b, g1}, with two child nodes Xj = {b, c, g1} and Xk = {a, d, g1},
where g1 is a genotype vertex. Since Xi ∩ Xj = {b, g1}, and Xi ∩ Xk = {a, g1},
to compute the values of V and N for an entry e = (1, 1, 1) in the table for Xi, the
algorithm needs to query all the valid entries with selection bit 1 for b in the table for
Xj and those with selection bit 1 for a in the table for Xk. In addition, in cases where
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Fig. 5. (a) An ordered tree decomposition, where Xi is an internal node, Xj and Xk are its two
child nodes. (b) The dynamic programming tables and the table entries for Xi, Xj and Xk . The
algorithm needs to query the tables for Xj and Xk to determine the values of V and N for each
entry in the table for Xi.

a and b edge-dominates g1, the selection bit for g1 in a queried entry from the table of
Xj or Xk can be either 0 or 1. On the other hand, if g1 is not edge-dominated by a and
b, the algorithm needs to consider three possible combinations (0, 1), (1, 0), and (1, 1)
for the selection bits of g1 while querying the entries in tables for Xj and Xk.

After the tables for all tree nodes have been completely determined, the algorithm
follows a top-down tracing back procedure to obtain the phylogenetic network with
the minimum number of recombinations. Specifically, the algorithm maintains a global
array to mark the vertices that are selected. All valid entries in the table for the root are
checked; the one with the minimum number of recombinations is selected. The vertices
with selection bit 1 in this entry are then marked in the global array. The consistent
entries in the tables of its child nodes are then queried. A single entry can be selected
from the table for each child node such that the sum of their N values is minimized. The
algorithm then proceeds to the child nodes and recursively applies the same procedure
on the selected entries for these nodes. In the last stage, the algorithm adds two directed
edges pointing to each recombinant vertex in the subgraph obtained from the tracing
back procedure. The recombinant edges in the corresponding triangle are then removed.

The time complexity of the algorithm on a genotype graph with ordered tree width t
is O(6t2km), where k is the number of heterozygous sites for each genotype and m is
the number of taxa. The correctness of the algorithm is guaranteed by the topological
property of an ordered tree decomposition, which does not change the topological order
of the vertices in a genotype graph. The algorithm thus only needs to query the tables
of the child nodes of a tree node to determine the validity and number of recombina-
tions for each entry in its table. The total number of possible combinations of selection
bits for vertices in a tree node is O(2t). For a genotype vertex v in a tree node Xi, in
the worst case, where v is contained in both of its two children Xj and Xk, the algo-
rithm may need to consider three possible combinations of consistent entries from tables
for Xj and Xk. The number of genotype vertices in a tree node is bounded by t, the
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computation time needed to compute the table for a tree node is thus bounded by
O(6t). Since the total number of vertices in a genotype graph is bounded by O(2km),
the time complexity of the algorithm is O(6t2km). We thus obtain the following
theorem.

Theorem 1. Given a genotype matrix with m rows and k heterozygous sites for each
row. Based on an ordered tree decomposition of its genotype graph with tree width
bounded by t, the phylogenetic network with the minimum number of recombinations
can be computed in time O(6t2km).

3 Experiments and Results

3.1 The Ordered Tree Widths for Genotype Data Sets

We have implemented this algorithm and tested its performance on 192 genotype data
sets downloaded from the SeattleSNPs database [3]. A graph trimming heuristic [4] is
used to safely remove some of the vertices and edges from the genotype graph. In partic-
ular, this heuristic arbitrarily selects a vertex with no incoming edges and computes the
set of all vertices that are reachable from this vertex. This vertex can be safely removed
from the genotype graph if this set cannot resolve all the genotypes. This procedure can
be recursively applied to a genotype graph and practically reduce its ordered tree width
to an appropriate number.

Most of the 192 data sets contain missing alleles. The algorithm thus needs to con-
sider all possible alleles on these sites while enumerating the haplotypes for a genotype
with missing data. However, a pair of haplotypes that resolve the genotype may have
the same allele on these missing sites. Genotypes with missing data can slightly in-
crease the ordered tree width. To avoid processing genotypes with a large number of
missing alleles and heterozygous sites, the algorithm partitions each data set into short
blocks, the solutions on all blocks are then combined with a dynamic programming ap-
proach used in [6] to obtain an overall solution. In particular, this algorithm considers
the consistency of haplotyping results for contiguous blocks and a dynamic program-
ming algorithm can be used to find an overal haplotyping results that have minimum
conflicts with those of the blocks. Table 1 shows the distribution of tree widths on all
the short blocks where each genotype contains up to 5 heterozygous sites and missing
alleles. It can be seen from the table that the tree widths for most of the genotype graphs
constructed on short blocks are in the range from 5 to 10.

Table 1. The distribution of tree widths of the genotype graphs for all the short blocks of genotype
data where each genotype contains up to 5 heterozygous sites and missing alleles in the block,
these blocks are obtained from the 192 available data sets

Tree Width 5 6 7 8 9 10 11 < 11

Percentage (%) 33.30 36.21 16.24 5.71 3.36 3.78 1.40 98.6
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3.2 The Accuracy and Efficiency of Haplotyping

We used the program to compute the phylogentic network for each genotype data set
and the haplotypes that resolve it. We compared the accuracy of the program with that
of PHASE and HAPLOTYPER. We used error rates to evaluate the accuracy of the
phasing results. In particular, error rate is defined as the total percentage of alleles that
are incorrectly interpreted in the haplotyping results. We compare the performance of
our program with that of HAPLOTYPER and PHASE. These two software are the only
tools that are both available and can be smoothly compiled on our system. Table 2 shows
the error rates of the three programs on 192 genotype data sets. It is evident from the
table that our program achieves a lower error rate than that of PHASE and HAPLO-
TYPER on these testing data sets. In addition, our program is significantly faster than
both of them. PHASE in general needs a few hours to compute the haplotypes for a data
set, while HAPLOTYPER needs more than 10 seconds for a single run on 95% of the
testing data sets. Table 3 shows the distribution of the computation time of our program
on the testing data sets. The computation time needed by our program on 99.0% data
sets is less than 1.0 second.

Table 2. The error rates and their standard deviations on the 192 genotype data sets for PHASE,
HAPLOTYPER and our program

Error Rate (%) Standard Deviation (%)
PHASE 9.3% 0.8%

HAPLOTYPER 7.4% 0.6%

Our Program 5.7% 1.7%

Table 3. The cumulative distribution of the computation time needed by our program on the
testing data sets

< 0.01(sec) < 0.05(sec) < 0.1(sec) < 0.5(sec) < 1.0(sec)
Percentage 53.6% 68.8% 71.4% 93.8% 99.0%

3.3 The Number of Recombinations

The program can also obtain the minimum number of recombinations (single cross-
over) needed to construct a phylogenetic netork for each data set.

Table 4 shows the distribution of this number for all testing data sets. It is evident
from the table that the perfect phylogeny model can only explain 32.3% (R = 0) of
testing data sets and there are around 19.3% data sets whose phylogenetic networks

Table 4. The distribution of the minimum number of recombinations (single cross-over) for the
phylogenetic networks for the available data sets; R is the number of recombinations

R = 0 R = 1 1 < R ≤ 5 5 < R ≤ 10 10 < R ≤ 15 15 < R ≤ 20 R > 20

Percentage 32.3% 11.5% 12.0% 11.5% 12.5% 1.0% 19.3%
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contain more than 20 recombination events. This distribution also suggests that recom-
bination events are important for correctly interpreting most of the genotype data sets
in practice.

4 Conclusions

We have developped a new parameterized algorithm that can solve the genotype phas-
ing problem and, at the same time, computes the corresponding phylogenetic network
with the minimum number of single crossover recombinations. Our method reduces
the problem of phylogenetic network construction to finding a certain subgraph pat-
tern contained in a graph that represents the genotype matrices. Based on ordered graph
tree decomposition, this problem can be solved with a parameterized algorithm. Experi-
ments on biological data sets have demonstrated the advantage of this method over some
other methods in accuracy and efficiency. Moreover, we believe it is possible to apply
similar methods to solve a few other problems related to haplotyping such as the galled
tree inference [29], and a few incomplete perfect phylogeny problems [2,14,18,27].
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Abstract. The problem Parsimony Haplotyping (PH) asks for the
smallest set of haplotypes which can explain a given set of genotypes, and
the problem Minimum Perfect Phylogeny Haplotyping (MPPH) asks for
the smallest such set which also allows the haplotypes to be embedded in a
perfect phylogeny evolutionary tree, a well-known biologically-motivated
data structure. For PH we extend recent work of [17] by further mapping
the interface between “easy” and “hard” instances, within the framework
of (k, l)-bounded instances. By exploring, in the same way, the tractability
frontier of MPPH we provide the first concrete, positive results for this
problem, and the algorithms underpinning these results offer new insights
about how MPPH might be further tackled in the future. In both PH
and MPPH intriguing open problems remain.

1 Introduction

The computational problem of inferring biologically meaningful haplotype data
from the genotype data of a population continues to generate considerable in-
terest at the interface of biology and computer science/mathematics. A popular
underlying abstraction for this model (in the context of diploid organisms) repre-
sents a genotype as a string over a {0, 1, 2} alphabet, and a haplotype as a string
over {0, 1}. The precise goal depends on the biological model being applied but
a common, minimal algorithmic requirement is that, given a set of genotypes, a
set of haplotypes must be produced which resolves the genotypes.

In this paper we focus on two different models. The first model, the parsimony
haplotyping (PH) model [10], asks for a smallest (i.e., most parsimonious) set of
haplotypes to resolve the input genotypes. To be precise, we are given a genotype
matrix G with elements in {0, 1, 2}, the rows of which correspond to genotypes,
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while its columns correspond to sites on the genome, called SNP’s. A haplotype
matrix has elements from {0, 1}, and rows corresponding to haplotypes. Haplo-
type matrix H resolves genotype matrix G if for each row gi of G, containing
at least one 2, there are two rows hi1 and hi2 of H , such that gi(j) = hi1(j) for
all j with hi1(j) = hi2(j) and gi(j) = 2 otherwise, in which case we say that hi1

and hi2 resolve gi, we write gi = hi1 + hi2 , and we call hi1 the complement of
hi2 with respect to gi, and vice versa. A row gi without 2’s is itself a haplotype
and is uniquely resolved by this haplotype, which therefore has to be contained
in H .

The Parsimony Haplotyping problem (PH) is given a genotype matrix G to
find a haplotype matrix H with a minimum number of rows that resolves G.
There is a rich literature in this area, of which recent papers such as [5] give a
good overview. The problem is APX-hard [13,17] and the best known approxi-
mation algorithms are rather weak, yielding approximation guarantees of 2k−1

where k is the maximum number of 2’s appearing in a row of the genotype
matrix [13,14]. The lack of success in finding strong approximation guarantees
has led many authors to consider methods based on Integer Linear Programming
(ILP) [5,10,11,13]. A different response to the hardness is to search for “islands of
tractability” amongst special, restricted cases of the problem, exploring the fron-
tier between hardness and polynomial-time solvability. In the literature available
in this direction [6,14,17], this investigation has specified classes of (k, l)-bounded
instances : in a (k, l)-bounded instance the input genotype matrix G has at most
k 2’s per row and at most l 2’s per column (cf. [17]). If k or l is a “∗” we mean
instances that are bounded only by the number of 2’s per column or per row,
respectively. This paper aims to supplement this “tractability” literature with
mainly positive results, and doing so almost completes the bounded instance
complexity landscape.

Next to the PH model we study a related model: the Minimum Perfect Phy-
logeny Haplotyping (MPPH) model [2]. Again a minimum-size set of resolving
haplotypes is required but this time under the additional, biologically-motivated
restriction that the produced haplotypes permit a perfect phylogeny i.e., that
they can be placed at the leaves of an evolutionary tree within which each site
mutates at most once. Haplotype matrices admitting a perfect phylogeny are
completely characterised [8,9] by the absence of the forbidden submatrix

F =

⎡⎢⎢⎣
1 1
0 0
1 0
0 1

⎤⎥⎥⎦ .

The Minimum Perfect Phylogeny Haplotyping problem (MPPH) is given a geno-
type matrix G find a haplotype matrix H with a minimum number of rows that
resolves G and admits a perfect phylogeny.

The feasibility question (PPH)—given a genotype matrix G, find any haplo-
type matrix H that resolves G and admits a perfect phylogeny, or state that no
such H exists—is solvable in linear-time [7,19]. Researchers in this area are now
moving on to explore the PPH question on phylogenetic networks [18].
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The MPPH problem, however, has so far hardly been studied beyond an
NP-hardness result [2] and occasional comments within PH and PPH literature
[4][19][20]. In this paper we thus provide what is one of the first attempts to
analyse the parsimony optimisation criteria within a well-defined and widely
applicable biological framework. We seek namely to map the MPPH complexity
landscape in the same way as the PH complexity landscape: using the concept
of(k, l)-boundedness. We write PH(k, l) and MPPH(k, l) for these problems
restricted to (k, l)-bounded instances.

In [13] it was shown that PH(3, ∗) is APX-hard. In [6][14] it was shown that
PH(2, ∗) is polynomial-time solvable. Recently in [17], it was shown (amongst
various other results) that PH(4, 3) is APX-hard. In this paper, we bring the
boundaries between hard and easy classes closer by showing that PH(3, 3) is
APX-hard and that PH(∗, 1) is polynomial-time solvable.

As far as MPPH is concerned there have been, prior to this paper, no con-
crete results beyond the above mentioned NP-hardness result. We show that
MPPH(3, 3) is APX-hard and that, like their PH counterparts, MPPH(2, ∗)
and MPPH(∗, 1) are polynomial-time solvable (in both cases using a reduction
to the PH counterpart.)

For both problems the (∗, 2)-bounded versions remain the intriguing open
case. Analogous to a result from [17] for a subclass of PH(∗, 2), we show here
that MPPH(∗, 2) is solvable in polynomial-time if the compatibility graph of the
input genotype matrix is a clique. The compatibility graph C(G) of a genotype
matrix G has vertices representing the rows (genotypes) of G, and there is an edge
between two vertices if the corresponding two genotypes coincide in each column
in which none of the two has a 2. Our prediction is that learning the complexity
of PH(∗, 2) and MPPH(∗, 2) in the case where the compatibility graph is a
(graph-theoretical) sum of two or three cliques, will reveal the complexity of the
full classes PH(∗, 2) and MPPH(∗, 2).

As explained by Sharan et al. in their “islands of tractability” paper [17],
identifying tractable special classes can be practically useful for constructing
high-speed subroutines within ILP solvers, but perhaps the most significant as-
pect of this paper is the analysis underpinning the results, which - by deepening
our understanding of how this problem behaves - assists the search for better,
faster approximation algorithms and for determining the exact beaches of the
islands of tractability. Indeed, the continuing absence of approximation algo-
rithms with strong accuracy guarantees underlines the importance of such work.
Furthermore, the fact that (prior to this paper) concrete and positive results for
MPPH had not been obtained (except for rather pessimistic modifications to
ILP models [5]), means that the algorithms given here for the MPPH cases,
and the data structures used in their analysis (e.g. the restricted compatibility
graph in Section 3), assume particular importance.

Finally, this paper yields some interesting open problems, of which the out-
standing (∗, 2) case (for both PH and MPPH) is only one; prominent amongst
these questions (which are discussed at the end of the paper) is the question
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of whether MPPH and PH instances are inter-reducible, at least within the
bounded-instance framework.

The paper is organised as follows. In Section 2 we give the hardness results,
in Section 3 we present the polynomial-time solvable cases, and we finish in Sec-
tion 4 with conclusions and open problems. A full version of the paper including
all proofs is available online [12].

2 Hard Problems

Theorem 1. MPPH(3, 3) is APX-hard.

Proof. The proof in [2] that MPPH is NP-hard uses a reduction from Vertex
Cover. Using the same construction, but reducing instead from the APX-hard
problem 3-Vertex Cover (i.e., where every vertex has at most degree 3) [1][15],
gives a (3,3)-bounded instance. In such a case it is not too difficult to show that
(for ε > 0) a (1 + ε) approximation for the constructed MPPH instance can be
used to create a (1+8ε) approximation for the size of the minimum vertex cover
on the input graph. We defer the details to a full version of the paper [12]. �

Theorem 2. PH(3, 3) is APX-hard.

Proof. We observe that in the proof that PH(4, 3) is APX-hard, by Sharan et
al in [17], the leftmost 2 of an element genotype is actually only necessary if the
element in question appears in fewer than three triples. This slight modification
thus yields a (3,3)-bounded instance, and the reduction used in [17] is otherwise
unchanged. We defer the proof of correctness to a full version of the paper [12].�

3 Polynomial-Time Solvability

3.1 Parsimony Haplotyping

The following result shows the polynomial-time solvability of PH on (*,1)-
bounded instances.

We say that two genotypes g1 and g2 are compatible, denoted as g1 ∼ g2, if
g1(j) = g2(j) or g1(j) = 2 or g2(j) = 2 for all j. A genotype g and a haplotype h
are consistent if h can be used to resolve g, ie. if g(j) = h(j) or g(j) = 2 for all
j. The compatibility graph is the graph with vertices for the genotypes and an
edge between two genotypes if they are compatible. Proof of the following two
lemmas is omitted.

Lemma 1. If g1 and g2 are rows of a genotype matrix with at most one 2 per
column and g1 and g2 are compatible then there exists exactly one haplotype that
is consistent with both g1 and g2. �

We use the notation g1 ∼h g2 if g1 and g2 are compatible and h is consistent with
both. We prove that the compatibility graph has a specific structure. A 1-sum
of two graphs is the result of identifying a vertex of one graph with a vertex of
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the other graph. A 1-sum of n + 1 graphs is the result of identifying a vertex of
a graph with a vertex of a 1-sum of n graphs. See Figure 1 for an example of a
1-sum of three cliques (K3, K4 and K2).

Lemma 2. If G is a genotype matrix with at most one 2 per column then every
connected component of the compatibility graph of G is a 1-sum of cliques, where
edges in the same clique are labelled with the same haplotype. �

g1

g2

g3

g4

g5

g6

g7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 0 2 0 1
2 0 2 0 0 0 1
0 0 1 2 0 0 1
0 0 1 0 0 0 2
0 0 1 1 0 2 1
1 2 0 0 0 0 1
0 0 1 1 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Fig. 1. Example of a genotype matrix and the corresponding compatibility graph, with
h1 = (0, 0, 1, 1, 0, 0, 1), h2 = (0, 0, 1, 0, 0, 0, 1) and h3 = (1, 0, 0, 0, 0, 0, 1)

From this lemma, it follows directly that in PH(∗, 1) the compatibility graph is
chordal, meaning that all its induced cycles are triangles. Every chordal graph
has a simplicial vertex, a vertex whose (closed) neighbourhood is a clique. Delet-
ing a vertex in a chordal graph gives again a chordal graph (see for example [3]
for an introduction to chordal graphs). The following lemma leads almost im-
mediately to polynomial solvability of PH(∗, 1). We use set-operations for the
rows of matrices: thus, e.g., h ∈ H says h is a row of matrix H , H ∪ h says h
is added to H as a row, and H ′ ⊂ H says H ′ is a submatrix consisting of rows
of H .

Lemma 3. Given haplotype matrix H ′ and genotype matrix G with at most one
2 per column it is possible to find, in polynomial time, a haplotype matrix H that
resolves G, has H ′ as a submatrix and has a minimum number of rows.

Proof. The proof is constructive. Let problem (G, H ′) denote the above problem
on input matrices G and H ′. Let C be the compatibility graph of G, which im-
plied by Lemma 2 is chordal. Suppose g corresponds to a simplicial vertex of C.
Let hc be the unique haplotype consistent with any genotype in the closed neigh-
bourhood clique of g. We extend matrix H ′ to H ′′ and update graph C as follows.

1. If g has no 2’s it can be resolved with only one haplotype h = g. We set
H ′′ = H ′ ∪ h and remove g from C.

2. Else, if there exist rows h1 ∈ H ′ and h2 ∈ H ′ that resolve g we set H ′′ = H ′

and remove g from C.
3. Else, if there exists h1 ∈ H ′ such that g = h1 + hc we set H ′′ = H ′ ∪ hc and

remove g from C.
4. Else, if there exists h1 ∈ H ′ and h2 /∈ H ′ such that g = h1 + h2 we set

H ′′ = H ′ ∪ h2 and remove g from C.



Beaches of Islands of Tractability 85

5. Else, if g is not an isolated vertex in C then there exists a haplotype h1 such
that g = h1 + hc and we set H ′′ = H ′ ∪ {h1, hc} and remove g from C.

6. Otherwise, g is an isolated vertex in C and we set H ′′ = H ′ ∪ {h1, h2} for
any h1 and h2 such that g = h1 + h2 and remove g from C.

The resulting graph is again chordal and we repeat the above procedure for
H ′ = H ′′ until all vertices are removed from C. Let H be the final haplotype
matrix H ′′. It is clear from the construction that H resolves G.

The proof that H has a minimum number of rows is by induction on the
number of genotypes and deferred to a full version of the paper [12]. �

Theorem 3. The problem PH(∗, 1) can be solved in polynomial time.

Proof. The proof follows from Lemma 3. Construction of the compatibility graph
takes O(n2m) time, for an n times m input matrix. Finding an ordering in which
to delete the simplicial vertices can be done in time O(n2) (see [16]) and resolving
each vertex takes O(n2m) time. The overall running time of the algorithm is
therefore O(n3m). �

3.2 Minimum Pure Parsimony Haplotyping

Polynomial-time solvability of PH on (2, ∗)-bounded instances has been shown
in [6] and [14]. We prove it for MPPH(2, ∗). We start with a definition.

Definition 1. For two columns of a genotype matrix we say that a reduced res-
olution of these columns is the result of applying the following rules as often as
possible to the submatrix induced by these columns: deleting one of two identical
rows and the replacement rules, for a ∈ {0, 1},

[
2 a
]
→
[
1 a
0 a

]
,
[
a 2
]
→
[
a 1
a 0

]
,
[
2 2
]
→
[
1 1
0 0

]
and

[
2 2
]
→
[
1 0
0 1

]
Note that two columns can have more than one reduced resolution if there
is a genotype with a 2 in both these columns. The reduced resolutions of a
column pair of a genotype matrix G are submatrices of (or equal to) F and
represent all possibilities for the submatrix induced by the corresponding two
columns of a minimal haplotype matrix H resolving G, after collapsing identical
rows.

Theorem 4. The problem MPPH(2, ∗) can be solved in polynomial time.

Proof. We reduce MPPH(2, ∗) to PH(2,*), which can be solved in polynomial
time (see above). Let G be an instance of MPPH(2, ∗). We may assume that
any two rows are different.

Take the submatrix of any two columns of G. If it does not contain a [2 2] row,
then in terms of Definition 1 there is only one reduced resolution. If G contains
two or more [2 2] rows then, since by assumption all genotypes are different,

G must have
[
2 2 0
2 2 1

]
and therefore

[
2 0
2 1

]
as a submatrix, which can only be
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resolved by a haplotype matrix containing the forbidden submatrix F . It follows
that in this case the instance is infeasible. If it contains exactly one [2 2] row,
then there are clearly two reduced resolutions. Thus we may assume that for
each column pair there are at most two reduced solutions.

Observe that if for some column pair all reduced resolutions are equal to
F the instance is again infeasible. On the other hand, if for all column pairs
none of the reduced resolutions is equal to F then MPPH(2, ∗) is equiva-
lent to PH(2, ∗) because any minimal haplotype matrix H that resolves G
admits a perfect phylogeny. Finally, consider a column pair with two reduced
resolutions, one of them containing F . Because there are two reduced resolu-
tions there is a genotype g with a 2 in both columns. For any such g, replace
g in G by h1 and h2, where h1 and h2 are the haplotypes that correspond
to the resolution of g that does not lead to F . This ensures that a minimal
haplotype matrix H resolving G can not have F as a submatrix in these two
columns.

Repeating this procedure for every column pair either tells us that the matrix
G was an infeasible instance or creates a genotype matrix G′ such that any min-
imal haplotype matrix H resolves G′ if and only if H resolves G, and H admits
a perfect phylogeny. �

Theorem 5. The problem MPPH(∗, 1) can be solved in polynomial time.

Proof. As in the proof of Theorem 4 we reduce MPPH(∗, 1) to PH(∗, 1). We
defer it to a full version of the paper. �

The open complexity problems in PH and MPPH are now PH(∗, 2) and
MPPH(∗, 2). Unfortunately, we have not found the answer to these complex-
ity questions. However, the borders have been pushed slightly further. In [17]
PH(∗, 2) is shown to be polynomially solvable if the input genotypes have the
complete graph as compatibility graph, we call this problem PH(∗, 2)-C1. We
will give the counterpart result for MPPH(∗, 2)-C1.

Let G be an n×m MPPH(∗, 2)-C1 input matrix. Since the compatibility graph
is a clique, every column of G contains only one symbol besides possible 2’s. If we
replace in every 1-column of G (a column containing only 1’s and 2’s) the 1’s by
0’s and mark the SNP corresponding to this column ‘flipped’, then we obtain an
equivalent problem on a {0, 2}-matrixG′. To see that this problem is indeed equiv-
alent, suppose H ′ is a haplotype matrix resolving this modified genotype matrix
G′ and suppose H ′ does not contain the forbidden submatrix F . Then by inter-
changing 0’s and 1’s in every column of H ′ corresponding to a flipped SNP, one
obtains a haplotype matrix H without the forbidden submatrix which resolves
the original input matrix G. And vice versa. Hence, from now on we will assume,
without loss of generality, that the input matrix G is a {0, 2}-matrix.

If we assume moreover that n ≥ 3, which we do from here on, the trivial
haplotype ht defined as the all-0 haplotype of length m is the only haplotype
consistent with all genotypes in G. We define the restricted compatibility graph
CR(G) of G as follows. As in the normal compatibility graph, the vertices of
CR(G) are the genotypes of G. However, there is an edge {g, g′} in CR(G) only
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if g ∼h g′ for some h �= ht, or, equivalently, if there is a column where both g
and g′ have a 2.

Lemma 4. If G is a feasible instance of MPPH(∗, 2)-C1 then every vertex in
CR(G) has degree at most 2.

Proof. Any vertex of degree higher than 2 in CR(G) implies the existence in G
of submatrix:

B =

⎡⎢⎢⎣
2 2 2
2 0 0
0 2 0
0 0 2

⎤⎥⎥⎦
It is easy to verify that no resolution of this submatrix permits a perfect

phylogeny. �
Suppose that G has two identical columns. There are either 0, 1 or 2 rows with
2’s in both these columns. In each case it is easy to see that any haplotype matrix
H resolving G can be modified, without introducing a forbidden submatrix, to
make the corresponding columns in H equal as well (simply delete one column
and duplicate another). This leads to the first step of the algorithm A that we
propose for solving MPPH(∗, 2)-C1:

Step 1 of A: Collapse all identical columns in G.
From now on, we assume that there are no identical columns. Let us partition

the genotypes in G0, G1 and G2, denoting the set of genotypes in G with,
respectively, degree 0,1, and 2 in CR(G). For any genotype g of degree 1 in
CR(G) there is exactly one genotype with a 2 in the same column as g. Because
there are no identical columns, it follows that any genotype g of degree 1 in
CR(G) can have at most two 2’s. Similarly any genotype of degree 2 in CR(G)
has at most three 2’s. Accordingly we define G1

1 and G2
1 as the genotypes in

G1 that have one 2 and two 2’s, respectively, and similarly G2
2 and G3

2 as the
genotypes in G2 with two and three 2’s, respectively.

The following lemma states how genotypes in these sets must be resolved if
no submatrix F is allowed in the solution. If genotype g has k 2’s we denote by
g[a1, a2, . . . , ak] the haplotype with entry ai in the position where g has its i-th
2 and 0 everywhere else.

Lemma 5. In a feasible solution to the problem MPPH(∗, 2)-C1 all genotypes
are resolved in one of the following ways:

1. a genotype g ∈ G1
1 is resolved by g[1] and g[0] = ht;

2. a genotype g ∈ G2
2 is resolved by g[0, 1] and g[1, 0];

3. a genotype g ∈ G2
1 is either resolved by g[0, 0] = ht and g[1, 1] or by g[0, 1]

and g[1, 0]; or
4. a genotype g ∈ G3

2 is either resolved by g[1, 0, 0] and g[0, 1, 1] or by g[0, 1, 0]
and g[1, 0, 1] (assuming that the two neighbours of g have a 2 in the first two
positions where g has a 2).
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Proof. A genotype g ∈ G2
2 has degree 2 in CR(G), which implies the existence

in G of a submatrix:

D =
g
g′

g′′

⎡⎣2 2
2 0
0 2

⎤⎦ .

Resolving g with g[0, 0] and g[1, 1] clearly leads to the forbidden submatrix
F . Similarly, resolving a genotype g ∈ G3

2 with g[0, 0, 1] and g[1, 1, 0] or with
g[0, 0, 0] and g[1, 1, 1] leads to a forbidden submatrix in the first two columns
where g has a 2. It follows that resolving the genotypes in a way other than
described in the lemma yields a haplotype matrix which does not admit a perfect
phylogeny.

Now suppose that all genotypes are resolved as described in the lemma and
assume that there is a forbidden submatrix F in the solution. Without loss of
generality, we assume F can be found in the first two columns of the solution
matrix. We may also assume that no haplotype can be deleted from the solution.
Then, since F contains [1 1], there is a genotype g starting with [2 2]. Since there
are no identical columns there are only two possibilities. The first possibility is
that there is exactly one other genotype g′ with a 2 in exactly one of the first
two columns. Since all genotypes different from g and g′ start with [0 0], none of
the resolutions of g can have created the complete submatrix F . Contradiction.
The other possibility is that there is exactly one genotype with a 2 in the first
column and exactly one genotype with a 2 in the second column, but these are
different genotypes, i.e., we have the submatrix D. Then g ∈ G3

2 or g ∈ G2
2 and

it can again be checked that none of the resolutions in (2) and (4) leads to the
forbidden submatrix. �

Lemma 6. Let G be an instance of MPPH(∗, 2) and G2
1, G3

2 as defined above.

1. any nontrivial haplotype is consistent with at most two genotypes in G; and
2. A genotype g ∈ G2

1 ∪G3
2 must be resolved using at least one haplotype that is

not consistent with any other genotype.

Proof. For the first statement, let h be a nontrivial haplotype. There is a column
where h has a 1 and there are at most two genotypes with a 2 in that column.
For the second statement, a genotype g ∈ G2

1 ∪ G3
2 has a 2 in a column that

has no other 2’s. Hence there is a haplotype with a 1 in this column and this
haplotype is not consistent with any other genotypes. �

A haplotype that is only consistent with g is called a private haplotype of g.
Based on (1) and (2) of Lemma 5 we propose the next step of A:

Step 2 of A: Resolve all g ∈ G1
1 ∪ G2

2 by the unique haplotypes allowed to
resolve them according to Lemma 5. Also resolve each g ∈ G0 with ht and the
complement of ht with respect to g. This leads to a partial haplotype matrix Hp

2 .

The next step of A is based on Lemma 6 (2).
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Step 3 of A: For each g ∈ G2
1 ∪ G3

2 with g ∼h′ g′ for some h′ ∈ Hp
2 that is

allowed to resolve g according to Lemma 5, resolve g by adding the complement
h′′ of h′ w.r.t. g to the set of haplotypes, i.e., set Hp

2 := Hp
2 ∪ {h′′}, and repeat

this step as long as new haplotypes get added. This leads to partial haplotype
matrix Hp

3 .
Notice that Hp

3 does not contain any haplotype that is allowed to resolve any
of the genotypes that have not been resolved in Steps 2 and 3. Let us denote
this set of leftover, unresolved haplotypes by GL, the degree 1 vertices among
those by GL1 ⊆ G2

1, and the degree 2 vertices among those by GL2 ⊆ G3
2.

The restricted compatibility graph induced by GL, which we denote by CR(GL)
consists of paths and circuits. We first give the final steps of algorithm A and
argue optimality afterwards.

Step 4 of A: Resolve each cycle in CR(GL), necessarily consisting of GL2-
vertices, by starting with an arbitrary vertex and, following the cycle, resolving
each next pair g, g′ of vertices by haplotype h �= ht such that g ∼h g′ and the
two complements of h w.r.t. g and g′ respectively. In case of an odd cycle the
last vertex is resolved by any pair of haplotypes that is allowed to resolve it.
Note that h has a 1 in the column where both g and g′ have a 2 and otherwise
0. It follows easily that g and g′ are both allowed to use h (and its complement)
according to (4) of Lemma 5.

Step 5 of A: Resolve each path in CR(GL) with both endpoints in GL1 by first
resolving the GL1 endpoints by the trivial haplotype ht and the complements of
ht w.r.t. the two endpoint genotypes, respectively. The remaining path contains
only GL2-vertices and is resolved according to Step 6.

Step 6 of A: Resolve each remaining path by starting in (one of) its GL2-
endpoint(s), and following the path, resolving each next pair of vertices as in
Step 4. In case of a path with an odd number of vertices, resolve the last vertex
by any pair of haplotypes that is allowed to resolve it in case it is a GL2-vertex,
and resolve it by the trivial haplotype and its complement w.r.t. the vertex in
case it is a GL1 vertex.

By construction the haplotype matrix H resulting from A resolves G. In
addition, from Lemma 5 follows that H admits a perfect phylogeny. To argue
minimality of the solution, first observe that the haplotypes added in Step 2 and
Step 3 are unavoidable by Lemma 5 (1) and (2) and Lemma 6 (2). Lemma 6
tells us moreover that the resolution of a cycle of k genotypes in GL2 requires
at least k + 	k

2
 haplotypes that can not be used to resolve any other genotypes
in GL. This proves optimality of Step 4. To prove optimality of the last two
steps we need to take into account that genotypes in GL1 can potentially share
the trivial haplotype. Observe that to resolve a path with k vertices one needs
at least k + 	k

2
 haplotypes. Indeed A does not use more than that in Steps 5
and 6. Moreover, since these paths are disjoint, they cannot share haplotypes
for resolving their genotypes except for the endpoints if they are in GL1, which
can share the trivial haplotype. Indeed, A exploits the possibility of sharing the
trivial haplotype in a maximal way, except on a path with an even number of
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vertices and one endpoint in GL1. Such a path, with k (even) vertices, is resolved
in A by 3k

2 haplotypes that can not be used to resolve any other genotypes.
The degree 1 endpoint might alternatively be resolved by the trivial haplotype
and its complement w.r.t. the corresponding genotype, adding the latter private
haplotype, but then for resolving the remaining path with k − 1 (odd) vertices
only from GL2 we still need k − 1 + 	k−1

2 
, which together with the private
haplotype of the degree 1 vertex gives 3k

2 haplotypes also (not even counting ht).

Theorem 6. MPPH(∗, 2) is solvable in polynomial time if the compatibility
graph is a clique. �

4 Postlude

There remain a number of open problems. The complexity of PH(∗, 2) and
MPPH(∗, 2) is still unknown. An approach that might raise the necessary in-
sight is studying PH(∗, 2)-Ck and MPPH(∗, 2)-Ck variants of these problems
(i.e., where the compatibility graph is the sum of k cliques) for small k.

Another intriguing open question concerns the relative complexity of PH and
MPPH instances. Has PH(k, l) always the same complexity as MPPH(k, l),
in terms of well-known complexity measurements (polynomial-time solvability,
NP-hardness, APX-hardness)? For hard instances, do approximability ratios dif-
fer? There do not yet exist any approximation algorithms for MPPH and an
immediate question is whether the weak 2k−1 approximation ratio for PH can
be attained (or improved) for MPPH . A related question is whether it is pos-
sible to directly encode PH instances as MPPH instances, and/or vice-versa,
and if so whether/how this affects the bounds on the number of 2’s in columns
and rows.

For hard PH(k, l) instances it would also be interesting to determine if the
2k−1 approximation ratio can be improved for fixed l. Finally, with respect to
MPPH , it could be good to explore how parsimonious the solutions are that
are produced by the various PPH feasibility algorithms, and whether searching
through the entire space of PPH solutions (as proposed in [19]) yields practical
algorithms for solving MPPH .
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Abstract. Recent technologies for typing single nucleotide polymor-
phisms (SNPs) across a population are producing genome-wide genotype
data for tens of thousands of SNP sites. The emergence of such large data
sets underscores the importance of algorithms for large-scale haplotyp-
ing. Common haplotyping approaches first partition the SNPs into blocks
of high linkage-disequilibrium, and then infer haplotypes for each block
separately. We investigate an integrated haplotyping approach where a
partition of the SNPs into a minimum number of non-contiguous subsets
is sought, such that each subset can be haplotyped under the perfect phy-
logeny model. We show that finding an optimum partition is NP-hard
even if we are guaranteed that two subsets suffice. On the positive side, we
show that a variant of the problem, in which each subset is required to ad-
mit a perfect path phylogeny haplotyping, is solvable in polynomial time.

1 Introduction

Single nucleotide polymorphisms (SNPs) are differences in a single base, across
the population, within an otherwise conserved genomic sequence [21]. SNPs ac-
count for the majority of the variation between DNA sequences of different
individuals [19]. Especially when occurring in coding or otherwise functional re-
gions, variations in the allelic content of SNPs are linked to medical condition
or may affect drug response.

The sequence of alleles in contiguous SNP positions along a chromosomal
region is called a haplotype. A SNP commonly has two variants, or alleles, in the
population, corresponding to two of the four genomic letters A, C, G, and T. For
diploid organisms, the genotype specifies for every SNP position the particular
alleles that are present at this site in the two chromosomes. Genotype data
contains information only on the combination of alleles at a given site; it does not
reveal the association of each allele with one of the two chromosomes. Current
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technology, suitable for large-scale polymorphism screening, obtains only the
genotype information at each SNP site. The actual haplotypes in the typed
region can be obtained at a considerably higher cost [19]. Due to the importance
of haplotype information in association studies, it is desirable to develop efficient
methods for inferring haplotypes from genotype information.

Extant approaches for inferring haplotypes from genotype data include parsi-
mony approaches [3,12], maximum likelihood methods [7], and statistical meth-
ods [18,20]. Here we consider a perfect-phylogeny-based technique for haplotype
inference, first introduced in a seminal paper by Gusfield [13]. This approach
assumes that the underlying haplotypes can be arranged in a phylogenetic tree,
so that for each SNP site the set of haplotypes with the same state at this site
forms a connected subtree. The theoretical elegance of the perfect phylogeny
approach to haplotyping as well as its efficiency and good performance in prac-
tice [2,5] have spawned several studies of the problem and its variants [1,5,15].
For more background on perfect phylogeny haplotyping see [14].

A more restricted model is the perfect path phylogeny model [9,10], in which
the phylogenetic tree is a single long path. The motivation for considering path
phylogenies is the discovery that yin-yang (complementary) haplotypes, which
imply that in the prefect phylogeny model any phylogeny has to take the form of
a path, are very common in human populations [22]. We previously found that
over 70% of publicly available human genotype matrices that admit a perfect
phylogeny also admit a perfect path phylogeny [9,10]. In the presence of missing
data, finding perfect path phylogenies appears to be easier since this problem
is fixed-parameter tractable [10], which is not known to be the case for perfect
(branching) phylogenies.

The perfect phylogeny assumption is particularly appropriate for short ge-
nomic regions that have not undergone recombination events. For longer regions,
it is common practice to sidestep the recombination problem by inferring haplo-
types only for small blocks of data and then assembling these blocks to obtain the
complete haplotypes [6]. Thus, the common approach to large-scale haplotyping
consists of two phases: First, partition the data into blocks of SNPs. Then, infer
the haplotypes for each block separately using an algorithm based on the perfect
phylogeny model. Most existing block-partitioning methods partition the data
into contiguous blocks, whereas in real biological data the blocks need not be
contiguous [17].

In this paper we study the computational complexity of a combined approach
that aims at finding a partition of an input set of SNPs into a minimum number
of subsets (not necessarily contiguous), such that the genotype data induced on
each subset is amenable to haplotyping under a perfect phylogeny model. We
consider several variants of this problem. First, we show that for haplotype data
it is possible to check in polynomial time whether there is a perfect phylogeny
partition of size at most two (Section 4). However, for size three and more
the problem becomes NP-hard. The situation for genotype data is even worse:
Coming up with a partition into a constant number of subsets is NP-hard even
if we are guaranteed that two sets suffice (Section 5). On the positive side, we
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show that the partitioning problem under the perfect path phylogeny model can
be solved efficiently even for genotype matrices (Section 6). This result implies a
novel haplotyping method that integrates the block partitioning phase and the
haplotyping phase under this model. Moreover, unlike most block-partitioning
techniques, our algorithm does not assume that the blocks are contiguous.

2 Preliminaries and Problem Statement

In this section we provide background on haplotyping via perfect phylogeny and
formulate the partitioning problems that are at the focus of this paper.

2.1 Haplotypes, Genotypes, and Perfect Phylogenies

A haplotype is a row vector with binary entries. Each position of the vector
corresponds to a SNP site, and specifies which of the two possible alleles are
present at that position (we consider only bi-allelic SNPs since sites with more
alleles are rare). For a haplotype h, let h[i] denote the ith position of h. A
haplotype matrix is a binary matrix whose rows are haplotypes. A haplotype
matrix B admits a perfect phylogeny or just is pp if there exists a rooted tree TB

such that:

1. Every row of B labels exactly one node of TB.
2. Each column of B labels exactly one edge of TB.
3. Every edge of TB is labeled by at least one column of B.
4. For every two rows h1 and h2 of B and every column i, we have h1[i] �= h2[i]

iff i lies on the path from h1 to h2 in TB.

A genotype is a row vector with entries in {0, 1, 2}, each corresponding to
an SNP site. A 0- or 1-entry in a genotype implies that the two underlying
haplotypes have the same entry in this position. A 2-entry in a genotype implies
that the two underlying haplotypes differ at that position. A genotype matrix
is a matrix whose rows are genotypes. Two haplotypes h1 and h2 explain (or
resolve) a genotype g if for each position i the following holds: g[i] ∈ {0, 1}
implies h1[i] = h2[i] = g[i]; and g[i] = 2 implies h1[i] �= h2[i]. Given an n ×m
genotype matrix A and a 2n ×m haplotype matrix B, we say that B explains
A if for every i ∈ {1, . . . , n} the haplotypes in rows 2i− 1 and 2i of B explain
the genotype in row i of A. For a genotype g and a value v ∈ {0, 1, 2}, the set
of columns with value v in g is called the v-set of g. Given an n ×m genotype
matrix A, we say that it admits a perfect phylogeny or just is pp if there is a
2n × m haplotype matrix B that explains A and admits a perfect phylogeny.
The problem of determining whether a given genotype matrix admits a perfect
phylogeny, and if it does, finding the explaining haplotypes, is called perfect
phylogeny haplotyping.

In general, the haplotype labeling the root of a perfect phylogeny tree can
have arbitrary ancestral states (0 or 1) at each site. In the directed version of
perfect phylogeny haplotyping the ancestral state of every SNP site is assumed
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to be 0 or, equivalently, the root of the tree corresponds to the all-0 haplotype.
As shown in [5], one can reduce the general (undirected) problem to the directed
case using a simple transformation of the input matrix: In each column of the
genotype matrix search for the first non-2-entry from above; and if this entry is
a 1-entry, exchange the roles of 0-entries and 1-entries in this column.

2.2 Perfect Path Phylogenies

A perfect path phylogeny is a perfect phylogeny in the form of a path, which
means that the perfect phylogeny may have at most two leaves and branching
occurs only at the root. If a haplotype/genotype matrix admits a perfect path
phylogeny, we say that it is ppp.

The motivation for considering path phylogenies in the context of haplotyping
is the discovery that yin-yang (complementary) haplotypes are very common in
human populations [22]. We previously found, see [10,9], that over 70% of pub-
licly available human genotype matrices that admit a perfect phylogeny also
admit a perfect path phylogeny. In the presence of missing data, finding per-
fect path phylogenies appears to be easier since this problem is fixed-parameter
tractable, which is not known to be the case for perfect (branching) phylogenies.

2.3 Partitioning Problems

Given a set C of columns of a haplotype or genotype matrix, define the following
functions: χpp(C) = min{k | ∃C1, . . . , Ck : C = C1 ∪ · · · ∪Ck, each Ci is pp} and
χppp(C) = min{k | ∃C1, . . . , Ck : C = C1 ∪ · · · ∪ Ck, each Ci is ppp}. By “Ci is
pp” we mean that the matrix formed by the columns in Ci is pp (the pp-property
does not depend on the order of the columns). We call a partition (C1, . . . , Ck)
of C in which each Ci is pp a pp-partition. In a slight abuse of notation we write
χpp(A) for χpp(C), when C is the set of columns in the matrix A. The notation
for ppp is analogously defined.

Our objective in the present paper is to determine the computational com-
plexity of the functions χpp and χppp, both for haplotype matrices and, more
generally, for genotype matrices. The pp-partition problem is to compute χpp

and a partition realizing the optimum value, and the ppp-partition problem is
to compute χppp and a corresponding partition.

Similarly to perfect phylogeny haplotyping, there are directed and undirected
versions of the pp- and ppp-partition problems, but the above-mentioned trans-
formation of Eskin et al. [5] can again be used to reduce the more general undi-
rected case to the directed case. This shows the both versions are equivalent,
allowing us to restrict attention to the directed version in the following.

3 Review of Related Results

In this section we review results from the literature that we use in the sequel.
This includes both results on haplotyping as well as results from order theory.
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3.1 The Complexity of Perfect Phylogeny Haplotyping

A polynomial-time algorithm for perfect phylogeny haplotyping was first given
by Gusfield [13]. A central tool in Gusfield’s algorithm and those that followed
it, is the concept of induce: The induce of a genotype matrix A is the set of
rows that is common to all haplotype matrices B that explain A. For exam-
ple, the induce of the genotype matrix ( 2 2 1

1 0 0 ) is just {100}, but the induce
of ( 0 2

1 0 ) is {00, 01, 10}. A key theorem on perfect phylogenies is the following
(cf. [11]):

Theorem 3.1. (Four-Gamete Test) A haplotype matrix B is pp iff the induce
of any pair of its columns has size at most 3.

For genotype matrices, an induce of size 4 for two columns also means that
the matrix admits no perfect phylogeny, but the converse is no longer true
and a more elaborate algorithm is needed to check whether a genotype matrix
is pp.

3.2 A Partial-Order Perspective on Haplotyping

We now review results from [9] that relate haplotyping to order theory. As shown
in [9], though the result is also implicit in [13], one can characterize the genotype
matrices that admit a directed perfect phylogeny as follows:

Theorem 3.2. A genotype matrix A admits a directed perfect phylogeny iff there
exists a rooted tree TA such that:

1. Each column of A labels exactly one edge of TA.
2. Every edge of TA is labeled by at least one column of A.
3. For every row r of A: (a) the columns in its 1-set label a path from the root

to some node u; and (b) the columns in the 2-set of row r label a path that
visits u and is contained in the subtree rooted at u.

We consider the following partial order � (introduced by Eskin et al. [5]) on
the columns of A: Let 1 � 2 � 0 and extend this order to {0, 1, 2}-columns by
setting c � c′ if c[i] � c′[i] holds for all rows i. The following theorem shows
that the existence of a perfect path phylogeny for a matrix A with column set
C can be decided based on the properties of (C,�) alone, but we first need a
definition.

Definition 3.3. Two columns are separable if each has a 0-entry in the rows
where the other has a 1-entry. We say that a set C of {0, 1, 2}-columns has
the ppp-property if it can be covered by two (possibly empty) chains (C1,�)
and (C2,�), so that their maximal elements are separable, if both are non-empty.
The pair (C1, C2) is called a ppp-cover of C.

Theorem 3.4 ([9]). A genotype matrix A admits a directed perfect path phy-
logeny iff its column set has the ppp-property.
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3.3 Colorings of Hypergraphs

A hypergraph H = (V, E) consists of a vertex set V and a set E of hyperedges,
which are subsets of V . A hypergraph is k-uniform if each edge has exactly
k elements. A legal χ-coloring of a hypergraph H is a function f : V → {1, . . . , χ}
such that no edge in E is monochromatic. The chromatic number of H is the
minimum χ for which there exists a legal χ-coloring of H .

It has been known for a long time that one can check in polynomial time
whether a graph (a 2-uniform hypergraph) can be 2-colored and that checking
whether it can be χ-colored is NP-hard for every χ ≥ 3. This implies that, for
every k ≥ 2 and every χ ≥ 3, checking whether a k-uniform hypergraph is χ-
colorable is NP-hard. It is even NP-hard to approximate the chromatic number
within a factor of nε, see [16].

4 PP-Partitioning Problems for Haplotype Matrices

In this section we study the complexity of χpp(B) for haplotype matrices B. It
turns out we can decide in polynomial time whether χpp(B) is 1 or 2, but it
is NP-hard to decide whether it is 3 or more. The proofs of these results rely
on easy reductions from χpp, restricted to haplotype matrices, to the chromatic
functions for graphs and back.

Theorem 4.1. There is a polynomial-time algorithm that checks, on input of a
haplotype matrix B, whether χpp(B) ≤ 2.

Proof. By Theorem 3.1 we can check in polynomial time whether χpp(B) =
1 holds. To check whether χpp(B) ≤ 2, we construct the following graph on
the columns of the matrix B: We put an (undirected) edge between every two
columns whose induce has size 4. We claim that χpp(B) ≤ 2 iff the resulting
graph can be colored with two colors. To see this, note that if the chromatic
number of the graph is larger than 2, then any subset of the columns of B will
contain two columns having an induce of size 4. On the other hand, if the graph
is 2-colorable, then the two color classes constitute a covering of the matrix B
in which no color class contains two columns having an induce of size 4. Hence,
by Theorem 3.1, each color class is pp. ��

Theorem 4.2. For every k ≥ 3, it is NP-hard to pp-partition a haplotype ma-
trix B into k perfect phylogenies.

Proof. We prove the claim by presenting a reduction of the NP-hard problem
k-coloring to pp-partitioning a haplotype matrix into k perfect phylogenies.

Reduction. Let a simple undirected graph G = (V, E) be given as input. We
map it to the following haplotype matrix B: There is a column for each vertex
v ∈ V . The first row in B is an all-0 row. For each vertex v there is one row
having a 1 in column v and having 0’s in all other column. Finally, for each edge
{u, v} ∈ E there a row in B having 1-entries in columns u and v and having
0-entries in all other columns.
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Correctness. Consider a coloring of the graph G. This coloring induces a parti-
tion of the columns of the matrix B. For any two column of the same class of the
partition, the induce will not contain the bit string 11 and, thus, this class is a
perfect phylogeny by Theorem 3.1. For the other direction, consider a partition
of B into perfect phylogenies. Inside each class the induce of any two different
columns must have size at most 3. Since the induce of any two different columns
always contains 00, 01, and 10, the induce must be missing 11. Hence, for any
two columns in the same class there cannot be an edge in G. Thus, the partition
induces a coloring of the graph G. ��

Theorem 4.3. Unless P = NP, the function χpp cannot be approximated within
a factor of nε for any ε > 0.

Proof. In the reduction given in the proof of Theorem 4.2 the number of per-
fect phylogenies directly corresponds to the number of colors in a coloring. The
coloring problem for graphs is NP-hard to approximate within a factor of nε,
see [16]. ��

5 PP-Partitioning Problems for Genotype Matrices

By the results of the previous section there is little hope of finding (or just com-
ing close to) the minimum number of perfect phylogenies that cover a haplotype
matrix. Since haplotype matrices are just restricted genotype matrices (namely,
genotype matrices in which no 2-entries occur), the situation for genotype ma-
trices can even be worse. The only hope left is that we might be able to find
a partition of the columns of a genotype matrix into exactly two perfect phy-
logenies whenever this is possible in principle. As we saw before, for haplotype
matrices we can find the desired partition in polynomial time.

In the present section we show that for genotype matrices the situation is much
worse: even if we know that two perfect phylogenies suffice, coming up with a
partition into any constant number χ of perfect phylogenies is still “NP-hard.”
By this we mean that every problem in NP can be reduced to the pp-partitioning
problem in such a way that for all genotype matrices A output by the reduction
either χpp(A) ≤ 2 or χpp(A) > χ.

Theorem 5.1. For every χ ≥ 2, it is NP-hard to come up with a pp-partition
of a genotype matrix A into χ classes, even if we know that χpp(A) ≤ 2 holds.

Proof. We reduce from the problem of coloring a 3-uniform, 2-colorable hyper-
graph with a constant number of colors, which is known to be “NP-hard” in the
sense sketched above: In [4] it is shown that every problem in NP can be reduced
to this problem in such a way that the hypergraphs output by the reduction are
3-uniform and either 2-colorable or not χ-colorable.

Reduction. Given a 3-uniform hypergraph H , construct A as follows: A has four
rows per hyperedge and one column per vertex. For each hyperedge h = {u, v, w},
the submatrix of A corresponding to the rows for h and to the columns for u,
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v, and w is the matrix S :=
(

2 2 2
1 0 0
0 1 0
0 0 1

)
. Every entry of A not contained in such a

submatrix is 0.

Correctness. We show how to construct a pp-partition of the columns of A into
k sets given a k-coloring of H , and how to construct a k-coloring of H given a
pp-partition into k sets.

Given a k-coloring of H with color classes V1, . . . , Vk, let Ci be the columns
corresponding to the vertices of Vi. We claim that each Ci is pp. To this end,
let Ai denote the submatrix of A that consists of the columns Ci. Each row
contains either one 1-entry or up to two 2-entries and otherwise the rows con-
tain only 0-entries: No row can contain three or more 2-entries, because the
maximum number of 2-entries per row of A is three and the columns of these
entries cannot all be contained in Ci, since Vi does not contain whole
hyperedges.

Those rows that do not contain any 2-entries are resolved trivially by having
two copies of these rows in the haplotype matrix. Those containing 2-entries
are replaced by two haplotype rows as follows: If they contain at most one 2-
entry, they are replaced by two copies in which the 2-entry is substituted by
a 0- and a 1-entry. If they contain two 2-entries, in the first copy the 2-entries
are replaced by a 0- and a 1-entry (in this order), in the second copy they
are replaced by 1- and 0-entry (in this order). Other than 2-entries, these rows
only contain 0-entries; so the haplotypes they are replaced by have only one
1-entry.

This way of resolving the genotypes in Ai into haplotypes leaves at most
one 1-entry per row, which implies that the haplotype matrices are pp by the
four-gamete test (Theorem 3.1).

Given a pp-partition (C1, . . . , Ck) of the columns of A, let Vi contain the
vertices corresponding to the set Ci. We claim that no Vi contains a complete
hyperedge in H . Assume for a contradiction that u, v, w ∈ Ci for some i and
that h = {u, v, w} is an edge in H . Then, by the reduction, the submatrix Ai,
consisting of the columns Ci, contains the submatrix S. Consider a replacement
of the first row with a consistent haplotype pair. One of the haplotypes has to
contain two 1-entries and, consequently, there is a pair of columns that induces
all four gametes, a contradiction. �

6 A Polynomial-Time Algorithm for PPP-Partitioning
Genotype Matrices

Our result on the positive side, which we prove in this section, is a polynomial-
time algorithm for ppp-partitioning genotype matrices. The algorithm is based
on reducing the problem to bipartite matching, which can be solved in polyno-
mial time.

Let A be a genotype matrix and let C be the set of columns of A. Let C′ :=
{c′ | c ∈ C} and C′′ := {c′′ | c ∈ C}. Let E1 := {{c′, d′′} | c � d} and
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algorithm ppp-partitioning
let G ← (C′ ∪ C′′, E1 ∪ E2)
let M ← maximal matching(G).
let G ← (C′ ∪ C′′, M)
foreach c ∈ C do

let G ← G with the pair {c′, c′′} contracted to a single vertex
foreach connected component X of G do

output the perfect path phylogeny corresponding to X

Fig. 1. A polynomial-time algorithm for finding a ppp-partition

let E2 := {{c′, d′} | c and d are separable}. Fulkerson’s reduction of Dilworth’s
Theorem to the König–Egerváry Theorem consists mainly of the observation
that the matchings M in the bipartite graph (C′, C′′, E1) correspond one-to-
one to the partitions of (C,�) into |C| − |M | chains (see [8] for more details).
Our method for computing χppp(A) relies on the following modification of that
observation:

Theorem 6.1. The matchings M of the graph G = (C′∪C′′, E1∪E2) correspond
one-to-one to the partitions of the set of columns C into k = |C| − |M | subsets
that admit a directed perfect path phylogeny.

Proof. Let M be a matching of G. Contract all pairs of vertices {c′, c′′} to a single
vertex c. The resulting graph (C, M) has maximum degree 2 and contains no cy-
cles. We claim that each vertex set of a component of (C, M) has the ppp-property.
Then, as {c′, c′′} is not an edge for any c, there are |C|−|M | components, and their
vertex sets are a partition into |C|− |M | subsets of C that have the ppp-property.
Indeed, each component of (C, M) can contain at most one edge from E2. If it
does not contain one, the vertices are a chain and thus have the ppp-property. If
it contains an edge from E2, then all other vertices are on two chains below the
end vertices of that edge. So the vertices are covered by two chains whose maximal
elements form an edge in E2 and are therefore separable. Thus, also in this case,
the vertex set has the ppp-property and, by Theorem 3.4, the corresponding set
of columns admits a directed perfect path phylogeny.

Let C1, . . . , Ck be a partition of C into subsets that have the ppp-property.
Each Ci gives rise to a matching of size |Ci| − 1 in the induced subgraph G[C′

i ∪
C′′

i ]. The union of these matchings is disjoint and, therefore, a matching of size
|C| − k. ��
The polynomial-time algorithm for ppp-partitioning is summarized in Figure 1.
We now arrive at our main result:

Corollary 6.2. The ppp-partition problem can be solved in polynomial time.

7 Concluding Remarks

In this paper we studied the complexity of SNP block partitioning under the
perfect phylogeny model. We showed that although the partitioning problems
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are NP-hard for the perfect phylogeny model, they are tractable for the more
restricted perfect path phylogeny model. The contribution is two-fold. On the
theoretical side, this demonstrates again the power of the perfect path phylogeny
model. On the practical side, we present a block partitioning protocol that in-
tegrates the block partitioning phase and the haplotyping phase. We note, how-
ever, that there may be an exponential number of minimal partitions, and thus,
in order to choose the most biologically meaningful solution we might need to
consider also some other criteria for block partitioning. Future directions may
include testing the algorithm on real data, and comparing this method with
other block partitioning methods. Also, it would be interesting to explore the
space of optimal solutions in order to find the most relevant one.
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Abstract. Alternative splicing has emerged as an important biologi-
cal process which increases the number of transcripts obtainable from a
gene. Given a sample of transcripts, the alternative splicing graph (ASG)
can be constructed—a mathematical object minimally explaining these
transcripts. Most research has so far been devoted to the reconstruc-
tion of ASGs from a sample of transcripts, but little has been done on
the confidence we can have in these ASGs providing the full picture of
alternative splicing. We address this problem by proposing probabilis-
tic models of transcript generation, under which growth of the inferred
ASG is investigated. These models are used in novel methods to test
the nature of the collection of real transcripts from which the ASG was
derived, which we illustrate on example genes. Statistical comparisons of
the proposed models were also performed, showing evidence for variation
in the pattern of dependencies between donor and acceptor sites.

1 Introduction

Alternative splicing allows the creation of multiple mRNA transcripts from a
single gene. Splicing takes place after the initial transcription of DNA into pre-
cursor (pre-) mRNA and before its translation. The process modifies pre-mRNA
by discarding certain regions—known as introns—and retaining the rest. The re-
sulting strand of ligated exons—retained sections—composes the mature mRNA,
and by ligating different combinations of exons multiple mRNAs can be synthe-
sised. Studies suggest that in many eukaryotes it is highly prevalent: as many
as 74% of human genes undergo alternative splicing [1], with some genes able
to produce a large number of different transcripts. Around 5% of human genes
may each provide more than 100 putative transcripts [2]. Alternative splicing
can therefore account for a number of otherwise unresolved problems, such as
the discrepancy between the size of the human proteome and the smaller genome
from which it is derived. It is also thought that alternative pre-mRNA splicing
is a central mode of genetic regulation in higher eukaryotes (e.g., [3])—one well
characterized example is the sexual identity of Drosophila melanogaster [4, 5].
Alternative splicing is therefore of central importance, and can now be studied
in more depth thanks to the development of tools such as expressed sequence
tags (ESTs) and, in recent years, microarray analyses [1, 6].
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Fig. 1. Basic patterns of alternative splicing. Exons are shown as rectangles. Consti-
tutive exons are in light grey, regions which may be spliced out in dark grey. Black
lines represent paths of translation, from left to right. A. Cassette exon. B. Retained
intron. C. Alternative 5’ site. D. Alternative 3’ splice site. E. Alternative promoter
site. F. Alternative polyadenylation site. G. Mutually exclusive exons.

Exons can be spliced in different ways. Most exons are constitutive, that is,
always retained in the mRNA. Exons either fully omitted or fully included are
called cassette exons. Alternative splice sites are also found within individual
exons, known as alternative 5’ or 3’ splice sites. The mRNAs themselves may
have alternative 5’ or 3’ ends, with alternative selection of the 5’-most or 3’-most
exons. Finally a retained intron denotes an intron flanked by exons that is also
included in the final mRNA. These ‘building blocks’ are illustrated in Figure 1
(see also [4]). Some or all of these patterns may be observed from translations of a
gene’s mRNA, leading to potentially complex overall splicing patterns (Figure 2).
Traditionally the transcriptome of a gene has been represented by an exhaustive
list of its splice variants. However, as the prevalence of alternative splicing has
become apparent, a need for more concise notation has emerged. Heber et al. [7]
introduce the idea of the alternative splice graph (ASG), which enables the set of
possible transcripts to be represented in a single graph, avoiding the error-prone
nature of case-by-case transcript reconstruction. Denote the ASG as G = (V,E),
defined as follows. Let {s1, ..., sn} be the set of RNA transcripts of the gene
of interest, with each sk corresponding to a sequence of genomic positions Vk

(Vi �= Vj for i �= j). Define V :=
⋃

i Vi, the set of all transcribed positions, and
E := {(v, w) : v and w form consecutive positions in at least one transcript si}.
Hence the ASG G is a directed graph and a putative transcript is any path in G.
The graph is also acyclic, since the exons present in any spliced transcript are
retained in the correct 5’ to 3’ linear order [8, 9]. Finally strings of consecutive
vertices with indegree = outdegree = 1 are collapsed into a single vertex. So each
exon fragment (i.e. portion of an exon bounded by two splice sites) is represented
as a single vertex. This enables the ASG to be illustrated in a similar manner to
that shown in Figure 2—the numbered blocks are vertices, and the arcs read from
left to right are directed edges. The ASG is a convenient, compact representation
of all the splicing events associated with a particular gene, and lends itself to
much further investigation.
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Fig. 2. An example of more complicated splicing patterns: human gene neurexin III-β
(Ensembl ID ENSG00000021645, gene not to scale). Splicing events are represented by
curved edges. The fragment labelled 6 is a cassette exon. More complicated and nested
relationships are also visible. Edge thicknesses are proportional to EST support for
that splicing event. ESTs from which the ASG was reconstructed are aligned below.
Image derived from the Alternative Splicing Gallery [2].

Note the number of putative transcripts of an ASG equals or exceeds the
number of distinct transcripts used to construct the ASG. The assumption that
any path through the ASG represents a putative transcript in effect assumes
that splicing events are independent. In this paper we propose two ASG based
Markovian models of isoform generation to investigate this independence as-
sumption. We further introduce simulation based and graph theoretical algo-
rithms to investigate the question of whether the existing transcripts associated
with a given gene are likely to have come from a random sample or from a
strongly pruned subset of the transcriptome, either through non-independence
of exons or through other effects such as ascertainment bias.

2 Transcript Generation Models

We propose two simple models of transcript generation, each utilising differ-
ent parameter spaces. The process in our models is Markov in the sense that
if we reach a particular exon fragment, the following fragment to be included
does not depend on any other earlier decisions upstream. There exists a prob-
ability distribution over the transcriptome of a given gene, which can be mod-
ified conditional on additional knowledge, such as a cell’s tissue type. For now
we will not assume such further knowledge, which in many cases this will not
unduly affect the distribution of interest. Tissue-specific control appears to be
restricted to a relatively small number of specialised genes: only 2.2% of al-
ternative splicing relationships have been observed with high confidence to be
tissue-specific [10]. Tissue-specific control would cause a higher degree of exon
coupling, since transcripts are effectively generated from two overlapping, yet
distinct, sub-ASGs.



106 P. Jenkins, R. Lyngsø, and J. Hein

Fig. 3. Transcript generation of a simple example gene under each model. Constitutive
exon shown in light grey. Exons which may be spliced out shown in dark grey. In this
example label members of V as 1, . . . , 4, so that I = {1}, pstart

1 = 1, T = {3, 4}; the
read is terminated on reaching the 3’ end of exon 3 or 4. (Left) Pairwise model. P is
the zero matrix other than p12, p23 and p14 (p23 = 1). (Right) In-out model. Here,
pin = (0, 0, pin

3 , pin
4 ) and pout = (pout

1 , pout
2 , 0, 0) (with pout

2 = 1).

2.1 Model 1: Pairwise Model

We approximate the discrete structure of a gene by an interval of the real line
[0,L]. Superimposed on the gene is a (fixed) set V of exon fragments, a collection
of subsets of the line (as in Figure 2). Based on the underlying ASG there exist
pairwise probabilities for each pair of fragments (v1, v2) that have been observed
to be adjacent in at least one transcript, representing the probability that, as we
read through the mRNA’s sequence, if it contains v1 we then jump forward to
v2. These probabilities can be captured as a |V | × |V | strictly upper triangular
probability matrix P , with entries defined by pij = probability of a transcript
jumping from fragment i to fragment j, given that it contains i.

To account for the features of Figure 1, define sets I, T ⊆ V of initiation
fragments and terminal fragments, respectively. For each walk, rather than be-
ginning at 0 proceed randomly with probability pstart

i from i ∈ I. Similarly, for
each walk that reaches a fragment t ∈ T , transcript generation is terminated
at the 3’ end of that fragment. Thus, the complete model is captured by the
collection (V, P, I,pstart, T )—see Figure 3. Intuitively this is the most general
model consistent with observed splicing events that assumes independence be-
tween splicing events.

2.2 Model 2: In-Out Model

The pairwise model allows the modelling of dependencies between the donor
and acceptor sites in a splicing event. As an alternative, we will also consider
the most general model consistent with observed splicing events that models
‘donation’ and ‘acceptance’ of the splicing event independently. With each exon
fragment x ∈ V , associate two probabilities pin

x , pout
x , the probabilities of jumping

‘into’ and ‘out of’ the the gene. Conceptually we can imagine travelling along
the real line from 0 to L, and as we reach each exon fragment jumping ‘in’
with probability pin if we are ‘out’, then jumping ‘out’ with probability pout

if we are ‘in’. This in effect models inclusion of isolated exons as independent
events, where each exon is included with a probability reflecting the strength of
its acceptor site. Note that at most two probabilities are used at each fragment
rather than up to n = |V | for each in the pairwise model. The in-out model seeks
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to explain the splicing events we observe with only O(n) parameters, compared
to the O(n2) parameters of the pairwise model. I, T ⊆ V and pstart are defined
as in the pairwise model. Thus, the complete model is captured by the collection
(V,pin,pout, I,pstart, T ) (Figure 3).

2.3 Hypothesis Testing

The in-out model is nested in the pairwise model; we can represent an in-
out model (S,pin,pout, I,pstart, T ) as a pairwise model (S, P, I,pstart, T ) with
pij = pout

i pin
j

∏
i<k<j(1−pin

k ). In a similar way, the pairwise model can be emded-
ded in what we’ll refer to as model 0, that which simply assigns a probability
to each putative transcript. Given a gene we can propose the following test
for assessing the relative applicability of two models a, b, with b ⊆ a. For
a given sample of transcripts {s1, . . . , sn} define the likelihood ratio statistic
Λ = supqb

Lb(qb)/ supqa
La(qa), where qa,qb are the parameters under each

model and La, Lb are the likelihoods of the data under each model, assum-
ing independent sampling. The probability of each transcript is the product
of the relevant probabilities involved in its generation. For example in Figure 3,
P (1∪2∪3) = p12p23 under the pairwise model and P (1∪2∪3) = (1−pout

1 )pout
2 pin

3

under the in-out model. If the in-out model holds then −2 ln Λ ∼̇χ2(z), where z
is the number of degrees of freedom.

3 ASG Recovery Tests

3.1 Model Based Tests

Once we have a model describing transcript generation from an ASG, we can
address the highly relevant question of the confidence we have in knowing the
full true ASG. We propose a bootstrap-like method to assess the likelihood that
the full ASG has been reconstructed, or alternatively to detect ascertainment
biases in existing transcript databases, using a transcript generation model as
follows. Assume that we have reconstructed an ASG from m transcripts. We
may then ask what the probability is of drawing m independent samples from
the full ASG that covers all edges in the full ASG. This can be computed ex-
actly, albeit very inefficiently. Alternatively one can repeatedly sample m tran-
scripts from the full ASG and check whether all edges are represented in these
transcripts (or, if the in-out model is assumed, whether all choices are repre-
sented) to obtain a p-value for the scenario of recovering the full ASG from
m transcripts.

Unfortunately, we do not necessarily know the full ASG but only the inferred
ASG. So what can we expect if we sample from the inferred ASG? Assume that
the inferred ASG is in fact the full ASG, and that the chosen model of transcript
generation holds. Then we are indeed sampling from the full ASG and we can
expect the rejection rate—i.e. the false negative rate—to equal one minus the
p-value computed. If the inferred ASG does not coincide with the full ASG, the
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acceptance rate—i.e. the false positive rate—cannot be similarly tied to the p-
value computed. Indeed if m = 1, the inferred ASG will offer only one putative
transcript and our sampling test will always accept the inferred ASG. However,
as shown in Section 4, the false positive rate does seem to follow the p-value
threshold for realistic data. Intuitively, if after m transcripts the ASG is fully
recovered, or close to it, then there is a higher probability of some redundancy
in the real collection of transcripts—indicating that they do indeed cover the
whole ASG. Alternatively, if in general sampling m transcripts does not recover
the ASG then there is little redundancy in the collection, and hence a higher
probability that there exist other undiscovered edges.

If testing whether a fraction α of the full ASG has been recovered, we are
on even less solid ground. Sampling from the inferred ASG and accepting if a
fraction α of the inferred ASG has been recovered, not even the false negative rate
can be theoretically linked to the p-value computed. Assume that the full ASG
offers three possible transcripts and that m = 2 and α = 2

3 . With probability 2
3

the inferred ASG will be based on two different transcripts, i.e. offer two possible
transcripts. However, sampling from the inferred ASG we only achieve a p-value
of 1

2 for having recovered a fraction of α of the full ASG. Again we refer to
Section 4 for empirical results on the usefulness of our computed p-value on
realistic data.

3.2 ASG Based Tests

Without an accepted model for the alternative splicing observed for a gene, we
cannot simulate transcript generation. We may however still make a qualitative
assessment of the validity of the reconstructed ASG—or alternatively of whether
transcripts are fully determined by regulatory factors rather than generated
according to the combinatorial model implicit in the ASG representation—in
the context of the transcripts used to reconstruct it by considering informative
transcripts. A transcript is considered informative if it reveals one or more new
edges of the ASG. A transcript corresponds to a path through the ASG. So a set
of transcripts elucidating the full potential of the ASG uniquely corresponds to a
set of paths covering all the edges in the ASG (i.e. a set of paths P = {P1, . . . , Pk}
such that every edge of the ASG occurs in at least one path Pi in P). For
convenience we will assume that all paths have to start at source s and terminate
at sink t. This can be realised by amending the ASG with s that has edges
to all initiation fragments and t that all terminal fragments have an edge to.
If G = (V,E) denotes the ASG, it is a straightforward observation that the
maximum number of informative transcripts is

2 + |E| − |V | . (1)

The minimum number of informative transcripts is equivalent to a minimum
path cover, a classic problem related to maximum flow (see e.g. [11]). For ref-
erence, algorithm 1 provides a simple augmenting path solution for reducing
any path cover to a minimum path cover in time O((|V | + |E|) |P|) where P
is the initial path cover. For each edge e ∈ E, its weight w(e) is initialised to



How Many Transcripts Does It Take to Reconstruct the Splice Graph? 109

Algorithm 1. Minimum Path Cover
while there is a non-cyclic path π from s to t in Gw do

for all edges e ∈ π do
if e ∈ E then

w(e) ← w(e) − 1
else

w(e) ← w(e) + 1
Recompute Gw

the number of paths covering e in the initial cover. Define Gw = (V,Ew) where
Ew = {e ∈ E | w(e) > 1} ∪ {(v,u) | (u, v) ∈ E}. I.e. Gw contains all edges
covered by more than one path, and the reverse edge of all the edges in G. At
termination the minimum path cover size can be determined as the sum of the
weights of the edges leaving the source node.

4 Results

We are interested in choosing a model relevant to an ASG constructed from real
transcripts. Ideal for obtaining large-scale data on alternative splicing events is
microarray technology, but this is still in its infancy, with only a handful of large-
scale investigations into exon skipping events [12,13]. Ultimately it is hoped that
the ability to attach accurate inclusion rates to individual exons, and even the
possibility of sampling full-length mRNA transcripts [14] will be possible. For
illustrative purposes we must now content ourselves with using ESTs, whilst
being mindful of their limitations [15], e.g. ESTs exhibit a strong bias for the
3’ end of the gene. The Alternative Splicing Gallery [2] catalogues EST support
for each human gene, from which maximum likelihood estimates (MLEs) for the
probabilities associated with each exon fragment can be calculated via a sim-
ple transcript counting argument. We apply this to an example gene, Neurexin
III-β; alternative splicing in neurexins has been well-characterized [16]. Consider
Figure 2. EST support for this gene suggests several distant exon coupling re-
lationships, for example between exons 6 and 10. For convenience extend any
partial EST to its full-length counterpart if this can be achieved unambiguously,
otherwise omit it. A hypothesis test comparing model 0 against the pairwise
model yields a p-value of 0.0026, confirming our suspicion that entirely indepen-
dent splicing of exons may not be applicable for this gene.

For genes with larger ASGs, the cardinality of the set of all putative transcripts
and hence the number of parameters required for use with model 0 can grow ex-
ponentially with the number of alternative splice sites, so that a large number
of observations are required to accept model 0. At present these are generally
lacking (suggesting that in fact the true ASG has not yet been observed—see
Section 3.1), so for these genes we must either focus on short alternatively splic-
ing regions, or instead we can test the relative merits of the pairwise and in-out
models to provide some measure of the dependence in splicing between different
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Fig. 4. (Left) Ten simulated reconstructions of the ASG for human gene ABCB5,
under the pairwise model. Number of sampled transcripts (x-axis) is plotted against
size of the reconstructed ASG (y-axis). Full ASG size shown as a dashed line. Minimal
possible number of transcripts annotated as a vertical line. (Centre) Mean number of
reconstructed edges across 10000 simulations ±1 standard deviation. (Right) Histogram
across 10000 simulations of number of informative transcripts. Maximum and minimum
number of such transcripts are annotated.

exons. As an example consider the gene ABCB5, one of the 89 human genes
known to offer more than 5000 putative transcripts [2]. It is a gene of interest
also due to its association with drug resistance in human malignant melanoma,
with both functional and non-functional splicing variants [17]. The likelihood
ratio test was applied to four regions of the gene observed to exhibit alternative
splicing. We make the additional assumption that these regions are bounded by
constitutive exons, prohibiting under the models the splicing together of frag-
ments from disparate regions of the gene (which would unnecessarily increase
the parameter space in order to accommodate splicing events of negligible prob-
ability). p-values for the four regions are 0.000, 0.029, 0.001, 0.000; the overall
p-value is 0.000. All 89 genes were similarly tested: of them, 13 were deemed
not to comprise any testable regions. Of the remaining 76 genes, 20 (26%) were
accepted at the 5% level to be described by the in-out model. These seem to
be the genes for which the assumption of independence between exons is most
applicable.

We infer that ABCB5 is most suitably described by the pairwise model. Let
us suppose then that transcripts are generated for ABCB5 under the pairwise
model. Reconstruction of the ASG under this model is summarized in Figure 4,
with the minimal number of transcripts required to recover the ASG annotated.
The size of the ASG is measured in the number of its recovered edges. The
probabilities for the pairwise model are chosen using MLEs described previously.
Consider Figure 4(left). The 10 example simulations generally follow the growth
curves one would expect of sampling with replacement. In some simulations the
last few edges persist in remaining undiscovered even after the generation of
100 transcripts, but by 20 transcripts the mean proportion of the ASG to have
been recovered is 90.8% (Figure 4(centre)). What does this indicate about the
probability that the 20 ESTs used to construct the ASG in the first place did in
fact construct the complete ASG? If we apply our bootstrap-like method, none
of the set of simulated transcript samples successfully recovers the full ASG
resulting in a p-value of 0.

But how much can the p-value be trusted? To answer this we set up an ex-
periment using the ABCB5 pairwise model as the true source for generating
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Fig. 5. Results of experiment described in text. Number of sampled transcripts (x-
axis) is plotted against percentage of experiments (y-axis): percentage recovering the
full ASG (left), percentage not recovering the full ASG (centre) and both (right). The
fraction of such experiments for which the inferred ASG is accepted as the true ASG
is shown for various confidence levels. The first row illustrates results for full recovery
of the ASG, the second row for α = 90% recovery of the full ASG.

transcripts. From this we repeatedly sampled m transcripts and computed the
p-value for the ASG inferred from these m transcripts. This was repeated for var-
ious choices of m. The outcome of this experiment is illustrated in Figure 5(top).
Both the fraction of graphs inferred from m transcripts coinciding with the full
ASG, and the fraction of inferred graphs accepted at various acceptance rates
are plotted. Encouragingly, it is evident from the righthand graph that there is
a strong correlation between when we start to recover the full ASG and when
we start to accept the inferred ASG. This indicates that our p-value does indeed
capture whether the transcripts contain sufficient redundancy.

Note that the central graph, which plots acceptances of non-fully recovered
inferred ASGs, separates the type II errors; any accepted graphs here are false
positives. Similarly the lefthand graph, which plots acceptances of fully recovered
inferred ASGs, separates the type I errors; any graph not accepted here is a false
negative. As anticipated in Section 3.1, for very low m most experiments yield
a high false positive rate, but in all our simulations this effect quickly dies away
by m = 3.

For ABCB5, no acceptances are observed at the 20 transcript level, and we
safely deduce that a scenario of independent random samples from a fully recov-
ered ASG is not supported. This implies that either the ASG derived from the
real 20 transcripts is a proper subset of the true ASG, or that the collection of
transcripts used to infer the ASG is likely to be biased in the sense that there is
little redundancy in the collection, and an emphasis rather on novel transcripts.
As mentioned above, such an observation seems likely in a database with both
human and biological biases. We performed a similar detailed investigation into
all 56 genes with more than 5000 putative transcripts satisfying the pairwise
model (data not shown) and found that in no cases was the reconstructed ASG
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Fig. 6. Partial recovery results for nine different values of α, ranging from full ASG
recovery to recovery of half the ASG. Fraction accepted as recovered to degree α at
confidence level 0.95 is plotted against fraction recovered to degree α.

accepted at confidence 0.95. Thus all could reasonably be said to exhibit a bias in
their transcript records. This should of course be taken with the caveats associ-
ated with ESTs and the assumption that transcript generation is assumed to be
correctly described by the pairwise model, along with the fact that by choosing
complex genes to begin with these results will not be indicative of the rest of
the genome. But this illustration offers a novel first step towards a method for
teasing out the complex relationships discussed, which are not discernible from
the ASG alone.

As mentioned in Section 3.1 we cannot expect our assessment of partial ASG
recovery to be as precise as our assessment of full ASG recovery. To further
investigate dependence on α of the quality of the p-value computed we ran
experiments similar to those plotted in Figure 5 for a range of α values with
confidence level 0.95. Figure 6 plots the fraction of accepted ASGs against the
fraction of inferred ASGs containing at least a fraction α of the edges in the
ABCB5 ASG. Ideally we would expect a phase transition from no accepted
ASGs to all ASGs being accepted around the point where 95% of the inferred
ASGs contain at least α of all edges. This is indeed observed for high values of
α, but for α values lower than 0.9 there is an increasing tendency toward a mere
linear relationship between ASG recovery and ASG acceptance. Remembering
that ASG acceptance is more likely for a false positive than for a true positive
it is thus clear that our method should not be applied for low α values.

5 Discussion

In this work we have proposed a mathematical framework to consider how to
predict the nature of transcript generation in alternatively splicing genes. These
models can be used make inferences on questions such as the levels of inde-
pendence in exon splicing and the confidence with which we can be sure that a
complete ASG has been recovered. We have also considered algorithms for calcu-
lating the minimum and maximum number of informative transcripts available
from an ASG. Source code, as well as the statistical tests outlined and their
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results, are available from http://www.stats.ox.ac.uk/∼jenkins/ASG/. Our
method for testing the coverage of an ASG by its transcripts can provide exper-
imentalists with a way to quantify any bias in the distribution of the transcrip-
tome. In our examples we have been restricted to existing EST data, which can
be somewhat limited both in quality and quantity. Quantitative analysis of the
ASG will become far more fruitful when high-throughput microarray data on
alternative splicing is more readily available, from which accurate probabilities
can be associated with each splicing event. An important next step will then
be to begin to incorporate knowledge of tissue-specific expression of particular
isoforms, which has thus far been näıvely omitted.

Unfortunately most current microarray studies focus on individual splicing
events—only 12.8% of alternative splicing relationships have been detected in
full-length transcripts [10], but we envisage this to improve as the need to ob-
serve whole transcripts pushes the technology in this direction. When full-length
transcripts are available, one way to look more closely at the conditional proba-
bilities inherent in an ASG would be to focus on those transcripts revealing new
edges to the ASG during sampling. The resulting ‘signature’ histogram can be
compared to the same histogram generated by transcript simulation from one
of the models, i.e. assuming no exon coupling (Figure 4(right)). This figure and
other of our tests suggest that a simple model for the distribution is Gaussian
with mean between the minimum and maximum number of informative tran-
scripts. Thus for example, strong positive correlation between exons would skew
the distribution towards the minimum, compared to the distribution observed
under the models. Across the 56 genes satisfying the pairwise model, the distrib-
ution of the mean number of informative transcripts reported was centred about
0.61 of the genes’ ranges (i.e. between the minimum and maximum number of in-
formative transcripts). All but 29 reported a mean in the range (0.5, 0.7) and all
but 7 were inside (0.4, 0.8). For each gene the standard deviation in informative
transcripts was less than 0.13 of the range.
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Abstract. An algorithm is presented to compute a multiple structure
alignment for a set of proteins and to generate a consensus structure
which captures common substructures present in the given proteins. The
algorithm is a heuristic in that it computes an approximation to the opti-
mal alignment that minimizes the sum of the pairwise distances between
the consensus and the transformed proteins. A distinguishing feature of
the algorithm is that it works directly with the coordinate representation
in three dimensions with no loss of spatial information, unlike some other
multiple structure alignment algorithms that operate on sets of backbone
vectors translated to the origin; hence, the algorithm is able to generate
true alignments. Experimental studies on several protein datasets show
that the algorithm is quite competitive with a well-known algorithm
called CE-MC. A web-based tool has also been developed to facilitate
remote access to the algorithm over the Internet.

1 Introduction

Proteins are macromolecules that regulate all biological processes in a cellular
organism [1]. The human body has about one hundred thousand different pro-
teins that control functions as diverse as oxygen transport, blood clotting, tissue
growth, immune system response, inter-cell signal transmission, and the catalysis
of enzymatic reactions.

Proteins are synthesized within the cell and immediately after its creation each
protein folds spontaneously into a three-dimensional (3D) configuration that is de-
termined uniquely by its constituent amino acid sequence [14]. It is this 3D struc-
ture that ultimately determines the function of a protein, be it the catalysis of a
reaction or the growth of muscle tissue or arming the body’s immune system. In-
deed, it is the case that where proteins are concerned “function follows form” [13].

Proteins have evolved over time through the modification and re-use of certain
substructures that have proven successful [7]. It is well known [9] that during this
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process, structure is better conserved than sequence, i.e., proteins that are related
through evolution tend to have similar structures even though their sequences
may be quite different. Thus, the ability to identify common substructures in a
set of proteins could yield valuable clues to their evolutionary history and func-
tion. This motivates the multiple structure alignment problem that we consider
in this paper: Informally, given a collection of protein structures, we seek to align
them in space, via rigid motions, such that large matching substructures are re-
vealed. A further goal is to extract from this alignment a consensus structure
that can serve as a proxy for the whole set, and could be used, for instance, as a
template to perform fast searches through protein structure databases, such as
the PDB, to identify structurally similar proteins.

1.1 Contributions

In this paper, we present an algorithm to compute a multiple structure align-
ment for a set of proteins and to generate a consensus structure. Our algorithm
computes an approximation to the optimal multiple structure alignment, i.e., one
that minimizes the so-called Sum-of-Consensus distance (SC-distance) between
the consensus structure and the given set of proteins. (A more precise definition
is given in Section 2.)

Our algorithm represents the input proteins and the consensus as sequences
of triples of coordinates of the alpha-carbon (or Cα) atoms along the backbone.
It then computes a correspondence between the coordinate triples of the Cα

atoms in the different protein structures, by choosing one of the proteins as the
initial consensus and applying an algorithm that is analogous to the center-star
method for multiple sequence alignment [7]. Next, it derives a set of translation
and rotation matrices that are optimal for the computed correspondence and
uses these to align the structures in space via rigid motions and obtain the new
consensus. The process is repeated until the change in SC-distance is less than a
prescribed threshold. The computation of the optimal translations and rotations
and the new consensus is itself an iterative process that both uses the current
consensus and generates simultaneously a new one. A distinguishing feature of
our algorithm is that it works directly with the coordinate representation in three
dimensions with no loss of spatial information, unlike some other multiple struc-
ture alignment algorithms that operate on sets of backbone vectors translated
to the origin; hence, the algorithm is able to generate true alignments.

As discussed in Section 1.2 below, there are many algorithms for multiple
structure alignment. In general, it is difficult to make comparisons among them
as they all operate under different sets of assumptions and problem formulations.
Nonetheless, we have been able to compare our algorithm to one recent algo-
rithm, called CE-MC [6], which also works with coordinate triples, but employs
a different objective function. As discussed in Section 4, the two algorithms are
very comparable in terms of the sizes of the so-called conserved regions they
discover in several datasets drawn from a well-known database called HOM-
STRAD [11]; however, our algorithm runs about two orders of magnitude faster
than CE-MC, hence it can potentially scale to much larger datasets.
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We have also incorporated our algorithm into a web-based tool to facilitate
remote access and experimentation via the Internet.

Due to space constraints, we omit several details and proofs here. These can
be found in the full paper [19].

1.2 Related Work

Some prior work on multiple structure alignment includes [3,4,6,10,12,20]. Orengo
and Taylor [12] give algorithms for aligning pairs of proteins using a 2-level dy-
namic programming approach, and obtain a multiple alignment from this by align-
ing the pairs according to their similarity scores. Leibowitz et al. [10] use the tech-
nique of geometric hashing to compute a multiple alignment and core; unlike most
other algorithms, theirs does not require an ordered sequence of atoms along the
protein backbone. Gerstein and Levitt [4] use an iterative dynamic programming
method to compute a multiple structure alignment. The CE-MC algorithm by
Guda et al. [6], mentioned earlier, uses Monte Carlo optimization techniques to
refine an initial alignment found by pairwise structure alignment using the Com-
binatorial Extension algorithm in [15]. Recently, Chew and Kedem [3] and Ye and
Janardan [20] have shown how to compute both a multiple structure alignment
and a consensus structure. In [3,20], proteins are represented as sets of unit vec-
tors at the origin. An iterative, dynamic programming-based method is used to
compute the alignment and consensus. However, a limitation of the algorithms
in [3,20], is that they require the backbone vectors to be translated to the origin,
hence information about the relative positions of the Cα atoms in �3 is lost. As a
result, it is not possible to generate a true alignment. By contrast, the algorithm
proposed in this paper retains spatial information by representing each protein as
a sequence of coordinate triples in �3 and is able to generate a true alignment.

An important special case of multiple structure alignment is pairwise struc-
ture alignment, which involves aligning only two protein structures. Indeed, the
problem arises in this paper when computing correspondences between different
proteins. We use here a variant of an algorithm that we have developed recently
for pairwise structure alignment [18]. Some other algorithms for pairwise align-
ment that may also be used (with minor modifications) include LOCK [16],
DALI [8], CE [15], and the method in [2].

2 Multiple Structure Alignment: Problem Formulation

Let S = {Pi}K
i=1 be a set of K proteins. Protein Pi, of length Li, consists of

a chain of Cα atoms, numbered 1, 2, · · · ,Li, along the backbone in �3. (As is
customary [8,16], we consider only the backbone, not the amino acid residues.)
We represent Pi as a sequence of coordinate triples ui

j = (xi
j , y

i
j , z

i
j), 1 ≤ j ≤ Li,

on the backbone, where xi
j , yi

j , and zi
j , are the coordinates of the jth Cα atom

of Pi. Let P0 = u0
1, · · · ,u0

L0
be the consensus structure, of length L0.

A correspondence, C, of the K proteins {Pi}K
i=1 and the consensus struc-

ture P0 can be represented as a matrix H = (hij)0≤i≤K,1≤j≤L, for some
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L ≥ max0≤i≤K{Li}, where hij is either a coordinate triple belonging to the
ith protein, i ≥ 0, or a gap1. Distances between coordinate triples are based on
the squared Euclidean distance between them in �3. The distance between a
coordinate triple and a gap is called a gap penalty, and is denoted by ρ.

A multiple structure alignment, M, of the K proteins based on the correspon-
dence C, can be represented as another matrix G = (gij)0≤i≤K,1≤j≤L, where the
ith row, for i > 0, is obtained via transformation (i.e., rotation and translation)
of the corresponding row of H. More specifically, we combine {hij}L

j=1 from the
ith protein, i.e., the ith row of the matrix H, into a column vector Hi ∈ �L×3

as below. Gi is defined similarly from the matrix G.

Hi =

⎛⎜⎝ hi1

...
hiL

⎞⎟⎠ ∈ �L×3 and Gi =

⎛⎜⎝ gi1

...
giL

⎞⎟⎠ ∈ �L×3, for i = 1, · · · ,K.

Then, Gi = (Hi − Ti) · Ri = (Hi − e · ti) · Ri, for i > 0, where Ri ∈ �3×3 is
the rotation matrix, e ∈ �L×1 is a vector with 1 in each entry, ti ∈ �1×3 is a
translation vector, and Ti = e · ti ∈ �L×3 is the translation matrix. The trans-
formation of a gap is chosen to remain a gap. Note that P0 remains unchanged;
that is, G0 = H0.

Under the multiple structure alignment M, we define the distance between
the consensus structure P0 and protein Pj as DM(P0, Pj) =

∑L

=1 d(g0
, gj
)2,

where d(·, ·) denotes the following distance function:

d(u,v) =

⎧⎨⎩ ||u− v||2, if both u and v are coordinate triples.
ρ, if only one of u and v is a coordinate triple vector.
0, if both u and v are gap vectors.

The distance between P0 and Pj can be represented compactly as DM(P0, Pj) =
||G0 − Gj ||2F , where || · ||F denotes the Frobenius norm [5], with the additional
convention that the squared difference between a coordinate triple and a gap is
ρ2. The total distance of the K proteins to the consensus structure under M,
called the Sum-of-Consensus distance, or SC-distance, is then defined as

SC(M) =
∑

1≤j≤K

DM(P0, Pj) =
∑

1≤j≤K

||G0 −Gj ||2F . (1)

Intuitively, the SC-distance measures how well the consensus structure represents
the given set of K proteins. A similar distance function is used in [3], where each
protein is represented as a set of vectors in �4.

Note that Gi = (Hi−Ti)·Ri, for some rotation and translation matrices Ri and
Ti. We can now define our multiple structure alignment problem as follows: Given
a set S = {P1, · · · , PK} of protein structures, compute a transformation (i.e.,
rotation and translation) for each protein, and generate a consensus structure

1 In our implementation, a gap is represented by a special symbol.
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P0, such that the resulting multiple structure alignment, M, has minimum SC-
distance, SC(M), as defined in Equation (1).

In Section 3, we present a heuristic for this problem which approximates the
global minimum of the SC-distance, SC(M), by iterative refinement of an initial
multiple structure alignment and converges to a local minimum.

3 Multiple Structure Alignment: The Algorithm

Our algorithm works iteratively, by starting with an initial multiple structure
alignment and updating it incrementally with decreasing SC-distance. The algo-
rithm finally stops at some local minimum. The expectation is that with a good
starting alignment, the final alignment will be close to the optimal solution. The
pseudo-code for the algorithm is given as Algorithm MAPSCI, which stands
for Multiple Alignment of Protein Structures and Consensus Identification. The
various steps are discussed in detail below.

Algorithm MAPSCI: Multiple Alignment of Protein Structures
and Consensus Identification

1. Choose initial consensus structure P 0
0 from {Pi}K

i=1. i ← 0. SC0 ← ∞.
2. Do
3. if i = 0 then compute pairwise structure alignment between P i

0 and
every Pj .

4. else use standard dynamic programming to align P i
0 with every Pj .

5. i ← i + 1.
6. Compute correspondence Ci from the above alignments (either

pairwise or dynamic programming) using center-star-like method.
7. Compute optimal translation matrix T i

j and optimal rotation
matrix Ri

j iteratively, as in Section 3.4. Transform Pj by Ri
j and T i

j

for every j to obtain multiple structure alignment Mi. SCi ← SC(Mi).
8. Post-process Mi by removing all columns consisting of only gaps.
9. Compute new consensus structure P i

0 from Mi by Theorem 1.

10. Until SCi−SCi−1

SCi−1 ≤ η. // η is a user-specified threshold

3.1 Step I (Line 1): Choose the Initial Consensus Structure

There are many ways to choose the initial consensus structure P 0
0 . One possi-

bility is to choose P 0
0 as the center protein, so that it minimizes the sum of the

minimum pairwise distances to all the other proteins. That is, P 0
0 is the k�th

protein, where k� = arg min1≤k≤K

∑K
i=1 D(Pk, Pi), and D(Pk, Pi) denotes the

distance between Pk and Pi, as computed by a pairwise structure alignment.
This choice makes sense intuitively, since it yields a consensus structure which

is “not too far away” from the others; however it is expensive computationally,
as it involves K(K−1)

2 pairwise alignments. A simple and less expensive choice
that appears to work well is to pick P 0

0 as the median protein, i.e., the protein of
median length. We report our experimental results for both choices in Section 4.
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3.2 Step II (Lines 3 and 4): Pairwise Structure Alignment

After we determine the consensus structure P 0
0 in Step I, the K − 1 pairwise

structure alignments between P 0
0 and Pi �= P 0

0 , for i = 1, · · · ,K, are computed
using the pairwise structure alignment algorithm in [18]. (Other pairwise struc-
ture alignment algorithms, such as LOCK [16], DALI [8], CE [15], etc. could also
be used instead.) After the initial step, the consensus structure is expected to be
close to the proteins in the dataset. Dynamic programming on the coordinates
of the Cα atoms is then applied to compute the alignment (see Line 4).

3.3 Step III (Line 6): Compute an Initial Correspondence

An initial correspondence between the K proteins is obtained by applying to the
consensus structure and the pairwise alignments computed in Steps I and II a
method adapted from the center-star method [7] for multiple sequence alignment.
We call our extension of this method to protein structures a center-star-like
method. There are two key differences between the two methods. First, in the
center-star-like method we will be aligning not alphabet characters representing
amino acids but coordinate triples derived from the protein backbones. Second,
in a multiple structure alignment, the correspondence computed using the center-
star-like method is only a first step; it is followed by an optimization step to
compute the optimal transformation matrices. Subsequent correspondences are
computed similarly.

3.4 Step IV (Lines 7 and 9): Compute Optimal Rotation and
Translation Matrices and Consensus Structure

Given a correspondence C and a consensus structure J , we show how to find
both the optimal rotation matrix Rj and translation matrix Tj for each protein
Pj as well as the new consensus structure J̄ .

Assume the correspondence C is represented as a matrix H = (hij). Protein Pj

in C can be represented as Hj consisting of {hji}L
i=1, where hji represents either

a coordinate triple or a gap. The objective is to find the rotation and translation
matrices Rj and Tj , for j = 1, · · · ,K, and the consensus structure J̄ , such that
sum of the pairwise alignment distances between J̄ and each (transformed) Pj

is minimum.
Mathematically, given Hj , for j = 1, · · · ,K, we wish to compute optimal rota-

tion and translation matrices Rj and Tj , for each protein Pj , and the consensus
structure J̄ , such that S =

∑K
j=1 ||J̄ − (Hj − Tj) ·Rj ||2F is minimized.

Direct minimization of S over J̄ , and the Tj ’s and Rj ’s seems difficult. Instead,
we propose an iterative procedure for minimizing S. Within each iteration, the
minimization of S is carried out in two stages that are interleaved: computation
of the optimal J̄ for given Rj ’s and Tj ’s; and computation of the optimal Rj ’s
and Tj ’s for a given J̄ .

First, we show how to compute the consensus structure, given the rotation
and translation matrices Rj ’s and Tj ’s, as stated in the following theorem:
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Theorem 1. Assume that the correspondence C is represented as a matrix H =
(hij) and J̄ = (J1, · · · ,JL)T is the optimal consensus structure. For each column
j, let In be the set of indices of proteins with a non-gap in the jth column and
Ig be the set of indices of proteins with a gap in the jth column. Then J̄j, the
jth position of the optimal consensus structure, is either a coordinate triple uj,
where uj = 1

|In|
∑

i∈In
hij, or a gap.

Next, we show how to compute the optimal translation matrix Ti, for each i,
for a given consensus structure J̄ . From the equation above for S, it is clear
that the optimal Ti and Tj , for i �= j are independent of each other. Hence, we
focus on the computation of Ti, for a specific i. The translation matrix Ti can
be decomposed as Ti = e× ti, where ti ∈ �1×3 is the translation vector.

As mentioned earlier, the transformation of a gap remains a gap. Hence the
computation of the translation and rotation matrices is independent of the mis-
matches (i.e., where at least one of the two elements being compared is a gap).
We can thus simplify the computation by removing all mismatches in the align-
ment between the consensus structure J̄ and the ith protein Pi. Let A ∈ �n×3

and B ∈ �n×3 consist of the coordinate triples from the consensus structure
and the ith protein, respectively, after removing the mismatches. Here n is the
number of matches between the consensus structure and the ith protein (i.e.,
comparison of two non-gaps).

The optimal rotation matrix can be obtained by computing the Singular Value
Decomposition (SVD) [5] of AT B as in [17], while it is known that the optimal
translation vector is the one that matches the centroids of the coordinate triple
vectors from A and B as follows:

Theorem 2. Let A and B be defined as above. Assume that eT A = [0, 0, 0].
Then for any rotation matrix Ri, the optimal translation vector ti for minimizing
Si = ||A− (B − Ti) ·Ri||2F = ||A− (B − e · ti) ·Ri||2F is given by ti = 1

neT B.

3.5 Analysis

We show in the full paper [19] that, in Algorithm MAPSCI, the SC-distance is
non-increasing from one iteration to the next and the algorithm thus converges.

Let � be the maximum length of the K proteins, m1 the number of iterations
in computing the optimal rotation and translation matrices, and m2 the number
of iterations of the loop in lines 2–10. The time complexity of the algorithm can
be shown to be either O(K2�2+(K�2+K2�m1)m2) or O(K+(K�2+K2�m1)m2),
depending on the choice of the initial consensus. In practice, m1 and m2 tend
to be small constants, so the running time is either O(K2�2) or O(K�2 + K2�).

4 Experimental Results

4.1 Software and Web Server

Algorithm MAPSCI has been implemented in C, and has been tested on
several protein structure datasets, as described below. Moreover, it has been
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incorporated into a web-based tool (also called MAPSCI) for remote access
over the Internet. This tool allows proteins to be specified by their PDB ids (or
uploaded from local files). The results of the alignment are annotated in the
JOY output format and the standard NBRF/PIR format, and can be visualized
using the molecular viewer applet Chemis 3D integrated with the web tool. The
software and the web-based tool can be accessed at www.geom-comp.umn.edu .

4.2 Datasets

We evaluated our algorithm using the seventeen datasets shown in Table 1. The
ten proteins in Set 1 are from the Globin family, while the ten proteins in Set 2
are from the Thioredoxin family. Set 3 contains four all-alpha proteins, which
are structural neighbors of the protein 1mbc (Myoglobin) from the DALI data-
base. The four alpha-beta proteins in Set 4 are all structural neighbors of the
protein 3trx (Thioredoxin-Reduced Form) from the DALI database. Sets 5–7 are
from [3]: Set 5 contains sixteen proteins from the Globin family, Set 6 contains six
all-beta proteins from the immunoglobulin family, and Set 7 contains five proteins
that are unrelated. Sets 8–17 are from the HOMSTRAD database [11]. HOM-
STRAD (HOMologous STRucture Alignment Database) is a curated database of
structure-based alignments for homologous protein families. Datasets 8–17 have
sequence identities ranging from 17% to 47%.

Table 1. The test datasets used for the experiments

Dataset Proteins (PDB ID)

1 Globin 1mbc, 1mba, 1dm1, 1hlm, 2lhb, 2fal, 1hbg, 1flp, 1eca, 1ash
2 Thioredoxin 3trx, 1aiu, 1erv, 1f9mA, 1ep7A, 1tof, 2tir, 1thx, 1quw, 1fo5A
3 all-alpha 1le2, 2fha, 1nfn, 1grj
4 Alpha-beta 1mek, 1a8l, 1f37B, 1ghhA
5 Globin 1hlb, 1hlm, 1babA, 1babB, 1ithA, 1mba, 2hbg, 2lhb

3sdhA, 1ash, 1flp, 1myt, 1eca, 1lh2, 2vhbA, 5mbn
6 all-beta 1cd8, 1ci5A, 1qa9A, 1cdb, 1neu, 1qfoA
7 mixed 1cnpB, 1jhgA, 1hnf, 1aa9, 1eca

8 biotin lipoyl 1bdo, 1lac, 1ghk,1iyv, 1pmr, 1qjoA, 1fyc
9 msb 1esl, 1rdol, 1msbA, 1tn3, 2afp, 1qddA, 1ixxA, 1ixxB
10 cyt3 2cdv, 2cym, 1wad, 3cyr, 2cy3, 1aqe
11 ghf7 1celA, 1eg1A, 2ovwA, 2a39A
12 Acetyltransf 1bo4A, 1cm0A, 1yghA, 1qstA, 1b87A, 1cjwA
13 HMG bo 1hrzA, 1nhn, 1cktA, 1hma, 2lefA
14 intb 1afcA, 2afgA, 2fgf, 2mib, 1i1b, 1iraX
15 lipocalin 1i4uA, 1bbpA, 1exsA, 1bebA, 2a2uA, 1jv4A, 1ew3A, 1bj7,

1e5pA, 1hn2, 1dzkA, 1iiuA, 1aqb, 1epaA, 1qqsA
16 sh3 1awj, 1shg, 1shfA, 2src, 1qcfA, 1lckA, 1qlyA, 1bbzA,

1griA, 1gbrA, 1cskA, 1ckaA, 1semA, 1griA, 1ycsB, 2hsp,
1ark, 1aojA, 1pht, 1bb9

17 TPR 1a17, 1elwA, 1elrA, 1e96B, 1fchA, 1ihgA

4.3 Results

Our first experiment compared two choices for the initial consensus: “center”
and “median”. The results for the seventeen datasets are illustrated in Figure 1,
where the x-axis denotes the different datasets and the y-axis denotes the SC-
distance (left) and the running time (right). Throughout our experiments, we
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Fig. 1. Comparison of choices of initial consensus structure: “center” and “median,”
using the seventeen datasets. Time measurements made on a 500MHz Sun-Sparc with
512MB memory.

used η = 0.1 and ρ = 16. (Recall that η is a user-specified threshold for
convergence—see line 10 of Algorithm MAPSCI; ρ is the gap penalty.)

As seen from the figure, the “center” method produced SC-distances that were
slightly lower than those produced by “median” (except for Set 5). However, the
computational cost of “center” is much higher than that of “median”.

Our second experiment was to visualize the multiple structure alignments. An
example for Set 2 is shown in Figure 2, for the two choices of the initial consensus,
together with the computed final consensus. In each case, the computed consen-
sus is seen to be visually quite similar to the input proteins. (Color versions of
all the figures may be accessed at www.geom-comp.umn.edu .)

Our third experiment compared our method with CE-MC [6], using the
manually-aligned HOMSTRAD database as the “gold” standard. Only conserved
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Fig. 2. Multiple structure alignment using dataset 2, with two choices for the initial
consensus: “center” (top; SC-distance: 2783.47), and “median” (bottom; SC-distance:
2814.20). To avoid clutter, only the first seven proteins from the dataset are displayed.
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columns (i.e., ones with no gaps) were considered for the comparison, as they
are viewed to be more important biologically. We ran our algorithm and CE-MC
on the ten datasets, Sets 8–17, from HOMSTRAD and reported the percentage
of conserved columns from HOMSTRAD that also appeared in the alignments
from these two algorithms. See Figure 3(a). Overall, our algorithm is seen to be
quite competitive with CE-MC, in terms of the sizes of the conserved regions.
Figure 3(b) shows the running times for both algorithms on a log scale, i.e.,
ln(1 + t) is plotted for each t. The running time of our algorithm is seen to be
much smaller (about two orders of magnitude) than that of CE-MC, implying
that it can potentially scale to much larger datasets than can CE-MC.
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Fig. 3. Comparison of our algorithm and CE-MC on the ten datasets from HOM-
STRAD: the percentage conserved (graph (a)), and the computational time (graph (b)),
on a log scale. Time measurements made on a 500MHz Sun-Sparc with 512MB memory.
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Abstract. We describe an efficient local multiple alignment filtration
heuristic for identification of conserved regions in one or more DNA se-
quences. The method incorporates several novel ideas: (1) palindromic
spaced seed patterns to match both DNA strands simultaneously, (2)
seed extension (chaining) in order of decreasing multiplicity, and (3)
procrastination when low multiplicity matches are encountered. The re-
sulting local multiple alignments may have nucleotide substitutions and
internal gaps as large as w characters in any occurrence of the motif. The
algorithm consumes O(wN) memory and O(wN log wN) time where N
is the sequence length. We score the significance of multiple alignments
using entropy-based motif scoring methods. We demonstrate the per-
formance of our filtration method on Alu-repeat rich segments of the
human genome and a large set of Hepatitis C virus genomes. The GPL
implementation of our algorithm in C++ is called procrastAligner and
is freely available from http://gel.ahabs.wisc.edu/procrastination

1 Introduction

Pairwise local sequence alignment has a long and fruitful history in computa-
tional biology and new approaches continue to be proposed [1,2,3,4]. Advanced
filtration methods based on spaced-seeds have greatly improved the sensitiv-
ity, specificity, and efficiency of many local alignment methods [5,6,7,8,9]. Com-
mon applications of local alignment can range from orthology mapping [10] to
genome assembly [11] to information engineering tasks such as data compres-
sion [12]. Recent advances in sequence data acquisition technology [13] provide
low-cost sequencing and will continue to fuel the growth of molecular sequence
databases. To cope with advances in data volume, corresponding advances in
computational methods are necessary; thus we present an efficient method for
local multiple alignment of DNA sequence.

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 126–137, 2006.
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Unlike pairwise alignment, local multiple alignment constructs a single multi-
ple alignment for all occurrences of a motif in one or more sequences. The motif
occurrences may be identical or have degeneracy in the form of mismatches and
indels. As such, local multiple alignments identify the basic repeating units in one
or more sequences and can serve as a basis for downstream analysis tasks such as
multiple genome alignment [14,15,16,17], global alignment with repeats [18,19],
or repeat classification and analysis [20]. Local multiple alignment differs from
traditional pairwise methods for repeat analysis which either identify repeat
families de novo [21] or using a database of known repeat motifs [22].

Previous work on local multiple alignment includes an Eulerian path approach
proposed by Zhang and Waterman [23]. Their method uses a de Bruijn graph
based on exactly matching k-mers as a filtration heuristic. Our method can be
seen as a generalization of the de Bruijn filtration to arbitrary spaced seeds
or seed families. However, our method employs a different approach to seed
extension that can identify long, low-copy number repeats.

The local multiple alignment filtration method we present has been designed
to efficiently process large amounts of sequence data. It is not designed to de-
tect subtle motifs such as transcription factor binding sites in small, targeted
sequence regions–stochastic methods are better suited for such tasks [24].

2 Overview of the Method

Our local multiple alignment filtration method begins by generating a set of can-
didate multi-matches using palindromic spaced seed patterns, listed in Table 1.
The seed pattern is evaluated at every position of the input sequence, and the
lexicographically-lesser of the forward and reverse complement subsequence in-
duced by the seed pattern is hashed to identify seed matches—see Figure 1. The
use of palindromic seed patterns offers computational savings by allowing both
strands of DNA to be processed simultaneously.

Given an initial set of matching sequence regions, our algorithm then max-
imally extends each match to cover the entire surrounding region of sequence
identity. A visual example of maximal extension is given by the black match

ACAGCTAGCATGGCAA...GTTACCTAG
1*1*1

1 AAC
 2 ACG
  3 ACA
   4 CAC
    5 CAC
     6 TCA
      7 ACT

Step 1. Apply seed pattern at each position
to extract either the forward or reverse seed

8 CTC
 9 CAG
 10 AGC
  11 TCA
   12 GCA
     ...
      

  ...
  N-9 GAC
   N-8 GTA
    N-7 AGA
     N-6 ACA
      N-5 CAG

      

  1 AAC
  3 ACA
N-6 ACA
  2 ACG
  7 ACT
N-7 AGA
 10 AGC
  4 CAC
  5 CAC

Step 2. Hash seeds to identify
matches of two or more seeds

  9 CAG
N-5 CAG
  8 CTC
 12 GCA
N-9 GAC
N-8 GTA
  6 TCA
 11 TCA

}

} }

}

Fig. 1. Application of the palindromic seed pattern 1*1*1 to identify degenerate match-
ing subsequences in a nucleotide sequence of length N . The lexicographically-lesser of
the forward and reverse complement subsequence induced by the seed pattern is used
at each sequence position.
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Table 1. Palindromic spaced seeds used by procrastAligner. The sensitivity ranking
of a seed at various levels of sequence identity is given in the columns at right. A seed
with rank 1 is the most sensitive seed pattern for a given weight and percent sequence
identity. The default seeds used by procrastAligner are listed here, while the full list
of high-ranking seeds appears on the website.

Weight Pattern Seed Rank by Sequence Identity
65% 70% 75% 80% 85% 90%

5 11*1*11 1 1 1 1 1 1

6 1*11***11*1 1 1 1 1 1 1

7 11**1*1*1**11 1 1 1 1 1 1

8 111**1**1**111 1 1 1 1 1 1

9 111*1**1**1*111 1 1 1 1 1 1

10 111*1**1*1**1*111 1 1 1 1 1 1

11 1111**1*1*1**1111 1 1 1 1 1 2

12 1111**1*1*1*1**1111 5 3 1 1 1 1

13 1111**1**1*1*1**1**1111 > 10 5 1 1 1 1

14 1111**11*1*1*11**1111 2 2 1 1 1 1

15 1111*1*11**1**11*1*1111 1 1 1 1 1 1

16 1111*1*11**11**11*1*1111 2 1 1 1 1 1

18 11111**11*1*11*1*11**11111 1 1 1 1 1 1

19 1111*111**1*111*1**111*1111 5 2 1 1 1 1

20 11111*1*11**11*11**11*1*11111 > 10 > 10 3 1 1 1

21 11111*111*11*1*11*111*11111 1 1 1 3 3 2

in Figure 2. In order to extend over each region of sequence O(1) times, our
method extends matches in order of decreasing multiplicity–we extend the high-
est multiplicity matches first. When a match can no longer be extended without
including a gap larger than w characters, our method identifies the neighboring
subset matches within w characters, i.e., the light gray seed in Figure 2. We
then link each neighboring subset match to the extended match. We refer to the

Fig. 2. Seed match extension. Three seed matches are depicted as black, gray, and light
gray regions of the sequence. Black and gray have multiplicity 3, while light gray has
multiplicity 2. We maximally extend the black seed to the left and right and in doing
so, the black seed chains with the gray seed to the left. The light gray seed is adjacent
to only two out of three components in the extended black seed. We procrastinate and
extend the light gray seed later. We create a link between light gray and the extended
black seed match.
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extended match as a superset match. Rather than immediately extend the sub-
set match(es), we procrastinate and extend the subset match later when it has
the highest multiplicity of any match waiting to be extended. When extending
a match with a linked superset (light gray in Figure 2), we immediately include
the entire region covered by the linked superset match–obviating the need to
re-examine sequence already covered by a previous match extension.

We score alignments generated by our method using the entropy equation
and exact p-value method in [25]. Our method may produce many hundreds or
thousands of local multiple alignments for a given genome sequence, thus it is
important to rank them by significance. When computing column entropy, we
treat gap characters as missing data.

3 Algorithm

3.1 Notation and Assumptions

Given a sequence S = s1, s2, . . . , sN of length N defined over an alphabet
{A, C, G, T}, our goal is to identify local multiple alignments on subsequences of
S. Our filtration method first generates candidate chains of ungapped align-
ments, which are later scored and possibly re-aligned. Denote an ungapped
alignment, or match, among subsequences in S as an object M . We assume
as input a set of ungapped alignments M. We refer the number of regions in
S matched by a given match Mi ∈ M as the multiplicity of Mi, denoted as
|Mi|. We refer to each matching region of Mi as a component of Mi. Note that
|Mi| ≥ 2 ∀ M ∈ M. We denote the left-end coordinates in S of each compo-
nent of Mi as Mi.L1, Mi.L2, . . . , Mi.L|Mi|, and similarly we denote the right-end
coordinates as Mi.Rx. When aligning DNA sequences, matches may occur on
the forward or reverse complement strands. To account for this phenomenon we
add an orientation value to each matching region: Mi.Ox ∈ {1,−1}, where 1
indicates a forward strand match and -1 for reverse.

Our algorithm has an important limitation on the matches in M: no two
matches Mi and Mj may have the same left-end coordinate, e.g. Mi.Lx �=
Mj.Ly ∀ i, j, x, y except for the identity case when i = j and x = y. This
constraint has been referred to by others as consistency and transitivity [26]
of matches. In the present work we only require consistency and transitivity of
matches longer than the seed length, e.g. seed matches may overlap.

3.2 Data Structures

Our algorithm begins with an initialization phase that creates three data struc-
tures. The first data structure is a set of Match Records for each match M ∈M.
The Match Record stores M , a unique identifier for M , and two items which
will be described later in Section 3.3: a set of linked match records, and a sub-
suming match pointer. The linked match records are further subdivided into four
classes: a left and right superset link, and left and right subset links. The subsum-
ing match pointer is initially set to a NULL value. Figure 3 shows a schematic
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[ [w [w

[w[w [w

M₁

M₂

Match Record List

...4

3

3

2

Procrastination Queue 

Left Links Right Links
Subset Superset Subset Superset

null null null null

Subsuming match pointer:

1 2 3 34 14 1 2 3 1 2 [w
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Resulting local multiple alignment chain:

M₁.L₁ M₁.L₂ M₁.L₃ M₁.L₄

M₁.R₁ M₁.R₂ M₁.R₃ M₁.R₄

M₂.L₁ M₂.L₂ M₂.L₃

M₂.R₁ M₂.R₂ M₂.R₃

null

M₃

M₄

...

Fig. 3. The match extension process and associated data structures. (A) First we
pop the match at the front of the procrastination queue: M1 and begin its leftward
extension. Starting with the leftmost position of M1, we use the Match Position
Lookup Table to enumerate every match with a left-end within some distance w. Only
M4.L1 is within w of M1, so it forms a singleton neighborhood group which we discard.
(B) M1 has no neighborhood groups to the left, so we begin extending M1 to the right.
We enumerate all matches within w to the right of M1. M2 lies to the right of 3 of 4
components of M1 and so is not subsumed, but instead gets linked as a right-subset
of M1. We add a left-superset link from M2 to M1. (C) Once finished with M1 we
pop M2 from the front of the procrastination queue and begin leftward extension. We
find the left-superset link from M2 to M1, so we extend the left-end coordinates of
M2 to cover M1 accordingly. No further leftward extension of M2 is possible because
M1 has no left-subset links. (D) Beginning rightward extension on M2 we construct a
neighborhood list and find a chainable match M3, and a subset M4. We extend M2 to
include M3 and mark M4 as inconsistent and hence not extendable. Upon completion
of the chaining process we have generated a list of local multiple alignments.

of the match record. We refer to the second data structure as a Match Position
Lookup Table, or P. The table has N entries p1, p2, . . . , pN , one per character of
S. The entry for pt stores the unique identifier of the match Mi and x for which
Mi.Lx = t or the NULL identifier if no match has t as a left-end coordinate. We
call the third data structure a Match extension procrastination queue, or simply
the procrastination queue. Again, we denote the multiplicity of a match M by
|M |. The procrastination queue is a binary heap of matches ordered on |M | with
higher values of |M | appearing near the top of the heap. The heap is initially
populated with all M ∈M. This queue dictates the order in which matches will
be considered for extension.

3.3 Extending Matches

Armed with the three aforementioned data structures, our algorithm begins the
chaining process with the match at the front of the procrastination queue. For a
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match Mi that has not been subsumed, the algorithm first attempts extension
to the left, then to the right. Extension in each direction is done separately in
an identical manner and we arbitrarily choose to describe leftward extension
first. The first step in leftward match extension for Mi is to check whether it
has a left superset link. If so, we perform a link extension as described later.
For extension of Mi without a superset link, we use the Match Position Lookup
Table P to enumerate all matches within a fixed distance w of Mi. For each
component x = 1, 2, . . . , |Mi| and distance d = 1, 2, . . . , w we evaluate first
whether pMi.Lx−(d·Mi.Ox) is not NULL. If not then pMi.Lx−(d·Mi.Ox) stores an
entry 〈Mj , y〉 which is a pointer to neighboring match Mj and the matching
component y of Mj .

In order to consider matches on both forward and reverse strands, we must
evaluate whether Mi.Ox and Mj .Oy are consistent with each other. We define the
relative orientation of Mi.Ox and Mj.Oy as oi,j,x,y = Mi.Ox ·Mj.Oy which causes
oi,j,x,y = 1 if both Mi.Ox and Mj .Oy match the same strand and −1 otherwise.
We create a tuple of the form 〈Mj , oi,j,x,y, x, d, y〉 and add it to a list called the
neighborhood list. In other words, the tuple stores (1) the unique match ID of
the match with a left-end at sequence coordinate Mi.Lx − (d ·Mi.Ox), (2) the
relative orientation of Mi.Ox and Mj .Oy, (3) the matching component x of Mi,
(4) the distance d between Mi and Mj, and (5) the matching component y of Mj .
If Mj = Mi for a given value of d, we stop adding neighborhood list entries after
processing that one. The neighborhood list is then scanned to identify groups of
entries with the same match ID Mj and relative orientation oi,j,x,y. We refer
to such groups as neighborhood groups. Entries in the same neighborhood group
that have identical x or y values are considered “ties” and need to be broken.
Ties are resolved by discarding the entry with the larger value of d in the fourth
tuple element: we prefer to chain over shorter distances. After tiebraking, each
neighborhood group falls into one of several categories:

– Superset: The neighborhood group contains |Mi| separate entries. Mj has
higher multiplicity than Mi, e.g. |Mj | > |Mi|. We refer to Mj as a superset
of Mi.

– Chainable: The neighborhood group contains |Mi| separate entries. Mj and
Mi have equal multiplicity, e.g. |Mj| = |Mi|. We can chain Mj and Mi.

– Subset: The neighborhood group contains |Mj| separate entries such that
|Mj | < |Mi|. We refer to Mj as a subset of Mi.

– Novel Subset: The neighborhood group contains r separate entries such
that r < |Mi| ∧ r < |Mj|. We refer to the portion of Mj in the list as a novel
subset of Mi and Mj because this combination of matching positions does
not exist as a match in the initial set of matches M.

The algorithm considers each neighborhood group for chaining in the order
given above: chainable, subset, and finally, novel subset. Superset groups are
ignored, as any superset links would have already been created when processing
the superset match.
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Chainable matches. To chain match Mi with chainable match Mj we first
update the left-end coordinates of Mi by assigning Mi.Lx ← min(Mi.Lx, Mj.Ly)
for each 〈i, j, x, y〉 in the neighborhood group entries. Similarly, we update the
right-end coordinates: Mi.Rx ← max(Mi.Rx, Mj.Ry) for each 〈i, j, x, y〉 in the
group. If any of the coordinates in Mi change we make note that a chainable
match has been chained. We then update the Match Record for Mj by setting
its subsuming match pointer to Mi, indicating that Mj is now invalid and is
subsumed by Mi. Any references to Mj in the Match Position Lookup Table
and elsewhere may be lazily updated to point to Mi as they are encountered.
If Mj has a left superset link, the link is inherited by Mi and any remaining
neighborhood groups with chainable matches are ignored. Chainable groups are
processed in order of increasing d value so that the nearest chainable match with
a superset link will be encountered first. A special case exists when Mi = Mj .
This occurs when Mi represents an inverted repeat within w nucleotides. We
never allow Mi to chain with itself.

Subset matches. We defer subset match processing until no more chainable
matches exist in the neighborhood of Mi. A subset match Mj is considered
to be completely contained by Mi when for all x, y pairs in the neighborhood
group, Mi.Lx ≤ Mj.Ly ∧Mj .Ry ≤Mi.Rx. When subset match Mj is completely
contained by Mi, we set the subsuming match pointer of Mj to Mi. If the subset
match is not contained we create a link from Mi to Mj. The subset link is a
tuple of the form 〈Mi, Mj, x1, x2, . . . , x|Mj |〉 where the variables x1 . . . x|Mj | are
the x values associated with the y = 1 . . . |Mj | from the neighborhood list group
entries. The link is added to the left subset links of Mi and we remove any
pre-existing right superset link in Mj and replace it with the new link.

Novel subset matches. A novel subset may only be formed when both Mi and
Mj have already been maximally extended, otherwise we discard any novel subset
matches. When a novel subset exists matches we create a new match record
Mnovel with left- and right-ends equal to the outward boundaries of Mi and Mj .
Rather than extend the novel subset match immediately, we procrastinate and
place the novel subset in the procrastination queue. Recall that the novel subset
match contains r matching components of Mi and Mj . In constructing Mnovel,
we create links between Mnovel and each of Mi and Mj such that Mnovel is a
left and a right subset of Mi and Mj, respectively. The links are tuples of the
form outlined in the previous section on subset matches.

Occasionally a neighborhood group representing a novel subset match may
have Mi = Mj. This can occur when Mi has two or more components that form
a tandem or overlapping repeat. If Mi.Lx has Mi.Ly in its neighborhood, and
Mi.Ly has Mi.Lz in its neighborhood, then we refer to {x, y, z} as a tandem
unit of Mi. A given tandem unit contains between one and |Mi| components of
Mi, and the set of tandem units forms a partition on the components of Mi. In
this situation we construct a novel subset match record with one component for
each tandem unit of Mi. If Mi has only a single tandem unit then we continue
without creating a novel subset match record. Figure 4 illustrates how we process
tandem repeats.
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1 72 3 4
5 6 [w

Fig. 4. Interplay between tandem repeats and novel subset matches. There are two
initial seed matches, one black, one gray. The black match has components labelled
1-7, and the neighborhood size w is shown with respect to component 7. As we attempt
leftward extension of the black match we discover the gray match in the neighborhood
of components 2 and 5 of black. A subset link is created. We also discover that some
components of the black match are within each others’ neighborhood. We classify
the black match as a tandem repeat and construct a novel subset match with one
component for each of the four tandem repeat units: {1}, {2, 3, 4}, {5, 6}, {7}.
After the first round of chaining. If the neighborhood list contained one or
more chainable groups we enter another round of extending Mi. The extension
process repeats starting with either link extension or by construction of a new
neighborhood list. When the boundaries of Mi no longer change, we classify any
subset matches as either subsumed or outside of Mi and treat them accordingly.
We process novel subsets. Finally, we may begin extension in the opposite (right-
ward) direction. The rightward extension is accomplished in a similar manner,
except that the neighborhood is constructed from Mi.Rx instead of Mi.Lx and
d ranges from −1,−2, . . . ,−w and ties are broken in favor of the largest d value.
Where left links were previously used, right links are now used and vice-versa.

Chaining the next match. When the first match popped from the procras-
tination queue has been maximally extended, we pop the next match from the
procrastination queue and consider it for extension. The process repeats until
the procrastination queue is empty. Prior to extending any match removed from
the procrastination queue, we check the match’s subsuming match pointer. If the
match has been subsumed extension is unnecessary.

3.4 Link Extension

To be considered for leftward link extension, Mi must have a left superset link to
another match, Mj. We first extend the boundaries of Mi to include the region
covered by Mj and unlink Mi from Mj . Then each of the left subset links in Mj

are examined in turn to identify links that Mi may use for further extension. Recall
that the link from Mi to Mj is of the form 〈Mj , Mi, x1, . . . , x|Mi|〉. Likewise, a left
subset link from Mj to another match Mk is of the form 〈Mj , Mk, z1, . . . , z|Mk|〉.
To evaluate whether Mi may follow a given link in the left subsets of Mj , we take
the set intersection of the x and z values for each Mk that is a left subset of Mj .
We can classify the results of the set intersection as:

– Superset: {x1, . . . , x|Mi|} ⊂ {z1, . . . , z|Mk|} Here Mk links to every compo-
nent of Mj that is linked by Mi, in addition to others.

– Chainable: {x1, . . . , x|Mi|} = {z1, . . . , z|Mk|} Here Mk links to the same set
of components of Mj that Mi links.
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– Subset: {x1, . . . , x|Mi|} ⊃ {z1, . . . , z|Mk|} Here Mi links to every component
of Mj that is linked by Mk, in addition to others.

– Novel Subset: {x1, . . . , x|Mi|} ∩ {z1, . . . , z|Mk|} �= ∅ Here Mk is neither a
superset, chainable, nor subset relative to Mi, but the intersection of their
components in Mj is non-empty. Mk and Mi form a novel subset.

Left subset links in Mj are processed in the order given above. Supersets are
never observed, because Mk would have already unlinked itself from Mj when it
was processed (as described momentarily). When Mk is a chainable match, we
extend Mi to include the region covered by Mk and set the subsuming match
pointer in Mk to point to Mi. We unlink Mk from Mj, and Mi inherits any left
superset link that Mk may have. When Mk is a subset of Mi we unlink Mk from
Mj and add it to the deferred subset list to be processed once Mi has been fully
extended. Finally, we never create novel subset matches during link extension
because Mk will never be a fully extended match.

If a chainable match was found during leftward link extension, we continue
for another round of leftward extension. If not, we switch directions and begin
rightward extension.

3.5 Time Complexity

A neighborhood list may be constructed at most w times per character of S, and
construction uses sorting by key comparison, giving O(wN log wN) time and
space. Similarly, we spend O(wN log wN) time performing link extension. The
upper bound on the total number of components in the final set of matches
is O(wN). Thus, the overall time complexity for our filtration algorithm is
O(wN log wN).

4 Results

We have created a program called procrastAligner for Linux, Windows, and
Mac OS X that implements the described algorithm. Our open-source imple-
mentation is available as C++ source code licensed under the GPL.

We compare the performance of our method in finding Alu repeats in the
human genome to an Eulerian path method for local multiple alignment [23].
The focus of our algorithm is efficient filtration, thus we use a scoring metric
that evaluates the filtration sensitivity and specificity of the ungapped alignment
chains produced by our method. We compute sensitivity as the number of Alu
elements hit by a match, out of the total number of Alu elements. We compute
specificity as the ratio of match components that hit an Alu to the sum of match
multiplicity for all matches that hit an Alu. Thus, we do not penalize our method
for finding legitimate repeats that are not in the Alu family.

The comparison between procrastAligner and the Eulerian method is nec-
essarily indirect, as each method was designed to solve different (but related)
problems. The Eulerian method uses a de Bruijn graph for filtration, but goes
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Table 2. Performance of procrastAlign and the Eulerian path approach on Alu re-
peats. Rep: total number of Alu elements; Family: number of Alu families; Alu: average
Alu length in bp (S.D.); Div: average Alu divergence (S.D.); Sn: sensitivity; Sp: speci-
ficity; T: compute time; Sw: palindromic seed weight; w: max gap size. Alus were
identified by RepeatMasker [22]. We report data for the fast version of the Eulerian
path method as given by Table 1 of [23]. Sensitivity and specificity of procrastAlign
was computed as described in the text.

Accession Length Rep Family Alu (bp) Div, % Method Sn % Sp % T (s) Sw w

AF435921 22 Kb 28 10 261 (69) 15.0 (6.4) Eulerian 96.3 99.4 1 - -
procrast 100 95.9 1 9 27

Z15025 38 Kb 52 13 245 (85) 15.7 (5.7) Eulerian 98.6 96.7 4 - -
procrast 100 82.5 2 9 27

AC034110 167 Kb 87 18 261 (72) 12.2 (5.9) Eulerian 93.5 95.2 14 - -
procrast 100 97.9 3 15 45

AC010145 199 Kb 118 13 277 (55) 15.0 (5.6) Eulerian 85.2 93.7 32 - -
procrast 99.1 99.2 3 15 45

Hs Chr 22 1 Mbp 404 32 252 (79) 15.2 (6.1) Eulerian 72.4 99.4 85 - -
procrast 98.3 97.3 20 15 45

beyond filtration to compute gapped alignments using banded dynamic pro-
gramming. We report scores for a version of the Eulerian method that computes
alignments only on regions identified by its de Bruijn filter. The results suggest
that by using our filtration method, the sensitivity of the Eulerian path local
multiple aligner could be significantly improved. A second important distinction
is that our method reports all local multiple alignment chains in its allotted
runtime, whereas the Eulerian method identifies only a single alignment.

We also test the ability of our method to provide accurate anchors for genome
alignment. Using a manually curated alignment of 144 Hepatitis C virus genome
sequences [27], we measure the anchoring sensitivity of our method as the frac-
tion of pairwise positions aligned in the correct alignment that are also present
in procrastAligner chains. We measure positive predictive value as the num-
ber of match component pairs that contain correctly aligned positions out of
the total number of match component pairs. procrastAligner may generate
legitimate matches in the repeat regions of a single genome. The PPV score
penalizes procrastAligner for identifying such legitimate repeats, which sub-
sequent genome alignment would have to disambiguate. Using a seed size of 9
and w = 27, procrastAligner has a sensitivity of 63% and PPV of 67%.

5 Discussion

We have described an efficient method for local multiple alignment filtration. The
chains of ungapped alignments that our filter outputs may serve as direct input
to multiple genome alignment algorithms. The test results of our prototype im-
plementation on Alu sequences demonstrate improved sensitivity over de Bruijn
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filtration. A promising avenue of further research will be to couple our filtration
method with subsequent refinement using banded dynamic programming.

The alignment scoring scheme we use can rank alignments by information
content, however a biological interpretation of the score remains difficult. If a
phylogeny and model of evolution for the sequences were known a priori then a
biologically relevant scoring scheme could be used [28]. Unfortunately, the phy-
logenetic relationship for arbitrary local alignments is rarely known, especially
among repetitive elements or gene families within a single genome and across
genomes. It may be possible to use simulation and MCMC methods to score
alignments where the phylogeny and model of evolution is unknown a priori,
but doing so would be computationally prohibitive for our application.
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Abstract. For a genomic region containing a tandem gene cluster, a
proper set of alignments needs to align only orthologous segments, i.e.,
those separated by a speciation event. Otherwise, methods for finding re-
gions under evolutionary selection will not perform properly. Conversely,
the alignments should indicate every orthologous pair of genes or ge-
nomic segments. Attaining this goal in practice requires a technique for
avoiding a combinatorial explosion in the number of local alignments.
To better understand this process, we model it as a graph problem of
finding a minimum cardinality set of cliques that contain all edges. We
provide an upper bound for an important class of graphs (the problem is
NP-hard and very difficult to approximate in the general case), and use
the bound and computer simulations to evaluate two heuristic solutions.
An implementation of one of them is evaluated on mammalian sequences
from the α-globin gene cluster.

1 Introduction

The ENCODE project [22] has the goal of identifying all functional genomic seg-
ments in 1% of the human genome. As part of the project, genomic sequence data
from a number of mammals are being generated for the targeted 1%, in the belief
that alignment and analysis of the sequences will help predict the functional seg-
ments. Several computer programs for aligning genomic regions have been used
for this purpose [15,16]. In our opinion, the current crop of alignment programs
performs acceptably in many parts of the genome. However, for regions contain-
ing tandem gene clusters, more software development is necessary. The deficiency
of current methods can be explained using the following long-accepted concepts.

According to standard biological jargon [6,7], two sequences are homologs if
they are evolutionarily related, in which case they diverged at either a duplication
event (and are called paralogs) or a speciation event (and are called orthologs).
It is widely appreciated that a basic goal of alignment algorithms is to align
sequences if and only if they are homologs. We feel that a better statement of
the goal is to align precisely the orthologs. That is, we want the evolutionary
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relationship among aligned sequences to be the same as the phylogenetic tree
relating the species for those sequences. A main (and probably the main) use of
alignments is to identify intervals within the aligned segments in which the sim-
ilarity/divergence pattern differs from neutral evolution, and modern methods
for detecting such intervals [21,5,23] require, for their proper functioning, that
aligned rows be orthologs. In regions of the genome where no intervals have been
duplicated, orthology is equivalent to homology, and existing alignment methods
are effective. However, for tandem gene clusters, we know of no existing aligner
that does a good job.

To represent duplications and other large-scale evolutionary rearrangements,
our programs for aligning several genomic sequences produce a set of alignment
“blocks”, each of which is in essence a traditional alignment of segments from the
given sequences or their reverse complements [2]. With duplications, the same
sequence position can appear in several blocks. It is useful to note that if rows of
a block are pairwise orthologous, then no two rows can be from the same species.

To build a new alignment program that obeys the two requirements

(a) any two rows of a computed block are orthologous and
(b) any pair of orthologous positions appears together in at least one block,

two hurdles had to be overcome. The first was to distinguish orthologs from
paralogs, and for this there was a large literature to draw from. We provide
our solution in another paper [11]. The second difficulty was that the num-
ber of possible blocks can grow exponentially with the number of sequences
and duplications, which is the topic of this paper. For instance, a straightfor-
ward implementation meeting our requirements produced over 900 Mbytes of
alignments when applied to intervals containing the α-globin gene clusters of 20
mammals, where the total length of the original sequences was only 3.9 Mb. We
designed and implemented a space-saving strategy that decreased the amount
of output to 8.7 Mb, while still fulfilling requirements (1) and (2). New ideas
were required to achieve this savings, and we were led to the development of
a theoretical model that turned out, in the general case, to be equivalent to a
previously studied NP-complete combinatorial optimization problem, which we
will call MinCliqueCov, namely, finding a minimum cardinality set of cliques
that contains all edges of a given undirected graph. We show that the graphs we
study have special properties, and they can be utilized to apply divide-conquer
techniques, which would not work well with an arbitrary graph.

Here we describe our graph-theoretic model and derive a theoretical upper
bound on the number of blocks that are needed to meet our requirements in
an important subclass of problems. Also, using the model, we formulate two
heuristic methods, and with the help of our upper bound and some computer
simulations, we measure where the two methods lie in the tradeoff between
computation time and output size. We also compare our solutions to an existing
heuristic method for general graphs [13]. Finally, we describe the performance on
the α-globin gene cluster of our alignment software that is based on the new ideas.
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2 Methods

2.1 A Graph-Theoretic Model

Let G = (V, E) be a graph with vertex set V and edge set E. An m-vertex
complete subgraph of G is called an m-clique. A clique cover of G is a set of
cliques whose edges contain every edge e ∈ E. The clique cover number, cc(G),
of G is defined to be the minimum number of cliques in a clique cover of G.

Assume we align genomic sequences from K species in a genomic region con-
taining a family of tandemly duplicated genes. Suppose that each member of
that gene family can be aligned to every orthologous member. In our model,
a vertex represents a gene in one of the species, and there is an edge between
two vertices if the genes that they represent are orthologous. Thus, we obtain a
K-partite graph, called an alignment graph, where each part contains the nodes
that represent the gene family members in a given species. A multi-alignment
block with pairwise orthologous rows corresponds to a clique, and a set of multi-
alignment blocks that contains every pairwise alignment (condition (2) in the
Introduction) corresponds to a clique cover. Thus it would be helpful to solve
MinCliqueCov for the alignment graph. Figure 1 gives an example in which
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B C

a1 a2

b1

b2
c2

c1

(1) (2)
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B C

a1 a2
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a2b2c1

a1b2c2

Fig. 1. A trivial example on minimum clique cover. Panel 1 shows 8 cliques to cover
all edges, while panel 2 shows 4 cliques to cover all edges.

there are three species (A, B and C), each containing two members of a gene
family. Each pair of genes from different species is orthologous. In these example,
there are eight possible alignment blocks, but four blocks are sufficient to include
each orthologous pair in a block.

Unfortunately, MinCliqueCov is NP-hard [17]. The restriction to multi-
partite graphs does not make this problem easier since a graph of n vertices
is trivially an n-partite graph in which each part has only one vertex. Various
techniques have been applied to solve MinCliqueCov and closely related prob-
lems [9,18,3]. For instance, when the degree of any vertex in G is at most 4, the
problem is solvable in linear time [19].

2.2 A Special Case

In this section, we investigate the graph structure that arises under certain nat-
ural conditions, namely when all duplications have occurred after all speciation
events. That is, we suppose that each gene is orthologous to every gene in a
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different species. Moreover, to keep things simple, we supposed that each of K
species has precisely P copies of the gene. The resulting alignment graph is a
complete K-partite graph: each part has P nodes, and there is an edge between
any two nodes that are in two different parts. We denote such a graph by GK,P .
Note that the shape of such graph is determined for each pair of K and P .
Thus MinCliqueCov restricted to graphs of the form GK,P has O(n) distinct
instances with n nodes, where n = KP (because n can be factored into KP in
less than n ways). It was shown that problems with polynomially many instances
per size cannot be NP-hard (unless P=NP) [1]. But even for the case of P = 2,
we do not know the exact solution. The technical result of this paper does not
imply the problem is easy either. The purpose of this section is to derive a non-
trivial upper bound on cc(GK,P ), which will help us to interpret the results of
simulations that we report below.

First, though, let us mention lower bounds. For K ≥ 2, cc(GK,P ) ≥ P 2, since
there are P 2 edges between any two parts of the graph, and any clique can contain
at most one of those edges. Moreover, it was recently proved that cc(GK,P ) ≥
logb(KP ), where b = P

(P−1)(P −1)/P [4]. That lower bound is approximately equal
to P (logP K + 1).

For an upper bound, it has been known for some time that cc(GK,2) =
Θ(log2 K) [9], but we seek a bound for general P . Assume GK,P has the fol-
lowing node set and edge set:

V = {u(i, j) : 0 ≤ i < K and 0 ≤ j < P}
E = {{u(i, j), u(k, l)} ⊂ V : i �= k}

To present a recursive construction of small clique covers of GK,P , we start with
two simple observations.

Observation 1. Let U ⊆ V . If C is a clique cover of G, then {C ∩U : C ∈ C}
is a clique cover of G(U). Thus cc(G(U)) ≤ cc(G).

Observation 2. If Ci is a clique cover of < V, Ei > for i = 1, 2 . . . , k then⋃k
i=1 Ci is a clique cover of < V,

⋃k
i=1 Ei >.

The edges of GK,P can be split into two sets

E0 = {{u(i, j), u(k, l)} ∈ E : j = l}
E1 = E − E0

We can cover < V, E0 > with cliques Cj = {u(i, j) ∈ V }, j = 0, . . . , P − 1. Now
it remains to find a clique cover for G1

K,P =< V, E1 >.
If there are K = M × L species, the edges of G1

ML,P can be represented as
E2 ∪ E3, where

E2 = {{u(i, j), u(k, l)} ∈ E1 : �i/L� �= �k/L�}
E3 = {{u(i, j), u(k, l)} ∈ E1 : i mod L �= k mod L}

To make that split more intuitive, put the ML parts of GML,P into a matrix
with M rows and L columns. An edge between different parts will either connect
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parts from different rows, or parts from different columns. Denote the set of edges
connecting parts from different rows by E2, and the set of edges connecting parts
from different columns by E3. Note that E2 and E3 are not necessarily disjoint.

Lemma 1. cc(< V, E2 >) ≤ cc(G1
M,P ).

Proof. Consider a clique cover C of G1
M,P . Obtain C′ by transforming each clique

C ∈ C into

C′ = {u(i, j) ∈ V : u(�i/L�, j) ∈ C}.
C′ is still a clique, because if �i/L� �= �k/L� than i �= k. Now an edge e =
{u(i, j), u(k, l)} of E1 is covered by C′ unless �i/L� = �k/L�, hence e �∈ E2. ❐

Lemma 2. cc(< V, E3 >) ≤ cc(G1
L,P ).

Proof. Similar to Lemma 1. ❐

Lemma 3. cc(G1
P,P ) ≤ P (P − 1) if P is prime.

Proof. We construct a set of cliques Ca,b = {{u(i, ai + b mod P ) : 0 ≤ i < P}
where 0 < a < P and 0 ≤ b < P . Given an edge {u(i, j), u(k, l)} ∈ E1 we can
find the parameters a, b of the clique that covers it by solving linear system

ai + b = j mod P

ak + b = l mod P

This system yields the following equation for a: a(i−k) = j− l mod P . Because
i �= k, i− k has a reciprocal mod P , and because j �= l, the a computed from
this is non-zero. ❐

Theorem 1. cc(GK,P ) ≤ P + P (P − 1)	logP K
 if P is a prime.

Proof. By Observation 1, it suffices to prove that cc(GK,P ) ≤ P + aP (P − 1)
for K = P a, where a is an integer. Because we can cover E0 with P cliques, it
suffices to prove that cc(G1

K,P ) ≤ aP (P − 1). We can show it by induction on a.
For a = 1 this is proven in Lemma 3. Assuming it is proven for a − 1, we have
K = ML where M = P and L = P a−1. This allows to apply Lemmas 1 and 2
to show that cc(G1

K,P ) ≤ (a− 1)P (P − 1) + P (P − 1) = aP (P − 1). ❐

When P is not a prime, we can use the above result for P ′, where P ′ is the
smallest prime larger than P . For example, when P = 6 and K = 2, we have a
trivial solution with 36 cliques (indeed, edges), but when K = 3, we can use a
solution for P ′ = 7 that has 49 cliques, and this solution works for K ≤ 7, while
for K ≤ 343 we have a solution with 7 + 2× 42 = 91 cliques.

Of course, better solutions may exist. It is easy to find a solution for G1
3,4

with 12 cliques; see Figure 2. We can apply the reasoning of Theorem 1 to
show that cc(GK,4) ≤ 4 + 12	log3 K
 which, except for K = 4, 5, is better than
5 + 20	log5 K
. Thus, cc(GK,P ) is at most P (P − 1) logP K + P when P is a
prime number and K is in power of P . In cases that P and K do not satisfy these
conditions, the values can be approximated by the nearest prime number and its
power. This upper bound is conjectured to be tight, but this has not been proved.
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︷ ︸︸ ︷
{a0, b0, c0}
{a1, b1, c1}
{a2, b2, c2}
{a3, b3, c3}

︷ ︸︸ ︷
{a0, b1, c2} {a1, b0, c3} {a2, b0, c1} {a3, b0, c2}
{a0, b2, c3} {a1, b2, c0} {a2, b1, c3} {a3, b1, c0}
{a0, b3, c1} {a1, b3, c2} {a2, b3, c0} {a3, b2, c1}

E0
E1

Fig. 2. Clique cover of G3,4 with 16 cliques

2.3 Heuristic Solutions

MinCliqueCov is NP-hard, but also has no efficient approximation algorithm
unless NP=P [14], so we have to use heuristics. We propose two heuristic methods
for generating clique covers for complete multi-partite graphs studied in the pre-
vious section. It is then relatively straightforward to adapt these methods for the
multi-alignment problem in tandem gene clusters, even in the general case of ar-
bitrary orthology relationships; the next section discusses some of the issues that
arise. However, in the idealized setting of GK,P , with the upper bound derived
above, we can evaluate how close they come to an ideal reduction in output size.

Both heuristic methods follow a divide-and-conquer strategy: Partition G into
two graphs, G1 and G2, each having about K/2 parts, find clique covers CC1

and CC2 of G1 and G2 respectively, and merge them to obtain a clique cover
CC of G. While these methods do not give the fewest cliques, they efficiently
find a relatively small clique cover. The merge procedures can be described as
follows, where “uncovered” refers to an edge not currently in a clique in CC.

Heuristics for MinCliqueCov were studied already in 1978 [13]. Recently an
exact solution was also proposed [8] for the general graph. Unfortunately, our
complete multi-partite graph is quite dense, and the reduction rules from [8] can-
not be applied here. Thus we only compare our heuristic methods’ performance
with [13]’s method.

Merge I forms a new clique from the pair of cliques that maximizes the number
of additional covered edges. Merge II processes cliques of CC1 and CC2 in a
random order and forms any new clique that covers at least one new edge.
Running times are dominated by the number of executions of the loops 2a and 2b,
respectively, which are essentially the number of cliques generated. The lowest-
level operation inside loop 2a is to examine whether an edge is covered or not;
for loop 2b it is to decide whether a clique contains a certain edge or not. Both
operations involve an array access and can be regarded as taking unit time. The
number of unit operations inside loop 2a is |CC1| · |CC2| ·K1 ·K2, where K1 and
K2 are the number of partitions (species) of G1 and G2. The number of unit
operations inside loop 2b is |CC1| ·K1 + |CC2| ·K2. The performance of these
two methods, in terms of both actually running time and the number of cliques
generated, is analyzed below.

2.4 Application in the Aligner Program

The above divide-and-conquer methods can be adapted to so-called “progressive”
multiple alignment programs, which work leaves-to-root in the phylogenetic tree
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Merge I (CC1, CC2)
1 CC ← φ
2a while there exists an uncovered edge
3 For each pair of cliques ci and cj from CC1 and CC2 respectively
4 uij ← the number of uncovered edges of ci ∪ cj

5 (cmaxi, cmaxj) ← the pair with maximum uij

6 insert cmaxi ∪ cmaxj to CC
7 Output CC

Merge II (CC1, CC2)
1 CC ← φ
2b while there exists an uncovered edge (u, v) between subproblems
3 c1 ← a clique from CC1 that contains u
4 c2 ← a clique from CC2 that contains v
5 insert c1 ∪ c2 into CC
// We still have to incorporate unused cliques from each subproblem
6 while there exists an unused clique c1 from CC1

7 c2 ← an unused clique in CC2; if none, then any clique in CC2

8 insert c1 ∪ c2 into CC
9 while there exists an unused clique c2 from CC2

10 c1 ← an unused clique in CC1; if none, then any clique in CC1

11 insert c1 ∪ c2 to CC
12 Output CC

for the given species. At a tree node, these aligners merge multiple alignments
from the sub-trees, which is analogous to merging cliques for subgraphs G1 and
G2, except that the split into subproblems might not be balanced. The process of
merging blocks from the left and right subtree is guided by pairwise alignments
between a species in the left subtree and a species in the right subtree. The set of
multi-alignment blocks corresponding to the tree’s root constitutes the multiple
alignment of the original K species.

Thus, the use of the guide tree by the aligner can be viewed as the recursive
partition of the alignment graph, and such a partition can be used both by Merge
I and Merge II. In our current BOAST aligner, we have decided to apply Merge
II since our tests indicated that Merge I could be about 1000 times slower (see
Figure 4). While Merge I produced fewer cliques(see Figure 3), i.e., alignment
blocks, Merge II produced a number that was acceptably small.

We need to address the following issue. The alignment graph generally has
fewer edges than a complete K-partite graph, since some speciation events are
preceded by duplications. Consider what we should expect if we have a perfect
alignment graph, with all ortholog/paralog relationships properly diagnosed. We
have two siblings T1 and T2 with common ancestor T and let ci be a clique in
the subgraph of Ti, i = 1, 2. One can see that either c1 ∪ c2 is also a clique, or
there are no edges between c1 and c2 (see [11] for the analysis of orthologous
inference). In this case, when Merge II selects a pair of cliques with union that
covers at least one new edge (lines 3-4), this union is a clique. When Merge II
processes an unused clique c1 in line 7 and 10, we first look for a clique c2 in
another sub-tree that is connected to c1, and the union of them becomes a new
clique; if none exists we simply add c1 to the output.
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Clearly, this adaptation may be incorrect if we have an imperfect alignment
graph, ie., with some edges established wrongly and some correct edges missing.
Consequently, it may happen that a pair of selected cliques, c1 and c2, has some
connections, but not all. If only a minority of the possible edges between c1 and
c2 are present, we behave as if c1 and c2 were not connected at all, and if the
majority is present, we behave as if c1 ∪ c2 was a clique. This majority criterion
can have the effect of correcting some errors created by incorrect identification
of orthologous pairwise alignments [11]. Note that we have to choose between
two kinds of discrepancies in the output. One is that we do not include all actual
orthologous relationship in a blocks. The second is that we contaminate a block
with a paralogous relationship. If one kind of discrepancy is more harmful than
the other, we can replace the majority criterion with some other ratio.

3 Results

3.1 Simulations

Methods Merge I and II were tested on graphs of the form GK,P , i.e, complete
K-partite graphs, where each part has P nodes. The results are plotted in
Figure 3(a) and 3(c), which shows that Merge I substantially outperforms Merge
II. Values of upper bound P + P (P − 1)	logp K
 are shown in Figure 3(b). The
bounds for P=4 are determined by cc(GK,4) ≤ 4 + 12	log3 K
 discussed below
Theorem 1. The lower bound from [4] is lower than the trivial P 2 bound in most
of our cases, so we do not show it in the figure.

Though Merge I produces fewer cliques, it requires a longer running time.
To estimate the difference in CPU requirements, we counted the numbers of
previously described unit operations, so the impact of different number of cliques
produced by the two methods is included. Although it is possible to improve the
time efficiency of Merge I by designing better data structures, Merge I will
always be slower than Merge II.

The heuristic method from [13] takes even more time than Merge I, so its run-
ning time analysis is not shown here. However, we plot its clique numbers. As
shown in Figure 3(d), it produces more cliques than Merge II for any instances.

3.2 α-Globin Gene Cluster

A recent study carefully identified ortholgous genes in the α-globin clusters of
a number of mammals [12]. There are four types of genes in those clusters: ζ,
αD, α and θ. Each species discussed below has exactly one αD-related gene, so
those genes are not pertinent to this analysis. The studied species have 1 to 3
ζ-related genes, 1 to 4 α-related genes, and 0 to 3 θ-related genes (counts include
pseudogenes). Table 1 shows details. Each gene copy is regarded as a node in
our graph.

Our earlier TBA program [2,15,16] guarantees that every position in the ref-
erence sequence (human in this case) is in exactly one multiple alignment block,
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Simulation on Merge I
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Simulation on Merge II
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Simulation on Kou method
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Fig. 3. Simulations of three heuristic procedures together with plots of upper bounds,
with different values of K and P . The curves, top to bottom, refer to P=2,3,4,5.

and thus TBA is not able to capture all pairwise orthologous relationship in a
tandem gene cluster. For example, each human α gene is aligned to only one rat
α gene, despite the fact that a human α is actually orthologous to two more rat
α genes, and those alignments are lost. Our new aligner, called BOAST, which
implements Merge II, captures all pairwise orthologous relationship.

We aligned sequences containing the α-globin gene clusters from 20 mammals.
Each sequence is around200Kbases. Both TBAand BOAST utilize pairwise align-
ments computed by blastz [20]. For BOAST, the pairwise alignments are filtered by
a program called TOAST [11], which retains only the putatively orthologies (i.e.,
deletes paralogous matches). After computation of pairwise alignments, TBA pro-
duces 7.5 Mb of alignments after 170 CPU seconds, while BOAST produces 8.7 Mb
of alignments in around 112 CPU seconds.

Each aligner outputs a set of blocks, whose endpoints do not in general cor-
respond to gene or exon boundaries. Moreover, each functional globin gene has
three exons, and many alignments do not extend from one exon to the next.
We estimated how many cliques were formed for each type of genes as follows.
For a given gene sequence, we manually determined three positions distributed
roughly evenly throughout the gene, and counted the number of times each po-
sition appeared in the multi-alignment blocks; the maximum of the three counts
was used to estimate the number of times the gene copy appears in the blocks.
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Fig. 4. Comparisons of running time on methods Merge I and II

In this example (α-globin clusters of 20 species), the clique sizes (i.e., the num-
ber of rows in a multi-alignment block) vary from 4 to 20, with most between
16 and 20. Alignment blocks containing θ-related genes have at most 17 rows
since three species do not have a θ-related gene. Other blocks with less than 20
rows result from a number of factors, including inconsistent pairwise alignments,
pseudogenes, or retention of a non-orthologous alignment. With many-to-many
orthologous relationships, there will be combinatorial increase on the number of
alignment blocks. Table 1 shows that utilizing Merge II, we reduce the number
of alignment blocks to 26 for ζ-related alignments and 58 for α-related align-
ment. It means that 26 and 58 multiple alignment blocks contain all pairwise
orthologous relationships of a certain region for ζ-related and α-related genes
respectively.

The BOAST alignments are reference-independent, which means that no se-
quence data from any of the species is missing from the alignment. One of our
tools extracts a reference-sequence-based alignment from the BOAST alignment
for any specified reference. This gives an alignment similar in size to the output
of a typical reference-based multiple aligners, for example multiz [2]. Moreover,
the BOAST alignments capture complete and accurate orthology information,
which is currently lost by other aligners.

Table 1. Number of copies for each type of α-globin genes of 20 mammals, and num-
ber of cliques formed for each type of genes in the multiple alignment employing the
heuristic Merge II. When the number of genes is given in the form x-y, x refers to
genes, and y refers to genes together with pseudogenes.
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4 Conclusion and Further Work

In gene clusters having a significant level of lineage-specific duplications (i.e., pro-
ducing many-to-many orthology relationships), it is not practical to enumerate
all possible multi-alignment blocks having pairwise orthologous rows. However,
we have shown here that it is still frequently feasible to produce a set of blocks
with the property that every pair of orthologs appears together in one of the
blocks. The essence of the situation is captured by the problem of finding a
minimum-cardinality clique cover. Both the problems of the finding the mini-
mum number of cliques to cover all edges and the minimum number of cliques
to cover all nodes (see below) are NP-complete. However, our simulations show
that sizes can in practice be reduced (especially by Merge I) to be close to the
upper bound. Though our alignment program has only incorporated Merge II,
it still dramatically reduces the alignment size, and makes it feasible to align
tandem gene clusters from many species. In the future, we hope to implement
Merge I in our alignment program.

Though the clique cover problem for an arbitrary graph is NP-complete, it is
open whether the problem’s restriction to alignment graphs is intractable. The
structure of the graphs is constrained by the phylogenetic tree for the species in
question and by properties of the orthology relationship [11], and these restriction
might be helpful for determining clique covers.

It also remains to investigate other criteria for aligning regions containing
duplicated segments or genes. For instance, one could loosen the requirement
that each orthologous pair of positions occur in two rows of the same block, and
ask only that a position of one species that has an ortholog in a second species
must appear in the same block as some (perhaps different orthologous) position
in that second species. In essence, this can be modeled as seeking the minimum
number of cliques to cover all nodes in the graph constructed above, which in
general requires fewer cliques than the problem studied here. We think that the
problem of aligning tandem gene clusters is sufficiently important that a variety
of approaches should be investigated.
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Abstract. When multiple genes are used in a phylogenetic study, the
result is often a collection of incompatible trees. Phylogenetic networks
and super-networks can be employed to analyze and visualize the incom-
patible signals in such a data set. In many situations, it is important to
have control over the amount of imcompatibility that is represented in a
phylogenetic network, for example reducing noise by removing splits that
do not recur among the source trees. Current algorithms for computing
hybridization networks from trees are based on a combinatorial analysis
of the arising set of splits, and are thus sensitive to false positive splits.
Here, a filter is desirable that can identify and remove splits that are not
compatible with a hybridization scenario. To address these issues, the
concept of the distortion of a tree relative to a split is defined as a mea-
sure of how much the tree needs to be modified in order to accommodate
the split, and some of its properties are investigated. We demonstrate the
usefulness of the approach by recovering a plausible hybridization sce-
nario for buttercups from a pair of gene trees that cannot be obtained
by existing methods. In a second example, a set of seven gene trees from
microgastrine braconid wasps is investigated using filtered networks. A
user-friendly implementation of the method is provided as a plug-in for
the program SplitsTree4.

1 Introduction

In systematics, the evolution of different species is of interest, however, phylo-
genetic inference is often based on the DNA or protein sequence of homologous
genes and the resulting gene trees are usually interpreted as estimations of an
underlying species tree. A common observation is that different genes give rise
to different trees, even in the absence of tree-reconstruction errors, and this
fact can usually be explained by mechanisms such as incomplete lineage sorting,
duplication-and-loss, horizontal gene transfer (e.g. in bacteria) or hybridization
(e.g. in plants).

Although phylogenies based on single gene analysis [32] continue to play a
central role in phylogenetics, biologists interested in the evolution of specific
groups of taxa often sequence and use more than one gene to infer the phylogeny
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of the taxa [23], the hope being that as more data is brought into the analysis, a
better “species-signal” to “gene-noise” ratio will be obtained and that deviating
signals from individual genes can be filtered out.

If the goal is simply to obtain a good estimation of the species tree and if
there is evidence that a majority of the genes under study have evolved in a
similar way along the same species tree, then one approach is to concatenate the
alignments given for each of the genes to produce one large dataset, to which
tree-building methods are then applied [23,25]. If each of the genes is long enough
to contain strong phylogenetic signals for the group of taxa under investigation,
then a second approach is to compute individual gene trees, to summarize them
using a (usually somewhat unresolved) consensus tree and then to interpret the
consensus as a representation of the well-supported parts of the species tree
[30,10,26].

In both cases, the final result suppresses all incompatible signals. However, if
the actual incongruencies of the individual gene trees are themselves of interest,
then a representation of the data set that maintains (some of) the incompatible
signals may be useful. Such a representation is given by the concept of a “split
network” [1] and methods for computing such networks are presented in [8] and
are implemented in the program SplitsTree4 [15].

To obtain an explicit model of reticulate evolution, reticulate networks are
used [15] that explain a given set of trees in terms of hybridization, horizon-
tal gene transfer or recombination events [13,7,19,17,18]. Current methods for
determining a hybridization scenario that explains a given set of trees operate
by performing a combinatorial analysis of the total set of splits of the trees
to identify a hybridization network that generates the trees [22,17]. By defin-
ition, combinatorial methods are very sensitive to false positive splits, that is,
splits that are incompatible to other splits in the input due to reasons such as
homoplasy, tree-estimation error, incomplete lineage sorting etc.

Given a collection (or profile) P of k gene trees all inferred on the same set of
taxa X , one approach to constructing a set of splits that summarize the set of
trees, without eliminating all incompatibilities, is given by the consensus network
method [2,14]. This method consists of returning all splits that occur in at least
αk of the given input trees, for a given threshold α ∈ [0, 1].

A main drawback of the consensus network approach is that in practice typical
data sets often consist of partial trees, that is, gene trees that each only mention
some subset X ′ of the total taxon set X . Partial trees arise because the sequence
data for some gene has not yet been sequenced, or because the gene is not present
in the genome, for some taxon.

Given a profile of partial gene trees, the Z-closure method [16] computes a
super network on the full taxon X that summarizes all the input trees. This
approach first uses an inference rule to construct a set of splits on the full taxon
set and then, as above, a network construction algorithm [8] is employed to
obtain a split network. A practical weakness of this method is that it does not
provide a natural parameter (such as α above) with which one can control the
amount of incompatibility that is represented in the resulting network.
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The goal of this paper is to develop an adjustable parameter than can be used
with any super network method or consensus method to generate split networks
that represent a controlled amount of incompatible signals. The approach that
we take is to filter splits by the amount of “distortion” that they generate. We
have implemented this approach as a plug-in FilteredSuperNetwork for the
SplitsTree4 program [15].

This concept is particularly useful in the context of computing hybridization
networks from gene trees, because it can be used to remove splits from a data
set that are not compatible with a simple hybridization scenario. This is due
to the fact that the distortion of a split equals the number of SPR or TBR
operations required to modify a tree to accommodate the split, which will be
small for incompatibilities caused by hybridization.

We illustrate this use of a distortion filter for a set of 46 Ranunculus (but-
tercup) species, represented by two gene trees, one based on a chloroplast JSA
region, and the other based on a nuclear ITS region [20]. Although this dataset
is known to contain examples of both allopolyploid and diploid hybridization
events (Pete Lockhart, personal communication), past attempts to compute a
corresponding hybridization network from the two trees have failed [17]. Here
we demonstrate that a plausible hybridization network can be computed when
employing an appropriate distortion filter.

A second example is given by a set of seven gene trees for 45 species of wasps
[3]. Mixed-model Baysian analysis [24] of the combined data set indicates that
there is little support for internal edges of the phylogeny and here we show how
filtered network methods can be used to investigate whether this lack of support
is due to conflict between the different gene trees, or whether it represents a lack
of real coherent signal in the data.

In the following Section 2 we provide the necessary formal definitions, and then
introduce the concept of distortion and explore some of its properties. Then, in
Section 3, we present an algorithm for efficiently computing the distortion of a
tree relative to a split. Finally, in Section 4, we illustrate the application of the
algorithm to two different biological data sets.

WearegratefultotheCassFieldStationoftheUniversityofCanterbury,wherewe
developed themain ideas of this paper.D.H.H.would like to thank theDFGand the
Erskine Programme for funding. J.W. would like to thank the Allan Wilson Centre
for sponsoringhis trip toNZ, andNational ScienceFoundationGrantDEB0316566
for funding the generation of the wasp data. Thanks to Pete Lockhart for providing
the buttercup trees and for many useful discussions.

2 The Distortion of a Tree Relative to a Split

We mostly follow the notation of [29]. By a partial X–tree we mean a tree T
together with a labeling map φ from some subset X ′ of X into the vertices of
T so that each vertex of degree at most 2 receives at least one label. Given an
X–split σ = A|B we may regard σ as a map from X into {0, 1} (where elements
of A are sent to 0 and elements of B are sent to 1) and so, by restricting σ to
X ′, we may view σ as a binary character for T .
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If T is a phylogenetic tree (that is, the only vertices of T labeled by X ′ are
the leaves and these each receive exactly one label), then let h(T , σ) denote the
homoplasy score of the binary character σ on T , that is, the parsimony score of
σ, minus 1.

For any X-split σ and partial X–tree T , we define the distortion of T relative
to σ as

∂(T , σ) := min
T ′∈Phy(T )

h(T ′, σ),

where Phy(T ) denotes the set of phylogenetic refinements of T , that is, the phy-
logenetic trees with the same label set as T and that contain all the splits of T .

The following result provides an interpretation of the distortion as a measure
of how much a tree needs to be modified in order to accommodate the split σ,
see Figure 1. Recall that two commonly-used ways to transform trees are by
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Fig. 1. (a) A tree T labeled by taxa X = {a, . . . , i}, with superscript 0 or 1 indicating
that the taxon lies in part A or B, of the split σ = A | B = {a, b, e, f, i} | {c, d, g,h}; we
have h(T , σ) = 3. (b) A refinement T ′ of T , with h(T ′, σ) = 1, leading to ∂(T , σ) = 1.
(c) ∂(T , σ) = h(T ′, σ) = 1 matches the transformation of T ′ into T ′′ on which σ is
compatible, using one SPR move.

SPR (‘subtree prune and regraft’) and TBR (‘tree bisection and reconnection’)
operations, which are explained further in [29,9]. In particular, the result explains
why a filter based on distortion will be a useful tool for removing false positive
splits when computing a hybridization network.

Proposition 1. For any partial X–tree T and X–split σ, the value ∂(T , σ)
equals the smallest number of (SPR or TBR) tree rearrangement operations re-
quired to transform at least one phylogenetic refinement of T into a tree that has
the split σ.

Proof. The result follows from Theorem 5.2 of Bryant [6]. �

A tree T ′ ∈ Phy(T ) that minimizes h(T ′, σ) is the optimal refinement of T , with
respect to maximum parsimony, for the binary character that corresponds to σ,
in the sense of [4]. Moreover, the value of ∂(T , σ) is unaltered if one replaces in
the definition the set Phy(T ) by the set of binary phylogenetic refinements of T .
Notice also that if we replace the partial X–tree T by its minimal phylogenetic
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refinement Tp (i.e. the partial phylogenetic X–tree whose splits consist of the
splits of T together with the trivial splits on the label set of T ) then we have

∂(T , σ) = ∂(Tp, σ),

so it suffices to describe an algorithm for computing ∂ for partial phylogenetic trees.
The score ∂ has a dual ‘max-flow’ description. Let p(T , σ) denote the max-

imum number of vertex-disjoint paths that each connect an A–type leaf to a
B–type leaf. By Menger’s Theorem (see [12]) this is equal to the minimum num-
ber of vertices of T that need to be deleted from T in order to separate each
A–type leaf from each B–type leaf.

Theorem 1. For any phylogenetic X–tree and X–split, σ,

∂(T , σ) = p(T , σ)− 1.

Proof. Omitted due to space restrictions. �

Given a collection (‘profile’) of partial X–trees P = {T1, . . . , Tk} define the
distortion of P relative to σ as follows:

∂(P, σ) :=
k∑

i=1

∂(Ti, σ).

Proposition 1 implies that ∂(P, σ) is the minimum total number of transforma-
tions required on refinements of trees in P so that σ is a split of each resulting
tree. In Section 3 we present an algorithm that efficiently computes ∂(T , σ)
directly from σ and T .

One approach to super-network construction from a profile P of partial trees
would be to identify those X–splits σ for which ∂(P, σ) is less than some (ad-
justable) threshold k ≥ 0. However this problem seems in general to be in-
tractable due to the following result.

Proposition 2. The following problem is NP–hard. Given a profile P of partial
X–trees, determine whether there exists a non-trivial X–split σ with ∂(P, σ) = 0.

Proof. The result follows from the NP–hardness of ‘Split-quartet compatibility’
by [5]. �

In view of Proposition 2 an alternative approach is to use P to first construct
a large set of ‘feasible’ X–splits, and then to use ∂ to prune this set to a more
conservative subset. More concretely, we propose to first use the Z-closure algo-
rithm to compute a set of X–splits for P and then to return all splits σ with
∂(P, σ) ≤ k, for a given integer threshold k ≥ 0.

Another option for a profile P of partial X–trees – which generalizes the
consensus network approach– is, for a non-negative integer r, and real number
α ∈ [0, 1] to consider the set of X–splits defined by:

{σ : |{T ∈ P : ∂(T , σ) ≤ r}| ≥ α|P |}.
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For r = 0 and a profile P consisting of binary phylogenetic X–trees, then using
the set of all splits contained in P , this corresponds to the consensus network
(with threshold α).

Proposition 2 indicates that this is a hard problem, if we do not restrict the
set of splits under consideration. For partial trees, one can use the Z-closure
to compute a set of candidate splits. We have implemented this approach as a
plug-in for SplitsTree [15] and discuss this in detail below.

Finally, assume we are given a profile P of (non-partial) X-trees. For small
values of r we can compute all possible X–splits σ with ∂(P, σ) ≤ r as follows:
For each tree T ∈ P , consider all O(

(
n−3

r

)
) possible ways of selecting up to

r vertex-disjoint edges in the tree, where n = |X |. By placing a change on
each selected edge, each such choice of edges defines a binary character σ with
distortion ∂(T , σ) ≤ r. Return all splits whose total score over all trees does not
exceed r.

3 Computation of the Distortion

Given a partial X–tree T and an X–split σ, the definition of ∂(T , σ) in Section 2
does not immediately lead to an algorithm. To compute this value, we describe
a modification of Sankoff’s algorithm [27,28] for computing the parsimony score
of a character on a tree.

In the following, we will assume that T is a phylogenetic X ′–tree, with X ′ ⊆
X . However, our algorithm is easily extended to the case that T is multi-labeled
(i.e., has nodes labeled by more than one taxon), and has labels on (some or all)
internal vertices.

Algorithm 2 (Distortion)
Input: A phylogenetic partial X–tree T and an X–split σ.
Output: The distortion ∂(T , σ).
Root T at the midpoint of an edge and let ρ denote the root vertex.
Initialization: For all vertices v and all a ∈ {0, 1} set:

Sv(a) =
{

0, if a = 0 and φ−1(v) ⊆ A, or a = 1 and φ−1(v) ⊆ B
∞, if a = 0 and ∅ �= φ−1(v) ⊆ B, or a = 1 and ∅ �= φ−1(v) ⊆ A.

Compute Sρ using the following recursion:
For a, b ∈ {0, 1}, and a vertex v with children w1, . . . , wk, set

Sv(a) =
∑

wi:Swi
(a)<Swi

(b)+1

Swi(a) +
∑

wi:Swi
(a)≥Swi

(b)+1

Swi(b) + Δ,

where

Δ =
{

1, if there exists wi : Swi(a) ≥ Swi(b) + 1;
0, otherwise.

The result is given by ∂(T , σ) = min{Sρ(0), Sρ(1)} − 1.
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Proposition 3. Let T be a partial phylogenetic X–tree and σ = A | B be an
X-split. Algorithm 2 computes the distortion ∂(T , σ) in linear time.

Proof. The algorithm considers each parent-child pair of vertices exactly once,
and hence the time requirement is linear.

We will prove the result by induction. First, consider the initialization step.
The map Sv(0) is set to 0 for every internal vertex v, and otherwise to 0 or
∞, depending on whether the label of the leaf v lies in A or B, respectively.
Vice-versa for Sv(1).

Now, consider a vertex v and assume by induction that we have correctly
computed Swi(a) for all children W = {w1, w2, . . . , wk} of v and all a ∈ {0, 1}.

Define W0 := {wi ∈W | Swi(0) < Swi(1)+1} and W1 := {wi ∈ W | Swi(0) ≥
Swi(1) + 1}.

To compute Sv(0), consider a refinement T ′ of T such that v has one or two
out-edges (depending on whether one or both of the sets WA and WB are non-
empty), e0 = (v, u0) and e1 = (v, u1), leading to one or two subtrees containing
the sets W0 and W1, respectively. We choose state 0 and state 1 on the nodes
W0∪{u0} and W1∪{u1}, respectively, and pay a penalty of 1 for a change along
edge e1, if W1 �= ∅. Note that the degree of u0 or u1 may be 2, which we allow for
purposes of the proof, as this does not alter the achievable score. We compute
Sv(1) in a similar manner. �

4 Implementation and Applications

We have implemented the above ideas as a new plug-in FilteredSuperNetwork
for the program SplitsTree4 [15]. This method takes as input a profile P of (par-
tial) X-trees and produces as output a filtered set of X–splits Σ. These splits can
then visualized as a split network using the algorithm described in [8], or used to
compute a hybridization network, using the algorithm described in [17].

The method proceeds by first computing the Z-closure Σ′ of all partial X–
splits in P and then computing the profile score of every split σ ∈ Σ′. The user
must provide two parameters. The first parameter, maxDistortion, determines
the maximal distortion ∂(T , σ) acceptable to consider σ ∈ Σ′ as being supported
by the tree T ∈ P . The second parameter, minSupportingTrees, determines
the minimum number of trees T ∈ P that are required to support σ so that σ
is present in the set of output splits Σ. Either parameter can be set by a slider
that is coupled to a histogram that shows how many splits will be present in
the output for any given choice of the parameter, given the current value of the
other parameter.

As mentioned above, an important application of the distortion filter is as a
preprocessing step in the computation of hybridization networks [17]. Given a set
of gene trees that show significant incongruencies due to hybridization events,
the goal here is to compute a hybridization network that “explains” the gene
trees. Existing approaches perform a combinatorial analysis of the set of trees
or splits to derive a network, and thus are very sensitive to false positive splits
in the data set. If the underlying hybridization scenario is relatively simple, e.g.
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involving only isolated events, then the distortion filter can be used to remove
interfering splits.

For example, consider the set P = {T1, T2} of two gene trees on 46 Ranunculus
(buttercup) species depicted in Figure 2, based on (a) a chloroplast JSA region,
and (b) a nuclear ITS region [20]. The split network representing the set Σ
of all splits from either tree is shown in Figure 2(c). Although this dataset

(a) (b)

(c) (d)

Fig. 2. Two phylogenetic trees for 46 buttercup species, obtained (a) using a nuclear
ITS gene and (b) using a chloroplast JSA region [20]. (c) A split network displaying all
splits contained in the two trees: (d) The split network for those splits whose distortion
is at most 1 on each of the two trees.

is known to contain examples of both allopolyploid and diploid hybridization
events (Pete Lockhart, personal communication), previous attempts to compute
a corresponding hybridization network from the two trees have failed [17], due
to interfering splits.

For this dataset, it makes sense to apply the distortion filter to obtain the set

Σ′ = {σ ∈ Σ | ∂(T , σ) ≤ 1, ∀T ∈ P},

as this consists of every split that is contained in one of the trees, and is also
contained in the other, or in a tree that differs by one tree rearrangement from
the other. Figure 2(d) shows the split network for the reduced data set Σ′.

Application of a hybridization network algorithm [17] produces the network
depicted in Figure 3. The network clearly indicates that R. nivicola arises as
a (allopolyploid) hybrid between R. insignis, and R. verticallatus. Moreover,
the network indicates two further possible hybridization events, one leading to
R. enysii3 (as this involves a single lineage, probably diploid hybridization), and
the other leading to R. pinguis.
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Fig. 3. The hybridization network computed from the filtered set of splits

We now discuss a second example that derives from a study of the phylogeny
of microgastrine braconid wasps, a diverse and terrestrially ubiquitous group of
small insects that live parasitically as immatures within the bodies of caterpillars.
This insect group has been proposed to have diversified rapidly about 50 million
years ago into what are now recognized as the modern genera [21,31,3]. At about
this time their host insects, and the plants they live upon, were also strongly
diversifying [11].

Recent work [3] presents DNA sequence data from seven genes for a set of
45 species of wasps representing a number of microgastrine genera and related
subfamilies of wasps. In most cases not all species were successfully sequenced;
as many as six (and as few as zero) of the species were missing from a gene
tree. Mixed-model Bayesian analysis [24] of the combined seven-gene data set
resolved most phylogenetic relationships at the species level (external edges)
and among wasp subfamilies (deeply internal edges connecting the ingroup to
outgroups), but showed short and relatively poorly-supported internal edges
subtending many of the combinations of wasp genera. The internal relationships
among wasp genera approximate a “star phylogeny”.

It was thus of interest to investigate via filtered network methods whether this
star phylogeny pattern is due to conflict between splits supported by different
sets of data, or whether it represents a real lack of a coherent signal in data
patterns (splits).

We consider seven unrooted, multifurcating gene trees as independently an-
alyzed using Bayesian analysis (GTR + I + Γ substitution model for the two
mtDNA genes 16S and COI, HKY + I + Γ for the nuclear genes EF1α, LW
rhodopsin, wingless, 28S and argK). The five nuclear genes are widely believed to
provide stronger phylogenetic signal for deeper relationships than the two mtDNA
genes, which are more widely employed for inference of close species relationships.
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(a)

(b)

(c)

Fig. 4. Effect on Z-closure network of reducing the distortion threshold. (a) With all
splits included (distortion threshold 46), (b) with distortion threshold 8, and (c) with
distortion threshold 3.

This prediction seems to be borne out by the more distantly related outgroups
(shown as all capitals in the taxon labels) more often being erroneously connected
closely to ingroups in the mtDNA trees, along with stronger diversification among
species within genera (longer edges near the periphery of the tree) than is shown
with the more slowly-evolving nuclear genes.

Figure 4 shows the effect of first applying the Z-closure method for combin-
ing partial trees into a super-network (a), and then using the distortion filter
with different thresholds. When all splits (threshold = 46, encompassing 213
splits) are allowed to contribute to the super-network, the result is a tangled
mess, Figure 4(a). Reducing the threshold to 8, Figure 4(b), results in a clear
simplification of the network (124 splits), with most of the remaining multidi-
mensionality deriving from uncertainty in relationships between outgroups and
the near star-phylogeny of ingroup generic relationships. Reducing the threshold
to 3, Figure 4(c), results in only a single remaining reticulation (from 66 splits);
at lower values even this uncertainty disappears.
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A contemporary and sometimes contentious problem in genome phylogeny is to
reconcile the fact that an accurately reconstructed gene tree does not necessarily
correspond to a species phylogeny. Thus, in practice, species phylogenies are
commonly obtained by applying consensus tree/supertree methods to collections
of gene trees. However, such methods can suppress true conflicts in gene trees
arising from processes such as gene transfer and gene duplication/loss.

To help deal with this dilemma, Holland et al. 2004 proposed constructing
consensus networks (Holland and Moulton 2003) instead of consensus trees. This
requires that all genes are sequenced for all of the taxa in question, a shortcoming
that was circumvented in (Huson et al. 2004) where the alternative Z-closure
method for generating supernetworks as opposed to supertrees was introduced.

Here, we present a new method to generate supernetworks called Q-imputation
[Syst. Bio., to appear]. It works by sequentially inserting all missing taxa into
a set of partial gene trees, after which a consensus network is constructed. To
insert a missing taxon, a score function is used that rewards inserting the taxon
into the partial gene tree in such a way that the resulting tree has as many
quartet subtrees as possible in common with the other original gene trees.

Theoretical results, simulations, and studies of real data sets indicate that
Q-imputation and Z-closure supernetworks have complementary strengths and
weaknessess. We therefore expect that Q-imputation will provide a useful addi-
tional tool for computing supernetworks.

This work has been accepted for publication in Systematic Biology.
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Abstract. Genome rearrangements have been modeled by a variety of
operations such as inversions, translocations, fissions, fusions, transposi-
tions and block interchanges. The double cut and join operation, intro-
duced by Yancopoulos et al., allows to model all the classical operations
while simplifying the algorithms. In this paper we show a simple way to
apply this operation to the most general type of genomes with a mixed
collection of linear and circular chromosomes. We also describe a graph
structure that allows simplifying the theory and distance computation
considerably, as neither capping nor concatenation of the linear chromo-
somes are necessary.

1 Introduction

The problem of sorting multichromosomal genomes can be stated as: Given two
genomes A and B, the goal is to find a shortest sequence of rearrangement
operations that transforms A into B. The length of such a shortest sequence
is called the distance between A and B. Clearly, the solutions depend on what
kind of rearrangement operations are allowed.

Given their prevalence in eukaryotic genomes [1], the usual choices of operations
include translocations, fusions, fissions and inversions. However, there are some
indications that transpositions should also be included in the set of operations
[2], but the lack of theoretical results showing how to include transpositions in the
models led to algorithms that simulate transpositions as sequences of inversions.

In [3], the authors describe a general framework in which circular and linear
chromosomes can coexist throughout evolving genomes. They model inversions,
translocations, fissions, fusions, transpositions and block interchanges with a
single operation, called the double cut and join operation. This general model
accounts for the genomic evidence of the coexistence of both linear and circular
chromosomes or plasmids in many genomes [4,5].

In this paper, we present a simplified formalization of genomes with coexisting
circular and linear chromosomes, and a formal treatment of sorting such genomes
by the double cut and join operation. We introduce a very simple data structure,
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the adjacency graph, that is symmetric with respect to the two genomes under
study and is closely related to the visual picture of the genomes themselves. We
also show how the algebraic simplicity of the double cut and join operation yields
efficient sorting algorithms that can be tailored to optimize the use of certain
types of operations.

2 Notes on Graphs with Vertices of Degree One or Two

An essential ingredient in genome rearrangment studies are graphs where each
vertex has degree one or two. Here we recall some of their properties.

Let G be a graph where each vertex has degree one or two. We call a vertex
of degree one external and a vertex of degree two internal. An internal vertex
connecting edges p and q is denoted by the unordered multiset {p, q} and an
external vertex incident to an edge p by the singleton set {p}.

It follows immediately from the definition of G that any connected component
of G is either circular, consisting only of internal vertices, or it is linear, consisting
of internal vertices bounded by two external vertices, one at each end. We denote
circular components as cycles and linear components as paths. A cycle or path
is even if it has an even number of edges, otherwise it is odd.

Example 1. The following graph has four vertices of degree one and six vertices
of degree two. It has two cycles and two paths, one of which is even and one of
which is odd.

� � � � �� � � � �
Definition 1. The double cut and join (DCJ) operation acts on two vertices u
and v of a graph with vertices of degree one or two in one of the following three
ways:

(a) If both u = {p, q} and v = {r, s} are internal vertices, these are replaced by
the two vertices {p, r} and {s, q} or by the two vertices {p, s} and {q, r}.

(b) If u = {p, q} is internal and v = {r} is external, these are replaced by {p, r}
and {q} or by {q, r} and {p}.

(c) If both u = {q} and v = {r} are external, these are replaced by {q, r}.

In addition, as an inverse of case (c), a single internal vertex {q, r} can be
replaced by two external vertices {q} and {r}.

Figure 1 illustrates the definition.

The DCJ operation, although defined locally on a pair of vertices, has global
effects on the connected components of the graph. In order to describe these, we
use a terminology essentially borrowed from biology.

First, consider Figure 2. If the two vertices are contained in two different paths
and at least one of them is internal, then these paths exchange their ends, which
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Fig. 1. Definition of the double cut and join operation. Note that the operations be-
tween the two top graphs of part (c) are the identity.

is called a path translocation. If both are external vertices of different paths, as
in Figure 2 (c), then these paths are merged, called a path fusion. The inverse
of a path fusion is a path fission.

The case shown in Figure 3, where both linear and circular components are
mixed, is more intricate. If the DCJ operation acts on vertices contained in the
same path and at least one of them is internal, then the intermediate part of the
path is either reversed, called an inversion, or spliced out producing a new cycle,
called an excision. The inverse operation of an excision is called an integration.
If both are external vertices of the same path, as in Figure 3 (c), then a cycle is
formed, called a circularization. Its opposite is a linearization.

If the vertices are contained in the same cycle, or in two different cycles, as shown
in Figure 4, then we have either an inversion, a cycle fusion or a cycle fission.

The following lemma is an immediate consequence of the enumeration of all
possible cases in Figures 2, 3 and 4:

Lemma 1. The application of a single DCJ operation changes the number of
circular or linear components by at most one.

We will see in the next two sections how graphs with vertices of degree one or two
appear in two natural ways when modeling genomes and genome rearrangements.

3 Genes, Chromosomes and Genomes

In this section we introduce our notation of genomes and how they are modeled
as graphs with vertices of degree one or two.

A gene is an oriented sequence of DNA that starts with a tail and ends with a
head. These are called the extremities of the gene. The tail of a gene a is denoted
by at, and its head is denoted by ah. In biology, the tail of a gene is often called
its 3’ end and the head its 5’ end.

Two consecutive genes do not necessarily have the same orientation, since DNA
is double stranded and the complementary strands are read by the transcription
machinery in opposite direction. Thus an adjacency of two consecutive genes a
and b, depending on their respective orientation, can be of four different types:

{ah, bt}, {ah, bh}, {at, bt}, {at, bh}.
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Fig. 2. The DCJ operation applied on one or two paths yields path translocations,
fusions and fissions
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Fig. 3. The DCJ operation applied on a single path or a path and a cycle yields
inversions, excisions, integrations, circularizations and linearizations
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Fig. 4. The DCJ operation applied on a single cycle or on two cycles yields inversions,
cycle fusions and fissions

An extremity that is not adjacent to any other gene is called a telomere, repre-
sented by a singleton set {ah} or {at}.

A genome is a set of adjacencies and telomeres such that the tail or the head
of any gene appears in exactly one adjancency or telomere.

Given a genome, one reconstructs its chromosomes by representing the telom-
eres and adjacencies as vertices and then joining for each gene its tail and its head
by an edge.Note that the genome graph obtained thisway is a graphwith vertices of
degree one or two. The connected paths and cycles are chromosomes of the genome
which are either linear or circular. Linear chromosomes are bounded by telomeres.
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Chromosomes are often represented by lists of gene labels. These lists are ob-
tained by choosing a telomere in a linear chromosome, or an arbitrary gene in
a circular chromosome, and then enumerating the gene labels along the compo-
nent, using positive signs to indicate genes that are read from tail to head and
negative signs to indicate genes that are read from head to tail. For linear chro-
mosomes, the enumeration stops at its other telomere, for circular chromosomes
when the initial gene appears for the second time in the list. Positive signs may
be omitted where convenient.

Example 2. Let

A = {{at}, {ah, ct}, {ch, dh}, {dt}, {bh, et}, {eh, bt}, {ft}, {fh, gt}, {gh}}

be a genome with seven genes {a, b, c, d, e, f, g}. The corresponding genome graph
is the following:

� � � � �� � � �at ah ct ch dtdh
bt

bh et

eh

ft fh gt gh

One possible list representation of A is {(a, c,−d), (b, e, b), (f, g)}.
Since the chromosome graph is a graph with vertices of degree one or two, the

double cut and join operation defined in Section 2 can be applied to these graphs.
This operation is the same as defined, in different notation, by Yancopoulos et
al. [3].

We can now formulate the problem that we consider:

The DCJ Sorting and Distance Problem. Given two genomes A and B
defined on the same set of genes, find a shortest sequence of DCJ operations
that transforms A into B. The length of such a sequence is called the DCJ
distance between A and B, denoted by dDCJ (A, B).

Example 3. Consider the following two genomes that are defined over the set of
genes {a, b, c, d, e, f, g}:

A = {{at}, {ah, ct}, {ch, dh}, {dt}, {bh, et}, {eh, bt}, {ft}, {fh, gt}, {gh}}
B = {{ah, bt}, {bh, at}, {ct}, {ch, dt}, {dh}, {et}, {eh}, {fh, gt}, {gh, ft}}

Sorting A into B can, for example, be done in the following five steps, where the
affected gene extremities are underlined:

A = {{at}, {ah, ct}, {ch, dh}, {dt}, {bh, et}, {eh, bt}, {ft}, {fh, gt}, {gh}}
{{at}, {ah, bt}, {ch, dh}, {dt}, {bh, et}, {eh, ct}, {ft}, {fh, gt}, {gh}}
{{et}, {ah, bt}, {ch, dh}, {dt}, {bh, at}, {eh, ct}, {ft}, {fh, gt}, {gh}}
{{et}, {ah, bt}, {ch, dt}, {dh}, {bh, at}, {eh, ct}, {ft}, {fh, gt}, {gh}}
{{et}, {ah, bt}, {ch, dt}, {dh}, {bh, at}, {eh}, {ct}, {ft}, {fh, gt}, {gh}}

B = {{ah, bt}, {bh, at}, {ct}, {ch, dt}, {dh}, {et}, {eh}, {fh, gt}, {gh, ft}}

The DCJ distance between A and B is dDCJ(A, B) = 5.
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4 The Adjacency Graph

In order to solve the DCJ Distance Problem stated above, another graph of the
type discussed in Section 2 proves to be useful, this time defined on the pair of
genomes A and B.

Definition 2. The adjacency graph AG(A, B) is a graph whose set of vertices
are the adjacencies and telomeres of A and B. For each u ∈ A and v ∈ B there
are |u ∩ v| edges between u and v.

Example 4. The adjacency graph of our two genomes

A = {{at}, {ah, ct}, {ch, dh}, {dt}, {bh, et}, {eh, bt}, {ft}, {fh, gt}, {gh}}
B = {{ah, bt}, {bh, at}, {ct}, {ch, dt}, {dh}, {et}, {eh}, {fh, gt}, {gh, ft}}

is the following:

� � � � � � � � �at ahct ch dh dt bt eh et bh ft fh gt gh

� � � � � � � � �
ahbt bh at ct ch dt dh et eh fh gt gh ft
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Obviously, every vertex in the adjacency graphhasdegree one or two, therefore it
is aunionof cycles andpaths.Since thegraph isbipartite, all cycleshaveeven length.

The adjacency graph can easily be constructed as shown in Algorithm 1. Let
N be the number of genes in genomes A and B, respectively. Then Algorithm 1
takes O(N) time and uses O(N) space if the genomes are stored in a data
structure where, for each gene extremity, one has constant time access to the
adjacency or telomere that it is contained in. For example, this can be a table
with two rows of length at most 2N storing the adjacencies and telomeres of the
genome, and another table with two rows of length N storing for each gene in
which columns of the first table to find its head and its tail. For genome

Algorithm 1 (Construction of the adjacency graph)
1: create a vertex for each adjacency and each telomere in genomes A and B
2: for each adjacency {p, q} in genome A do
3: create an edge connecting {p, q} and the vertex of genome B that contains p
4: create an edge connecting {p, q} and the vertex of genome B that contains q
5: end for
6: for each telomere {p} of genome A do
7: create an edge connecting {p} and the vertex of genome B that contains p
8: end for
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Table 1. Table storing the adjacencies and
telomeres of genome A. Adjacencies have
two entries, telomeres just one.

1 2 3 4 5 6 7 8 9

first at ah ch dt bh eh ft fh gh

second – ct dh – et bt – gt –

Table 2. Table storing for each
gene in A the location of its head
and its tail in Table 1

a b c d e f g

head 2 5 3 3 6 8 9
tail 1 6 2 4 5 7 8

A = {{at}, {ah, ct}, {ch, dh}, {dt}, {bh, et}, {eh, bt}, {ft}, {fh, gt}, {gh}}

from the previous example, the two tables are shown in the following.

5 Sorting by DCJ Operations

As we will see in this section, the adjacency graph allows a simple characteriza-
tion of many of the properties of sorting by DCJ operations.

Lemma 2. Let A and B be two genomes defined on the same set of N genes,
then we have

A = B if and only if N = C + I/2

where C is the number of cycles and I the number of odd paths in AG(A, B).

Proof. Let a be the number of adjacencies and t the number of telomeres in
A = B, then N = a+ t/2. The adjacency graph AG(A, B) has C = a cycles and
I = t odd paths, hence N = a + t/2 = C + I/2.

To show that N = C + I/2 implies A = B, assume an adjacency graph
G = AG(A, B) such that N = C + I/2. Let a be the number of adjacencies and
t the number of telomeres in A, then N = a + t/2. Each cycle in G contains at
least one adjacency of A, thus C ≤ a. Each odd path in G contains exactly one
telomere of A, thus I ≤ t. From C + I/2 = N = a + t/2 it follows that C = a
and I = t. Thus all cycles have length two and all odd paths have length one,
which is only possible if the genomes are equal. ��

When a DCJ operation is applied to genome A, it acts on the adjacencies and
telomeres of genome A. The same DCJ operation acts also on the adjacency
graph since the adjacencies and telomeres of genome A are vertices of this graph.
Since the adjacency graph is a union of paths and cycles, all the tools and
terminology of Section 2 can be used.

In Lemma 1, we showed that the number of circular and linear components
can change by at most one when a DCJ operation is applied to a graph that
is a union of paths and cycles. In the case of adjacency graphs we have also
constraints on the possible changes in the number of odd paths:

Lemma 3. The application of a single DCJ operation changes the number of
odd paths in the adjacency graph by –2, 0, or 2.
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Algorithm 2 (Greedy sorting by DCJ)
1: for each adjacency {p, q} in genome B do
2: let u be the element of genome A that contains p
3: let v be the element of genome A that contains q
4: if u �= v then
5: replace u and v in A by {p, q} and (u \ {p}) ∪ (v \ {q})
6: end if
7: end for
8: for each telomere {p} in genome B do
9: let u be the element of genome A that contains p

10: if u is an adjacency then
11: replace u in A by {p} and (u \ {p})
12: end if
13: end for

Proof. Consider operations that are path translocations, fusions or fissions
(Figure 2). Two odd paths can be either transformed into two odd paths, or
into one or two paths of even length. Path(s) of even length(s) can be either
transformed into path(s) of even length, or into two paths of odd length. One
even and one odd path are always transformed into one even and one odd path.
Finally, splitting one odd path always yields an even and an odd path.

Inversions, excisions, integrations, circularizations and linearizations (Fig-
ure 3) do not change the number of odd paths since all cycles have even length.
No paths are involved in the DCJ operations of Figure 4. ��
Lemma 3 allows to derive the following lower bound for the DCJ distance:

Lemma 4. Let A and B be two genomes defined on the same set of N genes,
then we have

dDCJ(A, B) ≥ N − (C + I/2)

where C is the number of cycles and I the number of odd paths in AG(A, B).

Proof. Since none of the cases of the DCJ operation modifies the number of
cycles and odd paths simultaneously, this follows immediately from Lemmas 1,
2 and 3. ��
The adjacency graph is also very useful when one wants to find an optimal
sequence of sorting operations.

Observe that any pair of edges in the adjacency graph that connect two dif-
ferent vertices of genome A with an adjacency {p, q} in genome B can be trans-
formed by a single DCJ operation into a cycle of length two, plus the remaining
structure, reduced by the two edges. This operation always increases C + I/2 by
one since C is increased by one and we have already seen that no DCJ operation
can simultaneously change C and I.� � � �

� � � � � ��
�

��








 ⇒



A Unifying View of Genome Rearrangements 171

Now assume that all adjacencies of genome B are contained in cycles of length
two. There might still be pairs of telomeres of B that form an adjacency in A.
These adjacencies can be split into two telomeres, thus creating two odd paths
of length one each, increasing I by two.� � �

� � � �








�
�

�� ⇒

Pseudocode for this greedy sorting procedure is given in Algorithm 2. Note
that the adjacency graph does not need to be constructed explicitly if the
genomes are stored in the way sketched at the end of Section 4. Interestingly,
the algorithm is optimal:

Theorem 1. Let A and B be two genomes defined on the same set of N genes,
then we have

dDCJ(A, B) = N − (C + I/2)

where C is the number of cycles and I the number of odd paths in AG(A, B).
An optimal sorting sequence can be found in O(N) time by Algorithm 2.

Proof. Lemma 4 together with the fact that Algorithm 2 increments in each
iteration either C by one or I by two prove the distance formula.

The linear time complexity follows from the fact that our genome representa-
tion allows to find and perform each sorting operation in constant time and the
DCJ distance is never larger than N . ��

Remark 1. It is worth mentioning that our distance formula is equivalent to the
result dDCJ = b−c given by Yancopulos et al. [3], where b is the number of break-
points and c is the number of cycles of the breakpoint graph after appropriate
capping of the linear chromosomes.

To see this, let lA and lB be the number of linear chromosomes in genomes A
and B, respectively. Then the total number of breakpoints, as defined in [3], is
b = N + lB + aa = N + lA + bb where aa is the number of even paths that start
and end in genome A and bb is the number of even paths that start and end in
genome B. The number of cycles is c = C+I+E where C is the number of cycles,
I the number of odd paths and E the number of even paths in the adjacency
graph AG(A, B) as defined in this paper. Obviously E = aa + bb. Moreover,
each linear chromosome is associated to two path ends, thus the number of
linear chromosomes equals the number of paths, lA + lB = I + E. Together this
implies that 2b = 2N + 2E + I, giving b− c = N − C − I/2.

6 Conclusion

We have shown that, with a suitable representation, it is possible to model all
rearrangement operations on the most general genome structure that mixes both
circular and linear chromosomes.
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The basic tools for this representation are graphs that are unions of paths and
cycles. Surprisingly, this type of graph can be used for representing genomes, for
computing the DCJ distance, and for suggesting rearrangement scenarios. This
variety of uses suggests many interesting problems.

The first one is to investigate formal properties of graphs that are unions of
paths and cycles, with respect to the DCJ operation. For example, the cyclic
organization of these operations is a striking feature of Figures 2, 3 and 4 and
offers new ways to classify rearrangement operations. These graphs also give
a firm starting point to explore difficult rearrangement problems that involve
either gene duplications [6] or missing information about the actual order of
genes in a genome [7].

Last, but not the least, adding constraints on the type of allowed operations
often yields equations of the form

d(A, B) = dDCJ (A, B) + t

where t represents the additional cost of not resorting to DCJ operations. For
example, the Hannenhalli-Pevzner distance, that allows only translocations and
inversions on linear chromosomes [8], can be recast as avoiding all DCJ op-
erations that create a circular chromosome in either genome A or B. These
operations live only on Figure 2 and the upper half of Figure 3.

Another kind of restriction has recently been studied in [9], where operations
are fusions and fissions between circular unsigned chromosomes, and block in-
terchanges within a circular unsigned chromosome. The authors assign equal
weight to the three operations, even if a block interchange requires two DCJ op-
erations, and propose an O(N2) time algorithm to sort these circular genomes.
Their algorithm first applies fusions to both source and target genome, until
they have two genomes whose chromosomes have equal gene content. These fu-
sions can be identified in linear time by a search of the adjacency graph. They
then sort the resulting genomes by block interchanges using an O(N2) time al-
gorithm described in [10]. This can be done in the same time complexity, but
with elementary means, using a modification of our Algorithm 2 where every
intermediate chromosome created by a fission is immediately re-absorbed in the
next step, such that only block interchanges are performed. The modification
is to search, in the newly created circular chromosomes, a pair of genes that
are adjacent in the target genome, but on different chromosomes in the source
genome.
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Abstract. The evolutionary distance between two organisms can be de-
termined by comparing the order of appearance of orthologous genes in
their genomes. Above the numerous parsimony approaches that try to
obtain the shortest sequence of rearrangement operations sorting one
genome into the other, Bayesian Markov chain Monte Carlo methods
have been introduced a few years ago. The computational time for con-
vergence in the Markov chain is the product of the number of needed
steps in the Markov chain and the computational time needed to per-
form one MCMC step. Therefore faster methods for making one MCMC
step can reduce the mixing time of an MCMC in terms of computer
running time.

We introduce two efficient algorithms for characterizing and sampling
transpositions and inverted transpositions for Bayesian MCMC. The first
algorithm characterizes the transpositions and inverted transpositions by
the number of breakpoints the mutations change in the breakpoint graph,
the second algorithm characterizes the mutations by the change in the
number of cycles. Both algorithms run in O(n) time, where n is the size of
the genome. This is a significant improvement compared with the so far
available brute force method with O(n3) running time and memory usage.

1 Introduction

The differences between the order of genes in two genomes have been used as
a measurement of evolutionary distance already more than six decades ago [1].
The rediscovery of inversion distance is dated back to the eighties [2,3], and since
then a large set of papers on optimization methods for genome rearrangement
problems has been published. However, except the case of sorting signed permu-
tations by inversions [4,5,6,7,8,9] or by translocations [10], only approximations
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[11,12,13,14,15] and heuristics [16] exist. Most of the methods concerning with
more types of mutations either penalize all the mutations with the same weight
[14], or exclude a whole set of possible mutations due to a special choice of
weights [13]. (A nice exception can be found in [17].)

Above the numerous parsimony approaches that try to obtain the shortest se-
quence of rearrangement operations sorting one genome into the other, Bayesian
Markov chain Monte Carlo methods have been introduced a few years ago. They
define different models where genomes can evolve by reversals [18,19,20], rever-
sals and translocations [21] or reversals, transpositions and inverted transposi-
tions [22,23]. It has been shown that transpositions and inverted transpositions
could happen in unichromosomal genomes [24], therefore it is natural to incorpo-
rate such events into the Bayesian model. So far the available computer program
for the model accommodating transpositions and inverted transpositions used
O(n3) memory and had O(n4) running time per MCMC step [23]. Though this
memory usage and running time allowed the analysis of short genomes (for exam-
ple, Metazoan mithochondrial genomes), the program suffered memory problems
with large genomes containing hundreds of genes.

We introduce two algorithms for characterizing and sampling transpositions
and inverted transpositions. The first algorithm characterizes the mutations by
the number of breakpoints they remove and samples from a distribution in which
breakpoint-removing mutations are preferred. The second algorithm character-
izes the mutations by the change in the number of cycles in the graph of desire
and reality and samples from a distribution in which cycle-increasing mutations
are preferred. Both algorithms run in O(n) time where n is the length of the
genome. Since linear running time algorithms for characterizing and sampling
reversals have already been developed earlier [24,23], an MCMC step in the re-
versals, transpositions and inverted transpositions accommodating model takes
only O(n2) running time (the sampling algorithm might be repeated O(n) times
in an MCMC step), and needs only linear memory with these algorithms.

2 Preliminaries

2.1 Mathematical Description of Genome Rearrangement

Genomes are assumed to have the same gene content, and each gene is repre-
sented in one copy in both genomes. Gene orders are described as signed permu-
tations, numbers correspond to genes, signs represent the reading direction of
genes. Since mutations are actions on the signed permutation group, transform-
ing a genome π1 to genome π2 is equivalent with sorting π−1

2 π1 to the identical
permutation, and thus, we are going to talk about sorting permutations instead
of transforming one into another. By following the convention, a signed permu-
tation of length n is represented as an unsigned permutation of length 2n, +i is
replaced by 2i−1, 2i, and −i is replaced by 2i, 2i−1. This unsigned permutation
is then framed to 0 and 2i + 1. To properly mimic the signed permutation case,
only segments [2i + 1, 2j] are allowed to mutate in the unsigned representation.
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The graph representation of a signed permutation is called graph of reality
and desire, whose vertexes are the numbers from 0 to 2n + 1, and edges are the
reality and desire edges. The reality edges connect every second position in the
permutation starting with 0. Mutations act on the reality edges; a reversal acts
on two reality edges, while a transposition or an inverted transposition on three
ones. The desire edges are arcs connecting 2i with 2i+1 for each i. A desire edge
is unoriented if it spans even number of points otherwise it is oriented. Since each
vertex has a degree of 2, the graph of desire and reality can be unequivocally
decomposed into cycles. A reality edge is a breakpoint if its cycle is longer than 2.

The identity permutation has 0 breakpoints and n + 1 cycles, all other muta-
tions have more breakpoints and less cycles. Therefore the sorting of a permu-
tation is equivalent with increasing the number of cycles to n + 1 or decreasing
the number of breakpoints to 0. Mutations can be characterized by the num-
ber of breakpoints they remove or the change in the number of cycles. We will
talk about e.g., -3-b-transpositions meaning that they remove 3 breakpoints or
+1-c-inversions, which increase the number of cycles by 1.

2.2 Stochastic Modeling and Bayesian MCMC

Time-continuous Markov models have been the standard approaches for stochas-
tic modeling of molecular evolution. Unlike the case of nucleic acid substitution
models, modeling genome rearrangements is computationally demanding and no
analytical solutions are known for transition probabilities. What we can calculate
is the likelihood of a trajectory, which is the probability that a given sequence of
mutations happened in a time span conditional on a set of parameters describing
the model [22,23,24].

To sample trajectories from the posterior distribution, we apply Bayesian
Markov chain Monte Carlo (MCMC) [25,26] which is a random walk on the pos-
sible trajectories, and whose stationary distribution is the posterior distribution
of trajectories. The random walk is constructed in two steps. In the first step,
a new trajectory is drawn from a proposal distribution, and in the second step,
the discrepancy between the proposal and the target distribution is corrected by
accepting the proposal with probability

min
{

1 ,
P (X |Y )π(Y )
P (Y |X)π(X)

}
(1)

where P is the proposal distribution, π is the target one, X is the actual state
of the chain, and Y is the proposal, and the chain remains in state X with
the complement probability [25,27]. The proposal step replaces a part of the
trajectory. The new sub-trajectory is obtained step by step, each mutation is
drawn from a distribution that mimics the target distribution we would like to
sample from, and the new proposal is independent from the old sub-trajectory.

The mixing of the Markov chain depends on how well the proposal distribution
can mimic the target distribution. When proposing a new sub-trajectory step
by step, published methods measure the departure of the actual rearrangement
from the rearrangement where the sub-trajectory must arrive to, and propose
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mutations decreasing the measurement of the departure (’good’ mutations) with
high probability and propose other ones (’bad’ mutations) with low probability.
This philosophy seems to be essential since random mutations would reach the
target rearrangement with a very small probability.

Since there are 3
(
n+1

3

)
transpositions and inverted transpositions and

(
n+1

2

)
reversals, an algorithm that spends only constant time with each possible mu-
tation to decide its goodness will already run in Ω(n3) time. Therefore it is
not a trivial problem how to characterize and sample mutations in less time.
Below we show two algorithms characterizing and sampling transpositions and
inverted transpositions in linear time, a very simple for breakpoints and a more
sophisticated for cycles.

3 Characterizing and Sampling Transpositions and
Inverted Transpositions

Figure 1 shows the two decision trees that the below described algorithms use to
sample random mutations. At an internal node, a random decision is made only if
both subtrees are non-empty. If one of the subtrees is empty, then the algorithm
chooses the other subtree with probability 1. For example, in Figure 1 a), if
there is no transposition or inverted transposition decreasing the number of
breakpoints by 3, and there is no reversal decreasing the number of breakpoints
by two, then there is no random decision at the root of the tree, the algorithm
will go to the right subtree with probability 1.

3.1 Sampler Based on the Change of Breakpoints

The first algorithm characterizes the mutations with the number of breakpoints
the mutation removes. The algorithm calculates in linear time the number of

 

Fig. 1. Decision trees used by the introduced algorithms. T stands for transpositions
and inverted transpositions, R stands for reversals. Numbers on the edges means prob-
abilities, p is between 0.5 and 1. In practice, p = 0.8 gives a proposal distribution which
is reasonably close to the target distribution, acceptance ratio is about 20 −−30%.
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transpositions and inverted transpositions for each category in Figure 1 a),
namely -3-b, -2-b, -1-b and “rest” mutations, and it is able to sample from
a uniform distribution for each category also in linear time.

Preprocessing. For each i, we calculate b(i), which is the number of break-
points after position i; od(i), which is the number of oriented desire edges going
from the left end of a reality edge to the right after position i, and ud(i), which
is the number of unoriented desire edges going from the left end of a reality
edge to the right after position i. These numbers can be trivially calculated by
traversing the permutation from right to left.

Counting the mutations. For each category and reality edge, we calculate in
O(1) time the number of mutations that fall in the given category and their left-
most reality edge is the given edge on which they act. Since there are at most three
such mutations for categories -3-b and -2-b —see Figure 2—and these cases can be
checked in O(1) time for each reality edge, this is the trivial part of the algorithm.

 

Fig. 2. Configurations on which a mutation can decrease the number of breakpoints.
a)-c): 3-cycles on which if a) a transposition, b) an inverted transposition to the left
or c) an inverted transposition to the right acts, the number of breakpoints decreases
by 3. d) The three possible cases on which a transposition can decrease the number
of breakpoints by two. Similarly for inverted transpositions, there are 3-3 cases de-
rived from the 3-long cycles showed at b) and c). e) The three possible situation on
which a transposition can decrease the number of breakpoints by one. The empty re-
ality edge must be a breakpoint. Similar configurations can be obtained for inverted
transpositions.

The maximum number of possible -1-b-transpositions and inverted transpo-
sitions is O(n) for each reality edge. These mutations fall into three categories,
see Fig 2. e). Having known b(i), od(i) and ud(i) in advance, the number of
mutations can be calculated in constant time for each category. For example,
for the third case in Fig 2 e), it is ud(i) minus the possible zero, one or two
mutations which are actually -2-b- or -3-b-transpositions.

The number of “rest” mutations can be easily calculated if the number of
-3-b, -2-b and -1-b-mutations are subtracted from the number of all possible
mutations, which is

(
n+1−i

2

)
each for transpositions, inverted transpositions to

the right and inverted transpositions to the left.
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Sampling from each category. Since we know the number of possible muta-
tions for each category and each leftmost reality edges, we first sample the leftmost
reality edge from the properly weighted distribution. For -3-b and -2-b-mutations,
the number of mutations having a fixed leftmost reality edge is constant, and the
algorithm can choose a random one from this constant size set.

To sample from the O(n) possible -1-b-transpositions or inverted transpo-
sitions, the algorithm first chooses one of the three possible sub-cases for the
selected leftmost reality edge, and depending on the chosen sub-case, it chooses
a breakpoint, an oriented or unoriented desire edge that defines the correspond-
ing mutation.

To sample from the “rest” mutations, the algorithm first chooses a rightmost
reality edge after fixing the leftmost reality edge. It calculates the number of
“rest” mutations for each possible rightmost reality edge. This is the number of
all possible mutations minus the number of -3-b, -2-b and -1-b mutations. The
subtracted numbers can be calculated in O(1) time, hence the number of “rest”
mutations for each rightmost edge. After this, the algorithm chooses a rightmost
edge from the properly weighted distribution, and finally, the algorithm chooses
one from the O(n) possible middle reality edges, given the fixed leftmost and
rightmost edges.

3.2 Sampler Based on the Change of Cycles

The second algorithm characterizes the mutations by the change in the number of
cycles. Though this algorithm does not tell the exact number of mutations falling
into a given class, it does tell for each category and for each reality edge whether
or not there exists a mutation that falls into the given category and its leftmost
edge is the given one. This is enough for using the decision tree in Figure 1 b)
and for sampling from a distribution for which the sampling probabilities can
be calculated. (We would like to mention for non-experts that the ability of
sampling from a distribution does not imply that sampling probabilities can be
calculated, see for example [28,26,24].)

It is easy to show that cycle-increasing mutations act on one cycle. If three re-
ality edges are in one cycle, they are in one of the eight possible configurations in
Table 1. The idea of the algorithm is that for each configuration and reality edge,
the algorithm decides whether or not there are other two reality edges to the right
being in the given configuration with the third edge. If so, then the reality edge
goes to a set from which the algorithm chooses a random leftmost reality edge.
Once the algorithm has chosen the mutation type and the leftmost reality edge, it
decides for each reality edge on the right hand side of the leftmost edge whether
or not it can be together with a rightmost reality edge in a configuration that is
good for the given mutation type. After choosing a random middle edge from the
ensemble of possible middle edges, the algorithm finally chooses a random good
leftmost edge. This method also takes only O(n) time and memory.

Preprocessing. The algorithm works on each cycle independently. Starting
with the leftmost edge of the cycle, the algorithm traverses the cycle and stores
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Table 1. The possible configurations of three reality edges in a cycle and the category of
mutations acting on them. Dotted arcs are not necessarily reality edges but alternating
paths of reality end desire edges.

Configuration transposition inv. trans. to the left inv. trans. to the right
 

+2-c +1-c +1-c
 

+1-c +2-c “rest”
 

+1-c “rest” +2-c
 

+1-c “rest” “rest”
 

“rest” +1-c +1-c
 

“rest” +1-c “rest”
 

“rest” “rest” +1-c
 

“rest” “rest” “rest”

the visiting order of reality edges, as well as the direction of the reality edges
on the cycle-traversing. π(i) tells the visit order of the reality edge in the ith
position, and pos(i) tells the position of the edge which was the ith in the cycle
tour and sign(i) tells the direction of the edge.(We will denote by plus sign the
left to right direction and by minus sign the right to left direction.) These arrays
can be trivially calculated in O(n) time.

After this, the algorithm traverses the reality edges in reverse position order
(namely, from right to left), and calculates s max(i) = maxj≥i{π(j)|sign(j) = s}
both for positive and negative signs.

Existence of mutations. Each configuration in Table 1 can be traversed in
six possible ways, see for example in Figure 3 how the first configuration in

 

Fig. 3. The possible visiting order of three reality edges on which a transposition
increases the number of cycles by two. Dotted arcs are not necessarily reality edges but
alternating paths of reality and desire edges.
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Table 1 can be traversed. Eight configurations times the six possible traversing
gives 48 cases, and this is the 3! possible permutations of the visiting order of
the three edges multiplied by the 23 possible signs of the three edges. Instead
of configurations and traversing, we will talk about visiting permutations and
signs, there is a one-to-one correspondence between them. Therefore the problem
is to tell in constant time for each permutation, sign pattern and reality edge
whether or not there are other two reality edges to the right being in the given
permutation and sign pattern. Any sign pattern can be discussed in a general
way, the three signs will be denoted by s1, s2 and s3 from left to right.

Another observation is that it is enough to give algorithms for the 1, 2, 3, the
2, 1, 3 and 1, 3, 2 permutations since the cycle can be traversed with starting the
tour on the leftmost edge in the other direction. This will cause a change in
the permutation such that 3 and 1 will be swapped, and all signs will change to
the other sign. For example, in Figure 3, the cases on the right column will turn
to the cases on the left column if the cycle is traversed in a reverse order.

The 1, 2, 3 case. The 1, 2, 3 permutation is the easy case for any signs. The
algorithm traverses again the reality edges in a reverse position order, and cal-
culates

s2 max s3 max(i) = max
j≥i

{π(j)|π(j) < s3 max(j) & sign(j) = s2} (2)

There is a 1, 2, 3 permutation with a good sign pattern for a position i if sign(i) =
s1 and π(i) < s2 max s3 max(i).

The 2, 1, 3 case. The algorithm runs an index i from 1 to n and is in the
rightmost position j for which π(j) < i, sign(j) = s2 and s3 max(j) > i. If
pos(i) < j and sign(i) = s1, then there is a 2, 1, 3 case with proper signs starting
in position pos(i), otherwise such configuration does not exist in that position.
Knowing the pos() and s3 max() arrays, it is easy to jump to the proper rightmost
position until i > s3 max(j). Then the algorithm must go back to the rightmost
position j for which π(j) < i < s3 max(j). Directly traversing back the positions
would take O(n) time and such traversing back might be necessary O(n) times,
giving the algorithm an O(n2) running time. Therefore some preprocessing is
necessary.

In the preprocessing, the algorithm marks the anchor points of the s3 max
threshold function (rectangles in Figure 4). Then for each interval between two
consecutive anchor points, it traverses backward the interval, and creates the
chained list of the local s2 min anchor points (black circles in Figure 4, locality
also means that it checks only points which are smaller than the right anchor
s3 max value). For the local minimum, it finds on the previous chained list the
first anchor point which is smaller than the actual local minimum, traversing
the chain from up to down. The actual list is then augmented with the rest of
the list. With up-to-down search, each anchor point is visited only once while
searching, providing the O(n) running time of the preprocessing algorithm.
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Fig. 4. Explanatory figure for the 2, 1, 3 algorithm. For details, see the text.

Increase of i is indicated with a double line in Figure 4, jumping in positions is
indicated with a dashed line. While there is no j for which π(j) < i < s3 max(j)
and sign(j) = s2, the algorithm remains in position 1 and marks all pos(i) having
no good 2, 1, 3 configuration. The algorithm jumps positions toward the right
end of the permutation whenever a good position j appears, until i > s3 max(j).
Then it jumps to the next s3 max anchor point to the left, and slides down on
the s2 min chained list until for the current position j, π(j) < i. Each edge of
the s2 min anchor chains is used at most once for back-traversing. To see this,
suppose that the algorithm used an edge in a back-traversing, let the value of
the starting s3 max anchor point be x, and let the starting point of the edge in
question be in position j, hence having value π(j). Clearly, π(j) < x, and next
time the traceback starts when i > x. Although the back-traversing might arrive
to position j, it will stop since i > π(j). Since the total size of the chained s2 min
anchor list is O(n), the algorithm spends only O(n) time with back-traversing,
and hence, has only O(n) running time altogether.

The 1, 3, 2 case. For this case, the preprocessing creates a double chained list
of the numbers having sign s3. It traverses the permutation in position order
(namely, from left to right) and pulls out the numbers having sign s3 from the
chained list. The preprocessing remembers the neighbours of each number being
pulled out, hence it will be possible to put back the numbers in reverse order.

After the preprocessing, the algorithm traverses the permutation in reverse
position order (namely, from right to left), and puts back the visited s3-signed
numbers into the chained list. The algorithm remembers the maximal visited
number with sign s3 having to the right a greater number with s2 sign, denoted
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by M . Whenever the algorithm arrives to an s2-signed number, S, it updates
M . To do this, it walks on the chained list of s3-signed numbers till the last
number in the chain that is smaller than S. For any s1-signed number X , there
is a 1, 3, 2 configuration iff X < M .

Mutations with leftmost reality edge of position 1, and sampling the
middle and rightmost edges. The above mentioned algorithms work for the
reality edge in position 1, with the notation that the given permutation patterns
must be compared with the configurations in Table 1.

Once we choose a rightmost edge in position i and the type of the mutation,
deciding whether or not a reality edge can be in a pattern being good for the
prescribed mutation is very easy, one should only check the s3 min and s3 max
values with the possible restriction they might not be bigger or smaller than π(i),
depending on the searched permutation pattern. Similarly, once the rightmost
and middle edge have been chosen, it is very easy to find the list of possible
leftmost reality edges.

Weighting the reality edges. Sampling from the uniform list of possible
rightmost edges might lead to a very skewed distribution where mutations on
the right ends of cycles are preferred. This is because there might be significantly
more mutations of a category with a leftmost reality edge at the left end of a
cycle than at the right end of a cycle. Therefore some sophisticated weighting
yields better distribution also in terms of acceptance ratios. This statistical issue
will be discussed in another paper.

“Other” mutations. We must mention that mutations acting on more than
one cycle all fall into the “other” category. Knowing whether or not there are
reality edges being in other cycles, it is trivial to decide whether or not mutations
acting on different cycles and having the current reality edges as leftmost edge
exists is a trivial problem.

4 Discussion

We introduced two strategies for efficient sampling of transpositions and inverted
transpositions. Both algorithms run in O(n) time and memory, and can be used
in Bayesian MCMC. With these sampling algorithms, one MCMC step can be
performed in O(n2) time and in linear memory, which is a significant improvement
to the so far available algorithm having O(n4) running time and O(n3) memory.

We hope we could convince the readers that designing Markov chain Monte
Carlo methods in bioinformatics is not only a statistical problem but an at least
as important algorithmic problem, too.
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Abstract. Alignments of sequences are widely used for biological se-
quence comparisons. Only biological events like mutations, insertions and
deletions are usually modeled and other biological events like inversions
are not automatically detected by the usual alignment algorithms.

Alignment with inversions does not have a known polynomial algo-
rithm and a simplification to the problem that considers only non-over-
lapping inversions were proposed by Schöniger and Waterman [20] in
1992 as well as a corresponding O(n6) solution1. An improvement to
an algorithm with O(n3 log n)-time complexity was announced in an ex-
tended abstract [1] and, in this present paper, we give an algorithm that
solves this simplified problem in O(n3)-time and O(n2)-space in the more
general framework of an edit graph.

Inversions have recently [4,7,13,17] been discovered to be very impor-
tant in Comparative Genomics and Scherer et al. in 2005 [11] experimen-
tally verified inversions that were found to be polymorphic in the human
genome. Moreover, 10% of the 1,576 putative inversions reported over-
lap RefSeq genes in the human genome. We believe our new algorithms
may open the possibility to more detailed studies of inversions on DNA
sequences using exact optimization algorithms and we hope this may be
particularly interesting if applied to regions around known rearrange-
ments boundaries. Scherer report 29 such cases and prioritize them as
candidates for biological and evolutionary studies.

1 Introduction

Alignments of sequences are widely used for biological sequence comparisons and
can be associated with a set of edit operations that transform one sequence to
the other. Usually, the only edit operations that are considered are the substi-
tution (mutation) of one symbol by another one, the insertion of one symbol
1 In this case, n denotes the maximal length of the two aligned sequences.

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 186–196, 2006.
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and deletion of one symbol. If costs are associated with each operation, there is
a classic O(n2) dynamic program that computes a set of edit operations with
minimal total cost and exhibit the associated alignment, which has good quality
and high likelihood for realistic costs.

Other important biological events like inversions are not automatically de-
tected by the usual alignment algorithms and we can define a new edit operation,
the inversion operation, which substitutes any segment by its reverse comple-
ment sequence. We can define a new alignment problem: given two sequences
and fixed costs for each kind of edit operation, the alignment with inversions
problem is an optimization problem that queries the minimal total cost2 of an
edit operations series that transforms one sequence to the other. Moreover, one
may also be interested in the exhibition of its corresponding alignment and/or
edit operations. Unfortunatley, the decision problem associated with alignment
with inversions for an unlimited alphabet size is NP-hard as consequence of Jiang
et al. [5].

Some simplifications of this problem have been studied and were proved to be
NP-complete [3,22]. Many approximation algorithms were also proposed [6,16].
Another important simplification is the problem known as sorting signed permu-
tations by reversals and polynomial algorithms were obtained in a sequence of
papers [2,14,15,21]. These approaches are mainly used for the study of inversions
on sequences of genes, but new comparative results given by Sherer et al. [11]
show also the importance of DNA inversion studies where those methods can
not be used. Moreover, Sherer et al. reported 83 inversions that are contained
within a gene.

Another important approach was introduced in 1992, by Schöniger and Wa-
terman [20]. They introduced a simplification hypothesis: all regions involved
in the inversions do not overlap. This simplification is realistic for local DNA
comparisons on relatively close sequences. This led to the alignment with non-
overlapping inversions problem and they presented a simple O(n6) dynamic
programming solution for this problem and also introduced a heuristic for it
that reduced the average running-time to something between O(n2) and O(n4).

Recently, independent works [8,9,10,12] gave exact algorithms for alignments
with non-overlapping inversions with O(n4)-time and O(n2)-space complexity.
An algorithm with O(n3 log n)-time [1] was later announced. In this paper, we
give an algorithm that solves this simplified problem in O(n3)-time and O(n2)-
space.

2 Alignments with Non-overlapping Inversions

The standard alignment of two strings is called standard alignment in this text.
This kind of alignment, when viewed as the process of transforming a string s in
a string t, uses the well known string edit operations of insertion, deletion and
substitution of symbols.

2 In this work, we deal with the dual approach of maximization of similarity score.
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The alignment of s and t is usually represented by the insertion of some
spaces (−) in certain places of each string and the matching (alignment) of each
symbol or space of s with the symbol or space in the corresponding position in
t. If s[i] and t[j] are symbols from s and t, respectively, then a pair (s[i], t[j]) is
a substitution of s[i] by t[j] (if they are equal we say it’s a match), (−, t[j]) is
the insertion of t[j] and (s[i],−) is the deletion of s[i]. Usually, there are costs
associated with each edit operation and a score is given to the alignment based
on the pairs that were formed.

An extra operation is considered here: the inversion of a substring. A string
that suffers this operation has a substring removed, reverted, complemented
and inserted back in its original place. For example, the inversion of the string
ACCATGC gives GCATGGT.

When evaluating an alignment with inversions, there is a cost associated with
the inversion operation. Besides that, insertions, substitutions and deletions may
be applied in an inverted substring, incurring in additional costs.

In this paper we consider only non-overlapping inversions. This means that
when aligning two strings we may consider multiple inversions in s, but any
symbol of s may be involved in at most one inverted substring. When dealing
with non-overlapping inversions, the order in which the inversions are performed
is unimportant.

In the following sections, s is the inverted string s while s[a..b] is the inverted
substring os s that starts in position a and ends in position b. These positions
are taken from s, not s, as would be the case in s[a..b] (notice the extension of
the bar in each case).

3 Edit Graph

Let s and t be two sequences of lengths n and m respectively.

Definition 3.1 (Edit Graph of s and t). Consider V = {(i, j)|0 ≤ i ≤ n, 0 ≤
j ≤ m} and E = EH ∪ ED ∪ EV , such that,

– EH = {ei,j
H = ((i, j − 1), (i, j))|0 ≤ i ≤ n, 0 < j ≤ m} is the set of horizontal

edges that end on vertex (i, j),
– ED = {ei,j

D = ((i − 1, j − 1), (i, j))|0 < i ≤ n, 0 < j ≤ m} is the set of
diagonal edges that end on vertex (i, j),

– EV = {ei,j
V = ((i − 1, j), (i, j))|0 < i ≤ n, 0 ≤ j ≤ m} is the set of vertical

edges that end on vertex (i, j).

Consider the function ω : E −→ R ∪ {−∞}, that associates each edge e ∈ E
with weight ω(e). The directed graph G = (V, E, ω) is the edit graph of s and t.

In this work, the weight of edge ei,j
V is the score of the deletion of letter s[i]

when s[1..i − 1] is aligned with t[1..j], the weight of edge ei,j
H is the score of

the insertion of letter t[j] when s[1..i] is aligned with t[1..j − 1] and the weight
of edge ei,j

D is the score of the substitution of letter s[i] by letter t[j] when
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(a) Edit graph (b) Extended edit graph

Fig. 1. Examples of edit graph and extended edit graph. Edge weights are not shown,
and the only extended edges shown are those that arrive at (1, 2).

s[1..i−1] is aligned with t[1..j−1]. These weights are usually defined by a function
φ : Σ ∪ {−} × Σ ∪ {−} −→ R ∪ {−∞}, − /∈ Σ, such that ω(ei,j

V ) = φ(s[i],−),
ω(ei,j

H ) = φ(−, t[i]) and ω(ei,j
D ) = φ(s[i], t[i]), where Σ is the set of symbols used

in the sequences.
Therefore, there is a one-to-one relation between paths in G and standard

alignments of s against t. In others words, one path from (0, 0) to (i, j) in G
corresponds to one and only one standard alignment of s[1..i] against t[1..j]. The
score of an alignment without inversions is the total weight of its corresponding
path in G.

We say that a path p from u = (i, j) to v = (i′, j′) is optimal if there is no
other path from u to v with total weight greater than the weight of p. We denote
wv

u = wi′,j′
i,j to be the weight of this optimal path path p. If there is no such a

path from u to v, we denote wv
u = −∞.

Notice that the score of an optimal standard alignment of s against t is the
weight of an optimal path from (0, 0) to (i, j) in G.

Definition 3.2 (Extended edit graph of s and t). Consider EH , ED, EV

and V as described in the definition of edit graph of s and t. Consider E =
EH ∪ED ∪EV ∪EX where EX =

⋃n
i=0

⋃m
j=0 Ei,j

X and Ei,j
X is the set of extended

edges that end on vertex (i, j), that is

Ei,j
X = {ei,j

i′,j′ = ((i′, j′), (i, j)) | 0 ≤ i′ ≤ i ≤ n, 0 ≤ j′ ≤ j ≤ m e (i′, j′) �= (i, j)}.

The directed graph G = (V, E, ω) is the extended edit graph of s and t and the
weight function ω is defined like in the edit graph, but extended to assign weights
to the extended edges.

In this paper, the extended edges represent optimal standard alignments of sub-
strings of t against inverted substrings of s.

Let G be an extended edit graph of s and t. The graph obtained by removing
the extended edges from G is an edit graph of s and t. Like in edit graphs, an
optimal path in an extended edit graph is a path with maximal weight.
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4 The Algorithm

Let s = s[1..n] and t = t[1..m] be the sequences to be aligned.
Let G = (V, E, ω) be the edit graph of s and t. This graph is used to evaluate

the alignments of substrings of t and inverted substrings of s. In G, the weights
ω(ei,j

H ), ω(ei,j
D ) and ω(ei,j

V ) correspond, respectively, to the scores of insertion of
t[j], substitution of s[i] = s[n + 1− i] by t[j] and deletion of s[i] = s[n + 1− i].

Let G = (V, E, ω) be the extended edit graph of s and t, such that

ω(ei,j
H ) = score of insertion of t[j],

ω(ei,j
V ) = score of deletion of s[i],

ω(ei,j
D ) = score of substitution of s[i] by t[j],

ω(ei,j
i′,j′) = w

(n−i′,j)
(n−i,j′) + ωinv,

where ωinv is a penalty value for inversions and w
(n−i′,j)
(n−i,j′) is the weight of an

optimal path from (n− i, j′) to (n− i′, j) in G. In others words w
(n−i′,j)
(n−i,j′) is the

score of the standard alignment of s[i′ + 1..i] against t[j′ + 1..j].
Since there is a one to one relation between paths in G and alignments with

non-overlapping inversions of s against t, the weight of an optimal path from
(0, 0) to (n, m) in G is the score of an optimal alignment with non-overlapping
inversions of s against t.

The following definitions help us to understand how the weight of an optimal
path from (0, 0) to (n, m) in G is obtained through Algorithm 1.

Definition 4.1 (Matrix B). B[i, j] = wi,j
0,0 is the weight of an optimal path

from (0, 0) to (i, j) on G, 0 ≤ i ≤ n and 0 ≤ j ≤ m.

In others words B[i, j] is the score of an optimal alignment with non-overlapping
inversions of s[1..i] against t[1..j].

Definition 4.2 (Matrix Outii′). Given i′ and i such that 0 ≤ i′ ≤ i ≤ n we
define the matrix Outii′ [1..m, 1..m] of G as

Outii′ [j′, j] =
{

B[i′, j′] + wi,j
i′,j′ , if 0 ≤ j′ ≤ j ≤ m,

−∞ if 0 ≤ j < j′ ≤ m,

The element Outii′ [j′, j] stores the optimal alignment score of s[1..i] against t[1..j]
such that s[i′ + 1..i] is aligned with t[j′ + 1..j].

Definition 4.3 (hDif i,j
i′ vector). Let G be an edit graph. Given i′ and the

vertex (i, j) of G such that 0 ≤ i′ ≤ i, we define hDif i,j
i′ of G by the vector of

size j such that hDif i,j
i′ [j′] = wi,j

i′,j′ − wi,j−1
i′,j′ , 0 ≤ j′ < j.

The vector hDif i,j
i′ has an important property that is used by our algorithm: it

is nondecreasing.
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Lemma 4.4 The vector hDif i,j
i′ of an edit graph G is nondecreasing.

Proof. Let (i′, j1), (i′, j2), (i, j3) and (i, j4) be vertices of G, such that 0 ≤
j1 < j2 ≤ j3 < j4 ≤ m. There is at least one common vertex v that belongs
to the paths from (i′, j2) to (i, j3) and from (i′, j1) to (i, j4), as one can see
at Figure 2. To simplify, we define: a = wi,j3

i′,j1 , b = wi,j4
i′,j2 , c = wv

(i′,j1), d =

w
(i,j4)
v , e = wv

(i′,j2) and f = w
(i,j3)
v . As a and b are the optimal path scores

then a ≥ c + f and b ≥ e + d. Adding the two previous inequalities we have
a+ b ≥ c+ f + e+ d ⇒ b− (e+ f) ≥ (c+ d)− a. Consider j3 = j4− 1. Therefore
wi,j4

i′,j2 − wi,j4−1
i′,j2 ≥ wi,j4

i′,j1 − wi,j4−1
i′,j1 ⇒ hDif i,j4

i′ [j2] ≥ hDif i,j4
i′ [j1].

Fig. 2. Illustration of the proof of Lemma 4.4

The number of times that hDif i,j
i′ [j′] increases when we sweep through

hDif i,j
i′ from j′ = 0 to j − 1 is called ψH i,j

i′ .
Usually, the adopted score system has integer values: r for rewarding a match,

q for a mismatch and E for a gap. Usually 2E ≤ q < r. Using the edit graph
notation, the weights of the edges can be defined as ω(ei,j

D ) = r if s[i] = t[j],
ω(ei,j

D ) = q if s[i] �= t[j] and ω(ei,j
H ) = ω(ei,j

V ) = E ∀(i, j). In these cases ψH i,j
i′ ≤

r−2E, so ψH i,j
i′ is limited by a constant. For instance, if the score system is the

LCS (Longest Common Subsequence), r = 1 and q = E = 0, then ψHi,j
i′ ≤ 1.

The Figure 3 shows a case where ψH i,j
i′ ≤ 3.

In this text, we consider ψH i,j
i′ limited by a constant.

We store the values of j′ where occur each increment of hDif i,j
i′ in a matrix

called BLHi
i′ .

Definition 4.5 (BLHi
i′ matrix). Given i′ and i such that 0 ≤ i′ ≤ i ≤ n, we

define the column j, 0 ≤ j ≤ m, of BLHi
i′ as a vector of size ψH i,j

i′ such that
BLHi

i′ [α, j] is the α-th j′ where hDif i,j
i′ [j′] �= hDif i,j

i′ [j′ − 1], for j′ from 1 to
j − 1.
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-4 -2 -2 -2 -3 -2 0 -1 -2 -3 - 2 0 0 -1 1 2 -1 -1 -1
- -4 -2 -2 -3 -1 1 0 -1 -2 - - 2 0 -1 2 2 -1 -1 -1
- - -4 -4 -2 0 2 1 0 -1 - - - 0 2 2 2 -1 -1 -1
- - - -4 -2 0 2 1 0 0 - - - - 2 2 2 -1 -1 0
- - - - -4 -2 0 -1 -2 -1 - - - - - 2 2 -1 -1 1
- - - - - -4 -2 -2 -2 0 - - - - - - 2 0 0 2
- - - - - - -4 -2 -2 0 - - - - - - - 2 0 2
- - - - - - - -4 -4 -2 - - - - - - - - 0 2
- - - - - - - - -4 -2 - - - - - - - - - 2
- - - - - - - - - -4

BLH

1 - - 1 - 2 1 - 5 5 3
2 - - - - - - - 6 - 4
3 - - - - - - - - - 5

Weights of optimal paths from (0,j') to (n,j) hDif
j=0 j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9 j=0 j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9

j'=0 j'=0
j'=1 j'=1
j'=2 j'=2
j'=3 j'=3
j'=4 j'=4
j'=5 j'=5
j'=6 j'=6
j'=7 j'=7
j'=8 j'=8
j'=9

j=0 j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9

Fig. 3. In this example we used the sequences s = AATG and t = TTCATGACG
to build an edit graph G. All vertical and horizontal edges of G have weight −1, the
weight ω(ei,j

D ) = −1 if s[i] �= t[j] and ω(ei,j
D ) = 1 if s[i] = t[j].

algorithm 1. Algorithm O(n3) that builds matrix B

BimN3(s, t)

1 for i from 0 to |s| do
2 
 Get the optimal path ended with non-extended edges
3 if i = 0 then
4 B[0, 0] ← 0

5 else B[i, 0] ← B[i − 1, 0] + ω(ei,j
V )

6 for j from 1 to |t| do
7 if i = 0 then
8 B[0, j] ← B[0, j − 1] + ω(ei,j

H )

9 else aux ← max(B[i, j − 1] + ω(ei,j
H ), B[i − 1, j] + ω(ei,j

V ))

10 B[i, j] ← max(aux, B[i − 1, j − 1] + ω(ei,j
D ))

11 
 Get the optimal path ended with extended edges
12 for i′ from i downto 0 do
13 BLH ← buildBlh(G, BLH, i′)
14 maxOuti

i′ ← getMaxOut(BLH,B, i′)
15 for j from 0 to |t| do
16 B[i, j] ← max(B[i, j], maxOuti

i′ [j] + ωinv)
17 return B

The elements of matrix BLHi
i′ are called borderline points in [18]. Figure 3

shows an example of hDif and BLH .
Algorithm 1 builds matrix B and Figure 4 shows its execution.
The function buildBlh(G, BLH, i′) builds the BLHi

i′ matrix. It was devel-
oped based on the algorithm described in section 6 of [19] and runs in O(m)
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Fig. 4. Execution of Algorithm 1. The dotted line is a path from (0, 0) to (i′, j′) in G.
The dashed line represents an alignment of s[i′ + 1..i] × t[j′ + 1..j].

time. Remembering that each column of a borderline matrix has O(1) elements,
the function buildBlh(G, BLH, i′) builds each column of BLHi

i′ based on the
respective column of matrix BLHi

i′+1 in constant time.
The function getMaxOut(BLH, B, i′) returns a vector with the maximum

value of each column of Outii′ in O(m) time and was developed based on the
algorithm described in subsection 6.2 of [18]. The linear time complexity of this
function is attained through a procedure that sweeps through BLHi

i′ and line i′

of matrix B, both with O(m) data.
Using these functions one can see that Algorithm 1 is correct and runs in

O(n2m) time (O(n3) time, if m = O(n)).

5 Experiments

We implemented Algorithm 1 in Java. We worked with two sequences pair of dif-
ferent lengths, 867 and 95.319 bp (base pairs) of human and chimpanzee. These
sequences are cited in [11]. The human/chimp sequences were downloaded from
theUniversity ofCalifornia at SantaCruzwebsite (http://genome.ucsc.edu/).The
sequences were taken from the November 2003 chimpanzee (panTro1) genome as-
sembly and the May 2004 (hg17) human genome assembly3.

The shortest pair is formed by human genome chr7:95119414-95120280 and
chimpanzee genome chr6:96726524-96727390. The alignment obtained by the al-
gorithm shows 98,6% of total identities and an inversion involving chr7-95119717-
95119979 of human and chr6:96726825-96727087 of chimpanzee.

The longest pair is formed by human genome chr7:80523522-80618840 and
chimpanzee genome chr6:81751455-81846825. To cope with sequences of this
length faster we broke the sequences into fragments of 100 pairs each.

The fragments were submitted to a standard alignment procedure, such that
each fragment from the human genome was aligned against every fragment of
the chimpanzee genome twice: inverted and not inverted. Our algorithm was
used considering the sequences like sequences of fragments instead of sequences

3 http://genome.ucsc.edu/cgi-bin/hgTrackUi?hgsid=59218717&g=netPanTro1
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of base pairs. A match between two fragments occurs when their alignment has a
score greater than a threshold. The alignment obtained by the algorithm shows
94,8% of total matches and an inversion involving chr7-80553522-80588821 of
human and chr6:81781455-81816854 of chimpanzee. One can see this inversion
at Figure 5 for fragment size 1000 for better resolution.

Fig. 5. Alignment of human genome chr7:80523522-80618840 and chimpanzee genome
chr6:81751455-81846825. Fragment size is 1000 for better visualization.

We also tested the algorithm on simulated data for random DNA sequences
with length in average 700. Each pair of sequences differ from each other by a
number of indels ranging from 5% to 10%, mismatches ranging from 5% to 15%,
and number of non-overlapping inversions ranging from 1 to 15. We obtained
consistent results and detected all the inversions as one would expect.

We also implemented in Java the O(n3 log n) algorithm described in [1], the
O(n4) algorithm described in [9] and the sparse algorithm described in [10] that
has complexity O(r2 log2 r), where r = O(n2) is the number of matches be-
tween symbols in one sequence against symbols in the other sequence. The tests
showed that Algorithm 1 is, as it is expected, always faster than the algorithm
O(n3 log n), which is in turn always faster than the algorithm O(n4). If the se-
quences to be aligned were DNA sequences then Algorithm 1 was faster than
sparse algorithm, but if the sequences to be aligned were sequences of DNA
fragments, where the number of matches is small, then the sparse algorithm was
faster than the Algorithm 1.
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6 Conclusion

In this paper we described a new algorithm that solves the alignment with non-
overlapping inversions problem in O(n3)-time and O(n2)-space. We hope that
this speed up opens the possibility to studies of inversions on DNA sequences
by an exact optimization algorithm. Algorithms that are applied to the study of
inversions of sequences of genes cannot be applied in theses cases, since they do
not allow repetitions of symbols, nor insertions, nor deletions.

Our algorithm may be particularly interesting when applied to regions around
known rearrangement boundaries, since many biologists suppose that inversions
at DNA level are very probable in these cases.

Many studies have been done with inversions in DNA sequences.
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Abstract. Discovery of motifs in biological sequences is an important
problem, and several computational methods have been developed to
date. One of the main limitations of the established motif discovery meth-
ods is that the running time is prohibitive for very large data sets, such
as upstream regions of large sets of cell-cycle regulated genes. Parallel
versions have been developed for some of these methods, but this re-
quires supercomputers or large computer clusters. Here, we propose and
define an abstract module PAMM (Parallel Acceleration of Motif Match-
ing) with motif matching on parallel hardware in mind. As a proof-of-
concept, we provide a concrete implementation of our approach called
MAMA. The implementation is based on the MEME algorithm, and uses
an implementation of PAMM based on specialized hardware to acceler-
ate motif matching. Running MAMA on a standard PC with specialized
hardware on a single PCI-card compares favorably to running parallel
MEME on a cluster of 12 computers.

1 Introduction

Computational discovery of motifs in biological sequences has many important
applications, the best known being discovery of transcription factor binding sites
(TFBS) in DNA and active sites in proteins. More than a hundred methods have
been developed for this problem, all with different strengths and characteristics.
Methods that use probabilistic motifs (typically PWMs) are often favored be-
cause of their high expressibility. One of the best known and most widely used
methods is MEME [1]. MEME is a flexible tool that uses Expectation Maxi-
mization (EM) to discover motifs as position weight matrices (PWMs) in both
proteins and DNA.

One of the main limitations of current PWM-based motif discovery methods
is that the running time is prohibitive for large datasets such as upstream regions
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of large sets of cell-cycle regulated genes. Parallel versions have been developed
for some methods, for instance the paraMEME [2] version of MEME, but this
typically requires supercomputers or computer clusters. Specialized hardware,
such as Field Programmable Gate Arrays (FPGAs), may be a very viable alter-
native to this. FPGAs have previously been used in bioinformatics for instance
to accelerate homology search [3], multiple sequence alignment [4] and phylogeny
inference [5].

In this paper, we propose and define an abstract module PAMM (Parallel
Acceleration of Motif Matching). Proposing the PAMM module serves two pur-
poses. Firstly, it introduces acceleration of motif matching by parallel hardware
to the motif discovery field. Secondly, PAMM serves as an interface between the
development of modules for parallel matching of motifs and the development of
algorithms that can make use of parallel motif matching.

As a first implementation of our methodology, we propose a method MAMA
(Massively parallel Acceleration of the Meme Algorithm) that accelerates MEME
by the use of an existing pattern matching hardware called the Pattern Match-
ing Chip (PMC) [6]. The PMC can match a subset of regular expressions with
massive parallelization1. Since this chip was not intended for weighted pattern
matching, some transformations are needed when representing and matching
motifs. Nonetheless, with these transformations in place we achieve very effi-
cient matching of PWMs against sequences. Running MAMA on a standard PC
with specialized hardware on a single PCI-card compares favorably to running
paraMEME on a cluster of 12 computers.

2 Parallel Acceleration of Motif Matching

An ever increasing number of computing platforms offer capabilities for parallel
execution of programs. Specialized hardware exists to relieve the main CPU of
specific tasks, and FPGAs allow the creation of modules for application specific
hardware acceleration. To allow the field of motif discovery to realize the full
potential of modern computing hardware, the algorithms need to take advantage
of this.

Here we propose and define an abstract module PAMM that can be used
for accelerating motif discovery by matching motifs against sequences in paral-
lel. The purpose of PAMM is to serve as an interface between development of
modules for parallel matching of motifs and the development of algorithms that
can make use of parallel motif matching. An overview of the PAMM module is
presented in Figure 1. The input to PAMM is a set of motifs M and a set of
sequences S, while the output depends on the requirements of the algorithm in
question. Each motif is represented as a matrix. As the figure shows, there are
two main parts in the PAMM module; a motif matcher and a post processing
unit. The motif matcher calculates the match scores for each motif, while the
post processing unit refines the results.

1 More information at http://www.interagon.com
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Fig. 1. The structure of the PAMM module

2.1 Motif Matching

The core of a PAMM implementation is a motif matcher that determines match
scores cm

s,p for each motif m when aligned at each position p in each sequence
s. As the number of motifs and sequences that can be processed in parallel will
be limited in any practical implementation of the module, the algorithm must
partition the inputs accordingly.

As a standard set-up we propose that a limited number of motifs are first
loaded into the PAMM, and that sequence data are then streamed through. The
motif matcher will continually calculate match scores for each motif against the
sequences. When all motifs have been matched against the complete sequence
data, a new set of motifs can be loaded into the module and matched against
the sequences. As this means that the same sequences will typically be streamed
through the PAMM many times, practical implementations could have an option
to store a limited amount of sequence data in local memory to further accelerate
matching and reduce bandwidth usage. This set-up is illustrated in Figure 2(a).

An alternative set-up could be to first load a limited amount of sequence data
into the PAMM, and then stream motifs through the module. This could be an
effective solution for cases with relatively short sequence data and large number
of motifs. This setup is illustrated in Figure 2(b).

2.2 Post-processing of Match Scores

The number of results from the motif matcher is |M | ∗ |S|, where M is the set
of motifs and S is the set of all sequence data. This potentially large amount
of results must somehow be processed by the system. By incorporating post
processing, the number of results returned from a PAMM implementation can
be reduced substantially. This reduces result processing in the algorithm module,
as well as bandwidth requirements in the case where the PAMM and algorithm
modules reside on different (sub)systems.

We envision three main branches of post processing for PAMM implementa-
tions; organizing, filtering, or aggregating (or a combination of these).
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Fig. 2. Two possible set-ups of the motif matcher

An organizing post processor organizes the results in a way that facilitates
efficient further processing of results outside the PAMM module. It could for
instance return the match scores sorted by value. Although this does not decrease
bandwidth usage, it may allow the CPU to process the results more efficiently.

A filtering post processor filters out uninteresting match scores to save process-
ing time outside the PAMM module. It could for instance make the PAMM re-
turn only match scores above a threshold given for each motif. Although this
discards some information, our own experiments (not presented here) show that
the normalized match scores typically follow a distribution where most sequence
offsets have a negligible likelihood of being motif locations. In combination with
an organizing post processor, the k highest match scores could be returned, or
all scores at most l lower than the highest match score.

An aggregating post processor is tailored to a specific motif discovery algo-
rithm and may be particularly (computationally) effective. If the PAMM is to be
used in connection with stochastic optimization methods like Gibbs sampling,
it can be set to return one sequence offset per sequence, with offsets chosen
randomly based on the normalized probabilities of motif occurrences. Alterna-
tively, if the PAMM is used in connection with EM methods, a new motif may
be constructed from the match scores directly in hardware (maximization step
of EM). This new motif would represent a weighted average of every window in
the sequences, with windows weighted by the match score of a previous motif.

2.3 Motif Representations

The representation of a motif in PAMM is as a motif matrix m ∈ M with element
values mi,x, where i is motif position and x is a symbol from the alphabet, i.e.,
x ∈ {A, C, G, T}. The element values represent individual scores for each symbol
x from the alphabet at each position i in the motif. The motif is aligned against
sequences as a sliding window. For a given alignment at position p in sequence
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s, the score of motif position i is mi,x, where x is the symbol at position p + i in
sequence s. The match score cm

s,p of the motif is the sum of scores at each motif
position. This motif representation maps directly to PWMs (log-likelihood or
log-odds) that are often used for motif discovery.

In addition to PWMs, strings allowing mismatches [7,8] (a consensus string
allowing a certain Hamming distance to an occurrence) and IUPAC strings [9,10]
(strings of characters and character classes) are commonly used models in motif
discovery. Both of these can be represented by a motif matrix. For a motif matrix
representing a mismatch string, elements mi,x corresponding to the consensus
symbol at a position have value 1, and all other matrix elements are 0. Matrix
scores c >= n − h corresponds to a hit for the mismatch expression, where
n is motif length and h is allowed number of mismatches. This is shown in
Figure 3(a). For a motif matrix representing an IUPAC string, elements mi,x

corresponding to symbols in the character class at a position are valued 1, and
all other matrix elements are 0. Matrix scores c = n corresponds to a hit for the
IUPAC expression. This is shown in Figure 3(b)
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Fig. 3. Matrix representation of discrete motif models

Other and more complex motif models could also be represented with such a
matrix (variants of Markov models and bayesian trees have for instance been used
in motif discovery). This will typically require a larger motif matrix and some pre-
processing of the sequence data. Such preprocessing could be done by additional
hardware modules within the PAMM. The generality of the matrix representation
makes it suitable as a standard motif representation for the PAMM module.

3 Practical Implementation

This section describes a motif discovery algorithm that uses a PAMM imple-
mentation to accelerate motif matching. To explore the potential of PAMM in
motif discovery, we have used available hardware (PMC) to implement a PAMM
module.

We have analyzed the running time of the MEME algorithm and developed
a motif discovery algorithm MAMA based on MEME that uses the PAMM
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implementation for motif matching in the performance-critial parts. As this is
a first implementation and a proof-of-concept, we have only made adjustments
to the MEME algorithm that make it run faster while not altering which motifs
are discovered.

3.1 Motif Discovery Using the PAMM Module

MEME is a a motif discovery algorithm based on Expectation Maximization
(EM) that match motifs against sequences in the expectation step. Profiling
of the MEME implementation showed that matching initial motifs (starting
points) against sequences consumed most of the total running time. We have
therefore made the necessary adjustments to allow parallel acceleration of this
first iteration of MEME.

MEME Running Time. EM was first used for motif discovery by Lawrence
et al. [11]. As EM is easily trapped in local minima, they used several random
starting points (initial PWMs) for EM. This was improved in the MEME algo-
rithm of Bailey and Elkan [1], which use every substring of a given length in
the data set as starting point. More specifically, for every substring a PWM is
constructed with a fixed weight to the elements in the matrix corresponding to
symbols in the substring, and another, lower fixed weight to the other elements.
As this typically amounts to very many starting points, they run EM for one
iteration from each starting point, and then only continue with those PWMs
that seem most promising.

Inspection of the MEME implementation2 shows that specialized code is used
for this first iteration, using dynamic programming to exploit overlap between
starting points. PWMs generated from each substring in the data set are first
matched against the sequences (expectation step). For each PWM, the sequence
offsets are then sorted by match score and the k highest scoring offsets used to
generate a PWM candidate for the next iteration (maximization step). Finally,
the significance values for all candidate PWMs are computed, and the most
significant ones kept and refined (iterated until convergence).

MEME tries a very large number of starting points in the first iteration,
and only continues with a few most promising motifs. Our profiling showed
that the first iteration amounted to around 97% of total running time in our
tests, using data sets supplied with MEME, the TCM model, and otherwise
default parameters. Although this number might vary for different test cases
and parameter settings, it shows that the first iteration is the bottleneck when it
comes to running time of the algorithm. Furthermore, matching motifs against
sequences and sorting offset scores dominate the running time.

Exploration of Starting Points. As the first iteration dominates the running
time of MEME, we have focused on accelerating this part. More specifically, we
have used the PAMM module to match PWMs and sort offset scores in the first
iteration, and left the remaining parts of MEME unaltered.

2 Version 3.5.0, downloaded from http://meme.nbcr.net/downloads/
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Exploration of starting points differs a bit from all other iterations in MEME.
First, all matrix elements of starting point PWMs has one of two values: a fixed
high value for elements corresponding to the symbol of the substring it is based
on, and a fixed low value for every other element. Thus, all sequence windows
at a given Hamming distance from the substring a PWM is based on will get
the same PWM score. Ranking of sequence offsets based on PWM score will
therefore in the first iteration be equal to ranking of sequences windows based
on Hamming distance. Secondly, in a general EM iteration each sequence window
is used in the maximization step (weighted by the expectation values). When
maximizing the PWMs in the first iteration, however, only the sequence windows
corresponding to the top k expectation values are used.

These properties are exploited in MAMA by using a PAMM implementation
that represents motifs efficiently and returns sequence offsets sorted by match
score. The motif discovery algorithm thus only needs to consider the first k
sequence offsets returned by the PAMM implementation.

3.2 Implementation of the PAMM Module

We have implemented PAMM using available hardware for parallel pattern
matching. This hardware, The Pattern Matching Chip (PMC) [6], is a multiple
instruction single data (MISD) parallel hardware on a PCI card. One PCI-card
can match up to one thousand simple patterns against 100 MB of sequences per
second, and it is quite straightforward to set up searches. Because of its effi-
ciency and ease of use, we have used the PMC for this first implementation of
the PAMM module. The PMC implementation covers both motif matching and
organization of match scores.

Motif Matching. As the PMC only supports binary matching of patterns,
and integer summation, the PWM match scores need to be discretized. The
discretization is based on the fact that the log-likelihood for any base pair in any
location is in the interval

[
log( β

n+4β ), log( n+β
n+4β )

]
, where β is the pseudo-count

and n is the number of motif sites, given as parameters to MEME. Instead of
using a fixed granulation of the interval, we define a granulation parameterized
with ε. Then, each value mi,x in the PWM m is represented by a number ci,x =

� log(mi,x)−log( β
n+4β )

ε � of processing elements (PEs) in the specialized hardware.
The number of PEs matching a symbol of the alphabet at a given position is thus
proportional to the log-likelihood value of that symbol at that position. When
the PWM is aligned with a sequence window, the sum of PE match scores at
a motif position then corresponds to the score at that position. Note that since
only one of the four nucleotides can match at a position, the other three do not
contribute to the score. Furthermore, as PWM log-likelihood is the the sum of
log-likelihoods for each position, the total PWM score is given by the sum of
scores of all positions.

Two optimizations are worth mentioning. First, if the minimum score ci =
minx(ci,x) at a given position i is higher than zero, we may subtract ci from
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each score value at that position, and then add ci to the score after the search.
Secondly, if c = maxi,x(ci,x) is the maximum score value of the motif, and more
score values are close to c than are close to zero, we then use transformed score
values c′i,x = c− ci,x and compute total PWM score as: c · I −

∑
i

∑
x c′i,x, where

i runs over all I positions of m. Both optimizations give equivalent results to the
basic method while using less PEs on the PMC, thus allowing more matrices to
be matched simultaneously.

The discretization method considered above can be used generally for match-
ing arbitrary PWMs against sequences. The approximation accuracy clearly de-
pends on the granulation parameter ε. As discussed in section 3.1, the PWMs
are regular in the first iteration of MEME. Motif matching can then be done
with degenerate use of discretization, thereby avoiding approximation problems.
To ensure that MAMA gives the same results as MEME, we have therefore only
used hardware-acceleration in the first iteration, and used a standard software
solution for motif matching in the remaining iterations. Since the running time
of MEME is strongly dominated by the first iteration, we still achieve significant
speed-ups.

Organizing Match Scores. As the PMC provides massive parallelity, we are
able to calculate expectation values for many PWMs in parallel. We also use this
parallelity to scan each PWM against the sequences several times with different
hit thresholds. By searching with several thresholds in parallel, we can make the
PMC return sequence offsets sorted by decreasing match score. This corresponds
to a PAMM organizing module for post-processing of match scores, and avoids
CPU-intensive sorting of offsets after the expectation step.

4 Results

We have compared the performance of our hardware accelerated version MAMA
with the CPU based version of MEME on data sets of different sizes. On all
test referred to here we have used the TCM model of MEME, which is the most
general model and presented as the main model in the original MEME article
[1]. We ran our tests with the following hardware configuration:

– MAMA: 2.8 Ghz Pentium4 PC with 1 GB memory and the specialized hard-
ware on a single PCI card.

– MEME: 2.8 Ghz Pentium4 PC with 1 GB memory.

– ParaMEME: a cluster of 12 computers, each 3.4 Ghz Pentium4 PC with 1
GB memory.

We evaluated the performance of MAMA on the largest data set (mini-drosoph)
supplied with MEME and on 5 data sets of human promoter regions, consisting
of from 100 to 1600 sequences of 5000 base pair length from cell cycle regulated
genes (J.P.Diaz, in preparation). Data sets, sizes and running times are given in
Table 1 for both MEME, paraMEME and MAMA. We see that MAMA gives a
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Table 1. Results for MEME, paraMEME and MAMA on 6 data sets

Running time (hours)
Data set Size (Mbp) MEME paraMEME MAMA

mini-drosoph 0.5 2.6 0.19 0.27
hs 100 0.5 2.7 0.20 0.23
hs 200 1 11 0.87 0.50
hs 400 2 104 3.6 1.7
hs 800 4 X3 15 6.4
hs 1600 8 X3 64 13

significant speed-up compared to MEME on all datasets, and that the speed-up
increases with data set size. On the 1 Mbp (Million base pairs) data set, MAMA
is more than twenty times as fast as MEME, and on the 8 Mbp data set it is
even four times as fast as paraMEME on the 12-computer cluster. For all data
sets, standard MEME and the hardware-accelerated version MAMA discovers
the same motifs.

5 Discussion and Conclusion

We have proposed an abstract module PAMM for parallel hardware-acceleration
of motif discovery. This module could be used for acceleration of many differ-
ent motif discovery methods. The acceleration could be especially large if post-
processing of match scores is tailored to a specific algorithm.

As an exemplification and proof-of-concept we have developed a version of
the MEME algorithm called MAMA that uses available hardware to implement
a PAMM module. As shown in section 4, MAMA achieves a speed-up of more
than a factor of 10 as compared to MEME on a single CPU. Our working im-
plementation thus shows that the PAMM module indeed has a potential.

Furthermore, our work shows examples of both problematic issues and po-
tential rewards in connection with hardware acceleration of algorithms within
bioinformatics. Since we have implemented weighted motif matching on hardware
that was not specifically built for that purpose, we had to do some transforma-
tions of the problem. The issues and solutions with regards to discretization and
parallelization are relevant for many algorithmic solutions involving specialized
hardware.

A natural continuation of the work presented in this paper is to develop a
FPGA-based implementation of PAMM. Such a solution would be more readily
available for practical use and further refinement by the scientific community.
It could potentially also give even higher speed-ups. On the other hand, such a
solution presumes a solution of representing PWMs on FPGA that is both effi-
cient and flexible. We have ongoing work in this direction that shows promising
results.

3 Not tested due to excessive running times.
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Abstract. Protein-protein interactions form the basis for many inter-
cellular events. In this paper we develop a tool for understanding the
structure of these interactions. Specifically, we define a method for iden-
tifying a set of structural motifs on protein-protein interface surfaces.
These motifs are secondary structures, akin to α-helices and β-sheets in
protein structure; they describe how multiple residues form knob-into-
hole features across the interface. These motifs are generated entirely
from geometric properties and are easily annotated with additional bi-
ological data. We point to the use of these motifs in analyzing hotspot
residues.

1 Introduction

Interactions between proteins govern many intercellular events, yet are poorly
understood. These interactions lie at the heart of cell division and cell growth,
which in turn dictate the pattern of health versus disease. A better understand-
ing of protein-protein interactions will enhance our understanding of biological
processes and how we can manipulate them for the benefit of human health.

Protein-protein interfaces. The protein-protein interface defines the essential
region of a protein-protein interaction. Most attempts [10,12,20] at defining this
interface include all atoms from one protein within some distance cutoff (4−5Å)
from atoms of the other protein. This approach does not provide independent
structural information and makes it difficult to identify features or subregions
of the interface. To follow standard notation, we refer to the interface between
two protein chains (say A and D) in a protein complex (say 1brs) as 1brsAD.

A more recent approach to defining the protein-protein interface [3] constructs
a surface equidistant to both chains of a complex using the Voronoi diagram.
This otherwise infinite structure is bounded using topological techniques. Each
atom that contributes to the interface is associated with at least one polygon on
the interface surface, and each polygon is associated with two atoms, one from

� Research supported by NSF grant CCR-00-86013 and NIH GM061822. J.M.P. is also
supported by an NSF GRF and a JB Duke Fellowship; and P.K.A. is also supported
by NSF under grants EIA-98-70724, EIA-01-31905, and CCR-02-04118, and by a
grant from the U.S.–Israel Binational Science Foundation.

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 207–218, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



208 J.M. Phillips, J. Rudolph, and P.K. Agarwal

each side. The freely available MAPS: Protein Docking Interfaces software [2]
has been developed to visualize protein interfaces and their relevant properties.
The MAPS software displays the interface surface embedded between the protein
structures as well as a simplified flattened view. The flattened interface surface
can be colored to show physico-chemical properties such as residue type, atom
type, distance to closest atom, or electrostatics, as associated with each polygon.
A merged view allows both sides of the interface to be viewed simultaneously.

Features of surfaces. Proteins have evolved extensive shape complementarity
to their interacting proteins. Because protein surfaces are not flat, this leads
to knob-into-hole structures at the protein-protein interface, as noted by Con-
nolly [6]. These knobs consist of a set of atoms, often from a single residue, that
protrude from one protein into the other protein of the complex. This interaction
may be difficult to capture by examination of the structure of the protein com-
plex. However, these knob-into-hole features can be readily identified visually
in nearly all protein-protein complexes as bumps on the interface surface. Yet,
their biological significance is not well understood, in part because there exists
no standard definition or automated method of indentification. Our goal is to
automatically segment these regions on the interface surface in a consistent way.
We call these knob-in-hole features motifs.

Feature extraction is a common problem in computer vision [5,13,19], where
features points are used to provide a correspondence between two surfaces. How-
ever, these techniques only identify specific points as opposed to interesting re-
gions. For closed curves and surfaces, such as protein surfaces, interesting regions
corresponding to knobs and holes can be defined using a variety techniques like
elevation [1,18]. However, these approaches do not generalize to surfaces with
boundary, such as the interface surface, and thus the bumps at the interaction
site corresponding knobs and holes could not be identified. On a surface with
boundary, the problem of defining regions of significance is quite challenging.
There is no clear measure of depth, the overall geometry can obscure local fea-
tures of interest, and local features can be excessively fragmented. As such, it is
hard to quantify bumps or pockets, much less segment them.

Our contribution. We adapt standard notions of discrete curvature on a polygo-
nal surface to be less local. Using this globally-aware definition we grow regions
with large curvature to segment regions of interest on the interface surface. We
then integrate these motifs with the MAPS software to incorporate structural
information into this convenient visualization tool. Finally we demonstrate some
interesting properties of these motifs.

2 Discrete Curvature and Watershed Procedures on
Polygonal Surfaces

The protein-protein interface surface as defined in [3] is the piecewise-linear
surface, that is everywhere equidistance from the closest atom in each of the
two proteins. We represent this structure as a set of triangles that are glued
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together with edges and vertices denoted Σ = {T, E, V }, respectively. All inter-
face surfaces we deal with separate two proteins1, and thus Σ is an orientable
piecewise-linear 2-manifold with boundary in R

3. We can thus arbitrarily choose
one of these proteins and let the normal direction of every triangle t ∈ T point
towards this protein.

Vertices, edges, and triangles are simplices. A vertex is a 0-simplex, an edge is
a 1-simplex, and a triangle is a 2-simplex. The star of a simplex σ, denoted St(σ),
is the set of simplices incident to σ. More generally, if Υ is a set of simplices,
then St(Υ ) is the set of simplices incident to any simplex in Υ . The link of a
set of simplices Υ , denoted Lk(Υ ), is the boundary of the closure of St(Υ ). All
interior vertices have the same number of incident edges and incident triangles
while boundary vertices have one fewer incident triangles than they do incident
edges. All vertices have at least 3 incident edges. For each triangle t ∈ St(v)∩T ,
let αv,t be the angle between the two edges of t incident to v, as shown in
Figure 1.

2.1 Discrete Curvature

To formalize the notion of how much the interface surface is locally bending, we
appeal to the idea of curvature. Any point p on a smooth surface can be assigned
a value of Guassian curvature and mean curvature [7]. We extend these notions to
vertices on a polygonal surface. The standard [15] definition for discrete Gaussian
curvature of a vertex v is

K(v) = 2π −
∑

t∈St(v)∩T

αv,t.

Intuitively, K(v) describes the angle defect, or how far the angles of the surface
surrounding v are from those of a flat surface.

There is no standard definition for the discrete mean curvature of a vertex; it
is only defined on edges. We present a new definition for discrete mean curvature,
H , on vertices. For a triangle t ∈ T , let nt denote the unit vector in the direction
normal to triangle t. We define the normal direction of a vertex v to be the
weighted mean of the normal directions of all of its incident triangles, as follows

nv =

⎛⎝ ∑
t∈St(v)∩T

αv,tnt

⎞⎠/⎛⎝ ∑
t∈St(v)∩T

αv,t

⎞⎠ . (1)

For a triangle t and a vertex v incident to t, we define the face vector fv,t to be
the unit vector from v to the mid point of the edge opposite v on t. Now we
define discrete mean curvature of v as
1 An interface surface can be defined to separate more than two proteins in a larger

complex. In this case the surface is not an orientable 2-manifold because an edge
can have three adjacent triangles. However, we can always divide this larger surface
into orientable 2-manifold components.
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H(v) =

⎛⎝ ∑
t∈St(v)∩T

αv,t(nv · fv,t)

⎞⎠/⎛⎝ ∑
t∈St(v)∩T

αv,t

⎞⎠ , (2)

where · indicates a dot product (see Figure 1). Intuitively, H(v) denotes the

t

αv,t

v

p

q

p + q

2

fv,t

nv

t

v

Fig. 1. Star of vertex v to illustrate the calculation of K (left) and H (right)

average deviation from nv of the normals of all triangles incident to v, weighted
by their incident angles. For a vertex v, if K(v) is positive, then the sign of
H(v) determines if the surface surrounding v is curving towards the normal
direction, or away from the normal direction. If a polygonal surface is a piecewise-
linear approximation of a smooth surface, then the area of triangles, instead of
angles can be used as weights in (1) and (2). Since, an interface surface does
not approximate a smooth surface, we use the angles of the incident triangles
as weights. As the surface is subdivided, the curvature of the surface does not
change, and neither do the incident angles.

2.2 Watershed Procedures

Let h : Σ → R be a function defined on a surface Σ. If Σ is R
2, we can imagine

h representing the height of a terrain. Suppose we start pouring water on the
terrain and monitor the structure of the flooded regions. The connectivity of the
flooded regions changes at the critical points of the terrain: minima, maxima,
and saddle points. Lakes are created at minima, islands disappear at maxima,
and lakes merge or islands form at saddle points. At saddle points, instead of
always merging lakes or creating islands, a dam can be built to define a boundary
between two regions. This approach, known as the watershed algorithm [17], can
be extended to height functions on 2-manifolds and the dam locations can be
used to segment Σ.

However, there is no clear notion of a height function on an arbitrary 2-
manifold. Using K or H as the height does not segment Σ well because curva-
ture is a local property. Hence, we modify the above watershed algorithm in two
ways. First we run the watershed algorithm from two sides of Σ simultaneously
using K, but use the sign of H to determine on which of the two sides a flooded
component lies. We create dams when two components from opposite sides meet,
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and we merge components from the same side. We face another technical problem
if we use K as the height function. Consider the motif (in purple) on the interface
surface 1atnAD shown in Figure 2. The value of K(v1) is large, but K(v2) is
small. A watershed algorithm directly using the function K would not identify
the motif shown; rather it would just segment the tip of the motif. By altering
the value of K(v) in a careful manner, the algorithm lets components grow in
large steps. How we redefine the values of K(v) will be explained in more detail
in Section 3.1.

v1

v2

Fig. 2. One motif on interface surface 1atnAD. K(v1) is large, but K(v2) is not.

3 Algorithm for Finding Motifs

Each motif we construct is a component of the subset of the interface surface
visited by the modified watershed algorithm. A motif is represented by the set
of vertices in its interior. We let M denote both a motif and its set of vertices. A
sign ς(M) ∈ {−, +} is assigned to each motif M when it is created. The rim of
M , denoted by rim(M), is the set of vertices in Lk(M). If there are two motifs
M and M ′, with ς(M) �= ς(M ′), and there is a vertex r ∈ rim(M) ∩ rim(M ′),
then r is called a dam vertex. A dam vertex never becomes an interior vertex of
a motif.

Algorithm 3.1 outlines our algorithm. We set a threshold τ . At each step the
algorithm chooses a vertex v with K(v) ≥ τ . It makes v a dam vertex, adds v to
a motif, creates a new motif with v as its interior vertex, or merges two motifs
that share v on their rims. It then recomputes the value of K(·) on the “affected”
rim vertices. The worst-case running time of the algorithm is O(|V |2). However
the algorithm took 1 to 75 seconds on the 143 interface surfaces we tested; these
surfaces consisted of between 943 and 9096 simplices.

Figure 3 displays the interface 1brsAD from two angles. The motifs are colored
in two shades, representing either a knob of chain A protruding into a hole in
chain D or vice-versa. We only show motifs larger than 20Å2 to avoid clutter.
There are three large motifs (in front on the left view and on the left in the right
view) that form significant knob-into-hole structures. The four smaller motifs
mirror this knob-into-hole pattern, albeit less dramatically.
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Algorithm 3.1. Find-Motifs(Σ, τ)
1: U : set of interior vertices of Σ.
2: while (maxv∈U K(v) ≥ τ ) do
3: Let v = arg maxv∈U K(v); U := U \ {v}.
4: if (v ∈ rim(M) ∩ rim(M ′) ∧ ς(M) �= ς(M ′)) then
5: Mark v as a dam vertex.
6: else
7: if (v is not a rim vertex) then
8: Create a new motif M = {v}; ς(M) = sign(H(v)).
9: else

10: Merge all motifs whose rim contains v into a single motif M .
11: Add v to M .
12: Compute rim(M).
13: for all r ∈ rim(M) do
14: Recompute K(r) as described in Section 3.1.

Fig. 3. Interface surface and motifs for 1brsAD from two views. Darkly shaded motifs
and lightly shaded motifs have opposite signs of H , meaning they are protruding in
different directions. The rims are the edges in bold, except between the dam vertices
where they have light dashes.

3.1 Computing the Curvature on the Rim

To compute the curvature for vertices on the rim we implicitly remove the ver-
tices of the motif and treat this part of the surface as if Saran wrap was placed
over the removed motif. The idea is that, if an entire motif is chopped off then
the surface around it should appear flat; however, if part of the motif is chopped
off then the vertices on the rim are now at the tip of a motif and thus should still
have large curvature. Actually reconstructing this Saran wrap surface is difficult,
and in general can not be done without adding new vertices. However, we can
conservatively approximate the star of any vertex in the rim without constructing
the full Saran wrap surface. For a vertex r ∈ rim(M) we call St(r) \ St(M)—the
part of the star of r outside of M—the upper star of r and we denote it St+(r).
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Similarly, the lower star of r is denoted St−(r) = St(r) ∩ St(M). We compute
the upper normal of r,

n+
r =

⎛⎝ ∑
t∈St+(r)∩T

αr,tnt

⎞⎠/⎛⎝ ∑
t∈St+(r)∩T

αr,t

⎞⎠ .

If ς(M) is negative (the surface is curving away from n+
r ) we define hr as the

highest vertex in rim(M) \ {r}, in the direction of n+
r . If ς(M) is positive (the

surface is curving towards n+
r ), we define hr as the lowest vertex in rim(M)\{r}.

We then construct a new star of r by using St+(r) and replacing St−(r) with
the two faces and the edge connecting hr to the part of St+(r) that is incident
to M , as in Figure 4. The choice of hr from rim(M)\ {r} causes the new surface
around r to be as flat as possible. Using the reconstructed star of r, K(r) can
be computed as before.

M
hrr

St+(r) rim(M)

n
+

r

Fig. 4. Recreation of St(r) on rim(M). St+(r) is colored lighter. The Saran wrap surface
is colored darker.

3.2 Choosing the Threshold τ

Algorithm 3.1 can be run incrementally by gradually lowering τ . At certain
values of τ a new vertex v is handled in Step 3. Let τv denote the threshold τ
at which v first becomes part of a motif M . Often the value K(r) for a vertex
r ∈ rim(M) increases when reevaluated on the rim and sometimes becomes
greater than τv. In this case τr = τv and r is immediately handled before τ is
lowered. This process often continues until a large motif has been created. As
a result, motifs usually grow in large spurts at particular thresholds, as seen in
Figure 5. Eventually, as τ becomes quite small, U becomes empty. This means
flat parts of the surface have become part of motifs, often concatenating several
large motifs. Choosing an appropriate value of τ in Algorithm 3.1 will halt the
algorithm before this later stage happens.

Although any threshold between 0.3 and 0.4 radians seems to work reason-
ably well for most surfaces, we can do better by choosing τ for each surface
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individually. For instance, surfaces bent around a protein often require larger
thresholds, while relatively flat surfaces often require smaller ones. Instead of
trying to quantify this bend, we find the threshold that optimizes a score func-
tion over the motifs.

As a vertex v is added to a motif M it is given a weight

w(v) = Area(St+(v)) · τv

which is equal to τv times the area that M is incremented. The value τv is never
increasing during the algorithm, so vertices added earlier are given more weight.

Motifs are also given a penalty for merging. The penalty p(M) is initially set
to 0. When M merges with another smaller motif, M ′, p(M) is incremented by
Area(M ′). When a smaller motif is merged with a larger motif, it disappears so
its score is essentially set to 0. Each motif M is given a score

sτ (M) =
∑
v∈M

w(v) − p(M)

for its state at a threshold τ . Thus larger motifs are given more weight, especially
if they are created at an early stage. However, if they merge, their scores are
heavily penalized. An entire surface is given a score

Sτ (Σ) = sign(ξτ (Σ))
√
|ξτ (Σ)| , where ξτ (Σ) =

∑
M∈Σ

sign(sτ (M)) · sτ (M)2.

As τ decreases, Sτ (Σ) usually increases to an optimal value and then decreases
as the motifs grow too large and merge. The value of Sτ (Σ) as well as the values
sτ (M) for all motifs in Σ are plotted in Figure 5 for the interface surface for
1nmbN{L,H}. The score is calculated by running Algorithm 3.1 for τ set to
.50 through .25 at .01 intervals. The threshold which returns the largest score
Sτ (Σ) is used, which in this case is τ = 0.34. The interface surface and motifs for
1nmbN{L,H} are also shown for different values of τ . Only motifs with surface
area larger than 20Å2 are displayed to avoid clutter.

τ (radians)

S(Σ)
optimal threshold τ = 0.34

s
c

o
re

τ = 0.28 τ = 0.31

Fig. 5. Plot of S(Σ) and s(M) for all motifs on interface surface for 1nmbN{L,H}.
(top) Interface surface of 1nmbN{L,H} at τ = {0.27, 0.31, 0.34, 0.37, 0.40}. (bottom)
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4 Applications

The reproducible and automated identification of motifs on the interface surface
provides a novel tool for biochemists to characterize protein-protein interactions.
We present here two preliminary forays into possible applications. Just as the
designation of α-helices and β-sheets has helped enhance the understanding of
the structure of a protein beyond what could be extracted from the atomic
coordinates and their ordering on the backbone alone, we envision interface
motifs having the same contributions for understanding the structure of the
protein-protein interface.

4.1 Visualizing the Motifs on the Interface Surface

To readily visualize these structures we have integrated the motifs into the MAPS
site [2]. The MAPS software contains a database of over 150 protein-protein in-
terfaces. It displays both a flattened version of the interface and a 3D version
embedded within the protein structures, side-by-side. By flattening the interface,
the 3D structure is removed so that the physical and chemical properties from
one or both sides can be more easily visualized. Mapping the motifs into this flat-
tened view reintroduces structural information and allows for facile comparisons
between knobs and holes and physical and chemical properties.

Figure 6 shows a snapshot of the MAPS software displaying the interface
surface for 1brsAD. On the left is the standard 3-dimensional view embedded in
the structures of the protein. In the middle the flattened interface is colored by its
motifs as seen from chain D. The two shades of motifs correspond to either chain
A protruding into chain D or vice-versa. The thick black lines show the outline
of the surface patches corresponding to different residues. Note how the large

Fig. 6. Snapshot of MAPS software: Shows interface surface 1brsAD with protein com-
plex drawn as a stick model (left), motifs on flattened interface (middle), and residue
type on flattened interface. Motif corresponding to Asp35 is highlighted in all views.
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lightly shaded motifs are at the junction of many residue patches wherein the
hole in chain D, made by the knob in chain A, is composed of multiple residues.
On the other hand, the darkly shaded motifs are generally at the center of a
single residue patch wherein the knob in chain D consists of only one residue.
This pattern is reversed if the other side of the interface is shown. On the right
the flattened interface is colored by its amino acid composition as seen from
chain D. A single motif is highlighted in all views. Note the large overlap of the
highlighted motif with Asp35, one of the key hotspot residues in chain D of the
1brsAD complex.

4.2 Hotspot Residues and Motifs

Hotspot residues for a protein complex are those few residues (5-10%) at a
protein interface whose mutation leads to a significant reduction in the binding
energy (ΔΔG ≥ 2 kcal/mol) [4]. The identification of hotspots is not necessarily
a matter of trivial inspection as essentially any type of residue can be a hotspot.
Thus various computational methods have been developed to predict hotspots,
relying either on traditional force fields [9,14] or simpler physical energy functions
parameterized on experimental data [8,11], with reasonable to good results.

Intuitively their exists a potential relationship between motifs and hotspot
residues. In particular, one might expect prominent knobs associated with a sin-
gle residue to be likely hotspot residues. For illustration we consider the complex
1brsAD. For the 14 residues on the interface characterized by mutation [16] we
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Fig. 7. Plots comparing hotspot residues to motifs on the interface surface 1brsAD.
Top chart plots the area of the overlap between the hotspot residue and the motif best
covering it on the interface surface versus ΔΔG of that residue. Bottom chart plots
the percent of the residue area which is in the overlap region versus the ΔΔG of the
residue.
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compare each residue to the motif which has the largest area of overlap on the
interface surface. That is, for each residue we compute the area of overlap and
the percent of its area that is in this overlap region. In Figure 7 we plot these val-
ues versus the ΔΔGs of the mutated residues. Three residues, including Asp35,
are clearly identified as hotspots whereas three hotspot residues with ΔΔG > 4
kcal/mol are not identified by this method. Satisfyingly, none of the non-hotspot
residues are incorrectly labeled as such.

Future inquires into this relationship will incorporate a larger dataset of
hotspot residues and the chemical properties of the potential hotspot residues.

5 Future Work

In addition to a possible correlation with hotspot residues, we envision that our
structural annotation tool could aid other biological applications. For instance,
statistical analysis may reveal preferred knob residues whose identification may
be useful for prediction of protein docking. Moreover, overlaying motifs from
different interfaces may lead to classifications by size or shape that can be useful
for describing recurring interfacial motifs. Also, by observing higher order rela-
tionships of motif arrangements on the protein interface (tertiary structures),
we envision new ways of comparing and classifying protein-protein complexes.
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Abstract. We present an exact method for the global minimum energy
conformation (GMEC) search of protein side-chains. Our method con-
sists of a branch-and-bound (B&B) framework and a new subproblem-
pruning scheme. The pruning scheme consists of upper/lower-bounding
methods and problem-size reduction techniques. We explore a way of
using the tree-reweighted max-product algorithm for computing lower-
bounds of the GMEC energy. The problem-size reduction techniques are
necessary when the size of the subproblem is too large to rely on more ac-
curate yet expensive bounding methods. The experimental results show
our pruning scheme is effective and our B&B method exactly solves pro-
tein sequence design cases that are very hard to solve with the dead-end
elimination.

1 Introduction

A computational approach to the protein structure prediction problem is to
solve the “inverse folding problem”: to find a sequence or conformation that
will fold to the target structure [1]. In this approach, the search of the mini-
mum energy conformation is an important computational challenge. Two major
applications where finding the minimum energy conformation is useful and nec-
essary are the conformation modeling (homology modeling) problem [2] and the
sequence design problem [3]. In finding the minimum energy conformation, the
problem is discretized and simplified by computing the interaction energies only
for some finite number of fixed side-chain conformations of each residue type [4].
These conformations are chosen by their statistical significance and are called
rotamers. With the rotamer model, the energy function of a protein sequence
folded into a specific template structure can be described in terms of [5]: (1)
Etemplate – the self-energy of a backbone template, (2) E(ir) – the interaction
energy between the backbone and rotamer conformation r at ith position, (3)
E(irjs) – the interaction energy between rotamer conformation r at position i
and rotamer conformation s at position j, i �= j. Then, the energy of a protein
sequence in a specific template structure and conformation C = {ir} is writ-
ten as E(C) = Etemplate +

∑
i E(ir) +

∑
i

∑
j>i E(irjs). Note that Etemplate is

constant by definition, and therefore can be ignored when minimizing E(C). A
conformation that minimizes E(C) is often called the global minimum energy
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conformation (GMEC). In this work, we call the problem of finding the GMEC
for a given set of rotamers and energy terms as the “GMEC problem”.

The GMEC problem is a strongly NP -hard optimization problem. Despite
the theoretical hardness, one finds that many instances of the GMEC problem
are easily solved by the exact method of dead-end elimination (DEE) [5]. Pop-
ularly used elimination procedures such as Goldstein’s conditions [6] combined
with splitting [7], the magic bullet heuristic [8], and unification [6] are often able
to reduce the problem size dramatically, while demanding only reasonable com-
putational resources. However, we still find sequence design cases where DEE
requires impractical amount of time and space. Other than DEE, there exist
various exact approaches for the GMEC problem. Gordon and Mayo [9] used a
variant of the branch-and-bound (B&B) method. Althaus et al. [10], Eriksson
et al. [11], and Kingsford et al. [12] present integer linear programming (ILP)
approaches. Leaver-Fay et al. [13] and Xu [14] describe methods based on tree-
decomposition. Xie and Sahinidis [15] describes several residue-reduction and
rotamer-reduction techniques. Each approach has advantages depending on the
characteristics of the data, but most of them have not attempted to solve hard
protein design cases, where there exist interactions between all possible pairs of
positions and a large number of similar rotamers are allowed for each position.
There also exist approximate approaches such as Yanover and Weiss [16] who
used belief-propagation methods to solve side-chain placement problems.

In this work, we present an alternative exact solution method for the GMEC
problem. Figure 1 illustrates the method. Our method consists of a B&B frame-
work and a new subproblem-pruning scheme. The pruning scheme consists of
upper/lower-bounding methods and problem-size reduction techniques. The ba-
sis for our upper/lower-bounding method is approximate maximum-a-priori
(MAP) estimation. Particularly, we explore a way of using the tree-reweighted
max-product algorithm (TRMP) [17]. The problem-size reduction techniques
are necessary when TRMP can only compute weak bounds but the size of the
subproblem is too large to rely on more accurate yet expensive bounding meth-
ods. Through an iterative use of several reduction techniques, we can obtain a
problem of reasonable size that can be effectively lower-bounded. Such reduc-
tion techniques guarantee that the given subproblem can be pruned against an
upper-bound U if the reduced subproblem can be pruned against U . On the
other hand, if we are lucky, a subproblem can be also quickly solved using DEE
only. The experimental results show that the running time of our pruning scheme
is comparable to linear programming (LP) but our method is more effective in
pruning subproblems than LP. We also find our B&B method exactly solves
sequence design cases that are very hard to solve with DEE.

2 GMEC Problem as MAP Estimation

Probabilistic inference problems [18] involve a vector of random variables x =
(x1, x2, . . . , xn) characterized by a probability distribution p(x). In this work, the
GMEC problem is formulated as a MAP estimation problem that asks to find the
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Fig. 1. An overview of the exact method for the GMEC problem. The method consists
of a branch-and-bound framework and a pruning scheme, which in turn is composed
of bounding by TRMP and a collection of problem-size reduction techniques. Labels
on branches are related to the splitting scheme, and the numbers marked on the nodes
correspond to the order by which the nodes are visited.

maximum a posteriori (MAP) assignment x∗ such that x∗ = arg maxx∈X p(x),
where X is the sample space for x. In the GMEC problem, we number the
sequence positions by i = 1, . . . , n, and associate with each position i a discrete
random variable xi that ranges over Ri, a set of allowed rotamers at position i.
Then, we can define a probability distribution p(x) over X = R1 × . . .×Rn as

p(x) = exp{−e(x)}/Z, (1)

for a normalization constant Z and e(x) =
∑n

i=1 ei(xi) +
∑n−1

i=1

∑n
j=i+1

eij(xi, xj), where ei(r) = E(ir) for r ∈ Ri, and eij(r, s) = E(irjs) for (r, s) ∈
Ri × Rj . Therefore, the GMEC problem for minimizing e(x) is equivalent to
the MAP estimation problem for p(x). A probability distribution over a ran-
dom vector can be related to a graphical model [18]. An undirected graphical
model G = (V , E) consists of a set of vertices V for random variables and a set
of edges E connecting some pairs of vertices. In the MAP estimation equivalent
of our GMEC problem, the graphical model is generally a complete graph with
n vertices.

Wainwright et al. [17] presents an algorithm called tree-reweighted max-
product algorithm that can find a MAP assignment for loopy graphical mod-
els. The basic idea of the tree-reweighted max-product algorithm is to use a set
of spanning-trees T such that every vertex and edge of G are covered by some
T ∈ T . Kolmogorov noted [19] that we may define T as a set of (not necessarily
spanning) trees that cover the graph. In what follows, we will use a variant of
Wainwright et al.’s algorithm that lets us use an arbitrary tree cover, and call
it TRMP without presenting the details of the algorithm. Although TRMP is
not guaranteed to always find the optimal solution, it can be used as an upper-
bounding tool for the GMEC problem in the same way that the conventional
max-product algorithm is used as an upper-bounding tool on loopy graphs [16].
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In addition, it can also provide useful lower-bounds for the GMEC problem,
which will be explained in Section 4.1.

3 General Pair-Flags

We use general pair-flags to constrain the conformation space X . For example, if
the pair-flag for (ir, js) is set, all conformations in Z = {x ∈ X|(xi, xj) = (r, s)}
are excluded from the search space, i.e. the GMEC problem is solved over X\Z.
However, unlike in DEE, this does not generally imply min{x|(xi,xj)=(r,s)} e(x) >
minx e(x). We will denote the set of pair-flags for the given GMEC problem as
P̃ (possibly empty) and define pair-flag functions from P̃ as g̃ij(r, s, P̃ ) = 1 if
(ir, js) ∈ P̃ , and 0 otherwise. We also let g̃(x, P̃ ) =

∑
i,j∈V,i�=j g̃ij(xi, xj , P̃ ).

By defining P ({e}, U)
def
= {(ir, js) | min{x|(xi,xj)=(r,s)} e(x) > U}, we have the

following lemma regarding minimization under pair-flag constraints:

Lemma 1. For any P̃ and P̃ ′ such that P̃ ⊂ P̃ ′ and P̃ ′\P̃ ⊂ P ({e}, U),
min{x|g̃(x,P̃ ′)=0} e(x) is either infeasible or greater than U if and only if
min{x|g̃(x,P̃ )=0} e(x) is either infeasible or greater than U .

The implication of Lemma 1 is that given a subproblem min{x|g̃(x,P̃)=0} e(x)
in the B&B-tree, the subproblem can be pruned if and only if the modified
subproblem min{x|g̃(x,P̃ ′)=0} e(x) can be pruned. In addition, we can also show
min{x|g̃(x,P̃ ′)=0} e(x) = min{x|g̃(x,P̃)=0} e(x) if min{x|g̃(x,P̃)=0} e(x) ≤ U .

In what follows, when we need to mention pair-flag information, we will im-
plicitly assume we have some P̃ , and use the notation g̃(x) instead of g̃(x, P̃ )
where specifying P̃ is not particularly necessary. The following condition on pair-
flags can be maintained without loss of generality and will be used in Section 4:

Condition 1. For all r ∈ Ri and i ∈ V, there exists s ∈ Rj for each j ∈ V , j �= i

such that (ir, js) /∈ P̃ .

4 Problem-Size Reduction Techniques

4.1 Elimination by TRMP Lower-Bounds

We can exploit the properties of TRMP in computing a lower-bound of the min-
imum conformation energy for some given set of conformations. If such a lower-
bound is greater than U , we can eliminate corresponding conformations from
the problem while conserving the inequality relation between min{x|g̃(x)=0} e(x)
and U . In addition, if min{x|g̃(x)=0} e(x) ≤ U , the elimination does not change
the optimal value. In this section, we first review the key properties of Wain-
wright et al.’s algorithm – ρ-reparameterization and tree-consistency of pseudo-
max-marginals, before presenting how to compute the lower-bounds. Note that
TRMP shares these properties.



Protein Side-Chain Placement 223

Single max-marginals μi [17] are defined as the maximum of p(x) when one
of the variable xi is fixed, i.e. μi(xi) = κi max{x′|x′

i=xi} p(x′). Similarly, pairwise
max-marginals μij are defined as μij(xi, xj) = κij max{x′|(x′

i,x
′
j)=(xi,xj)} p(x′).

Note that κi and κij are constants that can vary depending on i or j. It is known
that any tree-distribution p(x) can be factored in terms of its max-marginals
as p(x) ∝

∏
i∈V μi(xi)

∏
(i,j)∈E

μij(xi,xj)
μi(xi)μj(xj)

. Max-marginals for tree-distributions
can be exactly computed by the conventional max-product algorithm. Wain-
wright et al. [17] use the notion of pseudo-max-marginals. By construction,
pseudo-max-marginals ν = {νi, νij} from the tree-reweighted max-product algo-
rithm satisfy ρ-reparameterization, i.e.

p(x) ∝
∏

T∈T

⎡⎣ ∏
i∈V(T )

νi(xi)
∏

(i,j)∈E(T )

νij(xi, xj)
νi(xi)νj(xj)

⎤⎦ρ(T )

, (2)

where ρ(T ) = |{T∈T }|
|T | . A tree-distribution pT (x; ν) for given pseudo-max-

marginals can be defined as

pT (x; ν)
def
=
∏

i∈V(T ) νi(xi)
∏

(i,j)∈E(T )
νij(xi,xj)

νi(xi)νj(xj)
.

Then, we have p(x) ∝
∏

T∈T {pT (x; ν)}ρ(T ) from (2). On the other hand, pseudo-
max-marginals ν∗ at convergence of the tree-reweighted max-product algorithm
satisfy tree-consistency condition with respect to every spanning tree T ∈ T .
More precisely, ν∗ is tree-consistent with respect to a spanning tree T if it sat-
isfies ν∗

i (xi) ∝ maxxj∈Rj ν∗
ij(xi, xj) for all xi ∈ Ri and (i, j) ∈ E(T ).

In what follows, we assume ν is in a normal form [19], i.e. maxr∈Ri νi(r) = 1
for all i ∈ V , and max(r,s)∈Ri×Rj

νij(r, s) = 1 for all (i, j) ∈ E . Then, since ν al-
ways satisfies ρ-reparameterization, rearranging the terms of (2) gives, for some
constant νc > 0,

p(x) = νc

∏
i∈V νi(xi)ρi

∏
(i,j)∈E

(
νij(xi,xj)

νi(xi)νj(xj)

)ρij

,

where ρij = |{T∈T | (i,j)∈E(T )}|
|T | and ρi = |{T∈T | i∈V(T )}|

|T | .
The following lemmas show how we can compute lower-bounds for some sets

of conformations. For example, Lemma 2 combined with (1) can provide rotamer
lower-bounds i.e. a lower-bound of min{x|xζ=r} e(x) for each r ∈ Rζ and ζ ∈ V :

Lemma 2. When ν satisfies the tree-consistency condition, we have, for all r ∈
Rζ , ζ ∈ V, max{x|xζ=r} p(x) ≤ νcνζ(r)ρζ .

For rotamer-pair lower-bounds, i.e. to lower-bound min{x|(xζ,xη)=(r,s)} e(x), we

use max{x|(xζ,xη)=(r,s)} p(x) ≤ νc

∏
T∈T

[
max{x|(xζ,xη)=(r,s)} pT (x)

]ρ(T ),
where max{x|(xζ,xη)=(r,s)} pT (x) for each T can be easily solved using Lemma 3
when we let T = S, a set of stars:

Lemma 3. When ν satisfies the tree-consistency condition, the following in-
equalities hold:
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1. if ζ, η /∈ V(T ), then max{x|(xζ,xη)=(r,s)} pT (x) = 1.
2. if ζ ∈ V(T ) and η /∈ V(T ), then max{x|(xζ,xη)=(r,s)} pT (x) = νζ(r).
3. if (ζ, η) ∈ E(T ), then max{x|(xζ,xη)=(r,s)} pT (x) = νζη(r, s).
4. if ζ, η ∈ V(T ) and (ζ, η) /∈ E(T ) for a star T (let ξ be the center of T ), then

max{x|(xζ,xη)=(r,s)} pT (x) = maxxξ∈Rξ

νξζ(xξ,r)νξη(xξ,s)
νξ(xξ) .

If we use pair-flags, we may improve rotamer lower-bounds by the inequality
max{x|xζ=r,g̃(x)=0} p(x) ≤ νc

∏
T∈T

[
max{x|xζ=r,g̃(x)=0} pT (x)

]ρ(T ) ≤ νcνζ(r)ρζ ,
which holds for tree-consistent ν. Let nrot be the average number of rotamers
per position. If we use a naive search, it takes O(n2

rotn) comparison operations
to exactly solve max{x|xζ=r,g̃(x)=0} pT (x). Therefore, computing an improved
lower-bound for a rotamer takes O(n2

rotn
2) since |T | = O(n).

4.2 Rotamer-Contraction

The idea of rotamer contraction is to reduce the number of rotamers at one
selected position by first clustering similar rotamers of the position and replacing
all rotamers in each cluster with one rotamer-aggregate. Let ζ be the position
whose rotamers we partition into a number of clusters C1, . . . , Cl, l < |Rζ |. Then,
we contract all rotamers r ∈ Ck as one rotamer-aggregate ck. The contracted
GMEC problem has a new conformation space X rc, which is same as X except
that Rζ is replaced by {c1, . . . , cl}. Then, we define a new energy function erc(x)
over X rc and the set of pair-flags P̃ rc so that the optimal value of the contracted
problem min{x∈X rc|g̃(x,P̃ rc)=0} erc(x) is a lower-bound of min{x∈X|g̃(x,P̃)=0} e(x).
One way of choosing erc(x) for a given clustering is given by contract-rotamers in
Algorithm 1. We use notation erc(x, P̃ ) to indicate the function is also defined by
P̃ . A lower-bounding technique similar to rotamer-contraction is used by Koster
et al. [20] for the frequency assignment problem. We have the following lemma
on contract-rotamers :

Lemma 4. For any given clustering of rotamers of ζ ∈ V, if {x ∈ X|g̃(x, P̃ ) =
0} �= φ, then min{x∈X|g̃(x,P̃)=0} e(x) ≥ min{x∈X rc|g̃(x,P̃ rc)=0} erc(x, P̃ ).

In rotamer-contraction, how we cluster rotamers of position ζ determines the qual-
ity of resulting lower-bounds. Our approach is a greedy scheme that keeps plac-
ing rotamers in a cluster as long as the decrease in the optimal value is less than
or equal to a specified amount. However, it is hard to exactly know the decrease
min{x∈X|g̃(x,P̃ )=0} e(x)−min{x∈X rc|g̃(x,P̃ rc)=0} erc(x, P̃ ). In addition, it is gener-
ally not feasible to bound the decrease since rotamer-contractionmay even turn an
infeasible subproblem into a feasible one. We instead upper-bound ΔOPT rc def

=
minx∈X e(x) − min{x∈X rc|g̃(x,P̃ rc)=0} erc(x, P̃ ). Let U rc

ΔOPT (P̃ ) = maxk=1,...,l

minr∈Ck

∑
j∈Γ (ζ) max{s∈Rj |(ζck

,js)/∈P̃ rc}{eζj(r, s) + eζ(r)
|Γ (ζ)| − erc

ζj(ck, s, P̃ )}. Then,
we have the following lemma:

Lemma 5. For any given clustering of rotamers of ζ ∈ V, we have ΔOPT rc ≤
U rc

ΔOPT (P̃ ) ≤ U rc
ΔOPT (φ)
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Algorithm 1: contract-rotamers
Data: ζ, C1, . . . , Cl, X , {e}, P̃
Result: X rc, {erc}, P̃ rc

begin
X rc is same with X except Rζ is replaced with {c1, . . . , cl}
P̃ rc ← P̃\{(ζr, js), j ∈ V, j �= ζ}
foreach Ck, k = 1, . . . , l do

foreach s ∈ Rj, j ∈ V, j �= ζ do
erc

ζj(ck, s, P̃ ) ← min{r∈Ck,(ζr ,js)/∈P̃} eζj(r, s) +
eζ (r)

|Γ (ζ)| ,

if (ζr, js) ∈ P̃ for all r ∈ Ck then P̃ rc ← P̃ rc ∪ (ζck , js)

erc
ζ (ck) ← 0.

define erc(x) same as e(x) for other terms
end

Note that U rc
ΔOPT (P̃ ) has a finite value due to Condition 1. Lemma 4 and

Lemma 5 suggests rotamer-contraction may benefit from the use of pair-flags
by smaller decrease in the optimal value, and better upper-bounding of the de-
crease. We include a rotamer in a cluster if U rc

ΔOPT (P̃ ) from the inclusion is less
than some constant Δrc. When minx e(x) > U , Δrc can be allowed to be at
most minx e(x)−U or some fraction of it. Since we do not know the exact value
of minx e(x), Δrc is heuristically set as a fraction of the difference between an
upper-bound of minx e(x) and U . Both upper-bounds are obtained by TRMP.

4.3 Edge Deletion

In edge deletion, we first identify a pair of positions (ζ, η) such that the de-
viation in eζη(r, s) for all (r, s) ∈ Rζ × Rη is small, then set all the pairwise
energies of (ζ, η) to the minimum of the pairwise energies. That is, the new en-
ergy function eed(x) will be defined to be the same as e(x) except eed

ζη(r, s) =
min{(r,s)∈Rζ×Rη|(ζr ,ηs)/∈P̃} eζη(r, s), for all (r, s) ∈ Rζ × Rη. Since eed

ζη(xζ , xη) is
constant, we can ignore the interaction of (ζ, η) and replace E by E\(ζ, η). The
same idea is explored by Xie and Sahinidis [15] as an approximation procedure.
Some advantages of doing edge-deletion are: (1) when the graph becomes sparse,
we may use direct solution techniques such as dynamic programming. (2) Empir-
ically, being able to cover the graph with fewer trees is favorable for obtaining
tighter lower-bounds from TRMP. (3) Rotamer-contraction may obtain fewer
clusters for the same Δrc. The pair-flags are kept intact through edge-deletion
even for the edge being deleted. Then, it is straightforward to obtain similar
properties for edge-deletion as Lemma 4 and 5.

5 Branch-and-Bound Framework

We split a subproblem by dividing rotamers of a position into two groups by
their rotamer lower-bounds. If the conformation space of the current subproblem
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F i is defined by rotamer sets {Ri} and we decide to split it into F i,low (low-
subproblem) and F i,high (high-subproblem), we can define the conformation
space for each with {Rlow

i } and {Rhigh
i }, respectively, where Rlow

i and Rhigh
i

are defined the same as Ri except Rlow
ζ ∪ Rhigh

ζ = Rζ , |Rlow
ζ | ≈ |Rhigh

ζ |, and
LB(ζr) ≤ LB(ζs) for all r ∈ Rlow

ζ , s ∈ Rhigh
ζ (LB(ζr) is a rotamer lower-

bound for ζr). The goal of such a splitting scheme is to make the optimal value
of F i,low likely to be less than that of F i,high. We prefer a splitting position
ζ whose difference between maximum and minimum rotamer lower-bounds is
large. Subproblems are selected by a mix of what are called “best-first” and
“depth-first” strategies: (1) follow the depth-first strategy, (2) always dive into
F i,low first when the current subproblem F i is split. The goal is first to find a
good upper-bound by following depth-first through the low-subproblems from
the first series of splittings, then to prune the remaining subproblems using
the upper-bound. Figure 1 shows an example B&B-tree that can result from our
splitting scheme and subproblem-selection strategy, where optimal solution from
node 5 is supposed to provide a near-optimal upper-bound.

6 Experimental Results

In our numerical experiments, a Linux workstation with a 2.2 GHz Intel Xeon
processor and 3.5 GBytes of memory was used. Table 1 shows 12 protein design
cases used in the experiments. DEE on each case was performed with the fol-
lowing options: Goldstein’s singles elimination, splitting with split flags (s = 1),
Goldstein’s pair elimination with one magic bullet, and unification allowing max-
imum 6,000 rotamers per position. E-9 was finished in 4.8 hours but none of
others were solved within 48 hours.

We first show an example use of TRMP lower-bounds in eliminating ro-
tamers or rotamer-pairs of subproblems from E-10. In the following, we use the

Table 1. Test cases facts. All cases are from the antigen-antibody model system.
Each case repacks the antigen protein or the antibody. Each column represents (1)
case name, (2) number of positions, (3) maximum number of rotamers offered at a
position, (4) number of total rotamers, (5) n

i=1 log10 |Ri|, (6) case composition (with
m: # positions allowed to mutate, n: # positions only wild-types are allowed, and
w: # water molecules to be oriented at the interface). R uses the standard rotamer
library, and E multiplies each of χ1 and χ2 by a factor of 3 by adding ±10◦. E-1 were
offered only hydrophobic residues while others were offered both hydrophobic and polar
residues. All energies were calculated using the CHARMM package and the parameter
set ’param22’.

Case n max |Ri| |Ri| log10conf Composition Case n max |Ri| |Ri| log10conf Composition

R-1 34 125 1422 30.0 34 m E-5 24 1344 9585 49.6 24 m
R-2 30 133 1350 40.2 30 m E-6 36 1984 8543 59.1 4 m, 32 n
E-1 19 617 3675 38.1 19 m E-7 10 2075 5201 21.9 5 m, 3 n, 2 w
E-2 23 1370 9939 52.3 23 m E-8 10 1915 5437 20.7 4 m, 4 n, 2 w
E-3 23 1320 8332 49.1 23 m E-9 15 2091 5700 25.1 3 m, 6 n, 6 w
E-4 15 1361 7467 33.9 15 m E-10 23 1949 9837 42.5 7 m, 7 n, 9 w
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Table 2. TRMP lower-bounding results for subproblems of E-10. The meaning of each
column is, in order: (1) subproblem, (2) number of rotamers, (3) number of rotamer-
pairs, (3) median rotamer lower-bound(lb) when not using pair-flags, (4) number of
rotamers such that lb > U , (5) median rotamer lower-bound when using pair-flags,
(5) number of rotamers such that lb > U , (6) median rotamer-pair lower-bound, (7)
number of rotamer-pairs such that lb > U . The value of U is -325.038. +∞ implies the
lower-bounding problem turned out to be infeasible due to pair-flags.

Rot-lb’s w/o pair-flags Rot-lb’s w/ pair-flags Rot-pair lb’s
Subprob. #rots #rot-pairs med. lb #rots lb > U med. lb #rots lb > U med. lb #pairs lb > ub

2-high 3,345 4,769,691 -332.831 1,301 +∞ 2,220 -312.544 4,071,145
3-high 3,022 3,879,787 -315.025 1,134 +∞ 2,141 -313.614 3,328,424
4-high 2,665 3,036,834 -315.689 1,380 +∞ 2,273 -313.276 2,799,272
5-high 2,281 2,299,981 -336.173 81 -336.173 920 -323.780 1,292,520
6-high 2,171 2,071,431 -343.019 0 -343.019 200 -330.363 590,576
7-high 1,964 1,702,980 -342.556 8 -342.556 215 -329.554 508,750
8-high 1,848 1,499,857 -344.865 0 -344.636 42 -335.640 218,324
9-high 1,669 1,223,065 -337.791 0 -337.791 289 -329.037 384,812

notation “i-high” to denote the high-subproblem at depth i spawned from the
first depth-first dive along the low-subproblems (root node is at depth 1). For
example, in Figure 1, node 11 is 2-high and node 6 is 5-high. Table 2 shows
lower-bounding results for subproblems at depth 2 to 11. In 2-high, simple
rotamer lower-bounds were able to eliminate 39% of rotamers. However, we ob-
tain even more elimination when we use rotamer lower-bounds computed using
pair-flags. This is due to massive flagging of rotamer-pairs by rotamer-pair lower-
bounds. Large elimination obtained for subproblems at small depth are due to
our splitting scheme of dividing rotamers by their lower-bounds.

To evaluate our pruning scheme, we compared it (call it PbyR: prune-by-
reduction) against linear programming (LP). We used subproblems of various
sizes generated while solving the design cases of Table 1 with our B&B method.
We used the LP formulation given by Wainwright et al. [17] and solved it with
a C++ procedure using CPLEX 8.0 library. In PbyR, we alternated rotamer-
contraction and edge-deletion at every iteration. At every 8th reduction, we
applied DEE to see if we could solve the reduced problem or only to flag more
rotamer/rotamer-pairs. (Note that we adapted DEE to make it compatible with
general pair-flags.) We computed TRMP lower-bounds at every 24th reduction
and flagged rotamers/rotamer-pairs. We allowed at most 300 reductions until we
find a lower-bound greater than U or exactly solve the reduced problem. Figure 2
shows the result for the 156 subproblems remaining after excluding the subprob-
lems that could be solved quickly by DEE alone. The bounding times of the two
methods are comparable although LP is slightly faster in small to medium-
sized subproblems. However, Figure 2 (b) shows that the bounds from PbyR are
greater than LP bounds except for the one data point below the y = x line.
Note that a PbyR bound for a subproblem is not generally a lower-bound of the
subproblem’s optimal value since rotamer/rotamer-pair elimination by TRMP
lower-bounds can also increase the optimal value. However, a PbyR bound is
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Fig. 2. Comparison of LP and PbyR in pruning subproblems from B&B. In (b), a
circle represents the PbyR bound was computed using less than 50 reductions. Also in
(b), points such that PbyR bound - GMEC energy ≥ 20 were all clamped at 20.

greater than U only if the original subproblem’s optimal value is greater than
U . Therefore, if we had U equal to the GMEC energy for each design case, we
could immediately prune the subproblems corresponding to the data points over
the horizontal solid line in Figure 2 (b). There was no such case with LP among
the tested subproblems. Figure 2 (b) suggests that performing reductions more
than 50 times often resulted in lower-bounds that were useless for pruning.

Finally, we used the B&B method of Figure 1 to solve each design case. The
branch-and-bound method was implemented in C++ using the PICO-library [21]
as a sequential B&B framework. At each node of the B&B method, we first
eliminated rotamers using DEE with the same set of options mentioned earlier.
When singles-elimination condition of DEE fails to eliminate any rotamer, we
let TRMP lower-bounds eliminate more rotamers. Then, we used the reduction
techniques iteratively in the same mix as we used for comparison test against LP,
but limited the number of reductions to be at most four times the depth of the
node in the B&B-tree. When branching was necessary, the subproblem located
at the end of the first dive usually had

∑n
i=1 log10 |Ri| ≤ 13 and was exactly

solved by DEE. Table 3 shows the result. We were able to solve six cases at
the root node without branching. Considering DEE couldn’t finish five of them

Table 3. Solving the design cases using our B&B method. Each column represents (1)
case name, (2) number of branches, (3) number of branches from the first depth-first
dive along the low-subproblems, (4) total solution time.

Case # Br. #F.D.Br. Time (h) Case # Br. #F.D.Br. Time (h) Case # Br. #F.D.Br. Time (h)

R-1 0 0 1.1 E-3 0 0 6.4 E-7 15 12 6.9
R-2 14 14 2.7 E-4 0 0 4.2 E-8 17 12 13.7
E-1 28 28 9.7 E-5 8 8 27.2 E-9 0 0 3.3
E-2 0 0 6.2 E-6 0 0 5.6 E-10 202 35 139.1
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for 48 hours, rotamer/rotamer-pair elimination using TRMP lower-bounds enor-
mously reduced the solution time. All cases were also solved efficiently except
E-10 where the upper-bounds (from TRMP) of the subproblems were often very
close to the GMEC energy. However, in all cases, the number of total branching is
only moderately larger than that from the first dive. In all cases where branching
was necessary, the upper-bound obtained at the end of the first dive was equal
to the GMEC energy, confirming that our branching scheme and subproblem-
selection strategy meets expectations.

7 Conclusion

In this work, we presented an exact solution method for the GMEC problem. Our
branch-and-bound method using the suggested pruning scheme was able to solve
hard sequence design cases that DEE couldn’t solve within practical resources
levels. There is certainly a decision-making flavor in using our proposed pruning
scheme since a trade-off between the amount of pruning effort and the quality
of the final bound should be considered in deciding when to stop the pruning
attempt and to split the subproblem. Therefore, future work may include a sys-
tematic allocation of pruning effort throughout the B&B-tree for faster solution.

Acknowledgment. The authors would like to thank Bruce Tidor for suggest-
ing the problem and for helpful advice. Shaun Lippow, Alessandro Senes, and
Michael Altman gave freely of the test cases, and the DEE code.
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Abstract. Contact maps are concepts that are often used to represent
structural information in molecular biology. The contact map pattern
matching (CMPM) problem is to decide if a contact map (called the
pattern) is a substructure of another contact map (called the target).
In general, the problem is NP-hard, but when there are restrictions on
the form of the pattern, the problem can, in some case, be solved in
polynomial time. In particular, a polynomial time algorithm has been
proposed [1] for the case when the patterns are so-called crossing con-
tact maps. In this paper we show that the problem is actually NP-hard,
and show a flaw in the proposed polynomial-time algorithm. Through
the same method, we also show that a related problem, namely, the
2-interval patten matching problem with {<, �}-structured patterns and
disjoint interval ground set, is NP-hard.

1 Introduction

Contact-maps are graph theoretic concepts that are often used in protein struc-
ture analysis [2]. The contact map matching problem (CMPM) is to decide if a
contact map, called the pattern, is a substructure of another contact map, called
the target. This problem is NP-hard in the most general case, but some cases
with restrictions on the form of patterns to be matched have been shown to
be solvable in polynomial time. In this paper we consider the case where the
pattern is a crossing contact map. It is not previously known if there exists a
polynomial-time algorithm in this case [1].

This problem is closely related to an open problem known as the 2-interval
pattern matching problem, which came about from the study of interactions
of ribonucleic acids. The complexity of this problem was first investigated by
Vialette [3], and then followed by Blin et. al. [4]. Crochemore et. al. proposed
approximation algorithms on optimization versions of the problem [5]. The prob-
lem of whether the 2-interval pattern matching problem has a polynomial-time
algorithm with disjoint interval ground sets and {<, �}-structured patterns, was
left unanswered in these works.

Gramm [1] proposed a polynomial-time algorithm that would solve the above
two problems. Regrettably, we noticed a flaw in an assumption made by the
algorithm. We show in this paper that the two problems are actually NP-hard.
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This paper is organized as follows. In Section 2 we give the definitions and
problem statements. In Section 3, we give a polynomial reduction from the Clique
Problem to the two problems, thus showing them to be NP-hard. In Section 4,
we give a concrete counterexample that the algorithm in [1] would produce an
incorrect solution.

2 Problem Definition and Previous Results

We follow the notations from [1]. A contact map consists of a pair (S,A), where
S is a set of integers, and A consists of a set of ordered pairs, which is: A =
{(sl, sr)|sl, sr ∈ S, sl < sr}. A pair (sl, sr) is referred to as an arc. We denote
L((sl, sr)) = sl and R((sl, sr)) = sr.

The contact map pattern matching (CMPM) problem is: Given two contact
maps CM(Sp,Ap) (called the pattern) and CM(S,A) (called the target) where
|Sp| ≤ |S|, find a subset S′ of S with |S′| = |Sp|, such that there is a one-
one mapping M from the elements of S to the elements of S′ that satisfies the
following two conditions:

– if s1, s2 ∈ Sp and s1 < s2, then M(s1),M(s2) ∈ S′ and M(s1) < M(s2).
– if (s1, s2) ∈ Ap, then (M(s1),M(s2)) ∈ A.

If such a mapping exists, we say that CM(Sp,Ap) occurs in CM(S,A). In gen-
eral, the CMPM problem is NP-hard [2,3]. However, some cases with restrictions
on the patterns have been shown to be solvable in polynomial time. To state these
restrictions, we first define the following three types of relations between any two
given arcs a = (sl, sr), a′ = (s′l, s

′
r):

– a < a′ (a is less than a′) iff sr < s′l
– a � a′ (a is nested in a′) iff s′l < sl < sr < s′r
– a � a (a crosses a′) iff sl < s′l < sr < s′r

A contact map (S,A) is called a crossing contact map (CCM) iff ∀a, a′ ∈ A,
a �= a′, one of the relations: a < a′, a′ < a, a � a′ or a′ � a is satisfied.
A CCM is also called a {<, �}-structured contact map. Other types of contact
maps can be defined similarly, such as {<}, or {�, �}-structured contact maps.
The CMPM problem with {<}, {�}, {�}, or {<, �}-structured patterns can be
solved in polynomial time, but is NP-hard for the {�, �} and {<, �, �}-structured
patterns [3]. In this paper, we are interested in the remaining case of when the
patterns are CCMs. The following formally states the problem:

Crossing Contact-map pattern matching (CCMPM)Problem [1]
Input: Contact maps CM(Sp,Ap) and CM(S,A) with CM(Sp,Ap) as a CCM

Output: Does CM(Sp,Ap) occur in CM(S,A)?
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3 Hardness Results

We use the Clique Problem, a well known NP-hard problem, for reduction in
this paper. Let an instance of the Clique Problem be given by a graph G(V , E)
and by a positive integer �. For notation simplicity, define n = |V| and without
loss of generality, assume V = {1, . . . , n}.

In the following, we will first define some terms to facilitate the presentation
of the reduction. We will then construct (1) a target map CM(SG ,AG), and (2)
a pattern CM(Sn,�,An,�) with parameters � and n, from a given graph G(V , E).
We will then analyze the reduction and show its correctness.

3.1 Additional Notation and Definitions

A set A of k distinct arcs where ∀a, a′ ∈ A, either a � a′ or a′ � a, is called a
k-arc crossing cluster. Given two disjoint sets of arcs A1, A2, we say A1 crosses
A2, or A2 is crossed by A1 (written A1 � A2), just in case either (1) ∀a1 ∈ A1,
∀a2 ∈ A2, a1 � a2, or (2) if one of A1 or A2 is an empty set. A1 < A2 (A1 is less
than A2, or A2 is greater than A1), and A1 � A2 (A1 is nested in A2) can be
defined similarly. We also say an arc a crosses a set of arcs A to mean {a} � A
(the cases for � and < can be defined similarly).

For any three sets of arcs A1, A2 and A3, we say that

– A3 is from A1 to A2 iff A1 < A2 and A1 � A3, A3 � A2, and
– A3 is anchored by A1 and A2 iff A1 < A3 and A2 � A3.

Given two point sets S1 and S2, we write S1 <S2 iff ∀s1∈S1 and ∀s2∈S2, s1 < s2.
For a arc set A, we denote L(A) =

⋃
a∈A{L(a)}, and R(A) =

⋃
a∈A{R(a)}.

The subscript ‘∗’ is a special symbol which matches every defined subscript.
That is, A∗,j refers to the set {Aij |Ai,j is defined}, and A∗,∗ refers to the set of
all Ai,j that has been defined.

If CM(Sn,�,An,�) occurs in CM(SG ,AG), there exists a one-one mapping M
between elements in An,� and some elements in AG . Here, we extend the defini-
tion of the mapping to any set A′

p ⊆ An,�, such that M(A′
p) =

⋃
a∈A′

p
{M(a)}.

3.2 Target Contact Map Construction

In this Section, we construct a target contact map CM(SG ,AG) from a given
graph G(V , E). We first build some large crossing clusters, and then we construct
the arcs which connect these clusters.

Large Crossing Clusters. Firstly, we construct 2n+2 crossing clusters, which
are H , Zu (1 ≤ u ≤ n), T and Vu (1 ≤ u ≤ n). H is a 28n4-arc crossing cluster,
Zu is a 5n3-arc crossing cluster, T is a 9n4-arc crossing cluster and Vu is a 5n3-
arc crossing cluster. Let Z =

⋃n
u=1 Zu and V =

⋃n
i=1 Vu. Furthermore we define

the following order for these large clusters:

H < Z1 < . . . < Zn < T < V1 < . . . < Vn
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Arcs from H to Zu. There is a 2-arc crossing cluster from H to Zu for
each u, 1 ≤ u ≤ n. Denote the two arcs as Au,1, and Au,2, Au,1 � Au,2. Let
Au = {Au,1, Au,2}. Furthermore, we define the following orders:

H � Au, Au � Zu 1 ≤ u ≤ n (1)
Au1 � Au2 , 1 ≤ u1 < u2 ≤ n (2)

Equation 1 ensures that Au is from H to Zu. Equation 2 forces that at most one
pair of arcs in A∗,∗can be included in a CCM.

Let A =
⋃n

u=1 Au, it is clear that |A| = 2n.

Arcs from Zu to Zv. There are two types of arcs from Zu to Zv (1 ≤ u <
v ≤ n): Eu,v and Cu,v. Eu,v consists of u crossing clusters, denoted Eu,v,w,
1 ≤ w ≤ u. Each cluster Eu,v,w contains 3 arcs, respectively Eu,v,w,1, Eu,v,w,2

and Eu,v,w,3 with Eu,v,w,1 � Eu,v,w,2, Eu,v,w,1 � Eu,v,w,3 and Eu,v,w,2 � Eu,v,w,3.
Each Cu,v is a single arc. We now define orders among the arcs E∗,∗,∗,∗ and C∗,∗
which are needed for our proof. Diagrams of these orders are depicted in the
Appendix.

Firstly, we ensure that Eu,∗,∗,∗ and Cu,∗ are crossed by Zu, while E∗,v,∗,∗ and
C∗,v crosses Zv:

Zu � Eu,∗,∗,∗, Zu � Cu,∗, 1 ≤ u ≤ n− 1 (3)
E∗,v,∗,∗ � Zv, C∗,v � Zv, 2 ≤ v ≤ n (4)

Secondly, we define the orders among the arcs which are crossing Zv (2 ≤ v ≤
n):

R(E∗,v,1,∗) < R(E∗,v,2,∗) < . . . < R(E∗,v,v−1,∗) < R(C∗,v) (5)
R(E∗,v,w,1) < R(E∗,v,w,2) < R(E∗,v,w,3), 1 ≤ w < v (6)
Ev−1,v,w,i � Ev−2,v,w,i � . . . � Ew,v,w,i, 1 ≤ w < v, 1 ≤ i ≤ 3 (7)
Cv−1,v � Cv−2,v � . . . � C1,v (8)
E∗,v,∗,∗ � Av, C∗,v � Av (9)

Equation 5 ensures that for the arcs crossing Zv, the right endpoints are ordered
according to the 3rd subscripts. Also the right endpoints for C∗,v should be
greater than the right endpoints of E∗,v,∗,∗. Furthermore, Equation 6 orders
(the right endpoints) of E∗,v,w,∗ according to the 4th subscripts for any given v
and w, and then Equation 7 orders them by their first subscripts. Equation 8
defines the order between the arcs of C∗,∗, and at most one arc in C∗,v can be
selected for a CCM. Equation 9 defines the relations between the arcs of C∗,v,
E∗,v,∗,∗ and Av,∗. If Av,∗ is selected for a CCM, then none of the arcs in E∗,v,∗,∗
and C∗,v can be used.

Thirdly, for the arcs which are crossed by Zu (1 ≤ u ≤ n − 1), we introduce
the orders as below:

Eu,u+1,w,∗ � Eu,u+2,w,∗ � . . . � Eu,n,w,∗, 1 ≤ w ≤ u (10)
Cu,u+1 � Cu,u+2 � . . . � Cu,n (11)
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Equation 10 ensures that for any given u and w, at most one 3-arc crossing clus-
ter can be chosen for a CCM, namely Eu,v,w,∗ for some v. Similarly Equation 11
ensures that for a given u, at most one arc in Cu,∗ appears in a CCM.

Lastly, we define the orders between those arcs which are crossed by Zz and
are crossing Zz (1 ≤ z ≤ n):

E∗,z,w,1 < Ez,∗,w,∗, E∗,z,w,2 � Ez,∗,w,∗, 1 ≤ w < z < n (12)
Az,1 < Ez,∗,z,∗, Az,2 � Ez,∗,z,∗, 1 ≤ z < n (13)
Az,2 < Cz,∗, 1 ≤ z < n (14)

Equation 12 ensures that the arcs from Zu for a given w is anchored by E∗,z,w,1

and E∗,z,w,2. Notice that for w = z, the set E∗,z,z,∗ is not defined. The arcs
Ez,∗,z,∗ is anchored by arcs Az,1 and Az,2 (by Equation 13). Combining with
Equation 3, Equation 14 ensures that arc Cz,∗ is anchored by arc Az,2 and arc
set Zz.

Denote C = C∗,∗, we know that |C| = 1/2(n2 − n). Let E = E∗,∗,∗,∗ and we
have |E| = 1/2(n3 − n).

Arcs from Zu to T . Arcs from Zu to T are denoted as Fu. Fu consists of u
2-arc crossing clusters, and the clusters are denoted as Fu,w, 1 ≤ w ≤ u. Fu,w

contains two arcs: Fu,w,1 and Fu,w,2, where Fu,w,1 � Fu,w,2. Firstly we ensure
that Fu is from Zu to T (1 ≤ u ≤ n):

Zu � Fu,∗,∗, Fu,∗,∗ � T.

Furthermore, we define the following orders:

E∗,u,w,1 < Fu,w,∗, E∗,u,w,2 � Fu,w,∗, 1 ≤ w < u ≤ n (15)
Au,1 < Fu,u,∗, Au,2 � Fu,u,∗, 1 ≤ u ≤ n (16)
Eu,∗,w,∗ � Fu,w,∗, 1 ≤ w ≤ u < n (17)
R(F∗,1,∗) < R(F∗,2,∗) < . . . < R(F∗,n,∗) (18)
R(F∗,w,1) < R(F∗,w,2), 1 ≤ w ≤ n (19)
Fn,w,i � Fn−1,w,i � . . . � Fw,w,i, 1 ≤ w ≤ n, 1 ≤ i ≤ 2 (20)

Equation 15 and 16 ensures that Fu,w,∗ are anchored by E∗,u,w,1 and E∗,u,w,2 or
by Au,1 and Au,2 respectively. Equation 17 ensures that if some arcs of Fu,w,∗
appears in a CCM, then none of the arcs of Eu,∗,w,∗ can appear in a CCM. The
right endpoints of F∗,∗,∗ are ordered according to their 2nd subscripts by Equa-
tion 18, and then by the 3rd subscript (by Equation19). Furthermore, Equation
20 ensures that only one arc is possible for a CCM in the set F∗,w,i for given w
and i.

Let F = F∗,∗,∗. Note that |F | = n2 + n.

Arcs from T to Vv and from Vu to Vv. Two types of arcs Iu,v and Pu,v are
defined. Iu,v and Pu,v are induced from the edges of G(V , E). Iu,v can be either
a 3-arc crossing cluster or an empty set. If Iu,v �= ∅, we denote the three arcs in
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it as Iu,v,1, Iu,v,2 and Iu,v,3, with Iu,v,1 � Iu,v,2, Iu,v,1 � Iu,v,3 and Iu,v,2 � Iu,v,3.
Pu,v contains (n− v) crossing clusters, each cluster Pu,v,w (v < w ≤ n) is empty
or has 2 crossing arcs. If Pu,v,w �= ∅, we denote the two arcs as Pu,v,w,1 and
Pu,v,w,2, Pu,v,w,1 � Pu,v,w,2.

The arcs from T to Vv are in two sets: P0,v,w and I0,v. P0,v,w is a 2-arc crossing
cluster and I0,v is a 3-arc crossing cluster. They are all nonempty sets.

The edge information of G(V , E) is used to construct the arcs from Vu to Vv.
For the case Iu,v, 1 ≤ u < v ≤ n, if (u, v) /∈ EG Iu,v = ∅; otherwise (u, v) ∈ EG ,
Iu,v is a 3-arc crossing cluster.

For the case Pu,v,w, 1 ≤ u < v < w ≤ n, if (u, w) /∈ EG , we have Pu,v,w = ∅;
otherwise (u, w) ∈ EG ,we have Pu,v,w as a 2-arc crossing cluster.

Firstly we ensures that I0,∗,∗ and P0,∗,∗,∗ are crossed by T ; Iu,∗,∗ and Pu,∗,∗,∗
are crossed by Vu (1 ≤ u ≤ n− 1), and I∗,v and P∗,v,∗,∗ are crossing Vv:

T � I0,∗,∗, T � P0,∗,∗,∗ (21)
Vu � Iu,∗,∗, 1 ≤ u < n Vu � Pu,∗,∗,∗, 1 ≤ u < n− 1 (22)
I∗,v,∗ � Vv, 1 ≤ v ≤ n P∗,v,∗,∗ � Vv, 1 ≤ v < n (23)

For the arcs which are crossing Vv, we define the orders:

R(I∗,v,∗) < R(P∗,v,v+1,∗) 1 ≤ v ≤ n− 1 (24)
R(P∗,v,v+1,∗) < R(P∗,v,v+2,∗) < . . . < R(P∗,v,n,∗), 1 ≤ v ≤ n− 1 (25)
R(P∗,v,w,1) < R(P∗,v,w,2), 1 ≤ v < w ≤ n (26)
Pv−1,v,w,i � Pv−2,v,w,i � . . . � P0,v,w,i, 1 ≤ v < w ≤ n, 1 ≤ i ≤ 2 (27)
Iv−1,v,∗ � Iv−2,v,∗ � . . . � I0,v,∗, 1 ≤ v ≤ n (28)

Equation 25 ensures that for a given v, the right endpoints of P∗,v,∗,∗ are sorted
according to the third subscript. Then Equation 26 ensures that for any given v
and w, the right endpoints for P∗,v,w,∗ are sorted according to the forth subscript.
Further more, for any given v, w and i, Equation 27 ensures that at most one
arc in P∗,v,w,i can be selected for a CCM.

Next we introduce the orders for the arcs which are crossed by T , and the
arcs which are crossed by Vu:

Pu,u+1,w,∗ � Pu,u+2,w,∗ � . . . � Pu,n,w,∗, 0 ≤ u, u + 1 < w ≤ n (29)
Iu,w,∗ � Pu,∗,w,∗, 0 ≤ u, u + 1 < w ≤ n (30)

Equation 29 and 30 ensures that either (1) one 2-arc crossing cluster Pu,v,w,∗
can be selected for a CCM, or (2) the 3-arc crossing cluster Iu,w,∗ is selected for
a CCM, or (3) none of them are selected.

Furthermore, for the arcs which are crossed by T , we define the orders:

F∗,w,1 < I0,w, F∗,w,2 � I0,w, 1 ≤ w ≤ � (31)
F∗,w,1 < P0,∗,w,∗, F∗,w,2 � P0,∗,w,∗, 2 ≤ w ≤ � (32)

Equation 31 ensures that I0,w is anchored by F∗,w,1 and F∗,w,2, and Equation
32 ensured that P0,∗,w,∗ is anchored by F∗,w,1 and F∗,w,2.
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Lastly, we define orders between those arcs are crossed by Vz and the arcs
which crosses Vz :

P∗,z,w,1 < Iz,w, P∗,z,w,2 � Iz,w, 1 ≤ z, z + 1 ≤ w ≤ n (33)
P∗,z,w,1 < Pz,∗,w,∗, P∗,z,w,2 � Pz,∗,w,∗, 1 ≤ z, z + 1 < w ≤ n (34)

Equation 33 ensures that Iz,w is anchored by P∗,z,w,1 and P∗,z,w,2, and Equation
34 ensured that Pz,∗,w,∗ is anchored by P∗,z,w,1 and P∗,z,w,2.

Let P = P∗,∗,∗,∗ and I = I∗,∗, it is not difficult to show that |P | ≤ 1/3(n3−n)
· |I| ≤ 3/2(n2 + n).

Let AG = H ∪A ∪C ∪ Z ∪E ∪ F ∪ I ∪ P ∪ V , and SG to be those endpoints
of the arcs in AG . The target contact map CM(SG ,AG) is fully specified. The
following results can be shown for CM(SG ,AG):

Lemma 1. (i) An arc a ∈ E crosses no more than 9n3 arcs.
(ii) An arc a ∈ F crosses no more than 17n4 arcs.
(iii) An arc a ∈ I crosses no more than 9n3.
(iv) |AG −H | < |H |.

Proof. We know that |A|+|C|+|E|+|F | ≤ 2n+1/2(n2−n)+1/2(n3−n)+(n2+
n) ≤ 4n3. The only possible arcs an arc a ∈ E can cross are from A, C, E, F ,
and Zu for some u with 1 ≤ u ≤ n.

Since except A, C, E, F , an arc a ∈ F may cross some arcs in P and I, and T
as well, we have |P |+ |I| < 4n3 and |T | = 9n4. For an arc a ∈ I, it only crosses
those arcs from P, I, and one Vu for some u with 1 ≤ u ≤ n. It is easy to verify
that |AG −H | < |H |. 
�

3.3 Pattern Construction

Large Crossing Clusters. Similar to the target case, firstly, we construct
2�+2 crossing clusters, which are H ′, Z ′

u (1 ≤ u ≤ �), T ′ and V ′
u (1 ≤ u ≤ �). H ′

is a 28n4-arc crossing cluster. Z ′
u is a 5n3-arcs crossing cluster. T ′ is a 9n4-arc

crossing cluster. V ′
u (1 ≤ u ≤ �) is a 5n3-arc crossing cluster. We also denote

Z ′ =
⋃�

u=1 Z ′
u and V ′ =

⋃�
i=1 V ′

u. Furthermore we define the following order for
these large clusters:

H ′ < Z ′
1 < . . . < Z ′

� < T ′ < V ′
1 < . . . < V ′

�

Arcs from H ′ to Z′
1. There is a 2-arc crossing cluster from H ′ to Z ′

1, and is
denoted as A′. The two arcs are denoted as A′

1 and A′
2, A′

1 � A′
2. Furthermore,

A′ is from H ′ to Z ′
1:

H ′ � A′, A′ � Z ′
1 (35)

Arcs from Z′
u to Z′

u+1. There are two types of arcs from Z ′
u to Z ′

u+1: E′
u

and C′
u. C′

u is a single arc. E′
u contains u 3-arc crossing clusters, these clusters

are denoted as E′
u,w, 1 ≤ w ≤ u. For each cluster E′

u,w, the three arcs of it are
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denoted as E′
u,w,1, E′

u,w,2 and E′
u,w,3 with E′

u,w,1 � E′
u,w,2, E′

u,w,1 � E′
u,w,3 and

E′
u,w,2 � E′

u,w,3

Firstly, we ensure that E′
u,∗,∗ and C′

u are from Z ′
u and to Z ′

u+1

Z ′
u � E′

u,∗,∗, E′
u,∗,∗ � Z ′

u+1, 1 ≤ u ≤ �− 1 (36)

Z ′
u � C′

u, C′
u � Z ′

u+1, 1 ≤ u ≤ �− 1 (37)

Furthermore, we define the following orders:

A′
1 < E′

1,∗,∗, A
′
2 � E′

1,∗,∗ (38)

E′
u,w1,∗ � E′

u,w2,∗, 1 ≤ w1 < w2 ≤ u ≤ �− 1 (39)

E′
u,w,1 < E′

u+1,w,∗, E
′
u,w,2 � E′

u+1,w,∗, 1 ≤ w ≤ u < �− 1 (40)

E′
u,∗,∗ � C′

u, 1 ≤ u ≤ �− 1 (41)

C′
u−1 < E′

u,u,∗ 2 ≤ u ≤ �− 1 (42)

E′
1,∗,∗ (a 3-arc crossing cluster) is anchored by A′

1 and A′
2 (Equation 38). Equa-

tion 39 ensures that arcs in Eu,∗,∗ forms a crossing cluster. Furthermore, Equa-
tions 40 ensures that the 3-arc crossing cluster E′

u+1,w,∗ is anchored by E′
u,w,1

and E′
u,w,2. Equation 41 means that the crossing cluster E′

u,∗,∗ crosses the arc
C′

u. Combining the information from Equation 36 and Equation 42, the arc set
E′

u,u,∗ is anchored by C′
u−1 and Z ′

u.
Let C′ = C′

∗ and E′ = E′
∗,∗,∗.

Arcs from Z′
� to T ′. The arcs from Z ′

� to T ′ are denoted as F ′. F ′ has �
crossing clusters, each crossing cluster contains 2 arcs. The crossing clusters are
denoted as F ′

w (1 ≤ w ≤ �), the two arcs in F ′
w are denoted as F ′

w,1 and F ′
w,2,

F ′
w,1 � F ′

w,2. Furthermore, we have the following orders:

V ′
� � F ′

∗,∗, F
′
∗,∗ � T ′ (43)

E′
�−1,w,1 < F ′

w,∗, E
′
�−1,w,2 � F ′

w,∗, 1 ≤ w ≤ �− 1 (44)

C′
�−1 < F ′

� (45)
F ′

w1,∗ � F ′
w2,∗, 1 ≤ w1 < w2 ≤ � (46)

Equation 43 ensures that F ′
∗,∗ is from V ′

� to T ′. F ′
w,∗ is anchored by E′

�−1,w,1

and E′
�−1,w,2 (Equation 44) and F ′

� is anchored by C′
�−1 and V ′

� (Equation 45).
Furthermore, arcs in F ′

∗,∗ forms a crossing cluster by Equation 46.

Arcs from T ′ to V ′
1 and from V ′

u to V ′
u+1. There are two types of arcs: I ′u,

(0 ≤ u < �), and P ′
u. I ′u (0 ≤ u < �− 1) is a 3-arc crossing cluster: the three arcs

being I ′u,1, I ′u,2 and I ′u,3, where I ′u,1 � I ′u,2, I ′u,1 � I ′u,3 and I ′u,2 � I ′u,3. P ′
u contains

(�−u−1) (0 ≤ u ≤ n−2) 2-arc crossing clusters, each cluster is denoted as P ′
u,w

(u + 1 < w ≤ �). Denote the 2 arcs of P ′
u,w as P ′

u,w,1 and P ′
u,w,2, P ′

u,w,1 � P ′
u,w,2.
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Firstly we ensure that I ′0 and P ′
0,∗,∗ are crossed by T ′; Iu and Pu,∗,∗ are crossed

by V ′
u (1 ≤ u ≤ �− 1), and I ′u and P ′

u,∗,∗ crosses V ′
u+1:

T ′ � I ′0, T
′ � P ′

0,∗,∗ (47)

V ′
u � I ′u, 1 ≤ u < � (48)

V ′
u � P ′

u,∗,∗, 1 ≤ u < �− 1 (49)

I ′u,∗ � V ′
u+1, 0 ≤ u < � (50)

P ′
u,∗,∗ � V ′

u+1, 0 ≤ u < �− 1 (51)

Furthermore, arcs in I ′u and P ′
u,∗ forms a crossing cluster:

I ′u � P ′
u,∗, 0 ≤ u < �− 1 (52)

P ′
u,w1

� P ′
u,w2

, 0 ≤ u, u + 1 < w1 < w2 ≤ � (53)

Also we introduce the following orders:

F ′
1,1 < I ′0, F

′
1,2 � I ′0 (54)

F ′
w,1 < P ′

0,w, F ′
w,2 � P ′

0,w, 2 ≤ w ≤ � (55)

P ′
u,u+2,1 < I ′u+1, P

′
u,u+2,2 � I ′u+1, 1 ≤ u < � − 1 (56)

P ′
u,w,1 < P ′

u+1,w,∗, P
′
u,w,2 �< P ′

u+1,w,∗, 1 ≤ u, u + 2 < w ≤ � (57)

Equation 54 ensures that I ′0 is anchored by F ′
1,1 and F ′

1,2 and Equation 55 en-
sures that P ′

0,w is anchored by F ′
w,1 and F ′

w,2. I ′u+1 is anchored by P ′
u,u+2,1 and

P ′
u,u+2,2, and P ′

u+1,w,∗ is anchored by P ′
u,w,1 and P ′

u,w,2.
Let P ′ = P ′

∗,∗,∗ and I ′ = I ′∗.
A′

n,� = H ′∪A′∪C′∪Z ′∪E′∪F ′∪I ′∪P ′∪V ′ and S′
n,� are the endpoints of those

arcs in A′
n,�. It is not difficult to verify the following result by the constructions.

Lemma 2. CM(Sn,�,An,�) is a {<, �}-structuredcontactmap, and CM(SG ,AG)
is a {<, �, �}-structured contact map.

3.4 Correctness

According to the construction, we can prove the following results, proofs are
omitted.

Lemma 3. If CM(Sn,�,An,�) occurs in CM(SG ,AG), then ∀M, M(H ′) = H,
M(A′) = Au1,∗ for some u1, with 1 ≤ u1 ≤ n.

Lemma 4. If CM(Sn,�,An,�) occurs in CM(SG ,AG), then ∀M, M(E′
1,1,∗) =

Eu1,u2,u1,∗ and M(C′
1) = Cu1,u2 for some u1, u2 with 1 ≤ u1 < u2 ≤ n.

Lemma 5. If CM(Sn,�,An,�) occurs in CM(SG ,AG) and M(E′
1,1,∗) =

Eu1,u2,u1,∗, then M(E′
2,v,∗) = Eu2,u3,uv,∗ and M(C′

v) = Cuv ,uv+1 (v = 1, 2)
for some u3 with u2 < u3 ≤ n.
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Lemma 6. If CM(Sn,�,An,�) occurs in CM(SG ,AG) and M(E′
k,v1,∗) =

Euk,uk+1,uv1 ,∗ and M(C′
v1

) = Cuv1 ,uv1+1 , (v1 = 1, . . . , k) for u1 < . . . <
uk+1 ≤ n, then M(E′

k+1,v2,∗) = Euk+1,uk+2,uv2 ,∗ and M(C′
v2

) = Cuv2 ,uv2+1

(v2 = 1, . . . , k + 1) for some uk+2 with uk+1 < uk+2 ≤ n.

By induction and Lemma 3-6, we have the following results:

Lemma 7. If CM(Sn,�,An,�) occurs in CM(SG ,AG), then ∀M,
M(E′

�−1,v,∗) = Eu�−1,u�,uv ,∗ and M(C′
�−1) = Cu�−1,u�

with v = 1, . . . , �− 1 and
for some u1, . . . , u�, 1 ≤ u1 < . . . < u� ≤ n.

Lemma 8. If CM(Sn,�,An,�) occurs in CM(SG ,AG), if M(E′
�−1,v,∗) =

Eu�−1,u�,uv ,∗ and M(C′
�−1) = Cu�−1,u�

for u1, ..., u� with 1 ≤ u1 < . . . < u� ≤ n,
then M(F ′

v,∗) = Fu�,uv,∗ (1 ≤ v ≤ �).

Lemma 9. If CM(Sn,�,An,�) occurs in CM(SG ,AG), then ∀M, M(I ′0,∗) =
I0,u1,∗, and M(P ′

0,v,∗) = P0,u1,uv,∗,(2 ≤ v ≤ �) for some u1, ..., u� with 1 ≤ u1 <
. . . < u� ≤ n.

Lemma 10. If CM(Sn,�,An,�) occurs in CM(SG ,AG), then ∀M, M(I ′w,∗) =
Iuw ,uw+1,∗, and M(P ′

w,v,∗) = Puw ,uw+1,uv ,∗( 1 ≤ w < �, 1 ≤ w + 1 < v ≤ �) for
some u1, ..., u� with 1 ≤ u1 < . . . < u� ≤ n.

Then by the construction of CM(SG ,AG), we have:

Lemma 11. If CM(Sn,�,An,�) occurs in CM(SG ,AG), G has a size � clique.

Finally, the following Theorem can be shown:

Theorem 1. CM(V�,n, A�,n) occurs in (CMVG, AG) if and only if G contains
a clique with size �, and hence the CCMPM problem is NP-hard.

It may be noticed that we have shown a stronger result where the problem is
NP-hard even for the case that the target is a {<, �, �}-structured contact map
(in general, arcs in target can share endpoints). It is not difficult to perform
the same reduction for the 2-interval pattern matching problem with disjoint
interval ground set, and with {<, �}-structured pattern. Due to lack of space,
we omit the formal argument here.

The maximum contact-map overlap (CMO) problem with {<, �} structured
patterns is to find a maximized common CCM between two given contact maps.
The complexity of this problem was an open question [1]. We now show that the
problem is NP-hard using Theorem 1.

Theorem 2. The CMO problem is NP-hard.

Proof. Given a CCMPM problem instance: CM(Sp,Ap) and CM(S,A). Find
the maximized common CCM CM(S′

p,A′
p) between CM(Sp,Ap) and CM(S,A),

and then verify if CM(S′
p,A′

p) is identical to CM(Sp,Ap).
Clearly this reduction is polynomial. Thus the Theorem holds. 
�
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4 Counterexample for the Algorithm in [1]

In this section, we present a counterexample for the algorithm in [1]. The
example is displayed in Figure 1. The arcs are labeled with letters instead of
numbers for the ease of illustration. The pattern is a CCM with 24 arcs, while
the target contains 42 arcs, and is {<, �, �}-structured. The arcs are labeled in
the way that we intend to map an arc of a pattern to an arc of the target which is
labeled with the same letter in a different case.It can be verified that the pattern
does not occur in the target, but the algorithm in [1] produces a ‘yes’ answer.

Fig. 1. An Example Demonstrating the Flaw of the Algorithm (a) A {�, <}-Structured
CM as the Pattern (b) The Target CM
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Abstract. Due to the recent discovery of many RNAs with great diver-
sity of functions, there is a resurgence of research in using RNA primary
sequences to predict their secondary structures, due to the discovery of
many new RNAs with a great diversity of functions. Among the pro-
posed computational approaches, the well-known traditional approaches
such as the Nussinov approach and the Zuker approach are essentially
based on deterministic dynamic programming, whereas the stochastic
context-free grammar (SCFG), the Bayesian estimation, and the parti-
tion function approaches are based on stochastic dynamic programming.
In addition, heuristic approaches like artificial neural network and genetic
algorithm have also been presented to address this challenging problem.
But the prediction accuracy of these approaches is still far from perfect.
Here based on the fuzzy sets theory, we propose a fuzzy dynamic pro-
gramming approach to predict RNA secondary structure, which takes
advantage of the fuzzy sets theory to reduce parameter sensitivity and
import qualitative prior knowledge through fuzzy goal distribution.
Based on the experiments performed on a dataset of tRNA sequences, it
is shown that the prediction accuracy of our proposed approach is signif-
icantly improved compared with the BJK grammar model of the SCFG
approach.

1 Introduction

Not just a passive carrier of genetic information, RNA molecules are found to
play many important roles in cell, such as regulatory and catalytic. Therefore, a
complete understanding of their functions is worth exploring. Similar to proteins,
the functions of RNA molecules are mainly determined by their structures. Since
experimental techniques such as X-ray crystallography and nuclear magnetic
resonance (NMR) to obtain the structure data usually require a great deal of time
and money, the gap between the exponentially exploding number of nucleic acid
sequences and the slowly accumulating number of structures data is expanding.

In recent years, many novel computational RNA structure analysis and pre-
diction approaches have been proposed. Early in 1978, Nussinov proposed a
maximal base-paring approach, which initiated a conversion of RNA secondary
structure prediction into an optimal decision problem and used a dynamic pro-
gramming approach to directly solve it [1]. This research work is undoubtedly

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 242–251, 2006.
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of great significance although the resulting prediction accuracy is poor due to
its simplicity. Then Zuker developed a minimum free energy(MFE) approach
based on dynamic programming algorithm [2]. The earlier version of the Zuker
approach has been improved and implemented by several commonly-used pack-
ages as Mfold [3] and RNAfold(Vienna RNA Package)[4]. Apparently, either the
Nussinov approach or the Zuker approach and its improvements are based on
deterministic dynamic programming algorithm.

Stochastic approaches are also applied to RNA secondary structure prediction
problem, e.g., stochastic context-free grammars (SCFG) [5], Bayesian statisti-
cal [6], and partition function [7], all of which are based on stochastic dynamic
programming algorithm. Among these approaches, the SCFG approach is pre-
ferred due to its simple and suitable description of RNA secondary structure.
In addition, heuristic methods based on artificial neural network [8] and genetic
algorithm (GA) [9] have also been proposed.

However, all these promising methods still have several limitations. For ex-
ample, alternative suboptimal foldings are neglected by these approaches, but
they might actually pinpoint conserved regions of the RNA secondary structure.
Additionally, changes in the scoring parameters often lead to drastic alterations
of results.

Fuzzy set theory, originated by Zadeh [10] and dealing with a different kind of
uncertainty, is well suited for incorporating human experiences, due to the fact
that it can express the imprecision of meaning that may result from the use of
natural language as we define a model.

Dynamic programming [11] is one of the earliest methodologies to which fuzzy
sets theory has been applied, which directly results in the fuzzy dynamic pro-
gramming (FDP). In essence, the FDP is a recast of dynamic programming, and
has attracted wide attention in many fields during the last decades[12].

In this paper, we propose a FDP approach to predict RNA secondary struc-
ture, which takes advantage of fuzzy sets theory to reduce the parameter sensitiv-
ity, and imports qualitative prior knowledge by adding fuzzy goal distribution to
the prediction. Compared to the BJK grammar model of the SCFG approach,
which has been shown to have the best synthetical performance among nine
SCFG grammar models [13], our experiments performed on a dataset of tRNA
sequences show that the average prediction accuracy is increased by 5.34% (sen-
sitivity) and 4.05% (specificity) respectively.

2 Method

2.1 Fuzzy Modeling

Set Up Structure. Referring to the BJK grammar of the SCFG approach [14],
we define a fuzzy BJK (FBJK) structure model. In contrast to the original BJK,
however, the proposed FBJK model has several unique features. By incorporat-
ing the idea of the fuzzy sets theory, it is more suited to incorporate qualitative
subjective knowledge, which is beneficial to improve the prediction accuracy.
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– State space:
In the FBJK structure model, three state subspaces are used: L, S, and F .
Each state subspace is composed of all allowed possible base pairs of the
given sequence, which is indicated by (i, j) (i(j) = 1, · · · , l, j ≥ i), where i
and j denote the bases and l denotes the sequence length. As a result, each
state subspace forms an upper triangle matrix, see Figure 1.

Fig. 1. One layer of state space

– Fuzzy sets of observable characters:
The observable characters contain four bases {A, C, G, U}, and depending
on whether they are base-paired or base-unpaired we define two fuzzy sets
of observable characters Pair and Single. In this case, Pair is composed of
all possible base-pairs and can be expressed by a 4 × 4 membership func-
tion matrix as Eqs. (1). Single includes the four single bases and can be
represented by an 1× 4 membership function vector as Eqs. (2).

μPair =

⎡⎢⎢⎣
μAA μAC μAG μAU

μCA μCC μCG μCU

μGA μGC μGG μGU

μUA μUC μUG μUU

⎤⎥⎥⎦ (1)

μSingle =
[
μA μC μG μU

]
. (2)

– Admissible fuzzy decision set:

Ut ∈ U = {U1, U2, U3, U4, U5, U6}.

where each fuzzy decision Ui corresponds to a state transition rule, which is
given by Eqs.(3)-(8). For each of the three state subspaces, i.e., L, S, and
F , all the fuzzy decisions are classified as three admissible fuzzy decision
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subsets, that is, UL,US ,UF ⊆ U.

U1 ∈ UL : If Xt is L(i, j) and Ut is U1,

then Xt+1 is F (i + 1, j − 1) and Pair(i, j);
(3)

U2 ∈ UL : If Xt is L(i, i) and Ut is U2,

then Xt+1 is Single(i);
(4)

U3 ∈ US : If Xt is S(i, j) and Ut is U3,

then Xt+1 is L(i, k) and S(k + 1, j) (i ≤ k < j);
(5)

U4 ∈ US : If Xt is S(i, j) and Ut is U4,

then Xt+1 is L(i, j);
(6)

U5 ∈ UF : If Xt is F (i, j) and Ut is U5,

then Xt+1 is L(i, k) and S(k + 1, j) (i ≤ k < j);
(7)

U6 ∈ UF :If Xt is F (i, j) and Ut is U6,

then Xt+1 is F (i + 1, j − 1) and Pair(i, j).
(8)

– Optimal fuzzy policy:
The fuzzy policy is a subsequence of fuzzy decisions at the current and past
states. Accordingly, the fuzzy policy that has the biggest membership degree
is defined as the optimal fuzzy policy at stage k. So we have

μ(U∗
0 ,U∗

1 , · · · ,U∗
k−1) = max

U0,U1,··· ,Uk−1
μ(U0,U1, · · · ,Uk−1), (9)

where k denotes the number of stages. For the RNA secondary structure
prediction problem, k refers to the average length of RNA subsequences.

– Fuzzy goal:
As a fuzzy set, the universe of fuzzy goal is specified to be the set of the
bases in the given sequence, while its linguistic variables are specified to
be ”3’-end of hairpins”, which are conservative features of RNA secondary
structures as Figure 2.1 shows. More specifically, using the state transition
rules mentioned above, ”3’-end of hairpin” denotes the base coordinate i
when S(i, i) (i.e., S(i, j) satisfies i = j) is transferred to L(i, i) using the
fuzzy decision U4.

– Termination state set:
We use the FDP with an implicit termination time, whose current state Xt is
starting from the initiate fuzzy state and transferring according to the fuzzy
state transition rule of the current decision. When the current state attains
for the first time the termination state set, the process is terminated. Thus,
in our FBJK structure, the termination state set is specified to be the fuzzy
set of observable characters Single.

Estimate Parameters. The training samples datasets are used to estimate
parameters: fuzzy decision fitness and fuzzy goal distribution. The main idea
of our estimation method is fuzzy statistics, which is also called ’polling’ in
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Fig. 2. Take a tRNA’s secondary structure as an example. The bases marked by black
circle indicate the 3’-end points of hairpins, which are taken as linguistic variables of
the fuzzy goal.

[15]. Compared with iterated learning methods, this method can greatly reduce
computational complexity and time. While there is sacrifice in accuracy, it can
basically satisfy the present requirement.

– Fuzzy decision fitness:
Here, each fuzzy decision for all fuzzy state is given the same fitness, which
is time and state independent μC(Ui). As transition rules currently used
are unambiguous, for each training sequence with its secondary structure
annotation, the fuzzy policy is unique. After occurrence number of each
decision is counted, the fitness of fuzzy decisions is determined from these
counts using a Laplace (plus-one) prior idea as equation (10) follows.

μC(U r
i ) =

nr
i + 1∑

j nr
j + nr

, (10)

where nr
i is the occurrence number of the fuzzy decision U r

i and nr is number
of fuzzy decisions in the state subspace r. In our FBJK structure, nr = 2 for
r ∈ {L, S, F}.

– Membership of the elements in the fuzzy sets of observable characters:
The equations in the following are extensions of Laplace (plus-one) prior idea
to compute the membership of elements in Pair and Single.

μPair(X, Y ) =
nX,Y + 1∑

X,Y nX,Y + 16
X(Y ) ∈ {A, C, G, U}, (11)

μSingle(X) =
nX + 1∑
X nX + 4

X ∈ {A, C, G, U}. (12)
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– Fuzzy goal distribution:
Typical membership functions are used to describe the distribution of el-
ement membership in fuzzy goal. Here peak-Γ membership function is se-
lected, whose formula is as equation (13).

μ(x) =

{
ek(x−a) x ≤ a, k > 0;
e−k(x−a) x > a, k > 0.

(13)

where x is the relative coordinates of the base. By firstly storing the rel-
ative coordinates of the end points of hairpins (i/n) in annotated training
sequences, their mean E and covariance V values are calculated, which are
then used to determine the k and a parameters as follows.

a = E, k = (
4
V

)1/3. (14)

To avoid membership being zero, the plus-one prior distribution is added to
the above membership functions of fuzzy goal subsets and the membership
functions are slightly adjusted.

On the other hand, when the structure profile of homologous RNA se-
quences is known, multiple fuzzy goal subsets can be defined according to
different hairpins. The membership function of each fuzzy goal subset can be
estimated respectively. Then the set of fuzzy goal is the union of these fuzzy
goal subsets, in which membership of each base is its biggest membership in
these fuzzy goal subsets.

μA B(x) = max(μA(x), μB(x)). (15)

2.2 Fuzzy Inference

Having root with deterministic and stochastic dynamic programming approaches,
fuzzy dynamic programming computes optimal value for each substage by the fill-
ing process and then attains the optimal fuzzy policy as well as secondary struc-
ture result by the tracing back process.

The optimal fuzzy policy is defined as

μ(U∗
0 , · · · ,U∗

K−1|X0) = max
U0,··· ,UK−1

(μC(U0) ◦ · · · ◦ μC(UK−1) ◦ μGK (XK)), (16)

where the states satisfy fuzzy state transition rules:

If Xt is Xk and Ut is Uk, then Xt+1 is Xk+1 (k = 0, 1, · · · , K − 1). (17)

where K is the total number of fuzzy stages. For fuzzy dynamic programming
with an implicit termination time, K can’t be specified in advance but varies
with paths. Thus Kth stage in the above equation denotes the termination time
while K − 1th is the stage before termination and so on. Meanwhile, μGK (xK)
is the membership of the state xk in the fuzzy goal and the fuzzy operator ◦ is
defined as algebraic product as the form x ◦ y = xy.
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Filling Process. The filling process of FDP is iterative, which starts from the
subsequences with length 1 (i.e. the diagonal of the up-triangular matrix in Fig.
1), iterately expands the average length of the subsequences (to the up-right
direction of the matrix) until the whole sequence is computed and the terminat-
ing condition is matched (reaches initiate state S(1, l)). In each iteration, the
optimal policy of the subsequence decision process is computed.

μGK−v(XK−v) = max
UK−v

(μC(UK−v)◦ μGK−v+1(XK−v+1)) (v = 1, · · · ,K). (18)

More specifically, for now used FBJK structure and the definition of fuzzy
goal, the corresponding filling iteration formulations are symbolized in following
equations.

First, for state L(i, i):

μ(L(i, i)) = μC(U2) ◦ μSingle(B(i)); (19)

Second, for state S(i, i):

μ(S(i, i)) = μC(U4) ◦ μ(L(i, i)) ◦ μG(B(i)); (20)

Except for the above special formulas, other iterations are presented as follows:

μ(L(i, j))
i<j

= μC(U1) ◦ μ(L(i + 1, j − 1)) ◦ μPair(B(i), B(j));

μ(S(i, j))
i<j

= max

{
μC(U3) ◦ max

i<k<j
(μ(L(i, k)) ◦ μ(S(k + 1, j))

μC(U4) ◦ μ(L(i, j))
;

μ(F (i, j))
i≤j

= max

{
μC(U5) ◦ max

i<k<j
(μ(L(i, k)) ◦ μ(S(k + 1, j)))

μC(U6) ◦ μ(F (i + 1, j − 1)) ◦ μPair(B(i), B(j))
.

(21)

where B(i) refers to the ith base in the sequence.

Tracing Back Process. After the filling process has determined the mem-
bership of optimal policy, the tracing back process is used to retrieve the actual
optimal policy and its optimal path. It is actually a transformation process of the
current state starting from the initial state and using the fuzzy state transition
rules until attaining the termination state set. The optimal path is composed
of these states. This process is usually completed by employing the stack struc-
ture.

Meanwhile, the optimal secondary structure is attained simply as the base
pairs uniquely determine the secondary structure: bases i and j are paired in
the optimal secondary structure only if Pair(i, j) is on the optimal path.

3 Experimental Results

3.1 Dataset Preparation

In experiments, the tRNA datasets are used, in which 843 tRNA sequences
with annotated secondary structure are taken from the EMBL databank [16],



A FDP Approach to Predict RNA Secondary Structure 249

including various series such as virus, archaea, eubacteria, cyanelle, cytoplasm
and mitochondria. We construct three training sample datasets. The first one
is named MT100, in which 100 tRNA sequences are randomly selected from
the mitochondria data; while the second one is MT10CY10, where 10 tRNA
sequences are randomly selected from the cytoplasm data and 10 sequences from
the mitochondria data. The Rand tRNA dataset is composed of 569 randomly
selected tRNA from all the series.

3.2 Comparison with the BJK Grammar of the SCFG Approach

The paper of [13] gives a systematical analysis of nine different SCFG models,
which concludes that the prediction accuracy of Knudsen/Hein’s BJK grammar
is only slightly lower than its extension G6S grammar with a first order Markov
chain. While including stacking parameters makes the G6S grammar much more
complex, in synthetic sense, the BJK grammar can be treated as the best SCFG
grammar. Using the same training and testing samples datasets, we compare our
results with the BJK grammar model of the SCFG approach.

The parameter minimum length of hairpin (HLEN) of the two approaches
are both set to be 3 to keep them identical. Since the typical structure of tRNA
consists of four hairpins, when performing on the tRNA datasets, four fuzzy goal
subsets are used to describe them respectively and then merge into the set of
fuzzy goal in our approach.

We use sensitivity and specificity parameters to evaluate the RNA secondary
structure prediction accuracy, which are common measures of the accuracy of
prediction methods. Table 1 and 2 express the prediction accuracy of our Fuzzy
Dynamic Programming (FDP) approach compared with the BJK grammar of the
SCFG approach (BJK). The average sensitivity of these experiments is 81.48%
for the BJK grammar of the SCFG approach and 86.83% for our FDP approach,
while the average specificity is 78.62% and 82.68% respectively. Our method
outperforms the BJK grammar of the SCFG approach significantly.

Table 1. The FDP’s predicted Sensitivity(%) result compared with SCFG’s BJK gram-
mar with the same training (columns) and testing (rows) datasets. For instance, the
first number 82.57 refers to the prediction accuracy of the BJK grammar using the
MT10CY10 dataset to train parameters and the ARCHAE dataset to test.

MT10CY10 MT100 Rand tRNA
Dataset BJK FDP BJK FDP BJK FDP

ARCHAE 82.57 88.73 80.98 84.79 83.26 85.77
CY 81.06 90.58 81.68 86.30 83.01 88.69
CYANELCHLORO 83.39 93.03 83.34 88.79 85.71 90.18
EUBACT 90.30 92.30 87.56 91.16 91.19 93.06
VIRUS 80.45 84.16 78.40 84.36 80.45 84.36
MT 77.43 88.00 78.42 85.75 73.47 82.59
PARTIII 77.11 84.21 77.39 79.12 73.98 77.45
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Table 2. FDP’s predicted Specificity(%) result compared with SCFG’s BJK grammar

MT10CY10 MT100 Rand tRNA
Dataset BJK FDP BJK FDP BJK FDP

ARCHAE 75.01 80.34 73.99 77.07 77.99 78.86
CY 76.65 85.22 77.23 81.34 82.65 85.12
CYANELCHLORO 79.08 87.48 78.44 82.65 83.75 85.31
EUBACT 84.21 86.67 81.72 84.95 86.84 87.46
VIRUS 78.20 78.05 73.98 79.00 79.80 80.87
MT 75.82 84.62 76.77 83.43 78.28 84.28
PARTIII 75.74 81.79 76.88 78.63 78.04 83.06

4 Discussion

The fuzzy structure model presented in this paper is similar to the BJK grammar
of the SCFG approach, with the fuzzy transition rules analogous to the BJK’s
production rules. But in our approach, we take the RNA secondary structure
prediction process as a fuzzy inference system and uses the fuzzy dynamic pro-
gramming approach to compute the optimal fuzzy policy. By taking advantage
of fuzzy theory, conservative information of RNA secondary structure can be
naturally and easily imported into the prediction process to get better perfor-
mance than the BJK grammar of the SCFG approach, which is the one with the
best synthetical performance among nine SCFG models in [13].

What must be emphasized is that, in our approach different definitions of
state spaces, fuzzy decisions and fuzzy state transition rules can be developed
according to realistic problems, not constrained to the description of this paper.

5 Conclusion and Future Work

This paper develops a novel Fuzzy Dynamic Programming Approach to im-
prove the accuracy of RNA secondary structure prediction. The structure and
its parameters, as well as the filling and tracing back process are described
systematically. The test of our approach performed on tRNA dataset provided
better outcomes than the reference BJK grammar of the SCFG approach. What
remains to be improved?

– The membership functions of fuzzy decisions and fuzzy goals are both cal-
culated by fuzzy statistical methods. This can be developed to use learning
algorithms like the forward-backward algorithm of the SCFG approach. The
prediction accuracy is expected to be improved, while the computational
complexity is supposed to rise.

– Besides the relative coordinates of 3’-end bases of hairpin, more typical sub-
structures such as the stem features can be taken as the conservative infor-
mation to improve the prediction.

– Our approach can be modified to include processing of pseudo-knots.
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Abstract. The hydrophobic-hydrophilic (H-P) model for protein fold-
ing was introduced by Dill et al. [7]. A problem instance consists of a
sequence of amino acids, each labeled as either hydrophobic (H) or hy-
drophilic (P). The sequence must be placed on a 2D or 3D grid without
overlapping, so that adjacent amino acids in the sequence remain adja-
cent in the grid. The goal is to minimize the energy, which in the simplest
variation corresponds to maximizing the number of adjacent hydrophobic
pairs. The protein folding problem in the H-P model is NP-hard in both
2D and 3D. Recently, Fu and Wang [10] proved an exp(O(n1−1/d) · lnn)
algorithm for d-dimensional protein folding simulation in the HP-model.
Our preliminary results on stochastic search applied to protein folding
utilize complete move sets proposed by Lesh et al. [15] and Blazewicz
et al. [4]. We obtain that after (m/δ)O(Γ ) Markov chain transitions, the
probability to be in a minimum energy conformation is at least 1 − δ,
where m is the maximum neighbourhood size and Γ is the maximum
value of the minimum escape height from local minima of the underlying
energy landscape. We note that the time bound depends on the specific
instance. Based on [10] we conjecture Γ ≤ n1−1/d. We analyse Γ ≤ √

n
experimentally on selected benchmark problems [15,21] for the 2D case.

1 Introduction

A great variety of models has been developed for protein folding simulations,
with different levels of detail (for a concise discussion, cf. [20]). In the present
paper, we focus on minimal models [11], and we distinguish roughly between
lattice models [7] and off-lattice models [8,17]. For a discussion of energy func-
tions and justifications for the use of simplified (approximated) energy functions
we refer the reader to [20]. One of the most popular models of protein fold-
ing is the hydrophobic-hydrophilic (H-P) model [7]. In the H-P model, proteins
are modelled as chains whose vertices are marked either H (hydrophobic) or P
(hydrophilic); the resulting chain is embedded into some lattice. H nodes are
considered to attract each other while P nodes are neutral. An optimal embed-
ding is one that maximizes the number of H-H contacts. The rationale for this
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objective is that hydrophobic interactions contribute a significant portion of the
total energy function. Unlike more sophisticated models of protein folding, the
main goal of the H-P model is to explore broad qualitative questions about pro-
tein folding such as whether the dominant interactions are local or global with
respect to the chain [11].

Lattice models of protein folding have provided valuable insights into the
general complexity of protein structure prediction problems: Protein structure
prediction has been shown to be NP-hard for a variety of lattice models [3,11,16].
The intractability results are complemented by performance guaranteed approx-
imation algorithms that run in linear time [11,13]. Since protein structure pre-
diction is NP-hard, (local) search-based algorithms are a natural choice to tackle
the problem, especially in lattice models; cf. literature in [11]. Lesh et al. [15] and
Blazewicz et al. [4] proposed complete neighbourhood move sets for local search
in 2D and 3D grids, respectively, and performed computational experiments on
benchmark problems for protein folding in the H-P model. Recently, Fu and
Wang [10] proved an exp(O(n1−1/d) · lnn) algorithm for d-dimensional protein
folding simulation in the HP-model. It is interesting to note that this time bound
almost exactly mirrors the folding time approximation exp(λ · n2/3 ± χ · n1/2/2)
by Finkelstein and Badretdinov [9]1.

The present paper reports our preliminary results on stochastic search applied
to protein folding in the H-P model. We utilize the complete move sets proposed
in [15] and [4]. We obtain that after (m/δ)O(Γ ) Markov chain transitions, the
probability to be in a minimum energy conformation is at least 1 − δ, where
m is the maximum neighbourhood size of individual conformations, and Γ is
the maximum value of the minimum escape height from local minima of the
underlying energy landscape. Thus, the run-time estimation is problem-specific.
To be competitive with the Fu/Wang run-time bound, we need to show Γ ≤
n1−1/d. Future research will focus on proven upper bounds of Γ in the context
of complete move sets for the H-P model. In the present paper, we analyse the
conjecture Γ ≤

√
n experimentally on selected benchmark problems (taken from

[15,21]) for the 2D case.

2 Preliminaries

Our stochastic local search procedure for protein folding is based on simulated
annealing [6,14], where the underlying Markov chain is of inhomogeneous type
[5,12]. For simplicity of presentation, we focus on the 2D rectangular grid H-P
model only.

Anfinsen’s thermodynamic hypothesis [2] motivates the attempt to predict
protein folding by solving certain optimization problems, but there are two main
difficulties with this approach: The precise definition of the energy function that
has to be minimised, and the extremely difficult optimization problems arising
from the energy functions commonly used in folding simulations [11,17]. In the

1 The authors are grateful to one anonymous referee for drawing our attention to [9].
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2D rectangular grid H-P model, one can define the minimization problem as
follows:

min
α

E(S, α) for E(S, α) := ξ ·HHc(S, α), (1)

where where S is a sequence of amino acids containing n elements; Si = 1, if
amino acid on the ith position in the sequence is hydrophobic; Si = 0, if amino
acid on the ith position is polar; α is a vector of (n − 2) grid angles defined
by consecutive triples of amino acids in the sequence; HHc is a function that
counts the number of neighbours between amino acids that are not neighbours
in the sequence, but they are neighbours on the grid (they are topological neigh-
bours); finally, ξ < 0 is a constant lower than zero that defines an influence ratio
of hydrophobic contacts on the value of conformational free energy. The dis-
tances between neighbouring grid nodes is assumed to be equal to 1. We identify
sequences α with conformations of the protein sequence S, and a valid confor-
mation α of the chain S lies along a non-self-intersecting path of the rectangular
grid such that adjacent vertices of the chain S occupy adjacent locations. Thus,
we define the set of conformations (for each S specifically) by

FS :=
{

α is a valid conformation for S
}
. (2)

Since F := FS is defined for a specific S, we denote the objective function by

Z(α) := ξ ·HHc(S, α). (3)

The neighbourhood relation of our stochastic local search procedure is de-
termined by the set of pull moves introduced in [15] for 2D protein folding
simulations in the H-P model (and, basically, extended to the 3D case in [4]).
For details of the definition of the set of pull moves we refer the reader to [15].

Theorem 1. [15] The set of pull moves is local, reversible, and complete within
F , i.e., any β ∈ F can be reached from any α ∈ F by executing pull moves only.

The set of neighbours of α that can be reached by a single pull move is denoted
by Nα, where additionally α is included since the search process can remain in
the same configuration. Furthermore, we set

Nα := |Nα |; (4)
Fmin :=

{
α : α ∈ F and Z(α) = min

α′
E(S, α′)

}
. (5)

In simulated annealing-based search, the transitions between neighbouring ele-
ments are depending on the objective function Z. Given a pair of protein con-
formations [α, α′], we denote by G[α, α′] the probability of generating α′ from
α, and by A[α, α′] we denote the probability of accepting α′ once it has been
generated from α. As in most applications of simulated annealing, we take a
uniform generation probability:

G[α, α′] :=

{
1

Nα
, if α′ ∈ Nα;

0, otherwise.
(6)
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The acceptance probabilities A[α, α′] are derived from the underlying analogy
to thermodynamic systems:

A[α, α′] :=

{
1, if Z(α′) −Z(α) ≤ 0;

e−
Z(α′)−Z(α)

t , otherwise,
(7)

where t is a control parameter having the interpretation of a temperature in
annealing processes. The probability of performing the transition between α and
α′ is defined by

Pr{α→ α′} =

⎧⎨⎩ G[α, α′] · A[α, α′], if α′ �= α;

1 −
∑

α′ �= α

G[α, α′] · A[α, α′], otherwise. (8)

By definition, the probability Pr{α → α′} depends on the control parameter t.
Let aα(k) denote the probability of being in conformation α after k transition
steps. The probability aα(k) is calculated in accordance with

aα(k) :=
∑
β∈F

aβ(k − 1) ·Pr{β → α}. (9)

The recursive application of (9) defines a Markov chain of probabilities aα(k),
where α ∈ F and k = 1, 2, .... If the parameter t = t(k) is a constant t, the
chain is said to be a homogeneous Markov chain; otherwise, if t(k) is lowered at
any step, the sequence of probability vectors a(k) is an inhomogeneous Markov
chain.

In the present paper we are focusing on a special type of inhomogeneous
Markov chains where the value t(k) changes in accordance with

t(k) =
Γ

ln(k + 2)
, k = 0, 1, ... . (10)

The choice of t(k) is motivated by Hajek’s Theorem on logarithmic cooling sched-
ules for inhomogeneous Markov chains [12]. To explain Hajek’s result, we first
need to introduce some parameters characterising local minima of the objective
function:

Definition 1. A conformation α′ ∈ F is said to be reachable at height h from
α ∈F , if ∃α0, α1, ..., αr ∈ F with α0 = α ∧ αr = α′ such that G[αu, αu+1] >
0, u = 0, 1, ... , (r − 1), and Z(αu) ≤ h for all u = 0, 1, ... , r.

We use the notation H(α⇒α′) ≤ h for this property. The conformation α is a
local minimum, if α ∈ F\Fmin and Z(α′) ≥ Z(α) for all α′ ∈ Nα\{α}.

Definition 2. Let λmin denote a local minimum, then D(λmin) denotes the
smallest h such that there exists λ′ ∈ F with Z(λ′) < Z(λmin) that is reach-
able at height Z(λmin) + h.

The following convergence property has been proved by B. Hajek:
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Theorem 2. [12] For t(k) from (10), the asymptotic convergence
∑

α∈Fmin
aα(k)

−→
k→∞

1 of the algorithm defined by (3), ..., (9) is guaranteed if and only if

1. ∀α, α′∈F ∃α0, α1, ... , αr∈F such that α0 = α ∧ αr = α′

and G[αu, αu+1] > 0 for u = 0, 1, ... , (r − 1);
2. ∀h : H(α⇒α′) ≤ h ⇐⇒ H(α′⇒α) ≤ h;
3. Γ ≥ max

λmin
D(λmin).

From Theorem 1 and the definition of Nα we immediately conclude that the
conditions (i) and (ii) are valid for F . Thus, together with Theorem 2 we obtain:

Corollary 1. If Γ ≥ maxλmin D(λmin), the algorithm defined by (3), ..., (10)
and the pull move set from [15] tends to minimum energy conformations in the
H-P model.

3 Run-Time Estimates of Simulations

In this section, we outline a run-time estimation for finding optimum conforma-
tions with a certain confidence δ′ = 1 − δ > 0. The run-time estimation is an
extension of the convergence analysis from [1] to a more complicated objective
function, and it relates the run-time to the landscape parameter Γ (cf. (10)), to
the confidence parameter δ′ = 1 − δ, and to the maximum size m of individual
neighbourhood sets.

For any α ∈ F we introduce the following parameters:

s(α) := |{α′ : α′ ∈ Nα ∧ Z(α′) > Z(α)}|, (11)
r(α) := |{α′ : α′ ∈ Nα ∧ α′ �= α ∧ Z(α′) ≤ Z(α)}| . (12)

Thus, from the definition of Nα and (4) we have

s(α) + r(α) = Nα − 1. (13)

We observe that for Z(α′) > Z(α) the acceptance probability (7) can be rewrit-
ten as

e−(Z(α′)−Z(α))/t(k) =
1(

k + 2
)(Z(α′)−Z(α))/Γ

, k ≥ 0. (14)

To simplify notation, we use γ := γ(α′, α) := (Z(α′) − Z(α))/Γ , in most cases
not indicating the dependence on (α′, α).

In (9), we separate the probabilities according to whether or not α′ equals α,
and the probability to remain in α is substituted by the defining equation from
(8). Thus, we obtain:

aα(k)=
∑

α′ ∈ Nα

aα′(k − 1) ·Pr{α′ → α}

=aα(k − 1) ·
(
1−

∑
α′ �= α

Pr{α→ α′}
)

+
∑

α′ �= α

aα′ (k − 1) ·Pr{α′ → α}.
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The value of aα(k) is now expressed by using structural parameters as defined
in (11) and (12):

Lemma 1. The value of aα(k) can be calculated from probabilities of the previ-
ous step by

aα(k) =
(

s(α) + 1
Nα

− 1
Nα

·
s(α)∑
i=1

1
(k + 1)γ

)
· aα(k − 1) +

s(α)∑
i=1

aαi(k − 1)
Nαi

+

+
r(α)∑
j=1

aαj (k − 1)
Nαj

· 1
(k + 1)γ . (15)

The backwards expansion from Lemma 1 will be used as the main relation
reducing aα(k) to probabilities from previous steps. The elements of the con-
formation space are distinguished by their minimum distance to Fmin: Given
α ∈ F , we consider a shortest path of length dist(α) with respect to neighbour-
hood transitions from α to Fmin. We introduce a partition of F in accordance
with dist(α):

α ∈Mi ⇐⇒ dist(α) = i ≥ 0, and Mdm =
dm⋃
i=0

Mi, (16)

where M0 :=Fmin and dm is the maximum distance. From the proof of Theorem 1
in [15] we conclude

dm ≤ nO(1). (17)

Since we want to analyze the convergence to elements from M0 = Fmin, we have
to show that the value ∑

α�∈M0

aα(k) (18)

becomes small as k increases. We assume k ≥ dm and we are going backwards
from step k: At the same backwards transition from k to (k−1), the neighbours
of α are generating terms containing aα(k − 1) as a factor in the same way as
aα(k) generates terms with factors aαi(k − 1) and aαj (k − 1), see Lemma 1.
If we now consider the entire sum

∑
α�∈M0

aα(k), the terms corresponding to a
particular aα(k−1) can be collected together to form a single expression. Firstly,
we consider α ∈ Mi, i ≥ 2. In this case, α does not have neighbours from M0,
i.e., the expansion from Lemma 1 appears for all neighbours of α in the reduction
of
∑

α�∈M0
aα(k) to step (k − 1). Therefore, in the expansion of

∑
α�∈M0

aα(k),
the following arithmetic term is generated when the particular α is from M1:(

1 − r(α)
Nα

)
· aα(k − 1). (19)

We introduce the following abbreviations:

ϕ(α, v) :=
1

Nα
·
s(α)∑
i=1

1
(k + 2− v)γi

and Dα(k−v) :=
s(α) + 1

Nα
−ϕ(α, v). (20)
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Now, the backwards expansion can be summarised to

Lemma 2. A single step of the expansion of
∑

α�∈M0
aα(k) results in∑

α �∈ M0

aα(k)=
∑

α �∈ M0

aα(k−1)−
∑

α ∈ M1

r(α)
Nα

·aα(k−1)+
∑

α′ ∈ M0

ϕ(α′, 1)·aα′ (k−1). (21)

The diminishing factor (1− r(α)/Nα) is generated by definition for all elements
of M1. At subsequent reduction steps, the factor is “transmitted” successively to
all probabilities from higher distance levels Mi because any element of Mi has
at least one neighbour from Mi−1. We denote∑

α �∈ M0

aα(k) =
∑

α �∈ M0

μ(α, v) · aα(k − v) +
∑

α′ ∈ M0

μ(α′, v) · aα′(k − v), (22)

i.e., the coefficients μ(α̃, v) are the factors at probabilities after v steps of a back-
wards expansion of

∑
α�∈M0

aα(k). Starting from step (k − 1), the probabilities
aα′(k − v), α′ ∈ M0, from (22) are expanded in the same way as the proba-
bilities for all other α �∈ M0. Taking into account (20), we obtain the following
parameterized representation for μ(α̃, v):

Lemma 3. The following recurrent relation is valid for the coefficients μ(α̃, v):

μ(α̃, v)=μ(α̃, v−1)·Dα̃(k−v)+
∑

α′′ < α̃

μ(α′′, v−1)
Nα̃

+
∑

α′ > α̃

μ(α′, v−1)
Nα̃

· 1
(k+2−v)γ

. (23)

We take advantage of the fact that for conformations α different from local and
global minima the factor Dα(k − v), which is associated with the probability to
remain in α, is smaller than (1 − 1/(m + 1)) for m := maxα Nα, i.e. there is
an upper bound independent of (k − v); see (20). Let MIN denote the set of all
global and local minima. We set M̂ :=

{
α : r(α) ≥ 1

}
= F\MIN and consider

aα(k) defined by (8) and (9) when all probabilities on the right hand side are
recursively substituted in the same way, where we break up the paths of the
expansion that lead from some α to α′ with Z(α) > Z(α′). Such transitions
generate a factor (k + 2− u)−γ , which is then used as the crucial type of factors
in the upper bound of aα(k). By analysing this type of expansions, we obtain:

Lemma 4. If k > 2 · (m + 1)2 · ln (k + 2)maxγ for the maximum size m of
neighbourhoods, then∑

α∈M

aα(k) < O
( (m + 1)3

(k − 2 · (m + 1)2 · ln (k + 2)maxγ)min γ

)
. (24)

By Mlm ⊂ MIN we denote the set of all local minima, and A stands for the
RHS of (24). If α ∈ Mlm, we represent μ(α, v) by μ(α, v) = 1 − ν(α, v) and by
straightforward calculations we obtain∑

α�∈M0

aα(k)−
∑

α�∈M0

aα(k′) < A+
∑

α∈Mlm

ν(α, v′)·aα(k).

Thus, it remains to analyse ν(α, v′), v′ ≥ dm + v, for local minima:
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Lemma 5. If α ∈Mlm, then

ν(α, v′) < O
( (m + 1)

(k + 2− v′)min γ

)
. (25)

From (25) and Lemma 5 we obtain the main result:

Theorem 3. If Γ ≥ max
λmin

D(λmin) for F from (2) and 0<δ<1, then

k ≥
((m + 1)3

δ

)O(Γ )

implies
∑

α′∈Fmin

aα′ (k) ≥ 1 − δ. (26)

4 Landscape Analysis on Selected Benchmarks

As mentioned in Section 1 already, the run-time estimation (26) from Theorem 3
is problem-specific, i.e. depends on the parameter Γ of the landscape induced
by an individual protein sequence. For a problem-independent upper bound we
conjecture Γ ≤ n1−1/d, which complies with the result from [10]. However, for
individual protein sequences one can proceed as follows: Given a sequence α, the
parameter Γ is estimated in a pre-processing step (landscape analysis), where
the maximum increase of the objective function is monitored in-between two
successive improvements of the best value obtained so far. This approach usually
overestimates Γ significantly. Therefore, we are searching for a suitable constant
c such that Γ ′ = Gmonit/c comes closer to Γ , where Gmonit is the maximum
of the monitored increases of the objective function in-between two successive
total improvements of the objective function. This estimation Γ ′ is then taken
(together with the length of α and a choice of δ for the confidence 1 − δ) as
the setting for the (slightly simplified) run-time estimation according to (26).
In our computational experiments on 2D benchmark problems we indeed obtain
optimum solutions for smaller values of Γ than

√
n.

The stochastic local search procedure as described in Section 2 was imple-
mented and we analysed the following 2D benchmark problems (cf. [15,21]):

Table 1. Selected 2D benchmark problems from [15,21]

name/n structure Zmin

S36 3P2H2P2H5P7H2P2H4P2H2PH2P -14
S60 2P3HP8H3P10HPH3P12H4P6HP2HPHP -35
S64 12HPHPH2P2H2P2H2PH2P2H2P2H2PH2P2H2P2H

2PHPHP12H -42
S85 4H4P12H6P12H3P12H3P12H3PH2P2H2P2H2PHPH -53
S100 6PHP2H5P3HP5HP2H4P2H2P2HP5HP10HP2HP7H

11P7H2PHP3H6PHP2H -48
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Table 2. Results for selected 2D benchmarks; 1 − δ = 0.51

name/n
√

n Gmonit Γ ′ (n/δ)Γ ′
Tmax

S36 6.00 9.25 3.00 ≈ 4.0 × 105 29, 341
S60 ≈ 7.74 14.00 3.87 ≈ 1.2 × 108 30, 319
S64 8.00 18.00 4.00 ≈ 2.9 × 108 259, 223
S85 ≈ 9.20 21.75 4.60 ≈ 2.0 × 1010 13, 740, 964
S100 10.00 21.50 5.00 ≈ 3.5 × 1011 57, 195, 268

Unfortunately, information about the exact number of ground states is not pro-
vided; the ground states are equally treated. In [15], three states are reported
for S85, two states for S100.

Following the experimental part of [1], we use (m/δ)Γ ′
as a simplified version

of (26), where Γ ′ is ≈
√

n/2. We compare Γ ′ to Gmonit/c, i.e. apart from trying
to approximate the real Γ by Γ ′, we also try to relate Γ ′ to Gmonit.

In Table 2 we report results where Zmin was achieved for all five benchmark
problems from Table 1. By Tmax we denote the average number of transitions
necessary to achieve Zmin calculated from four successive runs for the same
benchmark problem. The same applies to Gmonit, which is the average from
the four runs executed for each of the five benchmark problems. Although by
definition Γ has to be an integer value, we allowed rational values for Γ ′. The
simplified version of (26) was calculated for m = n and δ = 0.49, i.e. for a
confidence of 51%. As already mentioned, the value of Γ ′ was chosen ≈

√
n/2,

which was used in (10) for the implementation.
As can be seen, the simplified version of (26) still overestimates the number

of transitions sufficient to achieve Zmin for the selected benchmark problems,
which is at least partly due to the setting m = n. To incorporate improved
upper bounds of m will be subject of future research. Based on the data from
Table 2, the constant c in Γ ′ = Gmonit/c ranges from 3.08 to 4.73. Overall, the
results encourage us to attempt a formal proof of the conjecture Γ ≤

√
n.

5 Concluding Remarks

We analyzed the run-time of protein folding simulations in the H-P model, if
the underlying algorithm is based on the pull move set and logarithmic simu-
lated annealing. We obtained that the probability to be in a minimum energy
conformation is at least 1 − δ after (m/δ)κ·Γ Markov chain transitions, where
m < sequence length n, κ is a small constant, and Γ is a crucial parameter of
the landscape induced by the energy measure, the pull move set, and the indi-
vidual sequence that has to be folded. Future research will be directed towards
tight upper bounds of Γ in terms of the sequence length n, improved upper
bounds of the maximum neighbourhood size m, on computational experiments
on benchmark problems for the 3D case, and on landscape properties related to
Levinthal’s paradox [18], i.e. if there are “shallow” sub-landscapes with small Γ
that imply fast folding.
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Boston, 1994.

19. Pardalos, P.M., Liu, X., Xue, G.: Protein conformation of a lattice model using
tabu search. J. Global Optim˙11 (1997) 55–68.

20. Straub, J.E.: Protein folding and optimization algorithms. The Encyclopedia of
Computational Chemistry, vol. 3, pp. 2184–2191, Wiley & Sons, 1998.

21. Unger, R., Moult, J.: Genetic algorithms for protein folding simulations. J. Mol.
Biol. 231 (1993) 75–81.



Rapid ab initio RNA Folding Including

Pseudoknots Via Graph Tree Decomposition

Jizhen Zhao1, Russell L. Malmberg2, and Liming Cai1

1 Department of Computer Science, University of Georgia, Athens, GA 30602, USA
{jizhen, cai}@cs.uga.edu �

2 Department of Plant Biology, University of Georgia, Athens, GA 30602, USA
russell@plantbio.uga.edu

Abstract. The prediction of RNA secondary structure including
pseudoknots remains a challenge due to the intractable computation of
the sequence conformation from intriguing nucleotide interactions. Op-
timal algorithms often assume a restricted class for the predicted RNA
structures and yet still require a high-degree polynomial time complexity,
which is too expensive to use. Heuristic methods may yield time-efficient
algorithms but they do not guarantee optimality of the predicted struc-
ture. This paper introduces a new and efficient algorithm for the predic-
tion of RNA structure with pseudoknots for which the structure is not
restricted. Novel prediction techniques are developed based on graph
tree decomposition. In particular, stem overlapping relationships are de-
fined with a graph, in which a specialized maximum independent set
(IS) corresponds to the desired optimal structure. Such a graph is tree
decomposable; dynamic programming over a tree decomposition of the
graph leads to an efficient algorithm. The new algorithm is evaluated
on a large number of RNA sequence sets taken from diverse resources.
It demonstrates overall sensitivity and specificity that outperforms or is
comparable with those of previous optimal and heuristic algorithms yet
it requires significantly less time than other optimal algorithms.

1 Introduction

The secondary structure of an RNA molecule is formed due to short or long
distance pairings between nucleotides in the sequence. Base pair regions either
single, nested or parallel are called stem-loops; base pair regions crossing each
other are called pseudoknots [23]. Pseudoknots are important structures in RNA
molecules and often play important functional roles [12] such as catalysis, RNA
splicing, transcription regulation. Knowing the secondary structures of RNA
molecules is critical for determining their three dimensional structures and un-
derstanding their functions. Automated prediction of RNA secondary structure
is thus in demand since it is expensive and time consuming to experimentally
determine the structure.
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It is computationally challenging to predict RNA secondary structure includ-
ing pseudoknots. In particular, the problem of predicting RNA pseudoknots
with the minimum free energy is provably NP-hard [13]. Practical approaches to
cope with this computational challenge are either to restrict the class of pseudo-
knots under consideration or to employ heuristics in the algorithms. Optimal
algorithms for restricted pseudoknot classes are usually thermodynamics-based,
extended from Zuker’s algorithm for the prediction of pseudoknot-free struc-
tures [25]. In such algorithms, the predicted optimal structure of a single RNA
sequence is the one with the global minimum free energy based on a set of exper-
imentally determined parameters. Among these algorithms, PKNOTS [17] can
handle the widest classes of pseudoknots. However, its time complexity O(n6)
makes it infeasible to fold RNA sequences of a moderate length. The computa-
tion efficiency may be improved at the cost of further restricting the structure
of pseudoknots [16], but still with a time complexity O(n5) or O(n4). Most such
algorithms produce only the optimal solution, while suboptimal ones that may
reveal the true structure are often ignored.

On the other hand, computationally efficient heuristic methods have also been
explored to allow unrestricted pseudoknot structures. Iterated loop matching
(ILM) [19] is one such method. It finds the most stable stem, adds it to the
candidate secondary structure and then masks off the bases forming the stem and
iterates on the left sequence segments until no other stable stem can be found.
One structure is reported at the end. Another algorithm, HotKnots [16], does
the prediction in a slightly different way. It keeps multiple candidate structures
rather than only one and builds each of them in a similar but more elaborate way.
These methods can usually be fast, yet they often do not provide an optimality
guarantee for the predicted structure or a quality measure on the predicted
structure with respect to the optimal structure. Other heuristic methods based
on genetic algorithms and Monte Carlo simulation usually do not address the
optimality issue either [1,5].

In this paper, we introduce a novel approach for the optimal prediction of RNA
pseudoknots for which the structure is not restricted. Our method is based on
a simplified thermodynamic model without accounting for loop energies [15,19].
In this method, stable stems are selected from an RNA sequence as vertices of
a graph; vertices are connected with edges if corresponding stems conflict (i.e.,
overlap) in their positions in the sequence. The optimal structure of an RNA
sequence corresponds to a collection of non-conflicting stable stems, which can
be found by seeking the maximum weighted independent set (WIS) from the
graph. We observe that stable stems can be so selected that the resulting graph
is of a moderately small tree width t. Based on a tree decomposition of the graph,
a dynamic programming algorithm for WIS of the worst-case time complexity
O(1.44tn) is obtained, where n is the number of vertices in the graph, at most
quadratic in the length of the RNA sequence. This is an efficient prediction
algorithm parameterized on the tree width t, which is usually small.

We implemented our algorithm TdFOLD and evaluated its performance on
various RNA sequence sets from different sources. The test results showed high
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efficiency and high accuracy for our algorithm. TdFOLD was tested against
PKNOTS, ILM and HotKnots on a set of 50 tRNA’s, a set of 50 small RNA
sequences containing pseudoknots with length ranging from 23 to 113, and a set
of 11 large RNA’s with length range from 210 to 412. The results showed that
overall, in terms of the sensitivity and specificity of the prediction, TdFOLD
outperforms the optimal algorithm PKNOTS and the heuristic algorithms ILM
and HotKnots. In time efficiency, it outperforms PKNOTS and HotKnots, and
is comparable with ILM. Our algorithm will also output suboptimal structures
without spending much more time than reporting the optimal structure.

Graph theoretic methods have previously been explored for RNA structure
prediction [23]. Our method is different from the previous ones in two respects.
Our graphs constructed from the RNA sequence contain vertices describing stems
instead of nucleotides; making the stem to be the smallest structural unit can
greatly simplify the complexity of the problem. More importantly, our graph al-
gorithm takes advantage of the tree decomposition technique on the formulated
graphs. In fact, it has been demonstrated that the RNA secondary structure can
be profiled with a conformational graph of small tree width [21]. The underlying
graph constructed for the ab initio structure prediction is essentially an augmen-
tation of the conformational graph in which additional vertices and edges are
added only for the overlapping stems, thus inheriting the tree decomposability
which makes the algorithm efficient.

2 Methods and Algorithm

Given an RNA sequence, our algorithm first builds a pool of stable stems, then
finds a number of secondary structures with (near) minimum total stem energies
by a tree decomposition based procedure for a graph formed by the stable stems.
These predicted secondary structures are then reordered by counting the stem
and loop energies together.

2.1 Problem Formulation

A (canonical) base pair is either a Watson-Crick pair (A-U or C-G) or for wobble
pair G-U . A stem is a set of stacked nucleotide base pairs on an RNA sequence
s. In general a stem S can be associated with four positions (il, jl, ir, jr), where
il < jl < ir < jr, on the sequence s such that (a) (s[il], s[jr]) and (s[jl], s[ir]) are
two canonical base pairs; and (b) for any two base pairs (s[x], s[y]), (s[z], s[w])
in the stem S, either il ≤ x < z ≤ jl and ir ≤ w < y ≤ jr, or il ≤ z < x ≤ jl

and ir ≤ y < w ≤ jr. Region s[il..jl] is the left region of the stem and s[ir..jr]
is the right region of the stem. Stem S is stable if the formation of its base pairs
allows the thermodynamic energy Δ(S) of the stem to be below a predefined
threshold parameter E < 0. Figure 1(a) shows all the stable stems in Ec Pk4

with E = −5 kcal/mol, the fourth pseudoknot in E.coli tmRNA [24], and their
corresponding free energy values.

A stem graph G = (V, E) can be defined for the RNA sequence s, where each
vertex in V uniquely represents a stable stem on s, and E contains an edge
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Fig. 1. (a) Ten stable stems in Ec Pk4, the fourth pseudoknot in E.coli tmRNA mole-
cule, including their left and right regions, and thermodynamic energies; (b) stem graph
for Ec Pk4; and (c) a tree decomposition of the stem graph with tree width 4

between two vertices if and only if the corresponding two stems (a, b, c, d) and
(x, y, z, w) conflict in their positions, i.e., one or both of the regions s[a..b] and
s[c..d] overlap with at least one of the regions s[x..y] and s[z..w]. Figure 1(b)
shows the stem graph for Ec Pk4 constructed according to the stable stems
given in Figure 1(a). The stem graph is a weighted graph, with a weight on
every vertex. Usually, the weight of a vertex can simply be the absolute value of
the thermodynamic energy Δ(S) of the stem S corresponding to the vertex. The
weight may also be adjusted by scaling it (non-)linearly according to the length
of the corresponding stem or the distance between the left and right regions
of the stem. The problem of predicting the optimal structure of the RNA then
corresponds to finding a collection of non-conflicting stems from its stem graph
which achieves the maximum total weight. This is exactly the same as the graph
theoretic problem: finding the maximum WIS in the stem graph. Note the weight
for an IS representing a secondary structure is based on the total energies of the
stems only (similar models were previously adopted by both primitive method
[15] and more elaborate one [19]).

2.2 Identifying Stable Stems

For our purpose, stable stems are defined according to a set of parameters. In
particular, a stem contains at least P base pairs; the loop length in between the
left and right region of the stem is at least L; the thermodynamic energy is at
most E. Bulges within a stem are allowed, for which the stem essentially becomes
a set of substems separated by the bulges. In addition, parameter T limits the
minimum substem length, and parameter B limits the maximum bulge length.
The thermodynamic energy Δ(S) of stem S is calculated by taking into account
both the stacking energies and the destabilizing energies caused by bulges. A
procedure similar to the one used in [11] is employed to identify all the stable
stems. The stable stem pool can be extended by introducing maximal substems
that can resolve the conflicts and meet the requirements defined by the above
parameters for each pair of overlapped stems in the pool.
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2.3 Tree Decomposition Based Algorithm

Definition [18] A tree decomposition of graph G = (V, E) is a pair (T, X) if it
satisfies:

1. T = (I, F ) is a tree with node set I and edge set F ,
2. X ={Xi : i ∈ I, Xi ⊆ V },

⋃
i Xi = V and ∀u ∈ V , ∃i ∈ I such that u ∈ Xi,

3. ∀(u, v) ∈ E, ∃i ∈ I such that u, v ∈ Xi,
4. ∀i, j, k ∈ I, if k is on the path that connects i and j in tree T , Xi∩Xj ⊆ Xk

The width of a tree decomposition (T, X) is maxi∈I |Xi| − 1. The tree width of
the graph G is the minimum tree width over all possible tree decomposition of
G. If T is restricted to be a path, we refer (T, X) as a path decomposition and the
best width over all of the path decompositions as the path width of G. The tree
decomposition is rooted in the deep graph minor theorems by Robertson and
Seymour [18]. It provides a topological view on a graph and the tree width mea-
sures how much the graph is ”tree-like”. Figure 1(c) shows a tree decomposition
for the stem graph given in Figure 1(b).

Many computationally intractable graph problems can be easily solved on
graphs of small tree width. In particular, a large number of such graph problems,
while intractable on general graphs, can be solved in linear time, given a tree
decomposition of tree width ≤ t, for a fixed t. Maximum WIS is one such problem
[3]; it has time complexity O(2tn). For the RNA stem graphs, we observe that
vertices contained in every node of a tree decomposition can be partitioned into
a small collection of maximal cliques, thus the factor 2t can be further reduced.
For example, in Figure 1(c), node {1, 2, 5, 3, 8} contains two cliques {1, 2, 5}, and
{3, 8} (also see Figure 1(b)). In general, let C1, . . . , Cq, where

∑q
i=1 |Ci| = t, be

the maximal cliques contained in a node, for some small q, then the number of
valid partial ISs for the vertices in the node is at most

∏q
i=1 |Ci| ≤ (t/q)q. While

the right term may reach the worst case extreme et/e ≈ 20.53t when t/q = e,
the base of natural logarithm, in reality, the worst case may never occur because
q usually is small. In the above example, the factor is reduced to 3 × 2 = 6 in
contrast to the number 25 = 32.

Algorithm details. Now we describe the tree decomposition based dynamic
programming algorithm that finds the maximum WIS from the stem graph G =
(V, E). It assumes a binary tree decomposition (T, X), where X = ∪Xm

i=1, for
the stem graph, where m = O(|V |), |Xi| = t, for i = 1, . . . , m. We only discuss
the process for achieving the optimal solution. The technical details for getting
suboptimal solutions are similar.

The algorithm constructs one dynamic programming table mi for every tree
node Xi = {v1, . . . , vt}. Table mi records all possible partial ISs in the subgraph
induced by the set of all the vertices in the subtree rooted at i of the tree
decomposition. There are t columns in the table mi, one for each vertex in
the corresponding tree node Xi. Rows are the combinations of these vertices; a
vertex is selected if and only if the corresponding column takes value 1. There
are additional three columns V, S, Opt in the table.
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Fig. 2. Dynamic programming table construction over tree decomposition. Table
mi is computed also based on the computed tables mk and mj . Row f =
(x0, . . . , xh, . . . , xm, . . . , xr, . . . , xt) in table mi is computed from row g in table mk

and row h of table mj , Row g is the optimal for columns Xk − Xi given the value
(x0, . . . , xm) for columns Xk ∩Xi. Similarly, row h is the optimal for columns Xj −Xi

given the value (xh, . . . , xr) for columns Xj ∩ Xi.

These tables are constructed in a bottom-up fashion, from leaves to the apex
of the tree decomposition (see Figure 2). Each row of a table is a combination of
the vertices in the corresponding node. Column V is set 1 if the row represents
a valid IS. For a leaf node, S is 0 if the row is not a valid IS; otherwise S is the
corresponding weight of the set. For an internal node i that has two children
j and k whose tables mj , mk have been computed, for each row in table mi,
column S is computed as S = w1 + w2 + w3 − w4, where

– w1 is the weight of the row in table mj with the same combination in the
columns corresponding to the vertices in Xj ∩Xi that has column Opt = 1;

– w2 is the weight of the row in table mk with the same combination in the
columns corresponding to the vertices in Xk ∩Xi that has column Opt = 1;

– w3 is the weight of the IS formed by the choices in columns corresponding
to the vertices in Xi −Xj −Xk; and

– w4 is the weight of the IS formed by the same combination in the columns
corresponding to the vertices in Xi ∩Xj ∩Xk.

Column Opt is set 1 if and only if the row represents a valid IS and S in this row
is optimal among all the rows with different choices in the columns corresponding
to the vertices in Xi−Xp given the chosen values same as this row in the columns
corresponding to the vertices in Xi ∩Xp, where node p is the parent of node i.

As mentioned earlier, the enumeration of the combinations of the graph ver-
tices in tree node Xi is along a number of maximal cliques. In general, a greedy
algorithm is used to partition set Xi into a collection of cliques. Consider the
sequence as a straight line and the left (right) region of a stem as an interval.
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Let all the left regions of the stable stems included in the tree node form an
interval graph. Choose an interval (left region) with the right end at the left
most position among all of the intervals, record all the intervals overlap with
this interval as a clique and remove them, recursively call on the interval graph
left until it is empty. A linear time in t is enough for this procedure.

Tree decomposition of stem graph. Finding the optimal tree decomposi-
tion is NP-hard [2], we use a simple, fast heuristic algorithm to produce a tree
decomposition for the given stem graph. This algorithm is based on a heuristic
method for greedy fill-in [?]. The method will produce a tree decomposition with
small tree width but not necessary the optimal one.

Reordering suboptimal structures. The list of candidate structures, in-
cluding the optimal and the suboptimal ones, are reordered based on a more
sophisticated energy model. In particular, we recalculate the free energy for
each of the candidate structures using a procedure implemented in [16] accord-
ing to the energy model in [20,14] combined with the one in [6], which take
the stem stabilizing energies, loop destabilizing, and pseudoknot energies into
account.

3 Evaluation Results

3.1 Data Sets and Experiment Details

We used three sets of RNA sequences to evalute the algorithm (see Table 1). The
first set is 50 tRNAs with lengths ranging from 71 to 79 (with the average 75). The
second set is 50 small RNA sequences or sequence segments with pseudoknot struc-
tures of lengths ranging from 23 to 113 (with the average 53). The third set is 11
large RNA sequences of lengths ranging from 210 to 412 (with the average 344).

We compared the performance of our algorithm TdFOLD and that of algo-
rithms PKNOTS [17], ILM [19], and HotKnots [16]. We ran all these algorithms
on the tRNAs and the set of small pseudoknot RNAs, and run all but PKNOTS
on the set of large RNAs. We evaluated both accuracy and efficiency of these
algorithms. The accuracy is measured in both sensitivity and specificity. Let RP
be the number of base pairs in the real structure, TP (true positive) be the
number of correctly predicted base pairs and FP (false positive) be the num-
ber of predicted base pairs that do not exist as real structures. We define SE
(sensitivity) as TP/RP , and SP (specificity) as TP/(TP + FP ). The perfect
prediction should yield 1 for both sensitivity and specificity values.

For tRNA, we turned off the pseudoknot option for PKNOTS since we already
know they are pseudoknot free. For TdFOLD, parameters were set to default
values and the number of output solutions was set to 40 for tRNAs and small
pseudoknotted RNAs. The parameters were adjusted for each of the large se-
quences. The experiments were run on a PC with 2.8 GHz Intel(R) Pentium 4
processor and 1-GB RAM, running RedHat Enterprise Linux version 4 AS.
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Table 1. Test sets: sequence IDs with their reference citations

Set one: tRNA[22]

GA0001 GA1262 GA2492 GA3755 GA4966 GC2866 GD1723 GD5199 GE2095
GE4739 GF1407 GF4687 GG0841 GG2136 GG3917 GH0128 GH4536 GI1748
GI4502 GK1078 GK4537 GM0313 GM2284 GM4471 GM5945 GN2837 GP1341
GP3879 GP5312 GQ2684 GR0044 GR0793 GR1516 GR2309 GR3541 GR4508
GR4705 GR4740 GR5278 GT0109 GT1418 GT4178 GT5273 GV0579 GV1734
GV4391 GV5554 GW1796 GW5332 GY4135

Set two: small RNAs

Sequence type Sequence IDs

aptamers NGF-L6 [24]

antizyme ribosomal
frame shifting site Rr ODCanti [24]

HIV-1-RT ligand RNA HIVRT32, HIVRT322, HIVRT33 [16]

hepatitis virus ri-
bozyme

HDV, HDV anti [16]

mRNA Bt-PrP, Ec alpha, Ec S15, Hs-PrP, T4 gene32 [24]

rRNA Sc 18S-PKE21-7 [24]

ribozymes HDV-It ag [24]

ribozymes satRPV, Tt-LSU-P3P7, Bp PK2 [24]

tmRNA Lp PK1, Ec PK1, Ec PK4 [24]

telomerase RNA T.the telo [24]

viral tRNA like OYMV, APLV, CGMMV, SBWMV1, BSMVbeta,
CGMMV PKbulge, ORSV-S1, AMV3 [24]

viral 3’UTR TMV-L UPD-PK3, STMV UPD1-PK3, BVQ3 UPD-PKb,
BSBV1 , PSLVbeta UPD-PK1, PSLVbeta UPD-PK3,
BSBV3, UPD-PKc, SBWMV1 UPD-PKb [24]

viral ribosomal EIAV, PLRV-S [24]; minimal IBV, MMTV,
RNA shifting signals MMTV-vpk, pKA-A, BWYV, SRV-1, T2 gene32[9]

viral RNA PSIV IRES [24]; TYMV, TMV.L, TMV.R [16]

Set three: large RNAs

Sequence type Sequence IDs

RNaseP RNA A.ferr, A.laid (pseudoknot free), A.tum, B.anth, B.halo,

CPB147, D.desu, EM14b-9, E.ther, T.rose [4]

telomerase RNA telo.human [5]

3.2 Testing Results

Table 2 summarize the testing results for different programs on the three RNA
data sets. It shows that TdFOLD has sensitivity 0.81 and specificity 0.75 on
average for the tRNA prediction, which are slightly better than PKNOTS and
significantly better than ILM and HotKnots. For the small pseudoknotted RNAs,
TdFOLD has average sensitivity 0.76, which is less than PKNOTS but greater
than ILM and HotKnots. On the other hand, TdFOLD has average specificity
0.79, which outperforms all the others. TdFOLD is slightly better in overall
accuracy than PKNOTS, which reports the optimal structure according to its
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sophisticated energy model. This suggests that considering the stems as predic-
tion units can filter some noise. For the large RNA’s, TdFOLD maintains the
same sensitivity (0.54) as HotKnots, which is slightly better than ILM. TdFOLD
has the highest specificity on average.

Table 2. Summary of testing results on tRNAs, smale and large RNAs, where SE:
sensitivity, SP: specificity, T: time (in seconds, if not otherwise noted)

TdFOLD HotKnots ILM PKNOTS

SE SP T SE SP T SE SP T SE SP T

min 0.33 0.29 0.26 0.33 0.25 0.57 0.33 0.25 0.01 0 0 0.11
tRNA max 1.00 1.00 1.37 1.00 1.00 8.32 1.00 1.00 0.15 1.00 1.00 0.24

average 0.81 0.75 0.54 0.72 0.66 3.33 0.75 0.61 0.03 0.78 0.73 0.41

min 0 0 0.04 0 0 0.05 0 0.25 0.001 0 0 0.27
small max 1.00 1.00 0.57 1.00 1.00 57.0 1.00 1.00 0.05 1.00 1.00 >1hr

average 0.76 0.79 0.36 0.69 0.72 5.84 0.73 0.69 0.03 0.78 0.73 1066

min 0.18 0.17 0.46 0.24 0.18 157 0.38 0.25 0.71
large max 0.86 0.73 14.5 0.68 0.63 29710 0.77 0.82 1.49

average 0.54 0.53 3.97 0.54 0.49 4456 0.51 0.44 0.97

Efficiency comparisons are also given in Table 2 on each data set, respectively.
For tRNA’s, the average running time of 0.54 seconds for TdFOLD is slower
than the average 0.03 of ILM and the average 0.41 of PKNOTS but faster than
the average 3.33 of HotKnots. This is not a surprise because we turned the
pseudoknot option off for PKNOTS. For small pseudoknotted RNA’s, TdFOLD
is slower than ILM (0.36 vs. 0.03 seconds), while much faster than HotKnots
and PKNOTS (5.84 and 1066 seconds). For large RNA sequences, it is com-
parable (slightly slower) than ILM (3.97 vs. 0.97 seconds) while much faster
than HotKnots (4456 seconds) on average. In general, the speed of TdFOLD is
comparable to ILM and much faster than PKNOTS and HotKnots.

According to Table 2, all of the programs could predict some sequences (dif-
ferent for each program) totally wrong (zero sensitivity and/or specificity). This
reveals that the available thermodynamic parameters for RNA secondary struc-
tures may not be optimal for all RNA classes. Thus it is hard to guarantee that
the structure with the minimum free energy is the true structure. This makes
the output of a list of low energy suboptimal structures a valuable feature of
a structure prediction algorithm. The prediction results of TdFOLD for 23 tR-
NAs and 19 short pseudoknotted RNAs are improved by considering the top
five structures, rather than only the top one among the 40 output predictions
for each sequence. By “improved” we mean that there is at least one suboptimal
prediction with both the sensitivity and specificity better than (or the same as)
those of the optimal prediction. If there is more than one prediction improved
over the top one, we choose the best among all the improved. For example,
the average sensitivity and specificity are improved to 0.91 and 0.85 for tested
tRNAs, 0.81 and 0.85 for tested short pseudoknotted RNAs.
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4 Discussion and Conclusion

When related structurally homologous sequences are available, the accuracy of
RNA structure prediction can usually be improved through the use of com-
parative analysis. A fully automated comparative analysis process exists [8,7]
for consensus structure prediction of pseudoknot free RNAs, which iterates be-
tween the following two steps: (a) build an optimal (or nearly optimal) structure
model given the current multiple alignment; and (b) build a multiple alignment
given the current structure model. Nevertheless, for RNA pseudoknots, both
algorithms for step (a) and (b) can be computationally intensive; the implemen-
tation remains a computational challenge.

The tree decomposable model and tree decomposition based techniques make
it possible to implement efficiently the automated comparative analysis process.
Based on an earlier work of ours, pseudoknots can be profiled with the confor-
mational graph model [21] of small tree width; the efficient optimal structure-
sequence alignment developed is ideal for step (b). In addition, the algorithm
introduced in this paper can be employed for step (a), to construct a structure
model for multiple RNAs. As it was done for pseudoknot-free RNAs, the mutual
information content Mi,j can be computed for every pair of aligned columns i, j,
which is defined as the relative entropy

Mi,j =
∑

xi,yj∈{A,C,G,U}
f(xi, yj) log

f(xi, yi)
f(xi)f(yj)

where f(xi, yj) is the frequency for nucleotides xi, yj to occur in pair in these
two columns i, j, and f(xi) and f(yj) are for independent occurrences. The mul-
tiple alignment can be regarded as a ”generic sequence” consisting of columns
as ”nucleotides”. The pairwise interactions between columns result in a confor-
mation structure of the ”generic sequence”, yielding a consensus structure for
the multiple sequences. Therefore, we can use our structure prediction algorithm
TdFOLD to predict the structure of the ”generic sequence” using the mutual
information content Mi,j as ”pairing energy” between columns i and j.

In conclusion, in this paper, we presented a tree decomposition based fast
RNA folding algorithm, which is efficient, accurate, not limited to any specific
class of pseudoknots, and can report a list of suboptimal structures. Combined
with an efficient structure-sequence alignment algorithm we developed earlier
[21], it also can be used to implement an automated comparative RNA structure
analysis process that can infer the pseudoknot consensus structure from a set of
unaligned RNA sequences.
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Abstract. We present an effectively computable measure of functional
gene similarity that is based on metabolic gene activity across a vari-
ety of growth media. We applied this measure to 750 genes comprising
the metabolic network of the budding yeast. Comparing the in silico
computed functional similarities to those obtained by using experimen-
tal expression data, we show that our computational method captures
similarities beyond those that are obtained by the topological analysis of
metabolic networks, thus revealing—at least in part—dynamic character-
istics of gene function. We also suggest that network centrality partially
explains functional centrality (i.e. the number of functionally highly sim-
ilar genes) by reporting a significant correlation between the two. Finally,
we find that functional similarities between topologically distant genes
occur between genes with different GO annotations.

1 Introduction

The study of biological networks has attracted considerable attention in recent
years, including the construction of mathematical models to elucidate both cell
activity as well as genes’ function and expression. Much of the work to date has
attempted to establish measures for the similarity (or distance) between genes
that are based on the topological properties of metabolic networks. Even though
recent analyses have provided valuable insights regarding this issue [1,2], topo-
logical characteristics alone (as devised by e.g. Kharchenko et al. [3], Chen and
Vitkup [4]) offer only a static description of the properties of interest. On the
other hand, accurate prediction of dynamic cell activity using kinetic models
requires detailed information on the rates of enzyme activity which is rarely
available; moreover, such analysis is usually limited to small-scale networks.

Fortunately, for metabolic networks, the use of stochiometry and other sources
of information provides an added value over the topology of the underlying struc-
ture. Specifically, constraint-based stochiometric models have emerged as a key
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method for studying such networks permitting large-scale analysis thereof. They
use genome-scale networks to predict steady-state metabolic activity, regardless
of specific enzyme kinetics. In these models, stoichiometric, thermodynamic, flux
capacity and possibly other constraints affect the space of possible flux distrib-
utions attainable by a metabolic network.

In this paper we devise an effectively computable functional similarity measure
between genes that is based on their metabolic activity. Such a measure would
allow us to perform large scale in silico experiments and predict functional rela-
tions that can then be validated by experimental methods. Specifically, we sug-
gest a method for determining similarities in gene activities that is based on Flux
Balance Analysis (FBA). We first suggest a knockout-based measure but find it
to be only moderately correlated with experimental data (of gene co-expression,
see below). We then employ a measure of metabolic genes co-activity (MGCA),
which tells how similar gene functions are in terms of the correlation between
their corresponding flux activity vectors across a large variety of growth media.
This latter measure, already used in a more limited scope by [5], is significantly
better than the former measure in terms of correlation with experimental data.

Our evaluation of the suggested measures is based on testing their correlations
with experimental data on similarity in gene expression, to assess their veracity.
The basic relation between metabolic fluxes and gene expression was already
studied and established previously both computationally (showing only a mod-
erate correlation) as well as experimentally. Recall that the metabolic state of
an organism is controlled via transcriptional regulation which adjusts gene ex-
pression levels according to metabolic demands [6]. Previous studies have shown
that the expression patterns of enzyme coding genes are correlated with the flux
patterns predicted by FBA: Schuster et al. [7,8] and Famili et al. [5] have shown
that genes, associated with fluxes which are predicted to change together when
shifting from one medium to another (e.g. in diauxic shift), are co-expressed un-
der these conditions; Reed and Palsson [9] have shown that the genes associated
with fluxes that are correlated within the solution space also exhibit moderate
levels of correlation in their expression. Recently, Bilu et al. [10] proposed a more
direct relation between expression and flux where the range of possible optimal
flux values for a given reaction reflects evolutionary constraints on the expression
levels of its associated enzymes; specifically, they have shown that the regula-
tion of reactions which have an optimal fixed value is under strong selection to
maintain their flux at the precise levels needed, while the regulation of reactions
which may have a broad range of optimal values is under weaker selection.

In this work we extend upon these previous studies to look into ways of build-
ing upon the reported correlation between fluxes and expression, to construct
efficient measures of functional similarity among metabolic genes. To this end,
in contrast with the previous studies, we examine the relation between fluxes
and expression while concomitantly controlling for correlations caused solely by
the network’s topology.

Our comparison focuses on 750 metabolic genes of the yeast Saccharomyces
cerevisiae. We find the correlation between MGCA and co-expression to be
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statistically significant. Furthermore, it remains so even after cancelling the
effect of the underlying (static) network topology. These results support the
notion that our measure indeed captures the true functional similarity between
metabolic genes.

2 Preliminaries—Modeling Metabolism and Flux Balance
Analysis

Flux Balance Analysis (FBA) [11,12] is a particular constraint-based method
which assumes that the network is regulated to maximize or minimize a certain
cellular function, which is usually taken to be the organism’s growth rate. FBA
has been demonstrated to be a very useful technique for the analysis of metabolic
capabilities of cellular systems [13,14]. It involves carrying out a steady state
analysis, using the stoichiometric matrix (as defined below) for the system in
question. The system is assumed to be optimized with respect to functions such
as maximization of biomass production or minimization of nutrient utilization;
it is solved accordingly to obtain a steady state flux distribution, which is then
used to interpret the metabolic capabilities of the system.

In FBA, the constraints imposed by stoichiometry in a chemical network at
steady state are analogous to Kirchoff’s Second Law for the flow of currents in
electric circuits [15], namely—for each of the M metabolites in a network the net
sum of all production and consumption fluxes, weighted by their stoichiometric
coefficients, is zero:

N∑
j=1

Sijvj = 0, i = 1, . . . , M (1)

Here, Sij is the element of the stoichiometric matrix S corresponding to the
stoichiometric coefficient of metabolite i in reaction j. The flux vj is the rate
of reaction j at steady state, and is the j-th component of an N -dimensional
flux vector v, where N is the total number of fluxes. In addition to internal
fluxes, which are associated with chemical reactions, v includes exchange fluxes
that account for metabolite transport through the membrane. The steady-state
approximation is generally valid because of the fast equilibration of metabolite
concentrations (seconds) with respect to the time scale of genetic regulation
(minutes) [16].

Additional constraints, including those pertaining to the availability of nutri-
ents or to the maximal fluxes that can be supported by enzymatic pathways,
can be introduced as the following inequalities:

αj ≤ vj ≤ βj (2)

For example, for a substrate uptake flux vj , one can set αj and βj to be equal
to the corresponding measured or imposed values. Eq. 2 can also be used to
distinguish reversible and irreversible reactions, where αj = 0 for the latter.
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All flux vectors that satisfy the constraints mentioned above define a feasible
space, Φ. For an underdetermined system, as is typically the case in FBA mod-
els of cellular metabolic networks [13], Φ is a convex set in the N -dimensional
space of fluxes [17]. Due to the linear nature of Φ, it is possible to use linear
programming [18] to characterize the points in Φ that maximize or minimize
a given linear objective function. A natural choice for an objective function in
metabolic models of prokaryotes and simple eukaryotes is biomass production
[13,14], as it is reasonable to hypothesize that unicellular organisms have evolved
towards maximal growth performance. This process is formalized by introducing
a growth flux that transforms a linear combination of fundamental metabolic
precursors into biomass.

The maximization of biomass production is implemented by defining an ad-
ditional flux vgro associated with cell growth. For this flux, the stoichiometric
factors of the reactants are the experimentally known proportions ci of metabo-
lite precursors Xi contributing to biomass production [13]:

c1X1 + c2X2 + . . . + cMXM
vgro→ Biomass (3)

The search for the flux vector maximizing vgro under the constraints of Eqs.
1 and 2 is solved using the Simplex algorithm.

The theoretical basis of FBA is supported by several experiments. These in-
clude empirical validation of growth yield and flux predictions [13,14], measure-
ments of uptake rates around the optimum under various conditions [19], and
results from large-scale gene deletion experiments [20].

For the stoichiometric analysis of the metabolic network of S. cerevisiae, we
have used the reconstruction by Duarte, Herrgard, and Palsson [21]. The nodes of
this network correspond to metabolic genes, and the edges correspond to the con-
nections established by metabolic reactions. Two metabolic genes are connected
if the corresponding enzymes share a common metabolite among their substrates
or products. The list of metabolic reactions, and the 1060 (metabolites) by 1149
(fluxes) stoichiometric matrix (available at http://gcrg.ucsd.edu) were com-
piled using data from public databases and the literature. The 1149 reactions are
associated with 750 genes. As in previous FBA formulations, we use inequalities
(Eq. 2) to limit nutrient uptake and to implement reactions’ irreversibility. In ad-
dition to the 1149 internal reactions, we added to the model 116 uptake/excretion
reactions, for each of the metabolites listed as “extracellular” in the basic model.

3 Similarity Measures for Metabolic Genes

In the context of the aforementioned motivation, we suggest two techniques for
obtaining the distance between metabolic genes: a knockout-functional (KF)
scheme and a growth-functional (GF) scheme. The biological plausibility of the
obtained distance measures is validated by correlating them with the correspond-
ing similarity measure obtained by expression data.
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3.1 Knockout-Functional Scheme

Cellular response to a gene knockout involves rerouting of metabolic flux through
alternative pathways and the utilization of isoenzymes [22,23]. We hypothesize
that similar metabolic responses to gene knockouts may provide evidence for sim-
ilar metabolic functionality between genes. Based on this hypothesis, we define
the KF similarity measure between gene pairs as the similarity in the metabolic
response following their knockout.

Fig. 1. Schematic illustration of the proposed flux sim-
ilarity model. w stands for the optimal flux distribu-
tions on the wild-type metabolic network, v1 stands
for the optimal flux distribution on the metabolic net-
works with the first flux knocked-out, and v2 stands
for the optimal flux distribution on the metabolic net-
works with the second flux knocked-out.

Predicting the metabolic
response for gene knock-
outs is a more difficult
task than predicting the
metabolic state of wild-
type strains. Gene dele-
tion is commonly modeled
by constraining the flux
through the reactions as-
sociated with a given gene
to zero, and applying FBA
[13]. However, it turns out
that the metabolic state of
the knocked-out strain is
not necessarily optimal in
terms of growth rate, and
thus in many cases FBA’s
predictions are inaccurate.
Instead, it was hypothe-
sized that the cell adapts to

gene knockouts by minimizing the change in its metabolic state. Specifically,
the Minimization of Metabolic Adjustment (MOMA) approach searches for a
metabolic state for a knocked-out strain with minimal distance, under the L2
norm, from the flux distribution of the wild-type strain [22]. Recently, a new
method called Regulatory On-Off Minimization (ROOM) was suggested to pre-
dict metabolic states following gene knockouts, and was shown to provide better
predictions of knockout phenotypes [23]. ROOM aims to minimize the number
of regulatory changes required for the adaptation by minimizing the number
of significant flux changes between the metabolic states of the wild-type and
knocked-out states (i.e. using the norm L0).

A naive method for measuring the distance between the metabolic responses
of two gene knockouts would be to simulate the knockout of each of them in-
dividually using ROOM, and then compute the distance between the obtained
flux distributions. However, in many cases ROOM (like FBA and MOMA) pro-
vides multiple possible metabolic states for the knocked-out strain rather than a
single solution. In these cases, it is not clear how to define the similarity measure
between two genes.
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To overcome this problem we define the KF similarity measure as the mini-
mal distance between the optimal ROOM solutions for the two genes1. This is
achieved by formulating a single optimization problem to find two ROOM so-
lutions with minimal distance between them. The schematic illustration of our
model is presented in Figure 1.

Notably this formulation depends on the choice of a wild-type and thus we
repeat our analysis for several different wild-types. Furthermore, since ROOM
requires Mixed Integer Linear Programming (MILP) optimization which is NP-
hard, we use a relaxed version of ROOM and, in addition, we use the L1 norm
instead of L0. The use of the L1 norm is similar to a variant of ROOM, called
ROOM-LP, that was shown to provide similar predictions to ROOM [23]. The
L1 norm was also used by Kuepfer et. al. [24] for a similar purpose of knockout
prediction. The distance between the two flux distributions of the knocked-out
strains is also minimized using the L1 norm.

The optimization problem is formulated as a LP problem as follows:

min ‖v1 − v2‖L1

s.t.
S · v1 = 0; vmin ≤ v1 ≤ vmax; v1[ko1] = 0, ko1 ∈ A1;
S · v2 = 0; vmin ≤ v2 ≤ vmax; v2[ko2] = 0, ko2 ∈ A2;
‖w − v1‖L1 = l1; ‖w − v2‖L1 = l2;

where w is the wild-type flux distribution, A1 and A2 are sets of reactions as-
sociated with the deleted genes, and li (i = 1, 2) are the optimal solutions of a
single optimization problem:

min ‖v − w‖L1

s.t.
S · v = 0; vmin ≤ v ≤ vmax; vko1 = 0, ko1 ∈ A;

Solving the above optimization problem we receive a measure of similarity
between fluxes.

3.2 Growth-Functional Scheme

We hypothesize that the regulation of reactions that are active (different than
zero) together across certain media and passive (equal to zero) together across
others should be similar. In order to evaluate our hypothesis, we follow and
extend the approach of [10], computing genes’ activities across 100 randomly
generated growth media.

To pursue this possibility we used flux variability analysis [9,25]: for each
reaction we computed the maximal and minimal flux values attainable in the
space of optimal flux distributions for growth conditions simulating 100 different

1 We use the distance notion instead of the similarity one both in the KF and GF
schemes for sake of clarity and for being consistent with commonly used network
topology distances.
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growth media. Random growth media were generated by setting limiting values
to the uptake reactions independently at random. With probability 0.5, the
maximal uptake rate was set to 0, i.e. only excretion was allowed. Otherwise,
uptake rate was limited to a value chosen uniformly at random in the range
[0.01, 5], at a resolution of 0.01. A similar sampling method was used in [26].
In addition, in order to ensure enough variability between media, we switched
between aerobic and anaerobic growth media with probability 0.5.

For each generated medium we simulated growth conditions similar to [5]
and for each reaction checked if it is active across the current growth media. A
reaction is considered active in a given flux distribution if its associated flux is
non-zero, namely either its maximum or minimum are different than zero. Active
genes were denoted by ’0’ and nonactive ones by ’1’. This way we created for
each gene a binary vector of its activity across a series of generated media.

We define a measure of metabolic genes co-activity (MGCA) as the Jaccard
coefficient [27] between two binary vectors reflecting metabolic genes’ activity.
The binary Jaccard coefficient measures the degree of overlap between two sets
of values, xa and xb, and is computed as the ratio between the number of shared
attributes of xa and xb and the number possessed by xa or xb:

J(xa, xb) =
xa ∩ xb

xa ∪ xb
(4)

The pseudo-code of the entire procedure is presented in Figure 2.

Algorithm 1: FindGenesDist(N)
Input: N : the number of required media.
Output: results: matrix num genes × num genes containing the distance

between metabolic genes.

for k=1..N do
for each external flux f do

with probability 0.5, set f = 0;
otherwise f receives a random value chosen uniformly in [0.01, 5];

Run FBA to maximize biomass(growth rate)
and obtain objective value (wild growth rate);

Add constraint: biomass ≥ 0.9 ∗ wild growth rate;
for i=1..num fluxes do

Run FBA to maximize flux i, obtain imax;
Run FBA to minimize flux i, obtain imin;

for each gene g do
if for one of its related fluxes imax = imin = 0 then

MT[g][k] = 1;
else

MT[g][k] = 0;
for each gene g1 do

for each gene g2 �= g1 do
results[g1][g2] = Jaccard coefficient(MT[g1],MT[g2]);

Fig. 2. The process for computing the GF-based measure
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4 Results

Recall that the metabolic state of an organism is controlled by transcriptional
regulation which adjusts gene expression levels according to metabolic demands
[6]. Thus the experimental pairwise correlations serve as the true benchmark rod
to which we compare the computational measures we compute to find out which
is the best, i.e. closest to reality.

The first computational similarity measure proposed [3] was based on topologi-
cal properties of the metabolic network . We start by repeating these experiments
and then show how our measure can go beyond topological measures.

The obtained metabolic network is used to calculate network distance between
genes. We define a pair of directly connected metabolic genes as separated by
distance 1, and the network distance between genes X and Y is the length of
the shortest path from X to Y in the metabolic network. While any metabolite
can be used to establish connections between metabolic genes, the relationships
established by the common metabolites and cofactors—such as ATP, water or
hydrogen—are not likely to connect genes with similar metabolic functions.

In compiling a metabolic network, we consider a subset of metabolites which
excludes the most highly connected metabolic species. An exclusion threshold
was determined based on the connectivity of the resulting network. A total of the
10 most highly connected metabolites (ATP, ADP, AMP, CO2, H, H2O, NADP,
NADPH, phosphate and diphosphate), which compose 1% of all metabolites,
and their mitochondrial and external analogs were excluded. We also tried to
exclude up to the top 3% of all metabolites, however we found out that the
general trends described in this paper are not sensitive to the precise choice of
the excluded set of metabolites.

We compared the correlation between the gene functional similarity measure
and their expression similarity. To this end, we used Rosetta’s “compendium”
dataset [28] which measures expression profiles of over 6200 S. cerevisae ORFs
across 287 deletion strains and 13 chemical conditions. In addition, the dataset
contains 63 negative control measurements comparing two independent cultures
of the same strain. These were used to establish individual error models for each
ORF, providing not only the raw intensity and the ratio measurement values for
each experimental data point, but also a p-value evaluating the significance of
change in expression level. The expression similarity measure between ORFs X
and Y was computed according to 1− Spearman rank(px, py) where px and py

are expression profile vectors of X and Y , respectively, and the Spearman rank
was calculated as in [29].

As in [3], we observed that the expression distance increases monotonically
with network distance (R2 = 0.78, p-value = 1.2 · 10−8), demonstrating that
genes closer to each other in the metabolic network tend to have, on average,
higher level of coexpression.

Measuring the correlation between the KF-based distance and those based on
the expression data we observed (see Figure 3) a moderate correlation (R2=0.36
in the negatively correlated expressed profiles with a p-value of 8.6 · 10−2 , and
R2 = 0.45 in the positively ones with a p-value of ≤ 4.6 · 10−2 ). Note that the
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(a) (b)

Fig. 3. Correlation between expression levels and genes activities under the KF mea-
sure. (a) Negatively expressed pairs. (b) Positively expressed pairs.

(a) (b)

Fig. 4. Correlation between expression levels and genes’ activities under the GF mea-
sure. (a) Negatively expressed pairs. (b) Positively expressed pairs.

obtained correlation is robust to the initial wild-type metabolic state, as similar
correlation levels were observed when starting from different wild-types.

As for the GF-based measure, we observe (see Figure 4) that it exhibits a
significant correlation with the expression similarity (R2 = 0.78 in the negatively
correlated expressed profiles with a p-value of 5.15 · 10−8, and R2 = 0.94 in the
positively ones with p-value ≤ 1 · 10−20).

Finally, we observe a significant enhancement of the GF-based measure over
the static (topological) metabolic distance indicating that this static distance
can explain only partially the demand for common regulation. We use a partial
correlation method that describes the relationship between two variables whilst
eliminating the effects of another variable on this relationship, namely network
distance in our case. Our results show significant partial correlation (R2=0.65,
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with a p-value of 3.8 · 10−6) between expression levels and our MGCA measure
given a metabolic network distance. This higher correlation for our measure
supports the fact that the FBA model captures the dynamic metabolic activity
of the cell, and that the regulation system indeed works to maximize the growth
rate. Moreover, the results stay significant with every thresholds for excluding
“currency metabolites” from the metabolic network in the range from 1% to 3%.

In order to evaluate the difference between the MGCA measure and the
metabolic network distance measure we analyzed two sets of pairs of genes:
one containing pairs of genes that are close under the network distance and dis-
tant under the MGCA measure, and vice versa. We observed that the first set
is significantly enriched with the GO term protein biosynthesis (GO:006412)—
25 annotated genes out of 104 resulting in a p-value ≤ 0.001, as well as with
the GO term nucleobase, nucleoside, nucleotide and nucleic acid metabolism
(GO:006139)—40 annotated genes out of 104 also resulting in a p-value ≤ 0.001.
An engrossing result was that the complementary set (genes that are close un-
der the MGCA measure but are distant under the network topology measure)
showed no significant enrichment, possibly testifying that such functional simi-
larities occur across a broad and homogeneous span of functional annotations.

Fig. 5. The correlation between functional centrality
and network centrality

Functional enrichments
were computed based on
the GO-SLIM process an-
notations [30] for genes.
Yeast GO-SLIM annota-
tions were obtained from
SGD [31]. For a given set
S and a given term t,
the functional enrichment
score was computed as fol-
lows: suppose S has n(t)
genes that are annotated
with term t (or with a
more specific term). Let
p(t) be the hypergeomet-
ric probability for observ-
ing n(t) or more proteins
annotated with the term t
in a protein subset of size

|S|. Having found a term t0 with minimal probability p(t0), the score was set to
the p-value of the enrichment under term t0, computed by comparing p(t0) with
the analogous probabilities for 10,000 random sets of proteins of size |S|.

In addition we looked at the correlation between the network degree of each
gene and its functional degree, i.e. the number of functionally highly similar
(Jaccard coefficient ≤ 0.3) genes (see Figure 5). As we received a significant
correlation of R2 = 0.4 with a p-value ≤ 0.001, it seems that network centrality
explains (at least in part) functional centrality. Namely, the more alternative
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pathways go through a given gene, the more functionally significant it is. We also
observed that the correlation is robust to the functionally similarity threshold
in the range form 0.01 to 0.3.

5 Conclusions

This paper is the first to show that functional flux-based similarity measures be-
tween genes can go beyond previous computational measures based on
network topology. We applied two schemes to compute this distance: the knockout-
functional (KF) scheme and the growth-functional (GF) scheme. While the for-
mer shows a fairly moderate correlation with the experimental results, the lat-
ter provides a strong, statistically-significant measure. One possible explana-
tion of this behavior may be that the GF studies probe the natural wild type
across a variety of media, whereas the KF method does it in less natural strains
and in a sole media. The other reason is the more cumbersome computational
method used in the KF case, which is likely to add significant noise to the results
obtained.
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Abstract. Accessibility of high-throughput genotyping technology
makes possible genome-wide association studies for common complex
diseases. When dealing with common diseases, it is necessary to search
and analyze multiple independent causes resulted from interactions of
multiple genes scattered over the entire genome. This becomes com-
putationally challenging since interaction even of pairs gene variations
require checking more than 1012 possibilities genome-wide. This paper
first explores the problem of searching for the most disease-associated
and the most disease-resistant multi-gene interactions for a given popu-
lation sample of diseased and non-diseased individuals. A proposed fast
complimentary greedy search finds multi-SNP combinations with non-
trivially high association on real data. Exploiting the developed methods
for searching associated risk and resistance factors, the paper addresses
the disease susceptibility prediction problem. We first propose a relevant
optimum clustering formulation and the model-fitting algorithm trans-
forming clustering algorithms into susceptibility prediction algorithms.
For three available real data sets (Crohn’s disease (Daly et al, 2001),
autoimmune disorder (Ueda et al, 2003), and tick-borne encephalitis
(Barkash et al, 2006)), the accuracies of the prediction based on the
combinatorial search (respectively, 84%, 83%, and 89%) are higher by
15% compared to the accuracies of the best previously known meth-
ods. The prediction based on the complimentary greedy search almost
matches the best accuracy but is much more scalable.

1 Introduction

Disease association studies analyze genetic variation across diseased and non-
diseased individuals. The difference between individual DNA sequences occurs
at a single-base sites, in which more than one allele is observed across popula-
tion. Such variations are called single nucleotide polymorphisms (SNPs). Disease
association analysis searches for a SNP with frequency among diseased individ-
uals (cases) considerably higher than among non-diseased individuals (controls).
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When dealing with common diseases, it is necessary to search and analyze multi-
ple independent causes each resulted from interaction of multiple SNPs scattered
over the entire genome.

Accessibility of high-throughput genotyping technology makes possible
genome-wide association studies for common complex diseases. The number of si-
multaneously typed SNPs for association and linkage studies is reaching 250,000
for SNP Mapping Arrays [1]. High density maps of SNPs as well as massive
DNA data with large number of individuals and number of SNPs become pub-
licly available [2].

Several challenges in genome-wide association studies of complex diseases have
not yet been adequately addressed [8]: interaction between non-linked genes, mul-
tiple independent causes, multiple testing adjustment, etc. The computational
challenge (as pointed in [8]) is caused by the dimension catastrophe. Indeed,
two-SNP interaction analysis (which can be more powerful than traditional one-
by-one SNP association analysis [12]) for a genome-wide scan with 1 million
SNPs (3 kb coverage) will afford 1012 possible pairwise tests. Multi-SNP inter-
action analysis reveals even deeper disease-associated interactions but is usually
computationally infeasible and its statistical significance drastically decreases
after multiple testing adjustment [19,20]. In this paper we explore optimiza-
tion approach to resolve these issues instead of traditionally used statistics and
computational intelligence.

In order to handle data with huge number of SNPs, one can extract infor-
mative (indexing) SNPs that can be used for (almost) lossless reconstructing
of all other SNPs. Using multiple linear regression based method [11], we have
obtained promising results [6]. However, exhaustive searching for all possible
SNP combinations is still very slow. A combinatorial search method for find-
ing disease-associated multi-SNP combinations (MSC) applied to index SNPs
resulted in finding genetic risk factors which are statistically significant even
after multiple testing adjustment, e.g., a few statistically significant MSCs were
found (i) for tick-borne encephalitis virus-induced disease [4] and (ii) for Crohn’s
disease [3] while no single SNP or pair of SNPs show significant association [6].

In this paper we formulate the optimization problem of finding the most
disease-associated multi-SNP combination for given case-control data.
Since it is plausible that common diseases can have also genetic resistance factors,
we also search for the most disease-resistant multi-SNP combination. Association
of risk or resistance factors with the disease can be measured in terms of p-value
of the skew in case and control frequencies, risk rates or odds rates. Here we con-
centrate on so called positive predictive value (PPV) which is the frequency of
diseased individuals among all individuals with a given multi-SNP combination.
This optimization problem is NP-hard and can be viewed as a generalization
of the maximum independent set problem. We propose a fast complimentary
greedy search which we compare with the exhaustive search and combinatorial
search method proposed in [6]. Although complimentary greedy search cannot
guarantee finding of close to optimum MSCs, in our experiments with real data,
it finds MSCs with non-trivially high PPV. For example, for Crohn’s disease
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data [3], complimentary greedy search finds in less than second a case-free MSC
containing 24 controls, while exhaustive and combinatorial searches need more
than 1 day to find case-free MSCs with at most 17 controls.

We next address the disease susceptibility prediction problem (see
[16,17,18,21,22]) exploiting the developed methods for searching associated risk
and resistance factors. We propose a new optimum clustering problem formu-
lation and suggest a model-fitting method transforming a clustering algorithm
into the corresponding model-fitting susceptibility prediction algorithm. Since
common diseases can be caused by multiple independent and co-existing factors,
we propose association-based clustering of case/control population. The resulted
association-based combinatorial prediction algorithm significantly outperforms
existing prediction methods. For all three real data sets that were available to
us (Crohn’s disease [3], autoimmune disorder [10], and tick-borne encephalitis
[4]) the accuracy of the prediction based on combinatorial search is higher by
15% compared to the accuracy of all previously known methods implemented in
[16,15]. The accuracy of the prediction based on complimentary greedy search
almost matches the best accuracy but is much more scalable.

In the next section we will formulate the disease association search problem,
overview the searching algorithms and their quality, reformulate the optimization
version of disease association search as an independent set problem and propose
the complimentary greedy search algorithm. Section 3 is devoted to the disease
susceptibility prediction problem. We give the prediction and relevant clustering
optimization problem formulations, propose our model-fitting approach of trans-
forming clustering into prediction and describe two new prediction algorithms.
Section 4 describes and discusses the results of our experiments with association
search and susceptibility prediction on three real data sets.

2 Disease Association Search

In this section we formally describe the search of statistically significant disease-
associated multi-SNP combinations. We then formulate the corresponding op-
timization problem, discuss its complexity, describe combinatorial search intro-
duced in [6] and propose a fast heuristic, so called complementary greedy search.

The typical case/control or cohort study results in a sample population S con-
sisting of n individuals represented by values of m SNPs and the disease status.
Since it is expensive to obtain individual chromosomes, each SNP value attains
one of three values 0, 1 or 2, where 0’s and 1’s denote homozygous sites with
major allele and minor allele, respectively, and 2’s stand for heterozygous sites.
SNPs with more than 2 alleles are rare and can be conventionally represented
as biallelic. Thus the sample S is an (0, 1, 2)-valued n× (m + 1)-matrix, where
each row corresponds to an individual, each column corresponds to a SNP ex-
cept last column corresponding to the disease status (0 stands for disease and 1
stands for non-disease). Let S0 and S1 be the subsets of rows with non-disease
and disease status, respectively. For simplicity, we assume that there are no two
rows identical in all SNP columns.
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Risk and resistance factors representing gene variation interaction can be de-
fined in terms of SNPs as follows. A multi-SNP combination (MSC) C is a subset
of SNP-columns of S (denoted snp(C)) and the values of these SNPs, 0, 1, or
2.1 The subset of individuals-rows of S whose restriction on columns of snp(C)
coincide with values of C is denoted cluster(C). A subset of individuals is called
a cluster if it coincides with cluster(C) for a certain MSC C. For example, if S
is represented by an identity matrix I5, then rows 3, 4, and 5 form a cluster for
MSC C with snp(C) = {1, 2} and both values equal to 0. Obviously, a subset
X of rows of S may not form a cluster, but it always can be represented as
a union of clusters, e.g., as a union of trivial clusters containing its individual
rows. Let h(C) = cluster(C) ∩ S0 be the set of non-diseased individuals and
d(C) = cluster(C) ∩ S1 be the set of diseased individuals in cluster(C).

The association of an MSC C with the disease status can be measured with
the following parameters (h = |h(C)|, d = |d(C)|, H = |S0|, D = |S1|):

– odds ratio OR = d·(H−h)
h·(D−d) (for case-control studies)

– relative risk RR = d·(H+D−h−d)
(D−d)(h+d) (for cohort studies)

– positive predictive value PPV = d
h+d (for susceptibility prediction)

– p-value of the partition of the cluster into diseased and non-diseased:

p =
d∑

k=0

(
h + d

k

)(
D

H + D

)k (
H

H + D

)h+d−k

Since MSCs are searched among all SNPs, the computed p-value requires adjust-
ment for multiple testing which can be done with simple but overly pessimistic
Bonferroni correction or computationally extensive but more accurate random-
ization method.

General disease association searches for all MSCs with one of the parameters
above (or below) a certain threshold. The common formulation is to find all
MSCs with adjusted p-value below 0.05.

The exhaustive search (ES) checks all 1-SNP, 2-SNP, ..., m-SNP combinations
has runtime O(n3m) making it infeasible even for small numbers of SNPs m. One
either should reduce the depth (number of simultaneously interacting SNPs) or
reduce m by extracting informative SNPs from which one can reconstruct all
other SNPs. The multiple linear regression based tagging method of [11] has
been used in [6]. They choose maximum number of index SNPs that can be
handled by ES in a reasonable computational time.

It has been also suggested a combinatorial search (CS) which avoids insignif-
icant MSCs or clusters without loosing significant ones. CS searches only for
closed MSCs, where closure is defined as follows. The closure C̄ of MSC C is
an MSC with minimum non-diseased elements h(C̄) and the same diseased el-
ements d(C̄) = d(C). C̄ can be easily found by incorporating into snp(C) all
1 In this paper we restrict ourselves to 0,1, or 2, while in general, the values of MSC

can also be negations 0̄, 1̄ or 2̄, where ī means that MSC is required to have value
unequal to i.
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SNP with common values among all diseased individuals in C. Also CS disre-
gards clusters with small number of diseased individuals since they cannot have
significant subclusters. CS has been shown much faster than ES and capable of
finding more significant MSCs than ES [6].

Here we suggest to consider also optimization formulation corresponding to
the general association search problem, e.g., find MSC with the minimum ad-
justed p-value. In particular, we focus on maximization of PPV. Obviously, the
MSC with maximum PPV should not contain non-diseased individuals in its
cluster and the problem can be formulated as follows:

Maximum Non-diseased-Free Cluster Problem. (MNFCP) Find a cluster
C which does not contain non-diseased individuals and has the maximum number
of diseased individuals.

It is not difficult to see that this problem includes the maximum independent
set problem. Indeed, given a graph G = (V, E), for each vertex v we put into
correspondence a diseased individual v′ and for each edge e = (u, v) we put into
correspondence a non-diseased individual e′ such that any cluster containing
u′ and v′ should also contain e′ (e.g., u′, v′, and e′ are identical except one
SNP where they have 3 different values 0,1, and 2). Obviously, the maximum
independent set of G corresponds to the maximum non-diseased-free cluster and
vice versa. Thus one cannot reasonably approximate MNFCP in polynomial time
for an arbitrary sample S.

On the other hand, the sample S is not “arbitrary”—it comes from a certain
disease association study. Therefore, we may have hope that simple heuristics
(particularly greedy algorithms) can perform much better than in the worst
arbitrary case. For example in graphs, instead of the maximum independent set
we can search for its complement, the minimum vertex cover—repeat picking and
removing vertices of maximum degree until no edges left. In our case we minimize
the relative cost of covering (or removal) of non-diseased individuals, which is
the number of removed diseased individuals. The corresponding heuristic for
MNFCP is the following

Complementary Greedy Search
C ← S
Repeat until h(C) > 0

For each 1-SNP combination X = (s, i), where s is a SNP and i ∈ {0, 1, 2}
find d̄ = d(C)− d(C ∩X)) and h̄ = h(C)− h(C ∩X)

Find 1-SNP combination X minimizing d̄/h̄
C ← C ∩X

Similarly to the maximum non-diseased-free cluster corresponding to the most
expressed risk factor, we can also search for the maximum diseased-free cluster
corresponding to the most expressed resistance factor.

Our experiments with three real data sets (see Section 3) show that the
complimentary greedy search can find non-trivially large non-diseased-free and
diseased-free clusters.
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3 Disease Susceptibility Prediction

In this section we show how to apply association search methods to disease sus-
ceptibility prediction. We first formulate the problem and discuss cross-validation
schemes. We then give a relevant formulation of the optimum clustering problem
and propose a general method how any clustering algorithm can be transformed
into a prediction algorithm. We conclude with description of two proposed asso-
ciation search-based prediction algorithms.

We start with the formal description of the problem.
Disease Susceptibility Prediction Problem. Given a sample population
S (a training set) and one more individual t /∈ S with the known SNPs but
unknown disease status (testing individual), find (predict) the unknown disease
status.

From our point of view, the main drawback of such problem formulation that
it cannot be considered as a standard optimization formulation. One cannot
directly measure the quality of a prediction algorithm from the given input since
it does not contain the predicted status.

A standard way to measure the quality of prediction algorithms is to apply a
cross-validation scheme. In the leave-one-out cross-validation, the disease status
of each genotype in the population sample is predicted while the rest of the data
is regarded as the training set. There are many types of leave-many-out cross-
validations where the testing set contains much larger subset of the original
sample. Any cross-validation scheme produces a confusion table—see Table 1.
The main objective is to maximize prediction accuracy while all other parameters
also reflect the quality of the algorithm.

Table 1. Confusion table

True disease status
Diseased Non-diseased

predicted diseased True Positive False Positive Positive Prediction Value
TP FP PPV= TP/(TP+FP)

predicted False Negative True Negative Negative Prediction Value
non-diseased FN TN NPV= TN/(FN+TN)

Sensitivity Specificity Accuracy
TP/(TP+FN) TN/(FP+ TN) (TP+TN)/(TP+FP+FN+TN)

In this paper we propose to avoid cross-validation and instead suggest a differ-
ent objective by restricting the ways how prediction can be made. It is reasonable
to require that every prediction algorithm should be able to predict the status
inside the sample. Therefore, such algorithms is supposed to be able to partition
the sample into subsets based only on the values of SNPs, i.e., partition of S
into clusters defined by MSCs. Of course, a trivial clustering where each indi-
vidual forms its own cluster can always perfectly distinguish between diseased
and non-diseased individuals. On the other hand such clustering carries mini-
mum information. Ideally, there should be two clusters perfectly distinguishing



292 D. Brinza and A. Zelikovsky

diseased from non-diseased individuals. There is a trade-off between number
of clusters and the information carried by clustering which results in trade-off
between number of errors (i.e., incorrectly clustered individuals) and informa-
tiveness which we propose to measure by information entropy instead of number
of clusters.
Optimum Disease Clustering Problem. Given a population sample S, find
a partition P of S into clusters S = S1 ∪ . . . ∪ Sk, with disease status 0 or 1
assigned to each cluster Si, minimizing

entropy(P) = −
k∑

i=1

|Si|
|S| ln

|Si|
|S|

for a given bound on the number of individuals who are assigned incorrect status
in clusters of the partition P , error(P) < α · |P|.

The above optimization formulation is obviously NP-hard but has a huge ad-
vantage over the prediction formulation that it does not rely on cross-validation
and can be studied with combinatorial optimization techniques. Still, in order
to make the resulted clustering algorithm useful, one needs to find a way ho to
apply it to the original prediction problem.

Here we propose the following general approach. Assuming that the cluster-
ing algorithm indeed distinguishes real causes of the disease, one may expect
that the major reason for erroneous status assignment is in biases and lack of
sampling. Then a plausible assumption is that a larger sample would lead to a
lesser proportion of clustering errors. This implies the following transformation
of clustering algorithm into prediction algorithm:
Clustering-based Model-Fitting Prediction Algorithm
Set disease status 0 for the testing individual t and

Find the optimum (or approximate) clustering P0 of S ∪ {t}
Set disease status 1 for the testing individual t and

Find the optimum (or approximate) clustering P1 of S ∪ {t}
Find which of two clusterings P0 or P1 better fits model, and

accordingly predict status of t,

status(t) = arg min
i=0,1

error(Pi)

We propose two clustering algorithms based the combinatorial and comple-
mentary greedy association searches. Our clustering finds for each individual
an MSC or its cluster that contains it and is the most associated according
to a certain characteristic (e.g., RR, PPV or lowest p-value)) with disease-
susceptibility and disease-resistance. Then each individual is attributed the ra-
tio between these two characteristic values—maximum disease-susceptibility and
disease-resistance. Although the resulted partition of the training set S is easy
to find, it is still necessary to decide which threshold between diseased and
non-diseased clusters should be used. We choose the threshold minimizing the
clustering error.
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Our combinatorial search-based prediction algorithm (CSP) exploits combina-
torial search to find the most-associated cluster for each individual. Empirically,
the best association characteristic is found to be the relative risk rate RR. Our
complimentary greedy search-based prediction algorithm (CGSP) exploits com-
plimentary greedy search to find the most-associated cluster for each individual.
Empirically, the best association characteristic is found to be the positive predic-
tive value PPV. The leave-one-out cross-validation (see Section 4) show signifi-
cant advantage of CSP and GCSP over previously known prediction algorithms
for all considered real datasets.

4 Results and Discussion

In this section we discuss the results of methods for searching disease-associated
multi-SNP combinations and susceptibility prediction on real datasets. We first
describe three real datasets, then overview search and prediction methods and
conclude with description and discussion of their performance.
Data Sets. The data set Daly et al [3] is derived from the 616 kilobase region
of human Chromosome 5q31 that may contain a genetic variant responsible for
Crohn’s disease by genotyping 103 SNPs for 129 trios. All offspring belong to
the case population, while almost all parents belong to the control population.
In entire data, there are 144 case and 243 control individuals.

The data set of Ueda et al [10] are sequenced from 330kb of human DNA
containing gene CD28, CTLA4 and ICONS which are proved related to autoim-
mune disorder. A total of 108 SNPs were genotyped in 384 cases of autoimmune
disorder and 652 controls.

The tick-borne encephalitis virus-induced dataset of Barkash et al [4] con-
sists of 41 SNPs genotyped from DNA of 21 patients with severe tick-borne
encephalitis virus-induced disease and 54 patients with mild disease.

The three datasets have been phased using 2SNP software [5]. The missing
data (16% in [3] and 10% in [10]) have been imputed in genotypes from the
resulted haplotypes. We have also created corresponding haplotype datasets in
which each individual is represented by a haplotype with the disease status
inherited from the corresponding individual genotype.
Association Search Methods. We have compared the following 4 methods
for search disease-associated multi-SNP combinations.

– Indexed Exhaustive Search (IES(30)): exhaustive search on the indexed
datasets obtained by extracting 30 indexed SNPs with MLR based tagging
method [11];

– Indexed Combinatorial Search (ICS(30)): combinatorial search on the in-
dexed datasets obtained by extracting 30 indexed SNPs with MLR based
tagging method [11].

– Complementary Greedy Search (CGS) (see Section 2)

The quality of searching methods is compared by the sizes of diseased-free
and non-diseased-free clusters as well as their statistical significance Table 2. All
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Table 2. Comparison of three methods for searching the disease-associated and disease-
resistant multi-SNPs combinations with the largest PPV. The starred values refer to
results of the runtime-constrained exhaustive search.

Search max PPV risk factor max PPV resistance factor
Dataset of method case control unadjusted run- case control unadjusted run-

freq. freq. p-value time freq. freq. p-value time
sec. sec.

Crohn’s IES(30) 0.09∗ 0.00 8.7×10−7 21530 0.00 0.07∗ 3.7×10−4 869
disease ICS(30) 0.11 0.00 3.1×10−9 7360 0.00 0.09 5.7×10−5 708

[3] CGS 0.06 0.00 1.4×10−4 0.1 0.00 0.10 2.2×10−5 0.1

autoimmune IES(30) 0.04∗ 0.00 2.5×10−8 7633 0.00 0.04∗ 4.0×10−6 39
disorder ICS(30) 0.04 0.00 2.5×10−8 5422 0.00 0.04 4.0×10−6 36

[10] CGS 0.02 0.00 3.4×10−4 0.1 0.00 0.04 2.5×10−5 0.1

tick-borne ES 0.29∗ 0.00 4.8×10−4 820 0.00 0.39 1.0×10−3 567
encephalitis CS 0.33 0.00 1.3×10−4 780 0.00 0.39 1.0×10−3 1

[4] CGS 0.19 0.00 6.1×10−3 0.1 0.00 0.32 3.8×10−3 0.1

experiments were ran on Processor Pentium 4 3.2Ghz, RAM 2Gb, OS Linux—
the runtime is given in the last column of Table 2.

Prediction Methods. We compare the proposed prediction algorithms based
on combinatorial and complimentary greedy searches (see Section 3) with the
following three prediction methods. We have chosen these three methods out of
6 compared in [16] and 2 other methods from [15] since they have best prediction
results for two real data sets [3] and [10].

Support Vector Machine (SVM). Support Vector Machine (SVM) is a generation
learning system based on recent advances in statistical learning theory. SVMs
deliver state-of-the-art performance in real-world applications and have been
used in case/control studies [18,22]. We use SVM-light [13] with the radial basis
function with γ = 0.5.

Random Forest (RF). A random forest is a collection of CART-like trees following
specific rules for tree growing, tree combination, self-testing, and post-processing.
We use Leo Breiman and Adele Cutler’s original implementation of RF version
5.1 [14]. RF tries to perform regression to generate the suitable model and using
bootstrapping produces random trees.

LP-based Prediction Algorithm (LP). This method is based on a graph X =
{H, G}, where the vertices H correspond to distinct haplotypes and the edges
G correspond to genotypes connecting its two haplotypes. The density of X is
increased by dropping SNPs which do not collapse edges with opposite status.
Solving a linear program it assigns weights to haplotypes such that for any non-
diseased genotype the sum of weights of its haploptypes is less than 0.5 and
greater than 0.5 otherwise. We maximize the sum of absolute values of weights
over all genotypes. The status of testing genotype is predicted as sum of its
endpoints [15].
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Table 3. Leave-one-out cross validation results of four prediction methods for three real
data sets. Results of combinatorial search-based prediction (CSP) and complimentary
greedy search-based prediction (CGSP) are given when 20, 30, or all SNPs are chosen
as informative SNPs.

Prediction Methods
Dataset Quality SVM LP RF CGSP CSP

measure 20 30 all 20 30 all
sensitivity 20.8 37.5 34.0 28.5 77.1 61.1 68.9 80.0 -

Crohn’s specificity 88.8 88.5 85.2 90.9 74.1 98.0 79.2 89.7 -
disease accuracy 63.6 69.5 66.1 68.2 75.5 84.3 75.2 84.1 -

[3] runtime (h) 3.0 4.0 0.08 0.01 0.17 9.0 611 1189 ∞
sensitivity 14.3 7.1 18.0 29.4 32.3 51.3 65.9 79.0 -

autoimmune specificity 88.2 91.2 92.8 90.7 89.0 94.7 80.0 89.1 -
disorder accuracy 60.9 61.3 65.1 68.0 68.2 82.5 74.3 83.2 -

[10] runtime (h) 7.0 10.0 0.20 0.01 0.32 25.6 9175 17400 ∞
sensitivity 11.4 16.8 12.7 61.9 52.4 66.7 87.5 80.2 76.2

tick-borne specificity 93.2 92.0 95.0 96.2 98.1 94.4 91.2 92.4 94.4
encephalitis accuracy 72.2 75.5 74.2 81.3 82.7 84.0 88.1 88.5 89.3

[4] runtime (h) 0.2 0.08 0.01 0.01 0.01 0.02 1.8 6.3 8.5

Table 3 reports comparison of all considered prediction methods. Their quality
is measured by sensitivity, specificity, accuracy and runtime. Since prediction
accuracy is the most important quality measure, it is given in bold. Figure
1 shows the receiver operating characteristics (ROC) representing the trade-
off between specificity and sensitivity. ROC is computed for all five prediction
methods applied to the tick-borne encephalitis data [4].
Discussion. The comparison of three association searches (see Table 2) shows
that combinatorial search significantly outperforms the exhaustive search. It al-
ways finds the same or larger cluster than exhaustive search and is significantly
faster. The search method runtime is a critical in deciding whether it can be
used in in clustering and susceptibility prediction. Note that the both exhaus-
tive and combinatorial searches are prohibitively slow on the first two datasets
and, therefore, we reduce these datasets to 30 index SNPs while complementary
greedy search is fast enough to handle the complete datasets. This resulted in
improvement of the complementary greedy over combinatorial search for the first
dataset when search for the largest diseased-free cluster - after compression to
30 tags the best cluster simply disappears.

The comparison of the proposed association search-based and previously
known susceptibility prediction algorithms (see Table 3) shows a considerable ad-
vantage of new methods. Indeed, for the first dataset the best proposed method
(CGSP) beats the previously best method (LP) in prediction accuracy 84.3% to
69.5%. For the second dataset, the respective numbers are 83.2% (CSP(30)) to
65.1% (RF), and for the third dataset, they are 89.3% (CSP) to 75.5% (LP).
It is important that this lead is the result of much higher sensitivity of new
methods—the specificity is almost always very high since all prediction methods
tend to be biased toward non-diseased status. The ROC curve also illustrates
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Fig. 1. The receiver operating characteristics (ROC) for the five prediction methods
applied to the tick-borne encephalitis data [4]. All SNPs are considered tags for CGSP
and CSP.

advantage of CSP and GCSP over previous methods. Indeed the area under ROC
curve for CSP is 0.89, for SVM is 0.52 compared with random guessing area of
0.5. Another important issue is how proposed prediction algorithms tolerate
data compression. The prediction accuracy (especially sensitivity) is increases
for CGSP when more SNPs are made available—e.g., for the second dataset, the
sensitivity grows from 29.4% (20 SNPs) to 32.3% (30 SNPs) to 65.9% (all 108
SNPs).

We conclude that the indexing approach, the combinatorial and complemen-
tary greedy search methods, and association search-based based susceptibility
prediction algorithms are very promising techniques that can possibly help (i) to
discover gene interactions causing common diseases and (ii) to create diagnostic
tools for genetic epidemiology of common diseases.
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Abstract. We contribute to the discussion about the concept of approx-
imate conserved gene clusters by presenting a class of definitions that (1)
can be written as integer linear programs (ILPs) and (2) allow several
variations that include existing definitions such as common intervals, r-
windows, and max-gap clusters or gene teams. While the ILP formulation
does not directly lead to optimal algorithms, it provides unprecedented
generality and is competitive in practice for those cases where efficient
algorithms are known. It allows for the first time a non-heuristic study of
large approximate clusters in several genomes. Source code and datasets
are available at http://gi.cebitec.uni-bielefeld.de/assb.

1 Introduction

Advances in genome sequencing projects allow to increasingly use methods from
comparative genomics to infer gene functions and roles. One approach is based
on the following idea: During evolution, genomes rearrange, i.e., whole blocks
are cut out, possibly reversed, and moved to different spots in the genome. The
rearranged genome will only be fixed in the population if it is viable and its fitness
is not significantly lower than that of the presently dominant genome. This is the
case only if those genes remain physically close in the genome that need to be
expressed together because they act in the same pathway or share an important
function. For this reason, conserved gene proximity over long evolutionary times
is an indication for a functional relation between the corresponding genes [1].
The above ideas give rise to the problem of finding approximate conserved gene
clusters, which we loosely define as sets of genes that occur in close proximity in
each genome under consideration.

We assume that genes are represented by integers in such a way that paralo-
gous and orthologous genes receive the same number. Homology detection is a
delicate procedure, so we must assume that our representation contains errors.
As a consequence, we need an error-tolerant formalization of the cluster concept.
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Different ways to formally define gene clusters have been discussed recently;
a survey of alternatives has appeared in [2]. Difficulties include:

1. The problem has been attacked from two sides. One philosophy is to specify an
algorithm and constructively define the algorithm’s results as conserved gene
clusters.Thedrawbacks of this approach are that it is unclear how such an algo-
rithm maps to the biological reality, and that statistical analysis of the results
becomes difficult. The other philosophy is to provide a formal specification of
what constitutes a gene cluster (modeling step) and then design an algorithm
that finds all clusters that satisfy the specification (problem solving step).

2. It is not easy to formally specify what we are looking for. Should we choose a
narrow definition at the risk of missing biologically interesting gene sets, or
a wide definition and browse through many biologically uninteresting sets?

We think that it is preferable to use separate modeling and solving steps. This
allows us to first focus on tuning the model for biological relevance and only
then worry about efficient algorithms. Therefore we propose a framework for
modeling the approximate gene cluster discovery problem (AGCDP), as defined
in Problem 1 below, as well as many variants, as an integer linear program (ILP;
see [3] for a general introduction).

Contribution and related work. The innovative feature of our approach is its ver-
satility. We are aware that for certain special cases of our ILP formulation, special-
purpose algorithms already exist. Using them would solve the corresponding
problem more efficiently than using a general ILP solver. However, our approach
has the advantage that the objective function and constraints can be easily mod-
ified without designing and implementing a new algorithm. The ILP formulation
thus allows to test quickly whether a model makes sense from a biological point of
view. Incidentally, it also performswell in practice on the known easy formulations.
Existing definitions that canbe modeled in our framework include (exact) common
intervals in permutations [4], (exact) common intervals in arbitrary sequences [5],
gene teams or max-gap-clusters [6,7], and r-windows [8], for example.

The paper is structured as follows. Section 2 provides our basic definition of
gene clusters and related quantities. Section 3 shows how to formulate the result-
ing discovery problem as an ILP. Several variations and extensions of the basic
model are presented together with the necessary ILP modifications in Section 4,
demonstrating the flexibility of our approach. We present computational results
in Section 5 and a concluding discussion in Section 6.

2 Basic Problem Specification

Genes and gene sets. Genes are represented by positive integers. If the same
integer occurs more than once in the same genome, the genes are paralogs of
each other. If the same integer occurs in different genomes, the genes may be
orthologs or paralogs. There is also a special gene denoted by 0 that represents
a different gene at every occurrence and whose purpose it is to model any gene
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for which no homolog exists in the dataset. The gene universe or gene pool is
denoted by U := {0, 1, . . . , N} for some integer N ≥ 1. We are looking for a
subset of the gene pool, without the special gene, i.e., X ⊂ U with 0 /∈ X , called
the reference gene set, whose genes occur in close proximity in each genome.

Genomes. A genome is modeled as a sequence of genes; we do not consider
intergenic distances. We emphasize that a genome need not be a permutation of
the gene pool; each gene (family) can occur zero times, once, or more than once in
each genome. Restricting genomes to permutations sometimes allows remarkably
efficient algorithms (e.g., [6,4]), but also restricts the modeling power too much
for our purposes. To specify the basic problem, we assume that genomes consist
of a single linear chromosome. The cases of several chromosomes and of a circular
chromosome are discussed in Section 4. We consider m genomes; the length of
the i-th genome is ni: gi = (gi

1, . . . , g
i
ni

), i = 1, . . . , m. In the basic model, we look
for an approximate occurrence of X in every genome; in Section 4, we describe
how to relax this objective.

Genomic intervals and their gene contents. A linear interval in a genome g =
(g1, . . . , gn) is an index set J , which is either the empty interval J = ∅, or
J = {j, j + 1, . . . , k}, written as J = [j : k], with 1 ≤ j ≤ k ≤ n. The gene
content of J = [j : k] in g is the set GJ := {gj, . . . , gk}. Note that GJ is a set,
and neither a sequence nor a multiset. The length of J = [j : k] is |J | = k−j+1.
The gene content of J = ∅ is G∅ = ∅, and its length is |J | = |∅| = 0.

Objective. The goal is to find a gene set X ⊂ U without the special gene (0 /∈ X),
and a linear interval Ji for each genome i ∈ {1, . . . , m}, such that, informally
X ≈ Gi

Ji
for all i, where Gi

Ji
denotes the gene content of Ji in the i-th genome.

The agreement of X and the gene content Gi
Ji

is measured by the number
|Gi

Ji
\X | of genes additionally found in the interval although they are not part

of X (“additional genes”), and by the number |X \ Gi
Ji
| of X-genes not found

in the interval (“missing genes”).
Since gene clusters of different sizes behave differently, it makes sense to pa-

rameterize the problem by specifying the size of the reference gene set |X | by
enforcing |X | = D or |X | ≥ D, or a range D− ≤ |X | ≤ D+.

Finding an optimal gene cluster. There are several ways to cast the above cri-
teria into an optimization problem: We can let them contribute to the objective
function or select thresholds and use them as hard constraints, or both. We start
with a formulation with as few hard constraints as possible. A first goal is to
find an optimal gene cluster (in terms of the cost function defined below).

Problem 1 (Basic approximate gene cluster discovery problem (AGCDP)). Given
– the gene pool U = {0, 1, . . . , N},
– m genomes (gi)i=1...m, where gi = (gi

1, . . . , g
i
ni

),
– a size range [D−, D+] for the reference gene set (possibly D− = D+ =: D),
– integer weights w− ≥ 0 and w+ ≥ 0 that specify the respective cost for each

missed and additional gene in an interval,
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find X ⊂ U with 0 /∈ X and D− ≤ |X | ≤ D+, and a linear interval Ji for each
genome in order to minimize

c := c(X, (Ji)) =
m∑

i=1

[
w− · |X \Gi

Ji
|+ w+ · |Gi

Ji
\X |

]
.

In Section 3 we show how to write this problem as an ILP; the complexity
is discussed in Section 6. In practice, distinct clusters X with the same optimal
cost c∗ or cost close to c∗ may exist, and it is not sufficient to find a single
arbitrary optimal one.

Finding all interesting gene clusters. Once we know the optimal cost c∗, we
introduce a constraint c(X, (Ji)) ≤ (1 + γ) · c∗ with a tolerance parameter γ > 0
and then enumerate the feasible points (X, J, c) with this additional constraint.
The set of feasible points may be redundant in the sense that several solutions
lead to similar X , or to different intervals Ji with the same gene content, etc.
Therefore we are mainly interested in sufficiently distinct X . After finding one
reference gene set X∗, we can force a distinct solution by adding a new constraint
|XΔX∗| ≥ T for a positive threshold T . Here Δ denotes symmetric set difference.

As noted above, the problem is formulated with specific bounds for the refer-
ence set size: |X | ∈ [D−, D+] or |X | = D. This is useful if we already have an
idea of the gene cluster size that we want to discover. Otherwise, we can solve the
problem for several values of D. For technical reasons, further discussed below,
it is not recommended to choose a large range [D−, D+].

3 Integer Linear Programming Formulation

To cast the AGCDP into an ILP framework, we need to represent the reference
gene set X , the intervals Ji, and the gene contents Gi

Ji
, as well as several auxiliary

variables. Table 1 gives an overview.
We model X as a binary vector x = (x0, . . . , xN ) ∈ {0, 1}N+1, where we set

xq = 1 if and only if q ∈ X . We demand x0 = 0 and D− ≤
∑

q xq ≤ D+.
To model the selected interval interval Ji in genome i, we use binary indicator

vectors zi = (zi
j)j=1,...,ni . A linear interval in genome i is characterized by the

fact that the ones in zi occur consecutively. We enforce this property by intro-
ducing auxiliary binary vectors +zi = (+zi

1, . . . ,
+zi

ni
) and −zi = (−zi

1, . . . ,
−zi

ni
)

that model increments and decrements, respectively, in zi.
We thus set zi

1 = +zi
1−−zi

1, and for 2 ≤ j ≤ ni: zi
j = zi

j−1++zi
j−−zi

j. We forbid
a simultaneous increment and decrement at each position: +zi

j + −zi
j ≤ 1 for all

j = 1, . . . , ni; and we allow at most one increment and decrement:
∑ni

j=1
+zi

j ≤ 1
and

∑ni

j=1
−zi

j ≤ 1. Recall that all three vectors zi, +zi, and −zi are elements
of {0, 1}ni. It is easy to see that each linear interval can be written in a unique
way with this parameterization: For the empty interval, use zero vectors for +z
and −z. For the interval [j : k] with 1 ≤ j ≤ k < ni, set +zi

j = 1 and −zi
k+1 = 1.

If k = ni, then −z is the zero vector.
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Table 1. Overview of variables and expressions representing objects and quantities in
the basic ILP formulation. All variables are binary.

Main objects ILP variables (binary)

reference gene set X x = (xq)q=0,...,N

interval Ji in i-th genome zi = (zi
j)j=1,...,ni , i = 1, . . . , m

gene content Gi
Ji

of Ji in gi χi = (χi
q)q=0,...,N , i = 1, . . . , m

Auxiliary objects ILP variables (binary)

increments in zi +zi = (+zi
j)j=1,...,ni , i = 1, . . . , m

decrements in zi −zi = (−zi
j)j=1,...,ni , i = 1, . . . , m

intersection X ∩ Gi
Ji

ιi = (ιi
q)q=0,...,N , i = 1, . . . , m

Target quantities ILP expression

#{missing genes in gi}: |X \ Gi
Ji
| N

q=0 xq − ιi
q

#{additional genes in gi}: |Gi
Ji

\ X| N
q=0 χi

q − ιi
q

The gene content Gi
Ji

in genome i is modeled by another indicator vector
χi = (χi

q)q=0,...,N : If some position j is covered by the chosen interval Ji, the
corresponding gene must be included in the gene content; thus χi

gi
j
≥ zi

j for

all j = 1, . . . , ni (recall that gi
j is constant). On the other hand, if some gene

q ∈ {1, . . . , N} is not covered by Ji, it must not be included: χi
q ≤

∑
j:gi

j=q zi
j

for all q ∈ {0, . . . , N}. For each genome i, the above two families of inequalities
map the selected intervals exactly to the selected gene contents. Note that if
gene q does never appear in genome i, the sum inequality yields χi

q = 0, as
desired.

To model the target function, we need the intersection between X and the
selected gene content Gi

Ji
in the i-th genome. We define another family of indi-

cator vectors for i = 1, . . . , m: ιi = (ιiq)q=0,...,N that we force to model the set
intersection X ∩Gi

Ji
via the inequalities ιiq ≤ xq, ιiq ≤ χi

q, and ιiq ≥ xq + χi
q − 1.

Then the terms of the target function are

|X \Gi
Ji
| =

N∑
q=0

(xq − ιiq); |Gi
Ji
\X | =

N∑
q=0

(χi
q − ιiq).

Table 2 presents the whole basic formulation at a glance. After the above
discussion, we may state

Theorem 1. The ILP in Table 2 correctly represents Problem 1 (Basic AGCDP).

4 Extensions and Variations

Constraining and varying the objective function. The basic ILP in Table 2 always
has a feasible solution; an upper bound of the cost is easily obtained by taking
any set of size D− for X , empty intervals in all genomes, and paying the cost of
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Table 2. ILP formulation for the basic AGCDP; see Table 1 for variables

Given integers N ≥ 1, m ≥ 2, (ni)i=1,...,m with ni ≥ 1, (gi
j)i=1,...,m; j=1,...,ni from

{0, 1, . . . , N}, 1 ≤ D− ≤ D+ ≤ N , w− ≥ 0 and w+ ≥ 0,

minimize
m

i=1

w− ·
N

q=0

(xq − ιi
q) + w+ ·

M

q=0

(χi
q − ιi

q) subject to

xq ∈ {0, 1} (q = 0, 1, . . . , N)
x0 = 0

N
q=0 xq ≥ D−
N
q=0 xq ≤ D+

zi
j ,

+zi
j ,

−zi
j ∈ {0, 1} (i = 1, . . . , m, , j = 1, . . . , ni)

zi
1 = +zi

1 − −zi
1 (i = 1, . . . , m)

zi
j = zi

j−1 + +zi
j − −zi

j (i = 1, . . . , m, j = 2, . . . , ni)
+zi

j + −zi
j ≤ 1 (i = 1, . . . , m, j = 1, . . . , ni)

ni
j=1

+zi
j ≤ 1 (i = 1, . . . , m)

ni
j=1

−zi
j ≤ 1 (i = 1, . . . , m)

χi
q ∈ {0, 1} (i = 1, . . . , m, q = 0, 1, . . . , N)

χi
gi

j
≥ zi

j (i = 1, . . . , m, j = 1, . . . , ni)

χi
q ≤ j:gi

j=q zi
j (i = 1, . . . , m, q = 0, 1, . . . , N)

ιi
q ∈ {0, 1} (i = 1, . . . , m, q = 0, 1, . . . , N)

ιi
q ≤ xq (i = 1, . . . , m, q = 0, 1, . . . , N)

ιi
q ≤ χi

q (i = 1, . . . , m, q = 0, 1, . . . , N)
ιi
q ≥ xq + χi

q − 1 (i = 1, . . . , m, q = 0, 1, . . . , N)

m ·D− ·w− for missing all genes in X . In many applications, it makes no sense to
consider intervals in which more than a fraction δ− of the reference genes X are
missing or which contain more than a fraction δ+ of additional genes. Therefore
we could restrict the search space by enforcing

∑N
q=0 (xq − ιiq) ≤ �δ− ·D+� and∑N

q=0 (χi
q − ιiq) ≤ �δ+ ·D+�. This may, of course, lead to an empty feasible set.

Instead of paying separately for missed and additional genes, we may argue
that we should view occurrences of both errors as substitutions to the maximum
possible extent. Assuming equal weights w− = w+ = 1, this leads to a cost
contribution of max{|X \Gi

Ji
|, |Gi

Ji
\X} instead of the sum for the i-th genome;

see also [9]. More generally, we may replace the objective function by

minimize
m∑

i=1

max
{

w− ·
N∑

q=0

(xq − ιiq), w+ ·
M∑

q=0

(χi
q − ιiq)

}
by introducing new variables c−i := w− ·

∑N
q=0 (xq−ιiq) and c+

i := w+ ·
∑N

q=0 (χi
q−

ιiq). We let ci = max{c−i , c+
i } by introducing inequalities ci ≥ c−i and ci ≥ c+

i
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for i = 1, . . . , m and writing the objective function as min
∑m

i=1 ci, which fixes
ci at the maximum of c−i and c+

i , and not at a larger value.

A single circular chromosome or multiple linear chromosomes. Bacterial genomes
usually consist of a single circular chromosome, i.e., any circular permutation of
g = (g1, . . . , gn) in fact represents the same genome, and the start and end points
are arbitrary. Therefore we need to allow intervals that “wrap around”.

Extending the definition of a linear interval from Section 2, we say that an in-
terval is either a linear interval or a wrapping interval.

A wrapping interval in g = (g1, . . . , gn) is a nonempty index set J := [j | k] :=
{j, j + 1, . . . , n, 1, . . . , k}, with 1 ≤ j, k ≤ n and j > k + 1.

The gene content of a wrapping interval is GJ ≡ G[j|k] := {gj, . . . , gn, g1, . . . ,
gk}, and its length is |J | = n−j+1+k. We specifically disallow j = k+1 because
this would induce the whole genome, for which we already have the linear interval
[1 : n].

As an example, in a genome of length 3, there are seven linear intervals (∅, [1 : 1],
[2 : 2], [3 : 3], [1 : 2], [2 : 3], [1 : 3]), and a single wrapping interval: [3 | 1].

For a wrapping interval in gi, the ones in the indicator vector zi occur in two
distinct blocks with the first block starting at position j = 1 and the second block
ending at position ni. Therefore there are two points j with +zi

j = 1, but only if
j = 1 is one of them. To allow arbitrary intervals (empty, linear, or wrapping), all
we need to do is to change the sum constraint for +zi from Table 2 into

∑ni

j=2
+zi

j ≤
1 (i = 1, . . . , m).

While the main applications of our work are to genome rearrangements in
prokaryotes, we nevertheless show how to allow multiple linear chromosomes: We
extend the gene universe by another special number −1 and concatenate the chro-
mosomes of the i-th genome into a single vector gi as before, representing chro-
mosome borders by −1. We constrain the interval selection variables zi

j wherever
gi

j = −1 to be zi
j = 0; this ensures that the interval Ji does not extend over a

chromosome border.

Genome selection. So far we have requested that X occurs in every input genome,
or incurred a possibly severe cost of at most w− · |X | if no gene of X appears in
the genome. When we look for approximate gene clusters in a large set of genomes
and only require that the cluster occurs in some of them, it is desirable to relax
this penalty.

We extend the formulation with an index set I ⊂ {1, . . . , m} and refer to the
genomes indexed by I as the selected genomes ; these are treated as before, i.e.,
missing and additional genes in the selected intervals are penalized by w− and w+,
respectively. For non-selected genomes, we force that Ji is the empty interval, but
we only incur a flat penalty ρ ≥ 0 that should be chosen substantially smaller than
w− ·D−. We also specify a minimal number μ ≤ m of genomes to be selected, i.e.,
we demand that |I| ≥ μ. The cost function then becomes

c := c(X, I, (Ji)) =
∑
i∈I

[
w− · |X \Gi

Ji
|+ w+ · |Gi

Ji
\X |

]
+ (m− |I|) · ρ.
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For the ILP, we model I as another binary vector y = (y1, . . . , ym) ∈ {0, 1}m

with yi = 1 if and only if i ∈ I. We have the constraint
∑m

i=1 yi ≥ μ. To enforce
Ji = ∅ for i /∈ I, we use the inequalities zi

j ≤ yi for all i = 1, . . . , m, j = 1, . . . , ni.
It remains to properly rewrite the target function. The obvious approach to

minimize
m∑

i=1

[
yi ·
(
w− ·

N∑
q=0

(xq − ιiq) + w+ ·
M∑

q=0

(χi
q − ιiq)

)
+ (1− yi) · ρ

]
does not work, because this function is nonlinear in the variables.

However, a simple solution is available when X is constrained to be of fixed size
D− = D+ = D: If yi = 0, then zi, χi and ιi are the zero vector and under the old
cost function, we would pay D · w−. Now we only pay ρ; therefore we can write
the objective function as

min.
m∑

i=1

[
w− ·

N∑
q=0

(xq − ιiq) + w+ ·
M∑

q=0

(χi
q − ιiq) + (1− yi) · (ρ−Dw−)

]
.

If D− < D+, the above approach does not work, unless we change the flat
penalty from ρ into ρ + |X | −D−, which may put larger X at a disadvantage. In
that case we can use the same formulation as above with D replaced by D−.

For the general case of D− < D+ and a true flat penalty ρ we can use a so-called
big-M approach: We write the objective function as

c = ρ ·
m∑

i=1

(1 − yi) +
m∑

i=1

Li,

where the Li are new auxiliary variables, which we will force to take values

Li =

{∑N
q=0

(
w− · (xq − ιiq) + w+ · (χi

q − ιiq)
)

=: �i if yi = 1,
0 if yi = 0.

We achieve this via inequalities Li ≥ 0 and Li ≥ �i − M · (1 − yi) for all i =
1, . . . , m and a constant M larger than any possible value of �i. If yi = 1, the
inequality becomes Li ≥ �i, and since the objective function c is to be minimized,
this will lead to Li = �i. If yi = 0, it becomes Li ≥ −M ′ for some M ′ ≥ 0
and is dominated by the non-negativity constraint Li ≥ 0. Often, such a big-M
approach causes technical problems for the ILP solver, however, as it leads to weak
LP relaxations [3].

Using a reference genome. Even in the basic AGCDP, there is a lot of freedom
because the reference gene set X need not occur exactly in any of the genomes. In
some cases, however, a reference genome may be known and available. This makes
the problem much easier, and an ILP formulation would not be required, and the
solver could be easily replaced by simpler specialized algorithms. It is reassuring,
however, that a reference genome can be easily integrated into the formulation:
Without loss of generality, let g1 be the reference genome. We force xq = χ1

q = ι1q
for q = 0, . . . , N and possibly y1 = 1 if we are using genome selection.
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Modeling common intervals, max-gap clusters and r-windows. By specifying ap-
propriate target functions and constraints, the ILP approach can be used to model
existing definitions of gene clusters. For those mentioned here, efficient algorithms
exist, and we certainly cannot beat them. It is still convenient that we can treat
them in the ILP framework, too.

To model exact common intervals as in [5], we restrict the cost function to take
the value zero (i.e., we allow no additional and no missing genes), and set w− =
w+ = 1. Additionally, we can apply genome selection with ρ = 0 and a reasonably
large value for μ. From the result, we only use the reference set X and disregard
the intervals.

The specification of max-gap clusters or gene teams [6] is a generalization of
common intervals and demands that between adjacent genes from the reference
set X , there are at most δ genes not from X . For δ = 0, we obtain again common
intervals. For δ > 0, the max-gap condition states that in each sub-interval of Ji

of length δ + 1, we need at least one X-gene: For each i = 1, . . . , m and each j =
1, . . . , ni−δ we have that if zi

j + · · ·+zi
j+δ = δ+1, then ιigj

+ιigj+1
+ · · ·+ιigj+δ

≥ 1
must hold. Each implication can be written as an inequality:

ιigj+1
+ · · ·+ ιigj+δ

≥ zi
j + · · ·+zi

j+δ−(δ+1)+1 (i = 1, . . . , m; j = 1, . . . , ni−δ).

We use w− = 1 and w+ = 0 and constrain the target function to zero. To find
maximal max-gap clusters, i.e., those not contained in a larger one, we enumerate
all max-gap clusters of each size D and subsequently filter out those contained in
larger ones.

An r-window cluster for two genomes is defined as a pair of intervals of length
r that share at least D genes [8]. To find them, we demand |X | = D, set w− = 1,
w+ = 0, constrain the target function to zero, and demand that

∑ni

j=1 zi
j = r for

each i = 1, . . . , m.

5 Computational Results

We have implemented a C++ software tool that reads in a set of genomes, solves one
of the integer linear programming formulations presented in Sects. 3 and 4 using
the CPLEX optimization library [10], and outputs the list of optimal and close
to optimal gene clusters. All experiments were performed on an AMD 2.2 GHz
opteron 64 bit processor with 8 GB of main memory using CPLEX 9.03.

Hidden clusters in artificial data. We generate artificial problem instances for
benchmarking as follows: We randomly generate 6 genomes of roughly 1,000 genes
each (N = 2000) with 5% of 0-genes. For each D ∈ {5, 10, 15, 20, 25}, we generate
a cluster and hide a perturbed permutation of it in five randomly selected genomes,
taking care that the different clusters do not overlap.

Using w− = 2, w+ = 1 and the appropriate value of D, we solve the ILP first
with genome selection, setting ρ = 2D/5: We retrieve all five clusters in times
29 min, 45 min, 8 min, 113 s, and 14 s, respectively.
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Without genome selection, running times are much faster, but we can run into
problems because of the high penalty for the genome in which the cluster is miss-
ing: We retrieve the clusters of sizes 5, 10, 15, and 25 in 17 min, 7 min, 163 s, and
4 s, respectively. For D = 20, we obtain a different cluster than the hidden one
that obtains a better target function value without genome selection.

While the running times vary with each instance, the times shown here are rep-
resentative. This experiment indicates the importance, but also the high complex-
ity of genome selection.

Comparison of two organisms. The genomes of C. glutamicum and M. tuberculosis
consist of 3,057 and 3,991 annotated genes, respectively. The annotated gene set
is available at http://gi.cebitec.uni-bielefeld.de/assb. We compute the
optimal objective function value c∗(D) for each cluster size D ∈ [5, 500] for the
basic formulation with w− = w+ = 1 (total CPU time: almost 25 days, on aver-
age 1:15 hrs per instance). Figure 1 shows the running time per instance as well as
the optimal normalized costs c∗(D)/D. Local minima correspond to large approx-
imate clusters with comparatively few errors. As Fig. 2 illustrates for D = 51, our
formulation discovers clusters that cannot be detected by any method that does
not consider approximate clusters. The largest exact cluster has size 11.

6 Discussion

We have given several formalizations and corresponding ILP formulations for ap-
proximate gene clusters. In contrast to other models, we do not only characterize
the set of desired clusters, but also assign a value (the objective function) to them.
Our approach allows us to check different gene cluster models for biological rel-
evance before designing optimized algorithms, and to discover optimal medium-
sized to large approximate clusters that contain no smaller exact ones if they exist
and if the ILP solver can handle the problem.

The apparent complexity of our approach comes from the fact that we use a
reference set X of genes that need not occur exactly in any genome. While we have
not attempted to formally prove the corresponding decision problem NP-hard, the
difficulties encountered by the ILP solver and the similarity to the median string
problem provide some evidence. The problem becomes even harder (empirically
in terms of CPU time) if genome selection is allowed. The situation changes if
we require that X occurs in at least one genome without errors. Then a naive
polynomial-time algorithm works as follows:

Tentatively set X to the gene set of each interval in each genome. For each
genome g except the one where X is taken from, compare X to the character set
of each interval J in g, compute the cost according to the number of missing and
additional genes, and pick the interval J∗

g in g with minimum cost c∗g. Now genome
selection can be easily applied: Simply remove as many costly genomes as possible.
The total cost of X (without genome selection) is c(X) =

∑
g c∗g. Either report the

overall best set X , or report each X , where c(X) remains below a given threshold.
(Of course, this “algorithm” can be drastically optimized for efficiency.)
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Fig. 1. Comparison of C. glutamicum and M. tuberculosis: For each cluster size D ∈
[5, 500], the running time in units of four hours, and the normalized optimal value of
the objective function is shown. Note the local minima in the objective function, e.g., at
D = 51. The apparent correlation between objective function and running time indicates
that good approximate clusters are easier to compute than bad clusters.

C.glutamicum ( 389 698 33 760 267 267 1156 1 2 55 852 1187 17 321 143 927 372 928 281 0 1739 54

945 1 979 983 467 524 219 850 914 697 384 1439 648 713 650 268 403 795 124 )

M.tuberculosis ( 124 795 403 268 1 1527 650 0 0 713 648 1439 0 0 384 697 914 850 0 225 9 12 100 4
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Fig. 2. Visualization of an interesting optimal cluster in C. glutamicum and M. tuber-
culosis (D = 51). Differing genes are marked in grey. Three conserved regions, a, b, and
c occur in the cluster.

Important open questions are statistics (significance computations) for gene
clusters from our formulations in the spirit of [8], and to formalize a notion of a
non-redundant set of gene clusters when enumerating all near-optimal solutions.

Our ILP formulations open a new perspective to the field of approximate gene
cluster discovery, and are already usable in practice. We believe that the formu-
lations and the solver can be fine-tuned to solve the same instances even faster,
even if the basic AGCDP with or without genome selection is indeed NP-hard.
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We are experimenting with alternative methods for genome selection and with an
alternative formulation of the consecutive-ones property of the interval indicators
zi

j brought to our attention by Marcus Oswald (Heidelberg).
Another desideratum for the future is to avoid solving the problem for each

gene set size D separately. So far this is convenient because it allows simplifica-
tions in some formulations, but it seems to slow down the solver drastically (data
not shown). Yet a fixed |X | = D is also necessary because optimal objective func-
tion values for different |X | do not compare well: Even “good” clusters of size 30
might have higher cost than “bad” clusters of size 5. Normalizing the cost function
by |X | seems a promising idea, and we are exploring fractional programming tech-
niques to this end. Overcoming the D-bottleneck would make the ILP approach
even more useful in practice and remains an interesting challenge.

Acknowledgments. We thank Thomas Schmidt for providing datasets, Jens Stoye,
Yoan Diekmann, Julia Mixtacki, and Markus Oswald for helpful discussions.
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Abstract. One of the main goals in the analysis of microarray data is to
identify groups of genes and groups of experimental conditions (includ-
ing environments, individuals and tissues), that exhibit similar expres-
sion patterns. This is the so-called bi-clustering problem. In this paper,
we consider two variations of the bi-clustering problem: the Consensus
Submatrix Problem and the Bottleneck Submatrix Problem. The input
of the problems contains a m × n matrix A and integers l and k. The
Consensus Submatrix Problem is to find a l × k submatrix with l < m
and k < n and a consensus vector such that the sum of distance between
all rows in the submatrix and the vector is minimized. The Bottleneck
Submatrix Problem is to find a l × k submatrix with l < m and k < n,
an integer d and a center vector such that the distance between every
row in the submatrix and the vector is at most d and d is minimized.
We show that both problems are NP-hard and give randomized approxi-
mation algorithms for special cases of the two problems. Using standard
techniques, we can derandomize the algorithms to get polynomial time
approximation schemes for the two problems. To our knowledge, this is
the first time that approximation algorithms with guaranteed ratio are
presented for microarray analysis.

1 Introduction

In the last several years, microarray technique has been widely used in biological
research. Microarray technique has helped to illuminate mechanisms of disease
and identify disease subphenotypes, predict disease progression, assign function
to previously unannotated genes, group genes into functional pathways, and pre-
dict activities of new compounds [1]. Microarray data analysis is an important
problem in computational biology [2]. For these large-scale data, classifying genes
into different groups under certain conditions is a first step to gain more sophisti-
cated knowledge of different biological pathways or functions. Several clustering
or classification techniques, such as k-means [3,4], self-organizing maps [5,6],
hierarchical clustering [7,8,9], principal component analysis and singular value
decomposition [10,11,12] have been extensively applied to identify groups of sim-
ilarly expressed genes and conditions from gene expression data.
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Data errors in microarray are common in the analysis of gene expression
data [15,17,18]. The sources of microarray error variability are from various bi-
ological and experimental factors, such as biological and individual replication,
sample preparation, hybridization and image processing. Moreover, the same
gene often shows quite heterogeneous error variability under different biological
and experimental conditions [19]. The accurate measurements of absolute ex-
pression levels and the reliable detection of low abundance genes are difficult to
achieve [16]. For example in mammalian Affymetrix microarrays, an unexpect-
edly large number of probes (greater than 19% of the probes on each platform)
that do not correspond to their appropriate mRNA reference sequences were
identified [14]. A lot of work on statistical analysis of gene expression data
encourages researchers to consider error and uncertainty in their microarray ex-
periments [13].

It is known that many activation patterns are common to a group of genes
only under specific experimental conditions. We should expect subsets of genes to
be coregulated and coexpressed only under certain experimental conditions, but
to behave almost independently under other conditions, according to our general
understanding of cellular processes [21,22,23]. The fact is that we need to discover
local patterns in the microarray matrix. The basic model for Bi-clustering is as
follows: given an m×n matrix A, where each element ai,j ∈ {0, 1}, the problem
here is to find a l × k submatrix with all elements identical to 1 such that l× k
is maximized.

Let Σ = {π1, π2, . . . , π|Σ|} be a fixed size alphabet of symbols. A vector over
Σ is a sequence of symbols in Σ. Let A be an m × n matrix, where each row
corresponds to a gene and each column corresponds to a condition. Each element
ai,j in A represents the expression level of gene i under condition j. Such a matrix
A is defined by its set of m rows, X = {x1, x2, . . . , xm} and its set of n columns,
Y = {y1, y2, . . . , yn}. Let P = {p1, . . . , pl} be a subset of {1, 2, . . . , m} indicating
rows in X and Q = {q1, . . . , qk} be a subset of {1, 2, . . . , n} indicating columns
in Y . The l×k submatrix AP,Q induced by the pair (P, Q) contains the elements
ai,j , where i ∈ P and j ∈ Q. We treat each row in the matrix or submatrix as
a vector over Σ. Define xi|Q = ai,q1ai,q2 . . . ai,qk

. Let p and p′ be two vectors of
the same length over Σ. d(p, p′) denotes the number of mismatches between the
two vectors. Throughout this paper, we study the following two problems.

The Consensus Submatrix Problem: Given a m×n matrix A, and integers
l and k, find a subset P of l rows, a subset Q of k columns in matrix A and a
consensus vector z of length k such that the consensus score

∑l
i=1 d(xpi |Q, z) is

minimized.

The Bottleneck Submatrix Problem: Given a m×n matrix A, and integers
l and k, find a subset P of k rows, a subset Q of k columns in matrix A, a center
vector z of length k and an integer d such that for every pi ∈ P d(xpi |Q, z) ≤ d
and the bottleneck score d is minimized.

In practice, there are errors in microarray data. In the l × k submatrix, if we
assume that the error rate of each row is bounded by a constant, e.g., 10%, then
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the total consensus score
∑l

i=1 d(xpi |Q, z) is at least O(lk) and the bottleneck
score d is at least O(k). Throughout this paper, we assume that for the consensus
submatrix problem

∑l
i=1 d(xpi |Q, z) = O(lk) and for the bottleneck submatrix

problem d = O(k). Due to technical reasons, in this paper, we consider a special
case, where k = O(n).

2 Previous Work

The basic model for biclustering is to find a submatrix AP,Q with all elements
identical to a constant value [22]:

ai,j = μ, for all i ∈ P, j ∈ Q.

If the submatrix is error-free, both the consensus score and the bottleneck score
are clearly 0 for the new problems that we proposed in the paper.

In practice, it is interest to find submatrices such that all elements in a row
have the same constant value [20,23]. That is,

ai,j = ci, for j ∈ Q.

In this case, all the columns in the submatrix are identical. Again, it is clear
that both the consensus score and the bottleneck score are 0 if the submatrix is
error-free.

A sophisticated approache looks for submatrices in additive model, where

ai,j = ai′,j + c(i, i′), for all i, i′ ∈ P, j ∈ Q (1)

[21,22]. That is, for two elements ai,j and ai′,j in row i and row i′, the difference
is a constant c(i′, i).

Now we show that our model can also handle the additive model. Let r
be a row in the error-free submatrix. We construct a new matrix A′ as
follows:

a′
i,j = ai,j − ar,j for all i ∈ X, j ∈ Y.

Then, the error-free submatrix is converted into a new submatrix A′
P,Q with

element

a′
i,j = ai,j − ar,j

= c(i, r), for all i ∈ P, j ∈ Q. (From (1))

That is, in the resulting submatrix, all elements in a row have the same value.
Thus the additive model degenerates to the second case. Therefore, our models
can also handle the additive model by trying all rows in A as row r.

Cheng and Church proposed the first biclustering model in microarray data
analysis [21]. The model introduced a similarity score called the mean squared
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residue score H to measure the coherence of the rows and columns in the sub-
matrix.

H(P, Q) =
1

|P ||Q|
∑

i∈P,j∈Q

(ai,j − ai,Q − aP,j + aP,Q)2

where

ai,Q =
1
|Q|
∑
j∈Q

ai,j , aP,j =
1
|P |
∑
i∈P

ai,j , and aP,Q =
1

|P ||Q|
∑

i∈P,j∈Q

(ai,j).

Clearly, the H score is 0 for the first two cases if the submatrix is error-free. We
can show that for the additive model, the H score is also 0 if the submatrix is
error-free.

In this paper, we design randomized approximation algorithms for both prob-
lems. We have an new idea to randomly select O(log m) columns in the optimal
set of columns Qopt ⊆ Y when Qopt is not known. For the bottleneck submatrix
problem, we use linear programming and randomized rounding to successfully
select a good approximation Q of Qopt and set the letters for the center vector at
the columns in Q. Using standard techniques, we derandomize the randomized
algorithms to get polynomial time approximation schemes (PTAS) for the two
problems. To our knowledge, this is the first time that approximation algorithms
with guaranteed ratio are presented for microarray analysis.

The paper is organized as follows. In Section 3, we prove that both problems
are NP-hard. In Section 4, we give the algorithm for the consensus submatrix
problem, while in Section 5. we give that for the bottleneck submatrix problem.

3 NP-Hardness Result

In this section, we show that both the consensus submatrix problem and the
bottleneck submatrix problem are NP-hard. The reduction is from the maximum
edge biclique problem. The maximum edge bipartite problem was proved to be
NP-hard in [24]. A biclique is a complete bipartite graph where every vertex of
the first set is connected to every vertex of the second set.

The Maximum Edge Biclique Problem: Given a biclique graph G = (V1 ∪
V2, E) and a positive integer X , does G contain a biclique with X edges?

Theorem 1. The consensus submatrix problem and the bottleneck submatrix
problem are NP-hard.

The proof also suggests that it is NP-hard to decide whether the minimum con-
sensus score is 0 in the consensus submatrix problem and whether the minimum
bottleneck score is 0 in the bottleneck submatrix problem. Therefore, there are
no approximation algorithms with guaranteed ratio for both problems when the
optimal consensus score or the optimal bottleneck score is 0.
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4 The Consensus Submatrix Problem

In this section, we present the randomized approximation algorithm for the con-
sensus submatrix problem. Let Popt, Qopt and zopt be the set of rows , the set of
columns and the consensus vector of an optimal solution. The optimal consensus
score is Hopt. By assumption, Hopt = O(kl), i.e., there is a constant c′ such that
Hopt × c′ = kl. Again, by assumption, k = O(n), i.e., there is a constant c such
that k × c = n.

Before we present the algorithm, we first introduce the basic ideas of the algo-
rithm. By enumerating all size k subsets of Y and all length k vectors, we could
know Qopt and zopt at some moment. It is easy to see that if we know exactly
Qopt and zopt, then we could find the corresponding Popt in polynomial time
to minimize the consensus score. However, this straight forward approach costs
exponential time. Here we use a random sampling technique to randomly select
O(log m) columns in Qopt, enumerate all possible vectors of length O(log m) for
those columns. At some moment, we know O(log m) bits of zopt and we can use
the partial zopt to select the l rows which are closest to zopt in those O(log m)
bits. After that we can construct a consensus vector z as follows: for each column,
choose the (majority) letter that appears the most in each of the l letters in the
l selected rows. Then for each of the n columns, we can calculate the number of
mismatches between the majority letter and the l letters in the l selected rows.
By selecting the best k columns, we can get a good solution.

The remain difficulty is how to randomly select O(log m) columns in Qopt

while Qopt is unknown. Our new idea is to randomly select a set B of �(c +
1)(4 log m

ε2 + 1)� columns from A and enumerate all size � 4 log m
ε2 � subsets of B in

time O(m
4(c+1)

ε2 ) which is polynomial in terms of the input size O(mn). We can
show that with high probability, we can get a set of � 4 log m

ε2 � columns randomly
selected from Qopt.

Now we describe the complete algorithm in Figure 1.
The following lemma that is originally from [25] is used in our proofs.

Lemma 1. Let X1, X2, . . . , Xn be n independent random 0-1 variables, where
Xi takes 1 with probability pi, 0 < pi < 1. Let X =

∑n
i=1 Xi, and μ = E[X ].

Then for any 0 < ε ≤ 1,

Pr(X > μ + ε n) < (−1
3
nε2),

Pr(X < μ− ε n) ≤ (−1
2
nε2).

Lemma 2. With probability at most m
− 2

ε2c2(c+1) , no subset R of size � 4 log m
ε2 �

used in Step 1 of Algorithm 1 satisfies R ⊆ Qopt .

Lemma 3. Assume |R| = � 4 log m
ε2 � and R ⊆ Qopt. Let ρ = k

|R| . With probability
at most m−1, there is a row xi in X satisfying

d(zopt, xi|Qopt)− εk

ρ
> d(zopt|R, xi|R).
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Algorithm 1 for The Consensus Submatrix Problem

Input: one m × n matrix A, integers l and k, and a small number ε > 0
Output: a size l subset P of rows, a size k subset Q of columns and a length k
consensus vector z
Step 1: randomly select a set B of �(c + 1)( 4 log m

ε2
+ 1)� columns from A.

(1.1)for every size � 4 log m
ε2

� subset R of B do
(1.2) for every z|R ∈ Σ|R| do

(a) Select the best l rows P = {p1, ..., pl} that minimize
d(z|R, xi|R).

(b) for each column j do
Compute f(j) = l

i=1 d(sj , api,j), where sj is the ma-
jority element of the l rows in P in column j.

Select the best k columns Q = {q1, ..., qk} with mini-
mum value f(j) and let z(Q) = sq1sq2 . . . sqk .

(c) Calculate H = l
i=1 d(xpi |Q, z) of this solution.

Step 2: Output P , Q and z with minimum H .

Fig. 1. Algorithm 1

With probability at most m− 1
3 , there is a row xi in X satisfying

d(zopt|R, xi|R) >
d(zopt, xi|Qopt) + εk

ρ
.

Lemma 4. When R ⊆ Qopt and z|R = zopt|R, with probability at most 2m− 1
3 ,

the set of rows P = {p1, . . . , pl} selected in Step 1 (a) of Algorithm 1 satisfies∑l
i=1 d(zopt, xpi |Qopt) > Hopt + 2εkl.

Theorem 2. For any δ > 0, with probability at least 1 −m
− 8c′2

δ2c2(c+1) − 2m− 1
3 ,

Algorithm 1 outputs a solution with consensus score at most (1 + δ)Hopt in
O(nmO( 1

δ2 )) time.

Proof. When R ⊆ Qopt and z|R = zopt|R, in step 1 (b), we can construct a Q
and z(Q) such that

l∑
i=1

d(z(Q), xpi |Q) ≤
l∑

i=1

d(zopt, xpi |Qopt). (2)

From Lemma 2, we know that with probability at most m
− 2

ε2c2(c+1) , there is
no subset R with size � 4 log m

ε2 � in Step 1 of Algorithm 1 such that R ⊆ Qopt.

Combining with Lemma 4, we know that with probability at most m
− 2

ε2c2(c+1) +
2m− 1

3 , in the execution of Algorithm 1, any set of rows P = {p1, . . . , pl} obtained
in Step 1(a) satisfies

l∑
i=1

d(zopt, xpi |Qopt) > Hopt + 2εkl.
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In other words, with probability at least 1−m
− 2

ε2c2(c+1) −2m−1
3 , in the execution

of Algorithm 1, we can get a set of rows P = {p1, . . . , pl} in Step 1 (a) that
satisfies

∑l
i=1 d(zopt, xpi |Qopt) ≤ Hopt + 2εkl.

From (2), we have

l∑
i=1

d(z(Q), xpi |Q) ≤
l∑

i=1

d(zopt, xpi |Qopt) ≤ Hopt + 2εkl.

Recall Hopt×c′ = kl. Set ε = δ
2c′ . So with probability at least 1−m

− 8c′2
δ2c2(c+1) −

2m− 1
3 , Algorithm 1 outputs a solution with consensus score at most (1+δ)Hopt.

For the time complexity, Step1(a), Step1(b) and Step1(c) take O(mn) time.

Step 1.1 is repeated O(2
4(c+1) log m

ε2 ) = O(mO( 1
ε2

)) = O(mO( 1
δ2 )) times . Step

1.2 is repeated O(mO( log |Σ|
ε2

)) = O(mO( 1
δ2 )) times as ε = δ

2c′ and |Σ| is fixed
constant. Thus, the total running time is O(nmO( 1

δ2 )). �

Theorem 3. There exists a PTAS for the consensus submatrix problem.

Proof. Algorithm 1 can be derandomized by standard method. For instance,
instead of randomly and independently choosing O(log m) columns from the n
columns in Step 1, we can pick the vertices encountered on a random walk of
length O(log m) on a constant degree expander [26]. Obviously, the number of
such random walks on a constant degree expander is polynomial in terms of m.
Thus, by enumerating all random walks of length O(log m), we have a polynomial
time deterministic algorithm(Also see [27]). �

5 The Bottleneck Submatrix Problem

In this section, we present the randomized approximation algorithm for the bot-
tleneck submatrix problem. Let Popt, Qopt and zopt be the set of rows , the set
of columns and the consensus vector of an optimal solution. The optimal bot-
tleneck score is dopt. By assumption, dopt = O(k) and k = O(n), i.e., there are
constants c′′ and c such that dopt × c′′ = k and k × c = n.

Similar to Algorithm 1, we can use a random sampling technique to know
O(log m) bits of zopt. Then we can use the partial zopt to select the l rows which
are closest to zopt in those O(log m) bits as in Step 1(a) of Algorithm 1. From
Lemma 3, we know that using O(log m) bits in R, we can get a good estimation
of d(zopt, xi|Qopt) for each xi in X . Thus, if we can correctly select Qopt from
the n given columns, then we can get a good approximation solution. However,
Step 1 (b) in Algorithm 1 does not work for the bottleneck score in selecting a
good approximation of Qopt. Thus, we use a linear programming and randomized
rounding technique to select k columns in the matrix.
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Linear Programming Formulation
Given a set of rows P = {p1, ..., pl}, we want to find a set of k columns Q and a
vector z such that the bottleneck score is minimized. This problem is equivalent
to the following optimization problem:{

min d;
d(z, xpi |Q) ≤ d, i = 1, 2, . . . , l, Q ⊆ Y, |Q| = k, z ∈ Σk.

(3)

Let Σ = {π1, π2, . . . , π|Σ|}. We introduce 0− 1 variable yi,j (i = 1, 2, . . . , n, j =
1, 2, . . . , |Σ|) to indicate whether column i is in Q and the corresponding bit of
z. yi,j = 1 if and only if column i is in Q and the corresponding bit in z is πj . For
any a, b ∈ Σ, χ(a, b) = 0 if a = b and χ(a, b) = 1 if a �= b. (3) can be formulated
as the 0− 1 Integer Linear Programming:⎧⎪⎪⎪⎨⎪⎪⎪⎩

min d;∑n
i=1

∑|Σ|
j=1 yi,j = k,∑|Σ|

j=1 yi,j ≤ 1, i = 1, 2, . . . , n,∑n
i=1

∑|Σ|
j=1 χ(πj , xps,i)yi,j ≤ d, s = 1, 2, . . . , l.

(4)

Here yi,j is used to achieve two tasks: (1) decide whether column i is selected
and (2) if column i is selected, we have to decide the letter in the consensus
vector z at the this column.

We can obtain a fractional solution yi,j = yi,j(i = 1, 2, ..., n, j = 1, 2, . . . , |Σ|)
for (4) in polynomial time. After we get the fractional solution, we do randomized
rounding to get an integer solution.

Given a fractional solution yi,j = yi,j (i = 1, 2, . . . , n, j = 1, 2, . . . , |Σ|) with
cost d. For each 1 ≤ i ≤ n, 1 ≤ j ≤ |Σ|, randomly select column i to Q with
probability

∑|Σ|
j=1 yi,j and randomly set the bit of z in this column according

to the distribution yi,j for j = 1, 2, . . . , |Σ|). In terms of programming, we can
generate a random number ρ in (0,1), for every column i. If ρ <

∑|Σ|
j=1 yi,j , we

select this column into Q and let the bit of z corresponding to this column be
πt if and only if

∑t−1
j=1 yi,j ≤ ρ <

∑t
j=1 yi,j . If ρ ≥

∑|Σ|
j=1 yi,j , this column is not

selected. Hence we get a 0/1 solution y′ = {y′
1,1, . . . , y

′
1,|Σ|, . . . , y

′
n,1, . . . , y

′
n,|Σ|}.

In this randomized rounding process, we have to do two things. (1) select k′

columns, where k′ ≥ k − δdopt. (2) get integers values for yi,j such that the
distance (restricted on the k′ selected columns) between any row in P and the
center vector thus obtained is at most γdopt. Here δ > 0 and γ > 0 are two
parameters used to control the errors.

Lemma 5. When nγ2

3(cc′′)2 ≥ 2 log m, for any γ, δ > 0, with probability at most

exp(− nδ2

2(cc′′)2 ) + m−1, the rounding result y′ = {y′
1,1, . . . , y

′
1,|Σ|, . . . ,

y′
n,1, . . . , y

′
n,|Σ|} does not satisfy at least one of the following inequalities,

n∑
i=1

(
|Σ|∑
j=1

y′
i,j) > k − δdopt,
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Algorithm 2 for The Bottleneck Submatrix Problem

Input: one matrix A ∈ Σm×n, integer l, k, a row z ∈ Σn and small numbers
ε > 0, γ > 0 and δ > 0.
Output: a size l subset P of rows, a size k subset Q of columns and a length k
consensus vector z.
if nγ2

3(cc′′)2 ≤ 2 log m then
try all size k subset Q of the n columns and all z of length k
to solve the problem.

if nγ2

3(cc′′)2 > 2 log m then

Step 1: randomly select a set B of � 4(c+1) log m

ε2
� columns from A.

for every � 4 log m
ε2

� size subset R of B do
for every z|R ∈ Σ|R| do

(a) Select the best l rows P = {p1, ..., pl} that minimize
d(z|R, xi|R).

(b) Solve the optimization problem (3) by linear programming
and randomized rounding to get Q and z.

Step 2: Output P ,Q and z with minimum bottleneck score d.

Fig. 2. Algorithm 2

and for every row xps(s = 1, 2, . . . , l),

n∑
i=1

(
|Σ|∑
j=1

χ(πj , xps,i)y′
i,j) < d + γdopt.

When nγ2

3(cc′′)2 < 2 log m, we try all subsets of X with size k and all length k

vectors in polynomial time and get the best solution.
From Lemma 5, we know that in the randomized rounding process, with high

probability, we selected k′ columns in Q, where (1 − ε)k ≤ k′. Our aim is to
select exactly k columns. If k′ > k, we can arbitrarily delete k′−k columns from
Q and obtain the set of k columns Q′ ⊆ Q. If k′ < k, we can arbitrarily select
k − k′ columns outside Q and add them to Q to get a set of k columns Q′ ⊃ Q.
By doing so, the extra error introduced is at most εk. Since d = O(n), the error
εk is small and we still can get a PTAS.

Now we describe the complete algorithm in Figure 2.
Similar to Lemma 4, we have

Lemma 6. When R ⊆ Qopt and z|R = zopt|R, with probability at most 2m− 1
3 ,

the set of rows P = {p1, . . . , pl} obtained in Step 1(a) of Algorithm 2 satisfies
d(zopt, xpi |Qopt) > dopt + 2εk for some row xpi(1 ≤ i ≤ l).

From Lemmas 2, 5, and 6, we have

Theorem 4. With probability at least 1−m
− 2

ε2c2(c+1) −2m− 1
3 −exp(− nδ2

2(cc′′)2 )−
m−1, Algorithm 2 runs in time O(nO(1)m

O( 1
ε2

+ 1
γ2 )) and obtains a solution with

bottleneck score at most (1 + 2c′′ε + γ + δ)dopt for any fixed ε, γ, δ > 0.
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Theorem 5. There exists a PTAS for the bottleneck submatrix problem.

Proof. For Step 1(b), we can use the technique in [25] to derandomize it. The
derandomization of the random sampling step is the same as in Algorithm 1. �

6 Conclusion

We have designed PTAS’s for both the consensus submatrix and the bottleneck
submatrix problems. To our knowledge, this is the first time that an approxi-
mation algorithm with guaranteed performance ratio is presented for microarray
analysis. It is conscious to point out that the running time is very high and may
not work in practice.
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Abstract. The production of commercial DNA microarrays is based
on a light-directed chemical synthesis driven by a set of masks or mi-
cromirror arrays. Because of the natural properties of light and the ever
shrinking feature sizes, the arrangement of the probes on the chip and
the order in which their nucleotides are synthesized play an important
role on the quality of the final product. We propose a new model called
conflict index for evaluating the layout of microarrays. We also present
a new algorithm, called Pivot Partitioning, that improves the quality of
layouts, according to existing measures, by over 6% when compared to
the best known algorithms.

1 Introduction

An oligonucleotide microarray is a piece of glass or plastic on which single-
stranded fragments of DNA, called probes, are affixed or synthesized. Affymetrix
GeneChip R© arrays, for instance, can contain more than one million spots as small
as 11 μm, with each spot accommodating several million copies of a probe. Probes
are typically 25 nucleotides long and are synthesized on the chip, in parallel, in
a series of repetitive steps. Each step appends the same nucleotide to probes
of selected regions of the chip. Selection occurs by exposure to light with the
help of a photolithographic mask that allows or obstructs the passage of light
accordingly [5].

Formally, we have a set of probes P = {p1, p2, ...pn} that are produced by a
series of masks M = (m1, m2, ...mT ), where each mask mt induces the addition
of a particular nucleotide St ∈ {A, C, G, T} to a subset of P . The nucleotide
deposition sequence S = S1S2 . . .ST corresponding to the sequence of nucleotides
added at each masking step is therefore a supersequence of all p ∈ P [10].

In general, a probe can be embedded within S in several ways. An embedding
of pk is a T -tuple εk = (ek,1, ek,2, ...ek,T ) in which ek,t = 1 if probe pk receives
nucleotide St (at step t), or 0 otherwise (Figure 1). In particular, a left-most
embedding is an embedding in which the bases are synthesized as early as possible
(see ε3 in Figure 1).

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 321–332, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Synthesis of a hypothetical 3×3 chip. Top left: chip layout and the 3 nt probe
sequences. Top right: deposition sequence and probe embeddings. Bottom: first four
resulting masks.

The deposition sequence is often taken as a repeated permutation of the alpha-
bet, mainly because of its regular structure and because such sequences maximize
the number of distinct subsequences [4].

We distinguish between synchronous and asynchronous embeddings. In the
first case, each probe has exactly one nucleotide synthesized in every cycle of
the deposition sequence; hence, 25 cycles or 100 steps are needed to synthesize
probes of length 25. In the case of asynchronous embeddings, probes can have
any number of nucleotides synthesized in any given cycle, allowing shorter de-
position sequences. All Affymetrix chips that we know of can be asynchronously
synthesized in 74 steps (18.5 cycles), which is probably due to careful probe
selection.

Because of diffraction of light or internal reflection, untargeted spots can be
accidentally activated in a certain masking step, producing unpredicted probes
that can compromise experimental results. This problem is more likely to occur
near the borders between masked and unmasked spots [5]. This observation has
given rise to the term border conflict.

We are interested in finding an arrangement of the probes on the chip together
with embeddings in such a way that the chances of unintended illumination
during mask exposure steps are minimized. The problem appears to be hard
because of the exponential number of possible arrangements, although we are not
aware of an NP-hardness proof. In a separate work [2], we present a formulation
of the above problem as a quadratic assignment problem (QAP), a classical
combinatorial optimization problem that is, in general, NP-hard and particularly
hard to solve in practice [3]. Optimal solutions are thus unlikely to be found even
for small chips and even if we assume that all probes have a single predefined
embedding.
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If we consider all possible embeddings (up to several million for a typical
Affymetrix probe), the problem is even harder. For this reason, the problem
has been traditionally tackled in two phases. First, an initial embedding of the
probes is fixed and an arrangement of these embeddings on the chip with min-
imum border conflicts is sought. This is usually referred to as the placement.
Second, a post-placement optimization phase re-embeds the probes considering
their location on the chip, in such a way that the conflicts with the neighboring
spots are further reduced.

It seems intuitive that better results should be achieved if the placement and
embedding phases are considered together, not separately. Because of the gener-
ally high number of embeddings of each single probe in the asynchronous setting,
it is not easy to design algorithms that make efficient use of this additional free-
dom and achieve reasonable running times in practice. In fact, so far we know
of no single publication that merges the two phases; in this article we propose
such a strategy called Pivot Partitioning.

The rest of this paper is structured as follows. Section 2 details two differ-
ent ways of evaluating computed layouts and embeddings; they form the ob-
jective functions that we aim to minimize. As a refinement of the “classical”
border length, we introduce the conflict index measure. Section 3 reviews ex-
isting placement, partitioning, and post-placement strategies. In Section 4 we
discuss an extension of the optimal single probe embedding (OSPE) algorithm
(that first appeared in [7]) to support our new measure. Our partitioning strat-
egy, that for the first time combines partitioning the chip with embedding the
probes, is described in Section 5. Computational results follow in Section 6.

2 Evaluating Layouts and Embeddings

Border length. Hannenhalli and co-workers [6] were the first to give a formal de-
finition of the problem of unintended illumination in the production of microar-
rays. They formulated the Border Length Minimization Problem which aims at
finding an arrangement of the probes together with their embeddings in such a
way that the number of border conflicts during mask exposure steps is minimal.

The border length Bt of a mask mt is defined as the number of borders shared
by masked and unmasked spots at masking step t. The total border length of a
given arrangement is the sum of border lengths over all masks. For example, the
initial four masks shown in Figure 1 have B1 = 4, B2 = 6, B3 = 6 and B4 = 4.
The total border length of that arrangement is 50 (masks 5 to 12 not shown).

Conflict Index. The border length of an individual mask measures the quality
of that mask. We are more interested in estimating the risk of synthesizing a
faulty probe at a given spot, that is, we need a per-probe measure instead of
a per-mask measure. Additionally, the definition of border length does not take
into account two important practical considerations [8]:

a) stray light might activate not only adjacent neighbors but also probes that
lie as far as three cells away from the targeted spot;



324 S.A. de Carvalho Jr. and S. Rahmann

b) imperfections produced in the middle of a probe are more harmful than in
its extremities.

This motivates the following definition of the conflict index C(p) of a probe of
length �p that is synthesized in T masking steps. First, we define a distance-
dependent weighting function, δ(p, p′, t), that accounts for observation a) above:

δ(p, p′, t) :=
{

(d(p, p′))−2 if p′ is unmasked at step t,
0 otherwise, (1)

where d(p, p′) is the Euclidean distance between the spots of p and p′. This
form of weighting function is the same as suggested in [8]. Note that δ is a
“closeness” measure between p and p′ only if p′ is not masked (and thus creates
the potential of illumination at p). To limit the number of neighbors that need
to be considered, we restrict the support of δ(p, p′, ·) to those p′ �= p that are in
a 7× 7 grid centered around p (see Figure 2 left).

We also define position-dependent weights to account for observation b):

ω(p, t) :=
{

c · exp (θ · λ(p, t)) if p is masked at step t,
0 otherwise, (2)

where c > 0 and θ > 0 are constants, and

λ(p, t) := 1 + min(bp,t, �p − bp,t) (3)

is the distance, from the start or end of the final probe sequence, of the last base
synthesized before step t: bp,t denotes the number of nucleotides synthesized
within p up to and including step t, and �p is the probe length (see Figure 2
right).

The motivation behind an exponentially increasing weighting function is that
the probability of a successful stable hybridization of a probe with its target
should increase exponentially with the absolute value of its Gibbs free energy,
which increases linearly with the length of the longest perfect match between
probe and target. The parameter θ controls how steeply the exponential weight-
ing function rises towards the middle of the probe. In our experiments, we set
θ := 5/�p and c = 1/ exp (θ).

We now define the conflict index of a probe p as

C(p) :=
T∑

t=1

(
ω(p, t)

∑
p′

δ(p, p′, t)
)
, (4)

where p′ ranges over all probes that are at most three cells away from p. C(p)
can be interpreted as the fraction of faulty p-probes (because of unwanted
illumination).

We note the following relation between conflict index and border length. De-
fine δ(p, p′, t) := 1 if p′ is a direct neighbor of p and is unmasked in step t, and
:= 0 otherwise. Define ω(p, t) := 1 if p is masked in step t, and := 0 otherwise.
Then

∑
s C(p) = 2

∑T
t=1 Bt, as each border conflict is counted twice, once for p
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Fig. 2. Ranges of values for both δ and ω on a typical Affymetrix chip where probes of
length 25 are synthesized in 74 masking steps. Left: approximate values of the distance-
dependent weighting function δ(p, p′, t) for a probe p (shown in the center) and close
neighbors p′, assuming that p′ is unmasked at step t. Right: position-dependent weights
ω(p, t) on the y-axis for each value of bp,t on the x-axis, assuming that p is masked at
step t.

and once for p′. Therefore border length and total conflict are equivalent for a
particular choice of δ and ω. For our choice (1) and (2), they are not equivalent,
but still correlated: a good layout has both low border length and low conflict
indices.

3 Previous Work

Up to now, the tasks of probe placement and probe embedding were consid-
ered separately. Placement is often handled by (recursively) partitioning the
chip into smaller regions before applying a placement algorithm. We now re-
view existing placement algorithms, partitioning algorithms and post-placement
strategies.

Placement Algorithms. The border length problem on large oligonucleotide ar-
rays of arbitrary probes was first formally addressed in [6]. The article re-
ports that the first Affymetrix chips were designed using a heuristic for the
traveling salesman problem (TSP). The idea consists of building a weighted
graph with nodes representing probes, and edges containing the Hamming dis-
tance between the probe sequences. A TSP tour is approximated, resulting
in consecutive probes in the tour being likely similar. The TSP tour is then
threaded on the array in a row-by-row fashion. A different threading of the TSP
tour, called 1-threading, is suggested to achieve up to 20% reduction in border
length.

A different strategy called Epitaxial placement [7] places a random probe in
the center of the array and continues to insert probes in spots adjacent to already
filled spots. Priority is given to spots with the largest numbers of filled neighbors.
At each iteraction, it examines all non-filled spots and finds a non-assigned probe
with minimum sum of Hamming distances to the neighboring probes, employing
a greedy heuristic to select the next spot. A further 10% reduction in border
conflict over TSP +1-threading is claimed.
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Both the Epitaxial algorithm and the TSP approach do not scale well to large
chips. For this reason, [8] proposes a simpler variant of the Epitaxial algorithm,
called Row-epitaxial, with two main differences: spots are filled in a pre-defined
order, namely from top to bottom, left to right, and only probes of a limited
list of candidates are considered when filling each spot. Experiments show that
Row-epitaxial is the best large-scale placement algorithm, achieving up to 9%
reduction in border length over the TSP +1-threading.

Partitioning Algorithms. The placement problem can be partitioned by dividing
the set of probes into smaller subsets, and assigning these subsets to subre-
gions of the chip. Each subregion can then be treated as an independent chip
or recursively partitioned. In this way, algorithms with non-linear time or space
complexities can be used to compute the layout of larger chips that otherwise
would not be feasible.

The only partitioning that we know of is the Centroid-based Quadrisection [9].
It starts by randomly selecting a probe c1 ∈ P . Then, it selects another probe
c2 maximizing h(c1, c2), the Hamming distance between their embeddings. Sim-
ilarly, it selects c3 and c4 maximizing the sum of Hamming distance between
these four probes that are called centroids. All other probes p ∈ P are then
compared to the centroids and assigned to a subset Pk associated with ck

with minimum h(p, ck). The chip is divided into four quadrants, each being
assigned to a subset Pk . The procedure is repeated recursively on each quad-
rant until a given recursion depth is reached. In the end, the Row-epitaxial
algorithm is used to produce the placement of the probes in each final
subregion.

Post-placement Optimization. Once the placement is done, further reduction of
conflicts can be achieved by re-embedding the probes without changing their
locations. The paper [7] presents a dynamic programming algorithm, that we
call Optimum Single Probe Embedding (OSPE), for computing an optimum
embedding of a probe with respect to the neighboring probes, whose embeddings
are considered fixed. Originally, it was developed for border length minimization;
in Section 4 we give a slightly more general form that also applies to the conflict
index measure.

The OSPE algorithm is the basic operation of several post-placement op-
timization algorithms: Batched Greedy [7], Chessboard [7] and Sequential [9].
Their main difference lies in the order in which the re-embeddings take place.
Since the OSPE never increases the amount of conflicts in a region, all optimiza-
tion algorithms can be executed several times until a local optimal solution is
found, or until the improvements drop below a given threshold.

The Sequential algorithm just proceeds spot by spot, from top to bottom,
left to right, re-embedding all probes with the OSPE algorithm. Surprisingly, it
achieves the greatest reduction of border conflicts with a running time compa-
rable to Batched Greedy, the fastest among the three.



Improving the Layout of Oligonucleotide Microarrays 327

4 Optimum Single Probe Embedding

The Optimum Single Probe Embedding (OSPE) algorithm finds an optimal
embedding of a single probe on a given spot, assuming that all neighboring
embeddings are fixed. It can be seen as a special case of a global alignment
between the probe sequence p of length � and the deposition sequence S of
length T . We use an (� + 1) × (T + 1) array D, where D[i, j] is defined as
the minimum cost of an embedding of p[1..i] into S[1..j]. The cost is the sum
of conflicts induced by the embedding of p on its neighbors plus the conflicts
suffered by p because of the embeddings of its neighbors.

At every step j of the deposition sequence, the probe p can be either masked
or unmasked. Thus, entry D[i, j] is computed as the minimum between the costs
resulting from each possible state:

D[i, j] = min(D[i, j − 1] + Mij , D[i− 1, j − 1] + Uj).

The costs Mij and Uj depend on probe p and neighboring probes p′. Mij

denotes the cost of masking probe p at step j given that base i of p has been
synthesized previously. Any unmasked neighbor p′ generates a conflict on p with
cost ω(p, i) · δ(p, p′, j); therefore the total cost is

Mij =
∑
p′

ω(p, i) · δ(p, p′, j).

Uj denotes the cost of unmasking probe p at step j, which generates a conflict
on each masked neighbor p′ with cost ω(p′, j) · δ(p′, p, j); therefore

Uj =
∑
p′

ω(p′, j) · δ(p′, p, j).

The first column of D is initialized as follows: D[0, 0] = 0 and D[i, 0] = ∞ for
0 < i ≤ �. The first row is D[0, j] = D[0, j − 1] + M0j for 0 < j ≤ T . The time
complexity of the OSPE algorithm is obviously O(� · T ).

5 Pivot Partitioning

Traditionally, the microarray layout problem has been tackled in two phases:
placement, during which an initial embedding of the probes is fixed, and post-
placement optimization, when probes are re-embedded using the OSPE algo-
rithm. We believe that better layouts can be produced if the placement phase
also considers the various embeddings that a probe can have. In this section we
propose a new partitioning algorithm called Pivot Partitioning (PP).

Our algorithm has some similarities with the Centroid-based Quadrisection
(CQ) described in Section 3. Its main differences are motivated by the following
observation. As mentioned earlier, some probes can have up to several millions
different embeddings, while others may have only a few or even only one possi-
ble embedding. Probes with more embeddings can better “adapt” to the other
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Algorithm 1. PivotPartitioning
Input: chip dimension,

set of probes P = {p1, p2, ...pn},
maximum partitioning depth tmax

Output: placement of the probes p ∈ P on the chip

1. Select probes p with minimum number of embeddings, E(p), as pivot candidates:
(a) Let Q = {p ∈ P|E(p) is minimal}
(b) Set P ← P \ Q

2. Let the region R consist of all rows and columns.
3. Call the Recursive Partitioning with the initial partitioning depth 1:

return RecursivePartitioning (1, tmax, R, Q, P)

probes, that is, when placed on a particular spot, they are more likely to have
an embedding with fewer conflicts than a probe that has only a limited number
of embeddings.

We use the probes with fewer embeddings, which we call “pivots”, to drive
the partitioning of the probe set and to re-embed the probes just before their
placement (as a partitioning algorithm, PP also works in combination with an-
other placement algorithm). Also, we designed our algorithm to work for border
length as well as conflict index minimization.

5.1 Pivot Candidates

The first step of the Pivot Partitioning (Algorithm1), is to select the pivot
candidates Q, a set of probes that can later be chosen as pivots. Our pivots are
the equivalent of the centroids of the CQ algorithm: they are used to partition the
probe set. They are restricted, however, to the probes having fewer embeddings.

The reasons are two-fold. First, less time is spent choosing the pivots since
fewer candidates need to be considered. Second, probes with fewer embeddings
are better representatives to drive the partitioning. The problem is that some
embeddings may have their unmasked steps concentrated in one region of the de-
position sequence. This is specially true if the probes are embedded in a left-most
or right-most fashion. Some Affymetrix probes, for instance, can be synthesized
in the first 37 masking steps, thus using only half of the total 74 steps. Such
probes are clearly not good choices for pivots. Probes with fewer embeddings,
on the other hand, are guaranteed to cover most (if not all) cycles of the depo-
sition sequence.

In order to guarantee a good partitioning, we limit the size of Q to a minimum
of 1% of the total number of probes1. This is achieved by selecting probes with
the next minimum number of embeddings. Computing the number of embeddings
of a probe takes O(�T ) time, where � is the length of the probe and T is the

1 Usually, around 1-2% of the probes of an Affymetrix array have only one possible
embedding; or two, if we consider that they appear in PM/MM pairs and must be
“aligned” in all but the steps that synthesize their middle bases.
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Algorithm 2. Recursive Partitioning
Input: current depth t,

maximum depth tmax

rectangular region R of the chip,
set of pivot candidates Q,
set of probes P ,

Output: placement of the probes p ∈ P and q ∈ Q on the region R of the chip

1. If t = tmax then
(a) Re-embed p ∈ P optimally with respect to all q ∈ Q
(b) Return RowEpitaxial (R, P ∪Q)

2. Select q′ and q′′ ∈ Q such that h(q′, q′′) is maximal
3. Partition the set of pivot candidates:

(a) Q′ = {q ∈ Q | h(q, q′) < h(q, q′′)}
(b) Q′′ = {q ∈ Q | h(q, q′) > h(q, q′′)}

(when h(q, q′) = h(q, q′′), assignments are made in an attempt to achieve
balanced partitionings)

4. Partition the set of probes:
(a) P ′ = {p ∈ P | w(p, q′) < w(p, q′′)}
(b) P ′′ = {p ∈ P | w(p, q′) > w(p, q′′)}

(when h(p, q′) = h(p, q′′), assignments are made in an attempt to achieve
balanced partitionings)

5. Partition R into two subregions R′ and R′′ proportionally to the number of probes
in P ′ ∪Q′ and P ′′ ∪ Q′′

6. return RecursivePartitioning (t + 1, tmax, R′, Q′, P ’)
∪ RecursivePartitioning (t + 1, tmax, R′′, Q′′, P”)

length of the deposition sequence. With a few optimizations, however, even a
million probes can be examined in a few minutes.

5.2 Recursive Partitioning

The essence of Pivot Partitioning is its recursive procedure (Algorithm2) that is
executed until a given recursion depth tmax is reached. If the maximum recursion
depth has not been reached yet, we choose a pair of pivots q′ and q′′ ∈ Q
with maximum Hamming distance between their embeddings, h(q′, q′′). All other
q ∈ Q are assigned to a subset of Q associated with the pivot whose Hamming
distance to q is minimum (step 3).

The next step similarly partitions P into two subsets. A probe p ∈ P is as-
signed to the subset associated with the pivot q with minimum weighted distance
w(p, q). The weighted distance is computed with the OSPE algorithm, ignoring
the location of the probes since they have not been placed yet. In this way, we
make the assignments considering all possible embeddings of p.

Step 5 partitions R into two subregions, proportionally to the number of
probes in Q′ ∪ P ′ and Q′′ ∪ P ′′, alternating horizontal and vertical divisions.
Since we only deal with rectangular regions, sometimes it is necessary to move
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a few probes from one partition to the other in order to ensure that the probes
fit in the subregions.

Each subregion is then processed recursively. Once the maximum partition-
ing depth tmax is reached, the Row-epitaxial [8] algorithm is used to place the
probes of P ∪ Q in the region R. Before that, however, all probes p ∈ P are
re-embedded optimally with respect to the pivots (again using OSPE ignor-
ing probe locations), which improves the “alignment” of all embeddings in that
region.

6 Results and Discussion

We now present the results of running our Pivot Partitioning (PP) algorithm
on random chips. Table 1 shows the normalized border length (total border
length divided by the number of probes) using our own implementations of
Row-epitaxial (for the placement) as well as the Sequential post-placement op-
timization.

Our results show that, in the first level of partitioning, PP allows for a reduc-
tion in border length by as much as 16% when compared to running the Row-
epitaxial alone (from 41.27 to 34.69 on 500×500 chips). The total border length
for tmax = 2 on 500× 500 is 8 673 722. This represents a reduction of as much as
6.8% over the layout produced by the Centroid-based Quadrisection (CQ) simi-
larly combined with Row-epitaxial and followed by the Sequential optimization,
which produced a layout with a border length of 9 307 510 as reported in [9]. In
the next levels of partitioning, we observe a small increase in border length but,
on the other hand, we also report a significant reduction in running times.

Table 2 shows similar results with the average conflict index. For these ex-
periments, we use a version of Row-epitaxial implemented for conflict index
minimization, which fills every spot with a probe p minimizing C(p). For the
post-placement optimization, we use the Sequential algorithm with OSPE for
conflict index minimization as described in Section 4. Computing the conflict in-
dex of a spot for every probe candidate is not as straight forward as computing

Table 1. Normalized border length of layouts produced by Pivot Partitioning on ran-
dom chips with dimensions ranging from 100 × 100 to 500× 500, with probes synchro-
nously embedded in a deposition sequence of length 100. Partitioning depths ranges
from tmax = 0 (no partitioning) to tmax = 6. Row-epitaxial is used for the placement
(with Q = 20 000), followed by the Sequential post-placement optimization. Running
times are reported in seconds, and do not include the post-placement optimization.

tmax = 0 tmax = 2 tmax = 4 tmax = 6

Dim Cost Time Cost Time Cost Time Cost Time

100 42.77 34 39.19 13 40.72 10 42.11 11
200 41.63 429 37.30 155 38.53 62 40.00 85
300 41.38 1 174 36.12 766 37.22 264 38.53 139
500 41.27 3 524 34.69 3 472 35.50 1 996 36.58 713
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Table 2. Average conflict index of layouts produced by Pivot Partitioning on random
chips of synchronous embeddings. We use versions of the Row-epitaxial (with Q =
2000) and the Sequential algorithms for conflict index minimization.

tmax = 0 tmax = 2 tmax = 4 tmax = 6

Dim Cost Time Cost Time Cost Time Cost Time

100 514.49 45 453.67 37 467.78 19 475.44 15
200 517.07 192 466.22 215 452.41 166 462.55 99
300 518.51 438 475.84 524 452.00 466 448.17 336
500 517.50 1 471 481.36 1 530 462.33 1 472 445.43 1 295

the Hamming distance between a probe and its neighbors; thus both versions
of Row-epitaxial and Sequential for conflict index minimization are significantly
slower. For this reason, we set the limit on the number of probes considered by
the Row-epitaxial to Q = 2 000.

We also compare the performance of Pivot Partitioning with the Centroid-
based Quadrisection (CQ). Table 3 shows the total border length of layouts
produced by CQ as reported in [9]. We run PP on similar input and report the
results with equivalent partitioning depths (two levels of PP are equivalent to
one level of CQ). The results are shown as a percentage of reduction in border
length compared to CQ. For instance, on 500× 500 chips, PP produces layouts
with 8.95% less conflicts than CQ, on average.

Our results show that PP produces layouts with less conflicts than CQ except
for higher partitioning depths on the smaller chips. We suspect that this disad-
vantage is due to the “borrowing heuristic” used by CQ that permits, during the
placement, borrowing probes from neighboring partitions in order to maintain a

Table 3. Comparison between Pivot Partitioning (PP) and Centroid-based Quadri-
section (CQ) on random chips with dimensions ranging from 100 × 100 to 500 × 500,
whose probes are synchronously embedded in a deposition sequence of length 100. The
partitioning depths varies from L = 1 to L = 3 for the CQ algorithm and, equiva-
lently, from tmax = 2 to tmax = 6 for PP. Both partitionings use Row-epitaxial for the
placement (with Q = 20 000) and are followed by the Sequential post-placement opti-
mization. The data shows the total border length of chips produced by CQ (extracted
from [9]), and the results of using PP on similar input, as percentage of the reduction
in border length compared to CQ. For instance, PP generates on average 8.95% less
border length on 500 × 500 chips with tmax = 2.

CQ PP CQ PP CQ PP

Dim L = 1 tmax = 2 L = 2 tmax = 4 L = 3 tmax = 6

100 393 218 0.18% 399 312 -1.89% 410 608 -2.48%
200 1 524 803 2.27% 1 545 825 0.48% 1 573 096 -1.34%
300 3 493 552 7.12% 3 413 316 2.05% 3 434 964 -0.61%
500 9 546 351 8.95% 9 355 231 4.67% 9 307 510 1.03%
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high number of probes that can be considered for filling the last spots of a quad-
rant. We are planning to implement a similar strategy on Pivot Partitioning that
could improve the quality of our solutions.

7 Summary

We have presented a new partitioning strategy that for the first time combines
the partitioning the chip with embedding of the probes. The main advantages
of our approach over previous methods are: faster and better selection of pivots
used to drive the assignment of probes to subregions; and improved assignment
of probes to regions by considering all valid embeddings of a probe.
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Abstract. Elementary flux modes (EFMs)—formalized metabolic
pathways—are central and comprehensive tools for metabolic network
analysis under steady state conditions. They act as a generating basis
for all possible flux distributions and, thus, are a minimal (constructive)
description of the solution space. Algorithms to compute EFMs descend
from computational geometry; they are mostly synonymous to the enu-
meration of extreme rays of polyhedral cones. This problem is combina-
torially complex, and algorithms do not scale well. Here, we introduce
new concepts for the enumeration of adjacent rays, which is one of the
critical and stubborn facets of the algorithms. They rely on variants of k-
d-trees to store and analyze bit sets representing (intermediary) extreme
rays. Bit set trees allow for speed-up of computations primarily for low-
dimensional problems. Extensions to pattern trees to narrow candidate
pairs for adjacency tests scale with problem size, yielding speed-ups on
the order of one magnitude relative to current algorithms. Additionally,
fast algebraic tests can easily be used in the framework. This constitutes
one step towards EFM analysis at the whole-cell level.

1 Introduction

Metabolic networks are characterized by their complexity. Even in simple bacte-
ria, they involve ≈2.000 metabolites and ≈1.000 proteins that catalyze reactions
converting external substrates to metabolites and products. For their computa-
tional analysis, in particular, stoichiometric or constraint-based approaches have
gained popularity because the necessary reaction stoichiometries and reversibili-
ties are usually well–characterized, in contrast to reaction kinetics and associated
parameters [1]. For example, genome–scale stoichiometric models have been con-
structed for several organisms to predict flux distributions in metabolic networks
in normal or perturbed conditions as well as optimality and control thereof [2].

Conceptually, the analysis starts from the m × q stoichiometric matrix N,
where m is the number of (internal) metabolites and q the number of reac-
tions. As metabolism usually operates on faster time–scales than other cellular
processes, we can assume (quasi) steady–state for the metabolic reactions to
derive the fundamental metabolite balancing equation:

N · r = 0 (1)

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 333–343, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



334 M. Terzer and J. Stelling

where the (q × 1)-vector r represents a flux distribution. Additionally, the reac-
tion rates r are subject to thermodynamic feasibility constraints for irreversible
reactions (into which any reversible reaction can be decomposed):

r ≥ 0 (2)

Eqs. (1) and (2) constrain the solution space for valid reaction fluxes to a con-
vex polyhedral cone P (see Section 2 for formal definitions). Hence, comprehen-
sively analyzing metabolic network behavior amounts to characterizing P [3].
Metabolic pathways such as elementary flux modes (EFMs) or extreme path-
ways, which are minimal, linearly independent flux vectors unique for a given
network, allow for this because they correspond to extreme rays of P [3].

Thus, computation of EFMs is equivalent to the enumeration of the extreme
rays of P , a problem from computational geometry known to be hard for the
general case. Current algorithms are variants of the double description method
(DDM) introduced by Motzkin et al. in 1953 [4]. In particular, the canonical basis
approach [5] and the more efficient nullspace approach [6] are used for EFM
computation. However, no efficient algorithm is known with time complexity
polynomial in the input and output size [7], which currently restricts metabolic
pathway analysis to networks of ≈100 reactions and metabolites [1].

Here, we propose improved algorithms for EFM computation that address the
most critical feature of the DDM, namely the independence tests for (prelimi-
nary) extreme rays. We focus on the nullspace approach, but the concepts are
readily applicable to the canonical form. After giving fundamental definitions
(Section 2) and a detailed description of current algorithms (Section 3), we will
present our new approaches relying on k-d trees (Section 4) and experimental
results showing their significant impact on performance (Section 5).

2 Fundamentals

Definition 1. A nonempty set C of points in an Euclidean space is called a
(convex) cone if λx + μ y ∈ C whenever x, y ∈ C and λ, μ ≥ 0.

Definition 2. A cone P is polyhedral if P = {x |Ax ≥ 0} for some matrix
A, i.e. P is the intersection of finitely many linear half-spaces.

Note that A = [NT ;−NT ; I]T and x = r, with the stoichiometric matrix N ,
identity matrix I to ensure irreversibility constraints, and the flux distribution
r, define the cone in the context of EFM analysis as given by eqs. (1) and (2).

Theorem 1 (Minkowski’s Theorem for Polyhedral Cones). For every
cone P = {x |Ax ≥ 0} there exists some R such that P = {x |x = R c for
some c ≥ 0} is generated by R.

A is called a representation matrix of the polyhedral cone P , R is the generating
matrix for P . Because both A and R describe the same object P , the pair (A, R)
is called double description pair or DD pair [4,7].
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Definition 3. For any vector x ∈ P , the set Z(x), containing the indices i such
that Ai x = 0, is called the zero set of x.

Definition 4. A vector r is said to be a ray of P if r �= 0 and α r ∈ P for
every α > 0. Two rays r and r′ are said to be equivalent, i.e. r  r′, if r = α r′

for some α > 0.

Definition 5. Let r be a ray of P . If one of the following holds, both hold and
r is called an extreme ray:

(a) rank(AZ(r)) = rank(A)− 1
(b) there is no r′ ∈ P with Z(r′) ⊇ Z(r) other than r′  r.

If all columns of R are extreme rays, R is called a minimal generating set for P .

3 Existing Algorithms

3.1 Double Description Method (DDM)

The DDM relies on the definition of adjacent rays that is derived from the
extreme ray definition (5). Thus, there exist two options to ensure adjacency,
(a) sometimes referred to as algebraic adjacency test, (b) as combinatorial test:

Definition 6. Let r and r′ be two extreme rays of P . If one of the following
holds, both hold and r and r′ are said to be adjacent:

(a) rank(AZ(r)∩Z(r′)) = rank(A)− 2
(b) if r′′ ∈ P with Z(r′′) ⊇ Z(r) ∩ Z(r′) then r′′  r or r′′  r′.

The algorithm constructs R from A iteratively as follows:

1. Initialization Step: Since P is pointed, i.e. 0 is an extreme point of P , A has
full rank d, a nonsingular square sub-matrix Ad exists, and (Ad, A

−1
d ) is an

initial DD pair. As we will see for the nullspace approach, other initial pairs
are possible.

2. Iteration Step: Assume the DD pair (Aj , Rj) with j inequality constraints
from Ax ≥ 0 already considered. The next DD pair (Aj+1, Rj+1) is achieved
by fulfilling an additional inequality aj+1 := Aj+1 x ≥ 0.

(a) The hyperplane H0
j+1 = {x |Aj+1 x = 0} separates Rj into 3 parts:

i. R0
j , the extreme rays of Rj fulfilling inequality aj+1 with equality,

ii. R+
j ⊆ Rj fulfilling aj+1 with strict inequality and

iii. R−
j ⊆ Rj not fulfilling aj+1.

(b) The matrix Rj+1 is constructed as the union of
i. those extreme rays that still fulfill the new condition (R0

j ∪R+
j )

ii. together with the rays resulting from the intersection of the separat-
ing hyperplane H0

j+1 with the hyperplane through the pair of rays
(r−, r+) where r− ∈ R−

j , r+ ∈ R+
j and r− is adjacent to r+, i.e.

the newly created ray is an extreme ray. This step is also known as
Gaussian elimination with the newly constructed ray r′ in H0

j+1:
r′ = (Aj+1r

+)r− − (Aj+1r
−)r+.

3. Continue with 2 until all inequalities are considered.
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3.2 Binary Nullspace Algorithm

Nullspace approach. Wagner [6] proposed to use a well defined form of the
kernel matrix K of N as an initial minimal representation matrix, where K =
[I; K∗]T . If Nm×q has full rank, i.e. d = rank(N ) = m, the kernel matrix
has dimensions q × (q − m) and K∗ consequently m × (q − m). Thus, this
initialization results in (q − m) + 2m = q + m resolved constraints, leaving
m inequalities to be solved in the iteration phase. It can be shown [3] that
(A, K) form an initial DD-pair with K being a minimal generating matrix and
A(q+m)×q =

[
Iq−m0(q−m)×m; N ; −N

]
. The nullspace approach proved to

be faster than the original version, removes redundancies (by the nature of the
kernel matrix), and simplifies the Gaussian elimination step.

Bit sets. Adjacency tests are the most expensive parts of the algorithm. How-
ever, as we only need to know whether or not a ray fulfills a specific inequality
with equality, we can use bit sets to store this information. Corresponding to the
zero sets in definition 3, the bit set zero set of a given vector x at iteration step
j is defined as follows, complementary to [3]:

Definition 7. For any x ∈ Pj, Pj being the polyhedral cone at iteration step j
represented by the double description pair (Rj , Aj), the set

Bj(x) = {r1r2 . . . rj | ri ∈ [0, 1], 1 ≤ i ≤ j} with ri =
{

1 if Ai x = 0
0 otherwise

is called the bit set representation of the zero set of x.

We will use the shorter term zero set subsequently for bit set representation of
the zero set.

The bitwise and operation for zero sets corresponds to the intersection of sets,
because for every bit-position in the bit set, the position in the resulting set is 1
iff the position was 1 in both source sets. Accordingly, the subset (or superset)
operation can be performed by:

B(x) ⊆ B(y) ⇐⇒ B(x) ∧B(y) ≡ B(x) (3)

Proposition 1. To derive the zero set of a vector at iteration j+1, the following
operations are performed:

Bj+1(x) =
{

Bj(x) + 1 if x ∈ R0
j+1

Bj(x) + 0 if x ∈ R+
j+1

(4)

for extreme rays which still fulfill the new equation and are kept, and

Bj+1(x, y) = {Bj(x) ∧Bj(y) + 1 |x ∈ R+
j+1, y ∈ R−

j+1, x adj. to y} (5)

for newly combined rays, where + stands for concatenation, ∧ for the bitwise
and operation.
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Proof. The proof for (4) and (5) immediately emanates from definition (3).

The bit set representation of zero sets has two main advantages: It demands lit-
tle space in memory, and set operations (bitwise and, subset tests) for adjacency
can be performed efficiently. Moreover, storing only one bit for vector elements
concerning rows in A which have already been processed is sufficient. The num-
ber of zero positions in extreme rays is maximized and the combination of zeros
and non-zeros is unique; thus, the original real-valued rays can be reconstructed
from the bit set extreme rays after the final iteration step [3].

4 New Approaches

4.1 Bit-Set Trees

The bit sets in definition 7 can be seen as k-tuples of [0, 1] values, and thus
search operations on a set of bit sets coincide with queries on a collection of k-
dimensional records. For this purpose, k-d-trees have been invented as a structure
for storage and retrieval of multidimensional (k-dimensional) data [8].

In the context of EFM-computation, we need to test for the existence of a
superset for a given bit set. For 2 adjacent rays r and r′ with corresponding
zero sets B(r) and B(r′), the combinatorial adjacency test as defined in 6(b)
bars the existence of a zero set that is superset of B(r)∩B(r′) other than B(r)
and B(r′). This type of queries can operate on a binary k-d-tree and works
similar to the partial match queries given in [8].

Tree construction. Given a set of bit sets (our zero sets), the algorithm returns
a binary k-d-tree or bit set tree. The input of the algorithm is a set of bit sets,
that is, a collection without duplicates, which conforms to the actual problem.
This simplifies step 2 of the algorithm below, where the bit sets are split into
two newly created leafs, and we can assure that infinite loops are avoided.

main Create a leaf node containing all bit sets and invoke sub with it. The
returned node is the tree’s root r.

sub 1. If the leaf node contains not more elements than some threshold (the
maximum leaf size), return it and continue at invoker.

2. Choose some bit j that has not yet been used on prior levels. Sepa-
rate the leaf’s bit sets and create two new leaf nodes zero and one
containing the bit sets with bitj = 0 and bitj = 1, respectively.

3. Recursively invoke sub with zero and one.
4. Create a new intermediary node i with two children zero and one,

the nodes returned by sub in 3. Return i and continue at invoker.

Superset existence. Given the root r of a bit set tree t constructed as described
above and a bit set s to be tested, where s = s+∩s− with s+ ∈ t and s− ∈ t, the
algorithm returns true if a super set of s is contained in t (other than s+ and s−),
false otherwise (i.e. it returns true iff s+ is adjacent to s−). The functionality
of the algorithm is illustrated in Fig. 1.
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Fig. 1. Superset-Existence algorithm on a bit-set tree/pattern set tree with ternary leafs
and a test bit set s = 010011. Double-lines indicate pointers to child nodes which are
traversed in both tree-variants, dotted lines are traversed in neither of them. Dashed
lines are only traversed in the bit-set tree, single solid lines only in the pattern-tree.
Double-bar arrow-heads highlight truncation by the pattern.

main Invoke sub with the root node r and return the result from that call.

sub 1. If the current node is a leaf, iterate through the leaf’s bit sets and
return true if any of them is a superset of s (not being s+ or s−),
false otherwise.

2. Let si be the bit i of s where i is the bit position corresponding to
the current node (this bit has been used to separate the bit sets in
child node zero from those in one).

3. Invoke sub with one. If true is returned, pass it to the invoker.
4. If si = 0, call sub with zero and return the result, else return false.

Correctness and complexity. By the way of constructing the tree, the zero
child of an intermediary node with selective bit j contains those bit sets that
have bitj = 0. Thus, if the set s to be tested contains j, that is, bitj = 1, the bit
sets in zero cannot be supersets of s and only the bit sets in one are superset
candidates, conforming with the recursion condition in step 4.

We cannot estimate the number of intermediary modes and, thus, the overall
time complexity of the DDM. However, for each step, at least d− 1 inequalities
are fulfilled with equality, where d = rank(A) (definition 5(a)). Since A contains
I, d = q equals the number of irreversible reactions, and due to the nature of the
nullspace, all equality constraints are fulfilled. They correspond to 2m rows in
A with rank m (assuming independent rows in N), thus q− 1−m positions are
left to be fulfilled with equality. That is, the bit sets in t have at least q−m− 1
1-bits, and due to definition 6(a) s at least q −m− 2 respectively. With bit set
length l (q −m ≤ l ≤ q), the probabilities of a 1 in s and in the tree’s bit sets
can be estimated:{

n · q−m−1
l remaining bit sets with probability q−m−2

l

n remaining bit sets with probability 1− q−m−2
l

(6)
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We assume a well balanced tree of depth log2(n) and set ε1 = q−m−1
l and

ε2 = q−m−2
l . The time complexity at step j is proportional to the number of

considered bit sets per adjacency test, approximated by

n · (1− ε2 + ε1ε2)log2(n) = n1+log2(1−ε2+ε1ε2) (7)

Note that the sublinear function in eq. 7 has an optimum at ε1/2 ≈ 1/2. It is
relatively insensitive to perturbations in ≈ [0.2, 0.8], especially for large n. For
real problems, eq. 7 is a good (and conservative) approximation.

In a well-balanced tree, we have n/2 nodes holding n unary leafs, requiring
c · 2n additional memory space for a total of n intermediary nodes and n leafs,
where c is a small constant. Optimizations could be applied, but these memory
demands are far from being critical for our purposes. In [8], an algorithm is
presented which constructs a balanced tree based on the median of a collection
of elements. With binary values, this approach cannot be applied, but we can
adjust the selective bit at step 2 of the tree construction. Either a static bit order
is calculated before constructing the tree, or the most selective bit is chosen
dynamically when the leaf’s bit-sets are subdivided. We get closer to optimally
balanced trees with dynamic choice, but loose the property of having the same
selective bit for nodes on the same level. Here, we used static and dynamic
heuristics, leaving space for subsequent explorations.

4.2 Pattern Trees

The general idea of pattern trees ties up to the bit set trees, where bit sets
are separated into two child nodes in every intermediary node, taking some
designated selective bit as criterion for partitioning. In pattern trees, additionally,
all intermediary and leaf nodes account for the bit sets of their children by a
union pattern of all bit sets contained in the subtree. At least the selective bits of
the node and its predecessors are common for all bit sets in the subtree. However,
since the actual bit sets constitute only a small fraction of all possible values,
it is likely that other common 0’s will occur in the pattern. This allows a more
restrictive pre-rejection of test sets.

Proposition 2. Let s be a set, E a collection of sets and U = {
⋃

e | e ∈ E} the
union of all sets in E. Then s ⊆ U is a necessary condition for {e | s ⊆ e, e ∈
E} �= ∅, i.e. that a superset of s exists in E.

Proof. If s �⊆ U , s contains at least some j /∈ U . Thus, for all e ∈ E, j /∈ e and
consequently s �⊆ e hold.

Tree construction. In addition to the algorithm for constructing bit set trees,
we calculate the union pattern U when a new leaf node (containing the set E of
bit sets) is created (in main and at step 2) as U = (∨e | e ∈ E) where ∨ stands
for the bitwise or operation.

Superset existence. The algorithm works very similarly to that given for bit
set trees, passing the root node r of a pattern tree. Note that no bit tests are
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performed in step 4 and the recursion is always invoked with both children. Step
1 avoids descending the zero-subtree if the test bit of s was 1 since the pattern
of the zero-child contains 0 at the respective bit position (Fig. 1).

main Invoke sub with the root node r and return the result from that call.
sub 1. If s �⊆ U , U being the union pattern of the node, return false.

2. If the node is a leaf, iterate through the leaf’s bit sets and return
true if a superset of s exists (not being s+ or s−), false otherwise.

3. Invoke sub with one. If true is returned, pass it to the invoker.
4. Invoke sub with zero and return the result.

Correctness and complexity. The only point where we decide to disregard
some superset candidates is at step 1, where sets are excluded if their union
pattern does not fulfill the condition introduced in proposition 2 necessary for
the existence of supersets in the corresponding subtree.

Both time and memory demands for pattern trees are very similar to those of
bit set trees, and it is beyond the scope and objectives of this work to achieve
more precise estimates for time complexity.

4.3 Narrowing Adjacent Pair Candidates

In the previous sections, we have addressed adjacency testing. We will now focus
on narrowing the ray-pairs being candidates for adjacency even before testing.

Proposition 3. Let E1, E2 and E3 be collections of sets with corresponding
union patterns Uj = {

⋃
e | e ∈ Ej , 1 ≤ j ≤ 3}, and let S = {s1 ∩ s2 | s1 ∈

E1, s2 ∈ E2}. Then

∃s3 : s3 ∈ E3 with U1 ∩ U2 ⊆ s3 =⇒ ∃s3 : s3 ∈ E3 with s ⊆ s3 (8)

holds for every s ∈ S.

Proof. By definition, U1∩U2 =
(
(s11∪· · ·∪s1n)∩(s21∪· · ·∪s2m)

)
. Applying the

distributive law, we get
(
(s11∩s21)∪(s11∩s22)∪· · ·∪(s11∩s2m)∪· · ·∪(s1n∩s2m)

)
being the union of all elements of S. Thus, s ⊆ U1 ∩ U2, and consequently
U1 ∩U2 ⊆ U3 =⇒ s ⊆ U3. From this, eq. (8) follows by replacing U3 by s3. If an
s3 exists (left hand of 8), the same s3 exists on the right hand side.

We can use eq. 8 as necessary preconditions for the all-pair combinations. The
success of this shortlisting of candidates highly depends on the relations between
the sets or their union patterns. Higher similarities of patterns U1 and U2 enhance
the probability of the precondition being true, while larger sets E1 and E2 are
more desirable since more pairs could be eliminated. Pattern trees comply with
these requirements well since they constitute subtrees with union patterns. Nodes
in the upper part of the tree have many, but barely similar entries; descending
the tree means lowering the number of entries and increasing the similarity.
This characteristic can be used to find the optimal balance between number and
similarity of entries in a set.
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Here, we implemented an algorithm that tests the cut-pattern U1 ∩ U2 for
two leaf nodes. We used heuristics to calculate the optimal leaf size, that is
the number of bit sets per leaf, in a manner of statically balancing similarity
and exclusion. Future development should also consider dynamic balancing by
calculating the cut pattern for all nodes, not only leaf nodes, to reject candidates
at different tree levels.

In Fig. 1, the pattern combination of the left-most leaf nodes leads to the
cut-pattern of 000101 (000101 ∧ 001101), for which we find a superset 111101
in the right-most leaf node of the tree. Thus, no pair from the left-most leafs
form an adjacent pair, which has been found by one test instead of four for all
combinations.

Algorithmic extensions. At iteration j of the double description algorithm,
we construct a pattern tree tj as described above with the following extensions:

1. The collections of zero sets in the leafs of the pattern tree are divided into
three subsets S0, S+, and S− corresponding to the separation of the rays by
the hyperplane H0

j at step 2a of the DD-algorithm.

2. We calculate three union patterns for every leaf l:

l.U = {
∨

s | s ∈ l.S0 ∪ l.S+ ∪ l.S−}
l.U+ = {

∨
s | s ∈ l.S+}

l.U− = {
∨

s | s ∈ l.S−}

To create the extreme rays for the next iteration step, we iterate through the
tree’s leafs L, and initialize LA = L.

loopA 1. Choose some leaf lA from LA and initialize LB = LA.
2. Collect the zero sets in S0 and S+ of lA and apply eq. 4.

loopB i. Pick some leaf lB ∈ LB (possibly again lA) and calculate the

cut-patterns
{

C+− = lA.U+ ∧ lB.U−

C−+ = lA.U− ∧ lB.U+

ii. If a superset s for C+− exists in the tree with s �∈ lA.S+, s �∈
lB.S−, no pair (s+

A, s−B) ∈ (lA.S+, lB.S−) is an adjacent pair
according to eq. 8, thus continue at (iv).

iii. Test every pair (s+
A, s−B) ∈ (lA.S+, lB.S−) as usual, i.e. by testing

the intersection s+
A ∧ s−B, and apply eq. 5 for adjacent pairs.

iv. Repeat (ii) and (iii) with C−+ accordingly.
v. Remove lB from LB and continue at loopB if LB is nonempty.

3. Remove lA from LA and continue at loopA if LA is nonempty.

5 Experimental Results

As realistic examples, we used variants of a stoichiometric model for the cen-
tral metabolism of Escherichia coli [9]. Network compression techniques mostly
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Table 1. Computation of the elementary modes for variants of the central metabolism
of Escherichia coli. Abbreviations: Glc = glucose, Ac = acetate, Form = formiate, Eth
= ethanol, Lac = lactate, CO2 = carbon dioxide, Succ = succinate, Glyc = glycerol.
The products considered were Ac, Form, Eth, Lac, CO2. Relative speed figures relate
to the bit set tree version. Note that due to the current implementation, the absolute
time measurements are somewhat above those given in [10].

S0 S1 S2

substrates Suc Glc Glc, Succ, Glyc, Ac
network size 97 × 114 (28 rev.) 97 × 114 (28 rev.) 97 × 118 (28 rev.)
compressed size 34 × 45 (16 rev.) 35 × 46 (17 rev.) 37 × 52 (17 rev.)
iteration steps 28 29 31
elementary modes 7,055 27,100 507,632

time rel. speed time rel. speed time rel. speed
iterate all 6.6s 0.5 453s 0.1 - -
bit set tree 3.6s 1.0 38s 1.0 451min 1.0
pattern tree 3.4s 1.1 28s 1.4 431min 1.1
candidate narrowing 2.6s 1.4 14s 2.7 28min 16.1

identical to those presented in [3] were applied. The algorithm was entirely im-
plemented in Java and the tests were run on a Linux machine with an AMD
Opteron(tm) 250 processor with 2.4 GHz, using a Java 5 virtual machine with
max. 4 GB memory. The results summarized in table 1 show major improve-
ments from the primitive combinatorial adjacency test to those with bit-set or
pattern trees for small problem sizes, where adjacent candidate pair narrowing
yields lower advances. With higher dimensional problems, candidate narrowing
scales much better than merely improving testing and in fact becomes essential
with regard to whole-cell metabolic networks.

6 Conclusions and Prospects

Determining elementary flux modes constitutes an important problem for bioin-
formatics. In addition, it is relevant for other domains of computer science /
applied mathematics due to the nature of the underlying problem: the enumer-
ation of all extreme rays of convex polyhedral cones. In this work, we focused
on one aspect of the double description method that is critical for its perfor-
mance, namely the independence tests for (preliminary) extreme rays. Concep-
tually, we introduced variants of k-d trees—bit-set trees and pattern trees—to
implement the search for a superset of a given test set in the combinatorial ad-
jacency test, and for effectively restricting the search scopes. Implementations
and applications of the algorithms to real-world metabolic networks confirmed
performance gains on the order of one magnitude compared to currently em-
ployed algorithms. In particular, refined searches using pattern trees scale well
with problem size, which is important for ultimately analyzing whole-cell net-
works.
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In perspective, further improvements are expected by exploiting pattern trees
for pre-rejection of test candidate pairs in a more sophisticated manner, by adap-
tive methods for tree-balancing, and by employing the more efficient rank test for
adjacency that does not depend on the number of modes to be tested. It is quite
simple to combine rank test and candidate narrowing with pattern trees, by de-
manding that cut patterns pass the rank test. All these aspects require further
efforts in theory, for instance, to determine optimal balancing schemes. Port-
ing efficiency-sensitive code parts from Java to a high-performance language will
certainly help fully realize the algorithms’ potential; another relevant and attrac-
tive topic regarding applicability to larger networks is parallelization. Overall, we
anticipate these approaches to finally enable enumeration of elementary modes
for genome-scale metabolic networks. This, of course, still has to be proven.
The subsequent interpretation of huge sets of metabolic pathways is yet another
challenging and interesting problem.
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Abstract. The study of variation in DNA sequences, within the frame-
work of phylogeny or population genetics, for instance, is one of the most
important subjects in modern genomics. We here present a new linear-
time algorithm for finding maximal k-regions in alignments of three se-
quences, which can be used for the detection of segments featuring a
certain degree of similarity, as well as the boundaries of distinct genomic
environments such as gene clusters or haplotype blocks. k-regions are
defined as these which have a center sequence whose Hamming distance
from any of the alignment rows is at most k, and their determination in
the general case is known to be NP-hard.

1 Introduction

The characterization of inter and intra-species genetic variation is in the core of
modern genomics. Studies of homologous regions in different species can provide
clues about the evolution, help us identify important loci in human DNA, un-
derstand the regulation of complex genetic traits and describe the small number
of changes in DNA which have led to the development of consciousness and civ-
ilization. The understanding of genetic variation within the human population
would help us understand which features in an individual’s DNA make that in-
dividual more or less susceptible to complex genetic diseases. This would lead to
the development of new treatments, and in particular different treatments likely
to be effective in different individuals.

Each of these issues has been addressed by major initiatives by the US and
other governments, as well as private and nongovernmental organizations. The
ENCODE project [10] has started in September of 2003, with the goal of develop-
ing high-throughput technologies for cataloguing all functional elements in DNA

on a target region comprising approximately 1% of the human genome. The ap-
proach so far included extensive sequencing of homologous regions from a large
number of species, as well as the development of new computational methods
necessary for the analysis of these regions. The HapMap consortium [11] has
concentrated on cataloging and analysis of single nucleotide polymorphisms in
human DNA, looking at a large number of sequences from individuals belong-
ing to diverse ethnic and racial groups. Both the identification of SNPs [12] and
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the subsequent determination of haplotype boundaries in different populations
required intensive computing and new fast and reliable algorithms [1].

Several years ago, while studying the conservation patterns of short functional
sites in DNA, we formulated the 1-mismatch problem [8], defined as finding a
maximal region in a set of N aligned sequences Si of length L which have a
consensus “center” sequence C whose Hamming distance from each of the Si,
d(Si, C), is at most 1. We have shown that 1-mismatch problem has a solution
running in time O(NL). A natural generalization of this problem is a k-mismatch
problem, where d(Si, C) ≤ k, for any fixed k > 0 and all i ∈ [1, N ]. However, in
the context of the search for regulatory sites in DNA the k-mismatch problem
was of lesser interest, as such sites are usually short, ranging between 5 and
25 bases in length. Even as DNA binding proteins are non-specific, interacting
with sequences which can have very different composition [2], it is probably not
productive to look for more than 1 mismatch per site/sequence in the context of
short sites within multiple alignments. However, for other types of problems in-
volving genetic variation, such as the determination of the boundaries of genomic
regions, the k-mismatch approach would be appropriate.

The general k-mismatch problem is NP-hard, as shown by independent studies
in the coding theory [3], follow-up work on our original paper by other groups [6]
[7], and our own analysis (unpublished). In particular, the report in [6] has
devised an approximation scheme for this problem. In this paper we show that
an important sub-class of the k-mismatch problem, when a Hamming center
of exactly 3 sequences is sought, has a linear-time solution1. As simultaneous
consideration of 3 sequences is often an issue in computational biology (two
species in a study, plus an outgroup, for instance) an efficient algorithm for this
special case can be of substantial interest. Moreover, since the solution to this
problem leads to plausible ancestral sequences it can be used as an aid in finding
them as a part of an initiative such as one currently taking place within the
framework of the UCSC Genome Browser [4].

2 Algorithm

When three sequences are compared and placed in an alignment, it can have
only five possible types of columns: trivial columns are these which contain
occurrences of one character in all rows, and nontrivial columns contain at least
two different symbols. Among the latter, it is possible that all three characters in
the column are different (we refer to these as type 0 columns) or it may be that
two characters are same (so we call it the majority character) and one occurs
only once (minority character). If the minority character is in alignment row 1,
we call that column type 1; if it is in row 2, it is type 2; finally, if it is in row 3,
we call it type 3. By keeping track of the number of columns of each type seen in
an interval, it is possible to calculate the distribution of their center characters

1 After an alignment of these sequences has been built, and not counting the time
necessary for reporting the overlapping center sequences.
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Table 1. Symbols and variables used in the description of the algorithm

Symbol Meaning
n Total length of the 3-sequence alignment
ni Number of columns of type i, i ∈ [0, 3]
N Set of all ni

mj Number of mismatches alignment row j has with the center, j ∈ [1, 3]

rj
0 Number of type 0 columns whose center is from row j, j ∈ [1, 3]

ri Number of type i (i ∈ [1, 3]) columns with minority character at center

R Set of all rj
0 and ri

start Beginning of the currently considered interval
stop End of the currently considered interval (column to the right)
bound Position which terminated the last reported k-region

so that they create a center sequence for the region, or conclude that a center
does not exist, i.e., that the interval is not a k-region.

We shall refer to a consecutive run between alignment columns a and b, in-
clusive, as to interval [a, b]. Within an interval we shall denote the number of
columns of type 0, 1, 2 and 3 by n0, n1, n2 and n3, respectively. We shall re-
fer to all ni as set N . The number of mismatches alignment rows 1, 2 and 3
have with the center sequence in the current interval will be denoted by m1, m2

and m3, respectively. We shall use symbols rj
0, j ∈ [1, 3] to denote the number

of type 0 columns whose center is from row j and ri, i ∈ [1, 3] to denote the
number of type i columns whose center is the minority character. All rj

0 and
ri values will be referred to as set R. Finally, we have referred to the length
of the sequences under consideration as L (or rather Lj), but since we are in-
terested in the length of their alignment, i.e., its total number of columns, we
shall denote it by n. This notation is summarized in Table 1. The algorithm for
locating all maximal k-regions in three aligned sequences is based on the idea
that one can proceed through the alignment, from a specified starting point,
keeping track of the number of nontrivial columns of each type seen between the
start and the current position, and assign center characters to the columns in
accordance with the following scheme: for trivial columns, center is always the
unique character of the column; for columns of type 0 we choose the character
in row 1, and for columns of type 1, 2 and 3 we choose the majority character.
This process can continue until some row accumulates k + 1 mismatches with
the tentative center. At that point, a re-distribution of center characters has to
be done.

According to the scheme, m1 = n1 (the number of type 1 columns). If m1 > k,
then some type 1 columns have to have the minority character elected. As each
selection of row 1 character for the center of a type 1 column causes an additional
mismatch with both rows 2 and 3, this process can be done only as long as
both m2 ≤ k and m3 ≤ k. In this case the search for the end of the current
maximal k-region can proceed, otherwise the region concluded and it can be
reported.
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Algorithm 2.1: K3(Al,n, k, threshold)

start ← 1; stop ← 0; bound ← 0
n0 ← 0; n1 ← 0; n2 ← 0; n3 ← 0
while bound < n + 1

do

if stop = n + 1
then halt ← true
else halt ← CALCULATE SCORES(N ,R, k)

if halt = true

then

if stop − start + 1 > threshold and stop > bound (1)
then REPORT REGION(Al, start, stop,R) (2)

bound ← stop
repeat
next ← ADVANCE START(Al,N , start)

until next �= TRIVIAL

else
repeat
next ← ADVANCE STOP(Al,N , stop)

until next �= TRIVIAL

Fig. 1. Pseudocode for the K3 main loop. The program receives the alignment Al,
its length n, the number of permitted mismatches k, and the threshold length of the
regions to be reported. Other variables are as described in the text.

The situation is more complex if m2 > k or m3 > k when, under the original
scheme, m2 = n0 + n2 and m3 = n0 + n3. Without the loss of generality, we
shall consider the case of row 2, as the other is symmetrical. As n0 + n2 > k
the number of mismatches caused by columns of either type 0 or 2 has to de-
crease, if possible. Decreasing the number of mismatches in columns of type 2
would introduce additional mismatches with both row 1 and row 3, while de-
creasing the number of mismatches in columns of type 0 would increase m1 only
(as row 3 already has a mismatch there), so we proceed by electing characters
from row 2 as centers of these columns, as long as necessary, and possible. It
stops being possible when either m1 > k, when there is no way to extend the
current maximal k–region, or the character from row 2 has been elected center
of all n0 type 0 columns. In the latter case, and if it is still m2 > k (for the
revised center), the minority character of type 2 columns has to be selected in
as many of them as necessary. Since it introduces a corresponding number of
new mismatches with both rows 1 and 3, it is possible to be done as long as
both m1 ≤ k and m3 ≤ k. If this does not hold then the region cannot be ex-
tended, and it can be reported, otherwise we continue scanning the alignment
for an extension with the revised center sequence. Once the default settings have
been modified it would be cumbersome to maintain the distribution of center
characters and revise it every time a new nontrivial column is seen. It is much
simpler to re-calculate the distribution of the characters for each column type
every time when it is determined that a center exists for the current region, and
then use the calculated numbers for reporting the sequence. This approach is
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Algorithm 2.2: CALCULATE SCORES(N ,R, k)

halt ← false
if n1 > k and (n0 + n2 ≥ k or n0 + n3 ≥ k)
then halt ← true
else if n1 ≤ k and n0 + n2 ≤ k and n0 + n3 ≤ k
then RESET(N ,R)
else if n1 > k

then

if n1 − k > k − n0 − n2 or n1 − k > k − n0 − n3

then halt ← true

else
RESET(N ,R)
r1 ← n1 − k

else if n0 + n2 > k and n0 + n3 > k

then

if n0 + n2 − k + n0 + n3 − k > n0

then halt ← true
else if n1 + n0 + n2 − k + n0 + n3 − k > k
then halt ← true

else

RESET(N ,R)
r1
0 ← 2k − n0 − n2 − n3

r2
0 ← n0 + n2 − k

r3
0 ← n0 + n3 − k

else if n0 + n2 > k

then

if n0 + n2 − k > k − n1

then halt ← true
else if n2 ≤ k

then
RESET(N ,R)
r1
0 ← k − n2; r

2
0 ← n0 + n2 − k

else if n2 − k > k − n0 − n3

then halt ← true

else
RESET(N ,R)
r1
0 ← 0; r2

0 ← n0; r2 ← n2 − k

else

if n0 + n3 − k > k − n1

then halt ← true
else if n3 ≤ k

then
RESET(N ,R)
r1
0 ← k − n3; r

3
0 ← n0 + n3 − k

else if n3 − k > k − n0 − n2

then halt ← true

else
RESET(N ,R)
r1
0 ← 0; r3

0 ← n0; r3 ← n3 − k
return (halt)

Fig. 2. Pseudocode for CALCULATE SCORES function, returning the value of halt
as either false or true, depending on whether the current k-region can be extended
with the current position (alignment column) or not. If the k-region is extended, it also
recalculates the distribution of the characters in the center sequence.
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implemented by procedure K3, whose pseudocode is given in Figure 1, and its
supplementary routines, CALCULATE SCORES, shown in Figure 2, and RESET,
ADVANCE START, ADVANCE STOP and REPORT REGION. The last four pro-
cedures are simple, so we shall omit their pseudocode. Briefly, ADVANCE START

and ADVANCE STOP move the current region starting and ending column, re-
spectively, and update the values of N depending on the type of the encountered
column. RESET sets the values of R, r1

0 to n0 and all others to 0.
The calculation of the values from the set R is not strictly a part of the

determination of the boundaries of maximal k-regions, but they facilitate the
reporting, if we are interested in the actual center sequences rather than just their
boundaries. This is done by the procedure REPORT REGION, whose pseudocode
is omitted as relatively straightforward.

The main loop of the K3 algorithm scans through the alignment, attempting to
extend the k-region starting at the current start position, until it is not possible
any more. At that point the newly discovered maximal k-region is reported, if
it satisfies other criteria, such as the minimal reportable length. After that, it
moves the start to the first possible starting position for the next k-region. In
doing this the use of CALCULATE SCORES, implementing the scheme described
above, is instrumental. In addition to estimating whether the new (nontrivial)
column can be added to the current k-region, this function also recalculates
the allocation of the column-to-center characters, to be used in reporting. In
an implementation, the alignment can also be extended by artificial columns at
positions 0 and n + 1, which makes reasoning easier.

2.1 Algorithm Correctness

In order to prove the algorithm correct, we must show that it reports all maximal
k-regions in the alignment only once, and that only such regions are reported.
We start by briefly arguing several properties of K3, as their full formal proofs
would be too long to be discussed here:

1. The interval between start and stop is different in every iteration of K3. The
first column to the left of the start (if any, and if start is not set beyond the
end of the alignment) is nontrivial, as well as one at the stop position.
Rationale: Every iteration of K3 advances either start or stop, so the in-
terval between them must be different in every iteration. Loops advancing
start and stop halt only when they pass (start) or get positioned at (stop)
a nontrivial column.

2. Counters n0, n1, n2 and n3 always contain the correct number of columns
of types 0, 1, 2 and 3, respectively, in [start, stop].
Rationale: Trivial. These counts are updated by ADVANCE START and
ADVANCE STOP, which keep track of the type of the current column.

3. If the value of halt determined by CALCULATE SCORES is false, then there
exists a k-region containing all columns in [start, stop].
Rationale: By the scheme applied, if CALCULATE SCORES returned false
it means that it could find a satisfactory center assignment.
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4. If the value of halt determined by CALCULATE SCORES is true then there
does not exist a k-region containing all columns in [start, stop].
Rationale: Same as above. If halt was set to true, a satisfying assignment
of center letters could not have been found.

Since the first statement procedure K3 reaches after halt becomes true is
that in line (1) it follows that if start < stop when (1) is reached the interval
[start, stop− 1] is indeed a k-region. Moreover, it is right-maximal, in the sense
that it cannot be extended by adding more columns to its right end.

Not every column of the alignment can start a maximal k-region: it can be
either trivial or non-trivial, but, unless it is the very first one in the alignment,
it has to be immediately to the right of a nontrivial column. We refer to these as
region-starting columns, and proceed to show that each such column is indeed
considered by K3 as a potential start.

Lemma 1. Every region-starting column, except these to the right of the start
at the time bound becomes n+1, is at a position pointed to by start exactly once
when the algorithm reaches line (1) of procedure K3.

Proof. We prove this by induction on the number of times line (1) is reached.
Induction base Line (1) cannot be reached unless halt = true, however start
cannot be increased before halt becomes true. Therefore the first column of the
alignment is pointed to by the start variable the first time line (1) is reached.
As start immediately increases for at least one position, and never decreases, it
cannot point to the first column at any later time.

Induction hypothesis. Assume that when line (1) is reached the mth time start
already pointed (once) to the first m region-starting columns. Assume further
that this iteration of K3 does not set bound to n+1. It has to be shown that this
implies that next time line (1) is reached start must point to the region-starting
column m + 1, and that start will never point to that column afterwards.

Induction step. As start is increased in the same iteration when line (1) is
reached, the mth region-starting column can never be at the start position again.
As soon as start passes over a non-trivial column (or reaches the alignment end)
it stops increasing, thus the next column it gets positioned to is exactly one that
has a nontrivial column to its left, i.e., it is region-starting. If it is immediately
to the right of the one previously pointed to by start, then it is obviously the
next, otherwise the mth region-starting column must have been trivial, possibly
followed by a run of other trivial columns, so the nontrivial column skipped was
not region-starting. In consequence, the column to which start is positioned in
the same iteration when line (1) was reached for the mth time is exactly the
next region-starting one. Variable start will remain unchanged in all iterations
in which halt = false, so the next time line (1) is reached it will still point to
the region-starting column m + 1. As start then immediately increases, it will
never point to this column again.

Lemma 2. Every maximal k-region in the alignment equals [start, stop − 1]
exactly once when the algorithm reaches line (1) of procedure K3.
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Proof. Assume the opposite, i.e., that there is a maximal k-region R which is
never equal to [start, stop− 1] when line (1) is reached.

A maximal k-region must start at a region-starting column, each being pointed
to by start exactly once when line (1) is reached, by Lemma 1. Thus it must
also hold for the column which starts R. If R is not equal to [start, stop − 1], it
must either be properly contained in this interval or properly contain it.

If R is contained in [start, stop−1] then it cannot be a maximal k-region. If R
properly contains [start, stop−1] then, as start points to the starting column of
R, it must be that it contains the column pointed to by stop. However, line (1)
cannot be reached if halt �= true, and if it is true then [start, stop] cannot be a
k-region (due to the impossible-to-resolve last column). It follows that R, which
is at least equal to [start, stop] cannot be a k-region—a contradiction.

Lemma 3. Every maximal k-region in the alignment which is at least as wide
as the threshold is reported by the algorithm exactly once.

Proof. By Lemma 2, every maximal k-region in the alignment is equal to the
interval [start, stop− 1] exactly once when the algorithm reaches line (1) of K3.
If its length is at least equal to threshold then it would pass the first condition
in that line, so it will be reported if stop > bound. It thus has to be shown that
this condition holds for every maximal k-region.

The value of bound is set after line (1) executes. Thus if bound ≥ stop at
the time the algorithm reaches line (1) with a new interval, then there was
some interval [b, e], where b ≤ start and e ≥ stop, which reached line (1) in some
previous iteration, as [start, stop] at that time, and it must have been a k-region,
too. The current interval [start, stop− 1] is equal or contained in [b, e− 1] and,
by Lemma 1, it cannot be equal, so then it cannot be maximal. Therefore, if the
current interval [start, stop − 1] is a maximal k-region then bound < stop, and
the second condition in line (1) must pass.

By Lemma 2 for every maximal k-region in the alignment line (1) is indeed
reached, and if its length is at least equal to threshold both conditions there
must pass, thus every such region is reported. As every region-starting column
is pointed to by start exactly once when lines (1)–(2) are reached, by Lemma 1,
we conclude that every such region is reported only once.

Lemma 4. Only maximal k-regions whose length is greater than threshold are
reported by the algorithm.

Proof. The first condition in line (1) assures that nothing shorter than threshold
is reported, and by observations 3. and 4. above if start < stop then [start, stop−
1] must be a k-region. It remains to be shown that no k-region properly contained
in another is reported.

Assume the opposite, i.e., that there is a k-region [b, e] which is not maximal,
and is yet reported by the algorithm. Interval [b, e] is then a proper subinterval of
some maximal k-region [b′, e′], where b′ ≤ b and e ≤ e′. In order to be reported,
[b, e] must reach line (1) of K3 as [start, stop − 1]. Both [b, e] and [b′, e′] are k-
regions and they must start with a region-starting column. As b′ ≤ b, by Lemma
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1 b′ must have been pointed to by start either now or at some earlier time. If
it is now it must also be e = e′ as the current region cannot be extended to
the right. In the latter case, by Lemma 2 at that time it must have been that
[start, stop − 1] was exactly [b′, e′], setting bound to e′ + 1. The value of bound
can never decrease, as stop can never decrease, thus it must be at least e′ + 1
at the time [b, e] is to be reported. However, as bound ≥ e′ + 1 ≥ e + 1 = stop
it follows that the second condition in line (1) must fail now, preventing the
reporting of [b, e], which contradicts the assumption.

We shall omit the proof that the reported center sequence is correct, and instead
state some observations to that effect:

1. Line (2) of procedure K3 cannot be reached in two successive iterations.
Moreover, every time line (2) is reached it must be halt = true, and it must
have became false at least once between two executions of line (2).

2. If CALCULATE SCORES sets halt = false, then the R variables are set to
provide a possible center sequence for the k-region contained in [start, stop).

3. Every time the reporting is done, the R variables contain a correct dis-
tribution for the choice of center characters of nontrivial columns, leading
to a possible center sequence for the k-region starting at start and ending
immediately to the left of stop.

Theorem 1. The algorithm implemented by procedure K3 is correct.

Proof. Lemma 3 guarantees that every maximal k-region in the alignment which
is at least as wide as the threshold is reported exactly once. By Lemma 4 only
these regions are reported and from the observation 3 above it follows that a
plausible center sequence is generated, too. We thus conclude that the algorithm
implemented by procedure K3 is correct.

2.2 Algorithm Performance

Time complexity. Procedure CALCULATE SCORES and all supplementary code
execute in constant time. Procedure K3 executes in a loop which has either
start or stop advanced in every iteration. Variable start can never assume value
greater than stop + 1, as stop always points to a non-trivial (or artificial 0 or
n+1) column, terminating the advancement of start even if it reached it. As the
start shift always enables further search for the next k-region, it has to eventually
cause the advancement of stop. In consequence, the K3 loop cannot execute more
than 2n + 2 times (and it must terminate when stop becomes n + 1). Thus the
total time complexity of the algorithm, without center reporting, is Θ(n).

With reporting, a factor encountering for the output of the centers of the
alignment columns from overlapping k-regions, within the areas of overlap, must
be added. A single report can take Θ(n) time, however no single column can
be reported more than 3k + 1 times as a part of any maximal k-region. This
is because all such regions must be distinct, and no one can contain more than
3k non-trivial columns. When scanning the alignment left-to-right all trivial



A Linear-Time Algorithm for Studying Genetic Variation 353

columns at the left end of the previous reported k-region cannot be contained
in the next, and thus they cannot be included in more than p+1 reports, where
p is the number of maximal k-regions which include the nontrivial column at
the right flank of the run of trivial columns. The total cumulative time with
the reporting is thus of O(kn). This estimate applies to the setting when an
alignment of the sequences in the input has already been built.

Space requirements. Except the alignment itself, all variables used by the algo-
rithm are scalar, thus the program has only constant extra space requirements.

3 Applications

In this work we have concentrated on the core algorithm for the 3-way k-
mismatch restriction, rather than on its applications. We are currently working
on the study of several genomic regions using the software based on this algo-
rithm, and these findings will be reported in a future manuscript. However, in
order to estimate the effectiveness of this approach we have preliminary ran the
software implementing the K3 algorithm on a 3-way alignment of HoxA region
in human, mouse and cow genomes.

Hox genes code for transcription factors involved in the early vertebrate devel-
opment, and they are well conserved throughout the evolution. Actually, several
regions from Hox are known to be ultra-conserved in vertebrates [5], and as
such they feature multiple long k-regions, for very small k. We have run our
software on HoxA with k varying between 1 and 5, looking for regions of min-
imal length between 150 and 400 base pairs. The results were consistent with
our previous analysis by other methods, published elsewhere [9], in that, some-
what surprisingly, the conservation appears to be the best in several 5′ UTRs
of Hox genes. Indeed, although long 3, 4 and 5-regions were present in front of,
within and 3′ to HoxA5 gene, its upstream sequence (plus the start of exon 1)
featured the strongest conservation, including 2 overlapping 1-regions of more
than 300 bp. 3-regions of more than 300 bp have also been found similarly po-
sitioned to HoxA6 and several long 4 and 5-regions overlapped the first exon of
HoxA11.

This study served more to demonstrate the workings of the K3 algorithm
than to lead to biological discovery. Yet it has shown that K3 can be effective in
discovering segments whose conservation need not be obvious, for larger values
of k.

Another notable feature of Hox regions is the remarkable absence of repeated
sequences common almost everywhere else in the human and other genomes,
including the areas immediately flanking Hox (unpublished study by Ken De-
war, personal communication). This results in a dramatic change of the overall
conservation patterns inside and outside Hox clusters, which can be effectively
captured by this algorithm. In general, it promises to be useful when region
boundaries need to be determined, such as in the location of haplotype blocks.
For such applications one would often need to combine the centers from multiple
3-sequence sets, and we are currently developing methods for doing that.
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Abstract. Deoxyribonucleic acid (DNA) sequencing is an important
task in computational biology. In recent years the specific problem of
DNA sequencing by hybridization has attracted quite a lot of interest
in the optimization community. However, in contrast to the develop-
ment of metaheuristics, the work on simple constructive heuristics hardly
received any attention. This is despite the fact that well-working con-
structive heuristics are often an essential component of succesful meta-
heuristics. It is exactly this lack of constructive heuristics that motivated
the work presented in this paper. The results of our best constructive
heuristic are comparable to the results of the best available metaheuris-
tics, while using less computational resources.

1 Introduction

Deoxyribonucleic acid (DNA) is a molecule that contains the genetic instructions
for the biological development of all cellular forms of life. Each DNA molecule
consists of two (complementary) sequences of four different nucleotide bases,
namely adenine (A), cytosine (C), guanine (G), and thymine (T). In mathe-
matical terms each of these sequences can be represented as a word from the
alphabet {A, C, G, T}. One of the most important problems in computational
biology consists in determining the exact structure of a DNA molecule, called
DNA sequencing. This is not an easy task, because the nucleotide base sequences
of a DNA molecule (henceforth called DNA strands or sequences) are usually
so large that they cannot be read in one piece. In 1977, 24 years after the dis-
covery of DNA, two separate methods for DNA sequencing were developed: the
chain termination method and the chemical degradation method. Later, in the
late 1980’s, an alternative and much faster method called DNA sequencing by
hybridization was developed (see [1,2,3]).

DNA sequencing by hybridization works roughly as follows. The first phase
of the method consists of a chemical experiment which requires a so-called DNA
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array. A DNA array is a two-dimensional grid whose cells typically contain all
possible DNA strands—called probes—of equal length l. After the generation
of the DNA array, the chemical experiment is started. It consists of bringing
together the DNA array with many copies of the DNA sequence to be read,
also called the target sequence. Hereby, the target sequence might react with a
probe on the DNA array if and only if the probe is a subsequence of the target
sequence. Such a reaction is called hybridization. After the experiment the DNA
array allows the identification of the probes that reacted with target sequences.
This subset of probes is called the spectrum. Two types of errors may occur
during the hybridization experiment:

1. Negative errors: Some probes that should be in the spectrum (because
they appear in the target sequence) do not appear in the spectrum. A par-
ticular type of negative error is caused by the multiple existence of a probe
in the target sequence. This cannot be detected by the hybridization exper-
iment. Such a probe will appear at most once in the spectrum.

2. Positive errors: A probe of the spectrum that does not appear in the target
sequence is called a positive error.

Given the spectrum, the second phase of DNA sequencing by hybridization con-
sists in the reconstruction of the target sequence from the spectrum. Let us, for
a moment, assume that the obtained spectrum is perfect, that is, free of errors.
In this case, the original sequence can be reconstructed in polynomial time with
an algorithm proposed by Pevzner in [4]. However, as the generated spectra gen-
erally contain negative as well as positive errors, the perfect reconstruction of
the target sequence is in general impossible.

1.1 DNA Sequencing by Hybridization

The computational part of DNA sequencing by hybridization can be modelled
as follows (see [5]). Let the target sequence be denoted by st. The number of nu-
cleotide bases of st shall be denoted by n (i.e., st ∈ {A, C, G, T}n). Furthermore,
the spectrum—as obtained by the hybridization experiment—is denoted by S.
Remember that each s ∈ S is an oligonucleotide (i.e., a short DNA strand) of
length l (i.e., s ∈ {A, C, G, T}l). In general, the length of any oligonucleotide s
is denoted by l(s). Let G = (V, A) be the completely connected directed graph
defined by V = S. To each link as,s′ ∈ A is assigned a weight os,s′ , which is
defined as the length of the longest DNA strand that is a suffix of s and a prefix
of s′. A directed Hamiltonian path p in G is a directed path without loops. The
length of such a path p, denoted by l(p), is defined as the number of vertices
(i.e., oligonucleotides) on the path. In the following we denote by p[i] the i-th
vertex in a given path p (starting from position 1). In contrast to the length, the
cost of a path p is defined as follows:

c(p) ← l(p) · l −
l(p)−1∑

i=1

op[i],p[i+1] (1)
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ACT TGA

GAC CTC

TAA

(a) Completely connected di-
rected graph.

A C T G A C T C
A C T G A C T C
A C T G A C T C
A C T G A C T C

A C T G A C T C

(b) DNA sequence retrieval
from a Hamlitonian path.

Fig. 1. (a) The completely connected directed graph with spectrum S =
{ACT,TGA,GAC,CTC,TAA} as the vertex set. The edge weights (i.e., overlaps)
are not indicated for readability reasons. For example, the weight on the edge from
TGA to GAC is 2, because GA is the longest DNA strand that is a suffix of TGA
and a prefix of GAC. In (b) is shown how to retrieve the DNA sequence that is encoded
by the optimal path p∗ = 〈ACT,TGA,GAC,CTC〉. Note that c(p∗) = 8.

The first term sums up the length of the olionucleotides on the path, and the sec-
ond term (which is substracted from the first one) sums up the overlaps between
the neighboring oligonucleotides on p. In fact, c(p) is equivalent to the length
of the DNA sequence that is obtained by the sequence of oligonucleotides in p.
The problem of DNA sequencing by hybridization consists of finding a directed
Hamiltonian path p∗ in G with l(p∗) ≥ l(p) for all possible paths p that fulfill
c(p) ≤ n. In other words, we aim to find a path p that contains as many oligonu-
cleotides as possible (while respecting the length restriction on the resulting DNA
sequence). In the following we refer to this NP -hard optimization problem as
sequencing by hybridization (SBH). It can be shown that exist optimal solutions
to this problem that have a high probability to resemble the target sequence.

As an example consider the target sequence st = ACTGACTC. Assum-
ing l = 3, the ideal spectrum is {ACT,CTG,TGA,GAC,ACT,CTC}. Let
us assume that the hybridization experiment provides us with the following
faulty spectrum S = {ACT,TGA,GAC,CTC,TAA}. See Figure 1(a) for the
corresponding graph G. This spectrum has two negative errors, because ACT
should appear twice, but can—due to the characteristics of the hybridization
experiment—only appear once, and CTG does not appear at all in S. Further-
more, S has one positive error, because it includes oligonucleotide TAA, which
does not appear in the target sequence. An optimal Hamiltonian path in G is
p∗ = 〈ACT,TGA,GAC,CTC〉 with l(p∗) = 4 and c(p∗) = 8. The DNA se-
quence that is retrieved from this path is ACTGACTC (see Figure 1(b)). This
sequence is equal to the target sequence.

1.2 Existing Approaches

The first approach to solve the SBH problem was a branch & bound method pro-
posed in [5]. However, this approach becomes unpractical with growing problem
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size. For example, the algorithm was only able to solve 1 out of 40 different
problem instances concerning target sequences with 200 nucleotide bases within
one hour. Another argument against this branch & bound algorithm is the fact
that an optimal solution to the SBH problem does not necessarily provide a
DNA sequence that is equal to the target sequence. This means that the im-
portance of finding optimal solutions is not the same as for other optimization
problems. Therefore, the research community has focused on (meta-)heuristic
techniques for tackling the SBH problem. In addition to two constructive heuris-
tics (see [5,6]), tabu and scatter search approaches [7,8,9] as well as evolutionary
algorithms [9,10,11,12,13] were developed. Moreover, a GRASP method pro-
posed in [14] deals with an easier version of the problem in which the first
oligonucleotide of each target sequence is given.

The organization of the paper is as follows. In Section 2 we describe our
constructive heuristics, and in Section 3 we conduct an experimental evaluation
of these heuristics and compare them to the best techniques from the literature.
Finally, in Section 4 we offer conclusions and an outlook to the future.

2 New Constructive Heuristics

In this section we first deal with a simple greedy technique from the literature
(see [5]). Then, we propose a sensible extension of this heuristic. Finally, we
present a conceptionally new heuristic that is based on merging sub-sequences.
Before we start the description of the heuristics we introduce some notation. In
particular we use

pre(s)← argmax{os′,s | s′ ∈ Ŝ, s′ �= s} , (2)

suc(s)← argmax{os,s′ | s′ ∈ Ŝ, s′ �= s} , (3)

where Ŝ ⊆ S and s ∈ Ŝ are given. In words, pre(s) is the best available prede-
cessor for s in Ŝ, that is, the oligonucleotide that—as a predecessor of s—has
the biggest overlap with s. Accordingly, suc(s) is the best available successor for
s in Ŝ. In case of ties, the first one that is found is taken.

LAG (see [5]): Given a graph G and the length n of a target sequence as in-
put, LAG works as shown in Algorithm 1. The construction of a path p in
graph G starts by choosing one of the oligonucleotides from S in function
Choose Initial Oligonulceotide(S). In subsequent construction steps p is extended
by appending exactly one oligonucleotide. Finally, the solution construction stops
as soon as c(p) ≥ n, that is, when the DNA sequence derived from the con-
structed path p is at least as long as the target sequence. In case c(p) > n,
function Find Best Subpath(p) searches for the longest (in terms of the number
of oligonucleotdes) subpath p′ of p such that c(p) ≤ n, and replaces p by p′.

In the original version of LAG as presented in [5], the function Choose Ini-
tial Oligonulceotide(S) chooses a random vertex for starting the path construc-
tion. However, in this paper we implemented this function as follows. First, set
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Algorithm 1. The LAG heuristic
1: input: A graph G, and the length of the target sequence n
2: s∗ ← Choose Initial Oligonulceotide(S)
3: p ← 〈s∗〉
4: Ŝ ← S \ {s∗}
5: while c(p) < n do
6: s∗ ← argmax{op[l(p)],s + os,suc(s) | s ∈ Ŝ}
7: Extend path p by adding s∗ to its end
8: Ŝ ← Ŝ \ {s∗}
9: end while

10: p ← Find Best Subpath(p)
11: output: DNA sequence s that is obtained from p

Sbs ⊂ S is defined as the set of all oligonucleotides in S whose best successor is
better or equal to the best successor of all the other oligonucleotides in S.

Sbs ← {s ∈ S | os,suc(s) ≥ os′,suc(s′), ∀ s′ ∈ S} (4)

Then, set Swp ⊆ Sbs is defined as the set of all oligonucleotides in Sbs whose best
predecessor is worse or equal to the best predecessor of all the other oligonu-
cleotides in Sbs: Swp ← {s ∈ Sbs | opre(s),s ≤ opre(s′),s′ , ∀ s′ ∈ Sbs}. As
starting oligonucleotide we choose the one (from Swp) that is found first. The
idea hereby is to start the path construction with an oligonucleotide that has
a very good successor and at the same time a very bad predecessor. Such an
oligonucleotide has a high probability to coincide with the start of the target
sequence.

FB-LAG: A simple extension of the LAG heuristic is obtained by allowing the
path construction not only in forward direction but also in backward direction.
We call this heuristic henceforth forward-backward lock-ahead greedy (FB-LAG)
heuristic. At each construction step the heuristic decides (with the same criterion
as LAG) to extend the current path either in forward direction or in backward
direction. FB-LAG is obtained from Algorithm 1 by exchanging lines 6, 7, and 8
with the following lines:

sr ← argmax{op[l(p)],s + os,suc(s) | s ∈ Ŝ}
sl ← argmax{opre(s),s + os,p[1] | s ∈ Ŝ}
if op[l(p)],sr

+ osr ,suc(s) > opre(s),sl
+ osl,p[1] then

Extend path p by adding sr to its end; Ŝ ← Ŝ \ {sr}
else

Extend path p by adding sl to its beginning; Ŝ ← Ŝ \ {sl}
A second change with respect to LAG concerns the implementation of function
Choose Initial Oligonulceotide(S). As the path construction allows forward and
backward construction it is not necessary to start the path construction with an
oligonucleotide that has a high probability of being the beginning of the target
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sequence. It is more important to start with an oligonucleotide that has a high
probability of being part of the target sequence:

s∗ ← argmax{opre2(s),pre(s) + opre(s),s + os,suc(s) + osuc(s),suc2(s) | s ∈ S} , (5)

where pre2(s) denotes the best predecessor of the best predecessor of s (i.e.,
pre(pre(s))), and similar for suc2(s).

SM: The idea of the sub-sequence merger (SM) heuristic (see Algorithm 2) is
conceptionally quite different to the LAG and FB-LAG heuristics. Instead of con-
structing only one path, the heuristic starts with a set of |S| paths, each of which
only contains exactly one oligonucleotide s ∈ S, and then merges paths until a
path of sufficient size is obtained. The heuristic works in two phases. In the first
phase, two paths p and p′ can only be merged if p′ is the unique best succes-
sor of p, and if p is the unique best predecessor of p′. The heuristic enters into
the second phase if and only if the first phase has not already produced a path
of sufficient length. In the second phase, the uniqueness conditions are relaxed,
that is, two paths p and p′ can be merged if p′ is among the best successors of p,
and p is among the best predecessors of p′. The reason of having two phases is
the following: The first phase aims to produce possibly error free sub-sequences
of the target sequence, whereas the second phase (which is more error prone
due to the relaxed uniqueness condition) aims at connecting the sub-sequences
produced in the first phase in a reasonable way.

In Algorithm 2, given two paths p and p′, op,p′ is defined as op[l(p)],p′[1], that is,
the overlap of the last oligonucleotide in p with the first one in p′. In correspon-
dence to the notations introduced in Equations 2 and 3, the following notations
are used:

suc(p)← argmax{op,p′ | p′ ∈ P, p′ �= p} , (6)
pre(p)← argmax{op′,p | p′ ∈ P, p′ �= p} . (7)

Futhermore, Ssuc(p) is defined as the set of best successors of p, that is, Ssuc(p) ←
{p′ ∈ P | op,p′ = op,suc(p)}; and Spre(p) is defined as the set of best prede-
cessors of p, that is, Spre(p) ← {p′ ∈ P | op′,p = opre(p),p}. Finally, function
Find Best Subpath(p) is implemented as described before.

HSM: The hybrid sub-sequence merger (HSM) heuristic is obtained by combining
the FB-LAG heuristic with the SM heuristic. This combination is based on the
following observation: At each stage of the SM heuristic, the FB-LAG heuristic
can be applied to the problem instance that is obtained as follows. Given the
current path set P of the SM heuristic, a spectrum Ŝ is created that contains
the DNA sequences retrieved from the paths in P .1 The result of the FB-LAG
heuristic when applied to this problem instance can (of course) be regarded as a
result for the original problem instance. It remains to specify at which stages of
the SM heuristic the FB-LAG heuristic is applied. The first application of FB-LAG

1 Note that the oligonucleotides of such a spectrum might have different lengths.
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Algorithm 2. The SM heuristic
1: input: A graph G, and the length of the target sequence n
2: P ← {〈s〉 | s ∈ S}
3: PHASE 1:
4: stop = false
5: for overlap = l− 1, . . . , 1 do
6: while ∃ p, p′ ∈ P s.t. op,p′ = overlap & |Ssuc(p)| = 1 & |Spre(p′)| = 1 &

suc(p) = p′ & pre(p′) = p & stop = false do
7: Add path p′ to the end of path p
8: P ← P \ {p′}
9: if c(p) ≥ n then

10: stop = true
11: end if
12: end while
13: end for
14: PHASE 2:
15: for overlap = l− 1, . . . , 1 do
16: while ∃ p, p′ ∈ P s.t. op,p′ = overlap & p′ ∈ Ssuc(p) & p ∈ Spre(p′) &

stop = false do
17: Choose p and p′ such that l(p) + l(p′) is maximal
18: Add path p′ to the end of path p
19: if c(p) ≥ n then
20: stop = true
21: end if
22: end while
23: end for
24: Let p be the path in P with maximal cost
25: p ← Find Best Subpath(p)
26: output: DNA sequence s that is obtained from p

is the one to the original problem instance, that is, before the first phase of SM
has started. Then, in the first as well as in the second phase of SM, FB-LAG is
applied at the end of the respective for-loop (i.e., after line 12 and after line 21
in Algorithm 2). However, FB-LAG is only applied if the while-loop before was
executed at least once. Note that in case the while-loop is not even executed a
single time, the problem instance derived from the path set P has not changed
since the previous application of FB-LAG. Finally, the output of HSM is the best
result among the different applications of FB-LAG and the final result of SM.

3 Results

We implemented the 4 heuristics outlined in the previous section in ANSI C++
using GCC 3.2.2 for compiling the software. Our experimental results were ob-
tained on a PC with an AMD64X2 4400 processor and 4 Gb of memory.
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Table 1. Results of our constructive heuristics for the instances by B�lażewicz et al. [5]

Spectrum size 100 200 300 400 500
Average solution quality 76.98 153.53 230.68 309.03 383.08
Solved instances 23 15 12 7 4
Average similarity score (global) 77.05 133.63 171.78 206.80 218.60
Average similarity score (local) 91.83 152.43 209.33 272.40 293.48
Average computation time (sec) 0.0035 0.016 0.037 0.076 0.13

(a) Results of LAG

Spectrum size 100 200 300 400 500
Average solution quality 78.38 155.70 234.95 310.03 386.20
Solved instances 32 17 18 7 1
Average similarity score (global) 99.78 153.03 225.45 241.00 221.83
Average similarity score (local) 102.38 174.15 253.63 284.58 290.13
Average computation time (sec) 0.0051 0.022 0.054 0.11 0.19

(b) Results of FB-LAG

Spectrum size 100 200 300 400 500
Average solution quality 79.75 157.80 234.90 306.90 367.38
Solved instances 38 31 30 28 18
Average similarity score (global) 106.33 195.85 284.68 357.98 376.25
Average similarity score (local) 107.20 203.03 293.75 377.00 416.68
Average computation time (sec) 0.005 0.02 0.046 0.082 0.13

(c) Results of SM

Spectrum size 100 200 300 400 500
Average solution quality 80.00 159.68 239.90 319.38 398.88
Solved instances 40 36 39 35 31
Average similarity score (global) 108.40 204.78 300.00 396.90 469.55
Average similarity score (local) 108.70 206.85 305.35 399.85 479.88
Average computation time (sec) 0.012 0.048 0.11 0.21 0.35

(d) Results of HSM

A broad set of benchmark instances for DNA sequencing by hybridization was
introduced by B�lażewicz et al. in [5]. It consists of 40 real DNA target sequences
of length 109, 209, 309, 409, and 509 (alltogether 200 instances). Based on real
hybridization experiments, the spectra were generated with probe size l = 10. All
spectra contain 20% negative errors as well as 20% positive errors. For example,
the spectra concerning the target sequences of length 109 contain 100 oligonu-
cleotides of which 20 oligonucleotides do not appear in the target sequences.

We applied the 4 heuristics outlined in the previous section to all problem
instances. The results are shown in Table 1. The second row of each sub-table
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Fig. 2. Comparison of all existing constructive heuristics concerning (a) the global
average similarity score obtained, and (b) the number of optimally solved instances.
The comparison concerns the instances of B�lażewicz et al. [5].
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Fig. 3. Comparison of HSM with existing meta-heuristics concerning the instances by
B�lażewicz et al. [5]

contains the average solution quality (that is, the average number of oligonu-
cleotides in the constructed paths), which must be maximized. The third row
provides the number (out of 40) of solved problem instances, that is, the number
of instances for which a path of maximal length could be found. The fourth and
fifth row provide average similarity scores obtained by comparing the computed
DNA sequences with the target sequences. The average scores in the fourth row
are obtained from the Needleman-Wunsch algorithm (global alignment), and the
average scores that are displayed in the fifth row are obtained from the Smith-
Waterman algorithm (local alignment). Both algorithms were applied with the
following parameters: +1 for a match of oligonucleotides, -1 for a mismatch or
a gap. Finally, the sixth row provides the average computation times for solving
one instance (in seconds).

From the results that are displayed in Table 1 we can draw the following con-
clusions. First, the results of FB-LAG improve in general over the results of LAG.
This means that it is beneficial to allow the path construction in two directions
(forward as well as backward). Second, the results of the SM heuristic are clearly
better than both the results of LAG and the results of FB-LAG. However, the best
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results are obtained by the HSM heuristic, which is a hybrid between FB-LAG
and SM. Even for the largest problem instances, the HSM heuristic produces se-
quences with very high similarity scores. In order to provide a comparison of all
existing constructive heuristics we added the OW heuristic (see [6]) to this com-
parsion. This comparison is shown graphically in Figure 2. The results clearly
show that HSM is currently the best available constructive heuristic.

Finally, in Figure 3 we present a comparison between HSM and available
metaheuristic approaches from the literature. The results are surprising: HSM is
clearly better than the 4 metaheuristic approaches EA1, EA4, TS, and TS/SS.2

Furthermore, the results of HSM are—except for the problem instance of target
sequence size 509—comparable to the results of the best metaheuristic approach
EA2. Taking into account the advantage in computation time (i.e., HSM needs
not even half a second to compute its results for the largest problem instances,
while EA2—which is the fastest existing metaheuristic—needs several seconds)
the HSM heuristic seems to be a good choice even when compared to metaheuris-
tic approaches.

4 Conclusions and Future Work

In this work we have proposed new constructive heuristics for the problem of
DNA sequencing by hybridization. First, we extended an existing heuristic.
Then, we proposed a conceptionally new heuristic that is based on merging
shorter DNA strands into bigger ones until a DNA strand of sufficient size is ob-
tained. Finally we proposed a hybrid between both types of constructive heuris-
tics. The results show that our hybrid method is the best constructive heuristic
available to date. Moreover, concerning the results our hybrid method is com-
parable to state-of-the-art metaheuristics. Only concerning the biggest problem
instances our hybrid method has slight disadvantages. On the other side, our
constructive heuristics need less computation time.

We believe that our new constructive technique (as implemented by the SM
heuristic) can be used to develop metaheuristics that are superior to exisiting
metaheuristics for DNA sequencing by hybridization. As a first step, existing
metaheuristics might be applied to problem instances resulting from intermediate
stages of the SM heuristic. This might improve their results and save much
computation time.
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5. B�lażewicz, J., Formanowicz, P., Kasprzak, M., Markiewicz, W.T., Weglarz, J.:
DNA sequencing with positive and negative errors. J. of Computational Biology 6
(1999) 113–123
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Abstract. Sequencing by Hybridization (SBH) is a method for recon-
structing a DNA sequence based on its k-mer content. This content,
called the spectrum of the sequence, can be obtained from hybridization
with a universal DNA chip. The main shortcoming of SBH is that it reli-
ably reconstructs only sequences of length at most square root of the size
of the chip. Frieze et al. [9] showed that by using gapped probes, SBH can
reconstruct sequences with length that is linear in the size of the chip. In
this work we investigate the optimal placement of the gaps in the probes,
and give an algorithm for finding nearly optimal gap placement. Using
our algorithm, we obtain a chip design which is more efficient than the
chip of Frieze et al.

1 Introduction

Sequencing by Hybridization (SBH) [3, 16] is a method for sequencing DNA
molecules. In this method, the target sequence is hybridized to a universal chip
containing all 4k sequences of length k. For each k-long sequence (or probe) in the
chip, if its reverse complement appears in the target, then the two sequences will
bind (or hybridize), and this hybridization can be detected. Thus the hybridiza-
tion experiment gives the set of all k-long substrings of the target sequence. This
set is called the spectrum of the target.

Currently, SBH is not considered competitive in comparison with standard
gel-based sequencing technologies. The main shortcoming of SBH is that sev-
eral sequences can have the same spectrum. Thus, if, for example, we wish to
reconstruct at least 0.9 fraction of the sequences of length n, then n must be
less than roughly 2k [20,8,2,23]. Several methods for overcoming this limitation
of SBH were proposed: interactive protocols [25, 17, 10, 28], using location infor-
mation [1, 5, 11, 4, 7, 23], using a known homologous string [19, 18, 27], and using
restriction enzymes [26, 24].

Another method for enhancing SBH was proposed by Pevzner et al. [20].
They suggested using gaps (or universal bases) in the probes that can match
to any of the four bases. For example, the probe AφφG matches the sequences
TAAC, TACC, TAGC, etc. A gapped probe can be implemented using a uniform
mixture of the sequences that match the probe with length the same as the
probe. Frieze et al. [9] showed that for every k, there is a chip with 4k probes

P. Bücher and B.M.E. Moret (Eds.): WABI 2006, LNBI 4175, pp. 366–375, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Optimal Probing Patterns for Sequencing by Hybridization 367

that can reconstruct sequences of length Θ(4k). This result is optimal up to
constants. For a fixed k, the chip of Frieze et al. consists of all probes of the form
X�k/2� (φ�k/2�−1X

)�k/2�
, where the X symbols represent definite bases (namely,

each X symbol is replaced by one of the four bases). Preparata and Upfal [22]
considered the same probing pattern of Frieze et al., and gave an improved
algorithm for reconstructing the sequence from its spectrum. This algorithm
allows reconstructing longer sequences than the algorithm of Frieze et al. An
even more efficient algorithm was given in [12]. Heath et al. [13] showed that
chips containing probes of the form X�k/2� (φ�k/2�−1X

)�k/2�
and of the form(

Xφ�k/2�−1
)�k/2�

X�k/2� are more efficient than the Frieze et al. chips. A semi-
degenerate base is a base that matches either A/T or G/C. Probes containing
semi-degenerate bases were studied in [20, 21].

In this paper we study the problem of designing optimal probing patterns.
More precisely, for a given length and number of definite bases, the goal is
to find the probing pattern that allows reconstructing longest sequences (it is
desired to use probes with small length and small number of definite bases, since
each of these parameters affects the number of molecules on the chip). We give
an algorithm for this problem, and show that the probing patterns obtained
by this algorithm are about 3 times more efficient than the probing patterns
of Frieze et al. For simplicity, we shall restrict our study to a single probing
pattern consisting of definite bases and gaps. However, our method can also be
used for multiple probing patterns, and for probes containing semi-degenerate
bases. We note that our work is somewhat similar to the research on seed design
for similarity search (see, for example, [6, 14, 15]).

Due to lack of space, some details are omitted from this extended abstract.

2 Finding Optimal Probing Patterns

We first give some definitions. A probing pattern is binary string whose first and
last characters are 1. The weight of a probing pattern P is the number of ones
in P . The set of probes that corresponds to a probing pattern P is the set of all
strings that are obtained by replacing every 0 in P by the character φ, and every
1 in P by one of the characters from Σ = {A, C, G, T}. A probe Q appears in a
string S if the string Q matches to a substring of S, where the character φ is a
don’t care symbol (namely, it matches to every letter of Σ). The P -spectrum of
a string S is the set of all probes from the set of probes of P that appear in S.

As an example for the definitions above, consider the probing pattern P =
1101. The set of probes corresponding to P is {AAφA, AAφC, AAφG, AAφT,
ACφA, . . . ,TTφT}, and the P -spectrum of the string ACGATAC is {ACφA,
ATφC, CGφT, GAφA}.

Our goal is to find optimal probing patterns, so we first need to define the
notion of optimality. A string S is unambiguously reconstructable from its P -
spectrum if there is no S′ �= S whose P -spectrum is equal to the P -spectrum
of S. For a probing pattern P , the resolution power r(P, n) of P is the fraction
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of the strings of length n that are unambiguously reconstructable from their
P -spectra. The resolution power is a natural measure for comparison between
different probing patterns. However, this measure ignores the issue of the time
complexity of reconstructing a string from its spectrum. Therefore, instead of the
resolution power, we will use the following measure: Let R be a reconstruction
algorithm, that is, R receives as input a P -spectrum of a string A and outputs
either the string A or ‘failure’. The success probability of algorithm R on a
probing pattern P , denoted sp(P, n, R), is the fraction of the strings of length
n that are reconstructed correctly from their P -spectra by algorithm R. The
failure probability of R is 1− sp(P, n, R).

In this extended abstract, we will concentrate on the reconstruction algorithm
of Preparata and Upfal [22], which will be denoted RPU. Our goal is to find a
probing pattern P of a given length and weight, that maximizes sp(P, n, RPU)
for some given n. Efficiently computing sp(P, n, RPU) seems a difficult task, so
we will show how to compute a value s̃p(P, n) that approximates sp(P, n, RPU).
A probing pattern POPT that maximizes s̃p(P, n) is almost optimal with respect
to sp(P, n, RPU). An alternative way to approximate sp(P, n, RPU) is by Monte
Carlo simulations (running algorithm RPU on a large set of random strings and
computing the fraction of the runs in which the algorithm succeeds). However,
this approach is much more computationally intensive than our approach, which
makes it infeasible if the number of probing patterns that needs to be considered
is large. Moreover, our approach gives insight on what makes a probing pattern
efficient.

In the following, we will use A = a1 · · ·an to denote the target string. Let P
be some probing pattern of length L and weight k, and let H be some constant.
We assume that the first and last L− 1 letters of A are known. Algorithm RPU

reconstructs the first n −H + 1 letters of A as follows (reconstructing the last
H − 1 letters is performed in a similar manner by reconstructing the sequence
backwards):

1. Let s1, . . . , sL−1 be the first L− 1 letters of A.
2. For t = L, L + 1, . . . , n−H + 1 do:

(a) Let Bt be the set of all strings B of length H such that the string
s1 · · · st−1B is consistent with the P -spectrum of A (i.e., the P -spectrum
of s1 · · · st−1B is a subset of the P -spectrum of A).

(b) If all the strings in Bt have a common first letter a, then set st ← a.
Otherwise, return ‘failure’.

3. Return s1 · · · sn−H+1.

For the rest of this section, we show how to compute an approximation f̃p(P, n) =
1− s̃p(P, n) of the failure probability of algorithm RPU. Our analysis is similar
to the analysis of Heath and Preparata [12]. However, the analysis of Heath and
Preparata is specific to the probing pattern of Frieze et al. In particular, they
omitted several cases from the analysis which are negligible for that probing
pattern. In our analysis, we consider more cases. Moreover, we handle the time
complexity for computing f̃p(P, n), which is not done in [12].



Optimal Probing Patterns for Sequencing by Hybridization 369

It is easy to verify that if algorithm RPU does not return ‘failure’, then
s1 · · · sn−H+1 = a1 · · · an−H+1. Moreover, the algorithm stops at some t if and
only if there is a string B ∈ Bt whose first letter is not equal to at. Such a
string B will be called a bad extension. The string at · · · at+H−1 ∈ Bt is called
the correct extension.

Suppose that the algorithm failed at some t, and let B = b1 · · · bH be the
corresponding bad extension. Denote B′ = at−l+1 · · · at−1b1 · · · bH . By definition,
the H probes that appear in B′ also appear in A. That is, for every i = 1, . . . , H,
there is an index ri such that B′[i + j − 1] = A[ri + j − 1] for all 1 ≤ j ≤ L for
which P [j] = 1. The probe that corresponds to the index ri is called supporting
probe i. Supporting probe i is called a fooling probe if ri �= t − L + i. Fooling
probe i is called close if ri ∈ {t − L + 2, . . . , t}. Two supporting probes i and
j will be called adjacent if rj − ri = j − i, and they will be called overlapping
if |rj − ri| < L and they are not adjacent. Fooling probe i is simple if it is not
close, and it is not adjacent or overlapping with another fooling probe.

Let J be the minimum index such that the probes J, J +1, . . . , H are pairwise
adjacent. Note that some of the supporting probes can appear more than once
in A, and therefore, there may be several ways to choose the values of r1, . . . , rH .
We assume that these values are chosen in a way that minimizes the number of
fooling probes and the value of J .

2.1 Simple Probes

We first assume that fooling probes 1, . . . , J − 1 are simple, and that probe
J is a fooling probe. We will analyze the case of non-simple fooling probes in
Section 2.2. Let α denote the probability that a random probe appears in the
string A. Using the Chen-Stein method, it is easy to show that the number of
occurrences of a random probes in A is approximated by a Poisson distribution
with mean (n−L+1)/4k. In particular, we have that α ≈ 1− e−(n−L+1)/4k

. We
consider several cases:

Case 1. J = 1. In this case we have that ar1 · · ·ar1+L−1 = at−L+1 · · · at−1b1.
This event is composed of L − 1 character equalities in A (ar1+j−1 = at−L+j

for j = 1, . . . , L − 1), and one character inequality (ar1+L−1 = b1 �= at). Thus,
this event happens with probability 3/4L for fixed t and r1. Since there are
approximately

(
n
2

)
ways to choose t and r1, it follows that the contribution of

case 1 to f̃p(P, n) is by

b1 =
n2

2
· 3
4L

.

Case 2. 2 ≤ J ≤ L. In this case we have arJ · · · arJ+L−J−1 = at−L+J · · · at−1,
and arJ+L−J �= at. Moreover, from the minimality of J we have that arJ−1 �=
at−L+J−1. Which of the probes 1, . . . , J − 1 are fooling probes? If for a probe
i, bi−L+j = at+i−L+j−1 for all j for which L − i + 1 ≤ j ≤ L and P [j] = 1 (in
words, the characters sampled by probe i are equal in the bad extension and the
correct extension) then the probe is not a fooling probe. Therefore, the number
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of fooling probes depends on the mismatches between the strings at · · ·at+J−2

and b1 · · · bJ−1. Let C be a binary string of length J − 2, where C[i] = 1 if
at+i �= bi+1, and C[i] = 0 otherwise. Let Ĉ = 0L−11C, namely, a string with
L − 1 zeros followed by one is concatenated to C (the leftmost 1 is due to the
fact that we always have at �= b1). We say that the pattern P hits a string S of
length L if there is an index i such that P [i] = S[i] = 1. Thus, the number of
fooling probes among probes 1, . . . , J − 1 is equal to the number of substrings
of Ĉ of length L that are hit by P , which will be denoted hits(Ĉ).

Since probes J, J +1, . . . are pairwise adjacent, we have that bi = arJ+L−j+i−1

for i = 1, . . . , L − 1. Therefore, C[i] = 0 forces the equality at+i = arJ+L−J+i

(which happens with probability 1/4), and C[1] = 1 forces the inequality at+i �=
arJ+L−J+i (which happens with probability 3/4). Thus, for fixed t, ri, and C, the
probability that the equalities between the symbols at+i and bi+1 are according
to C is 3ones(C)/4J−2, where ones(C) is the number of ones in C. It follows that
the contribution of case 2 to f̃p(P, n) is

∑L
J=2 bJ , where

bJ = n2

(
3
4

)2 1
4L−J

∑
C∈{0,1}J−2

3ones(C)αhits(0L−11C)

4J−2

= n2 9
4L

∑
C∈{0,1}J−2

3ones(C)αhits(0L−11C).

Case 3. L + 1 ≤ J ≤ H − L + 2. This case is similar to case 2, so we omit the
details. The contribution of this case to f̃p(P, n) is

∑H−L+2
J=L+1 bJ , where

bJ = n2 9
4L

∑
C∈{0,1}J−2

3ones(C)αhits(0L−11C).

Case 4. J > H − L + 2. The contribution of this case to f̃p(P, n) is negligible
(we omit the details).

We now handle the time complexity of computing b2, . . . , bH−L+2. A straight-
forward computation of b2, . . . , bH−L+2 takes O(

∑H−L+2
J=2 LJ ·2J ) = O(LH ·2H)

time. We now show a dynamic programming algorithm for computing b2, . . . ,
bH−L+2 in O(H · 2L) time. For J = 2, . . . , H − L + 2 and a binary string C of
length min(J − 2, L− 1), define

b(J, C) =
∑

C′∈{0,1}J−2:C′ is a suffix of C

3ones(C′)αhits(0L−11C′).

Clearly,

bJ = n2 9
4L

∑
C∈{0,1}min(J−2,L−1)

b(J, C),

and the following recurrence is used to compute b(J, C): For J < L + 2,

b(J, C) = b(J − 1, C[1]C[2] · · ·C[|C| − 1]) · 3C[|C|] · αhits(0L−|C|−11C),

and for J ≥ L + 2,
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b(J, C) =
∑

x∈{0,1}
b(J − 1, xC[1]C[2] · · ·C[|C| − 1]) · 3C[|C|] · αhits(xC).

The computation of hits(0L−|C|−11C) or hits(xC) is done in O(1) time by com-
puting a table that stores the value of hits(C′) for every string C′ of length L.

2.2 Nonsimple Probes

Consider cases 2 and 3 above.

Case 2. Fix some 2 ≤ J ≤ L. In this extended abstract, we only handle the
case when some of the probes 1, . . . , J − 1 are adjacent to probe J , and the
rest of the probes from 1, . . . , J − 1 are pairwise non-adjacent. Consider some
fixed C ∈ {0, 1}J−2, and let IC be the set of fooling probes that correspond to
substrings of 0L−11C that are hit by P . We say that a probe i ∈ IC samples
position rJ − j if 1 ≤ j ≤ J − i and P [(J − i) + 1 − j] = 1, or in other words,
probe i contains the character arJ−j if it is adjacent to probe J .

By the definition of J , arJ−1 �= at−L+J−1. Therefore, the probes that sample
position rJ − 1 cannot be adjacent to probe J . Let I ′C be the set of the probes
in IC that do not sample rJ − 1. Let SC = {rJ − j1, . . . , rJ − j|SC |} be the set
of all the positions rJ − j that are sampled by at least one probe from I ′C . If a
probe i ∈ I ′C is adjacent to probe J then arJ−j = at−L+J−j for every position
rJ − j that is sampled by probe i. For a target string A, the equalities of the
form arJ−j = at−L+J−j that are satisfied for positions rJ − j ∈ SC can be rep-
resented by a binary string C′ of length |SC |: C′[l] = 1 if arJ−jl

�= at−L+J−jl

and C′[l] = 0 otherwise. The probes in I ′C that are adjacent to probe J can
be determined from the string C′: For each such probe, C′[l] = 0 for every l
such that position rJ − jl is sampled by the probe. We define fooling(P, IC , C′)
to be the number of probes in I ′C that sample some position rJ − jl with
C′[l] = 1. To account for non-simple probes, we change the definition of bJ from
Section 2.1 to

bJ = n2 9
4L

∑
C∈{0,1}J−2

β(P, IC ),

where

β(P, IC ) = 3ones(C)α|IC−I′
C| 1

4|SC|

∑
C′∈{0,1}|SC|

3ones(C′)αfooling(P,IC ,C′).

A naive computation of β(P, IC ) is time consuming. To compute β(P, IC) more
efficiently, we use the following idea: Let S ⊆ SC be the set of all positions
rJ − jl ∈ SC such that the set of probes that sample rJ − jl is equal to the
set of probes that sample rJ − j1. The positions in S can be collapsed into a
single positions, namely instead of representing a configuration by a binary string
C′ of length SC , we can represent a configuration using a string C′′ of length
1 + |SC − S|. This can be repeated with the other positions in SC .

Another speedup follows from the following observation:
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Claim. For two probing patterns P and P ′, if P [i] ≥ P ′[i] for all i, then
β(P, IC) ≤ β(P ′, IC) for every set IC .

We use the claim as follows. When searching for the optimal probing pattern
of length L and weight k, we first compute β(P ′, IC) for all sets IC and for all
probing patterns with length L and weight at most k, in which all the ones are
in first 8 positions of the pattern or the last position. Then, when computing the
failure probability for some pattern P , we choose the pattern P ′ whose prefix of
length 8 is equal to the prefix of length 8 of P , and we use β(P ′, IC) instead of
β(P, IC).

Case 3. In this we need to consider two sub-cases. The first case is when probe
J is a fooling probe. The analysis of this case is similar to the analysis of the
previous case. The second case is when probe J is not a fooling probe, namely
rJ = t− L + J .

We have that b1 �= at and from the minimality of J , bJ−L �= at−1+J−L. Recall
that C is a binary string of length J − 2, where C[i] = 1 if at+i �= bi+1, and
C[i] = 0 otherwise. From the fact that rJ+i = t− L + J + i for i ≥ 0 it follows
that C[J − L] = C[J − L + 1] = · · · = C[J − 2] = 0. From the minimality of
J , C[J − L − 1] = 1 when J > L + 1. Therefore, for J > L + 1, we add the
term

b′J = 9n
∑
C

3ones(C)αhits(0L−11C)

to bJ , where the sum is over all strings C ∈ {0, 1}J−2 that satisfy C[J − L] =
C[J −L + 1] = · · · = C[J − 2] = 0 and C[J −L− 1] = 1. For J = L + 1 we have
that only one string C satisfies the requirements (the string C = 0J−2) and we
have the term

b′L+1 = 3n · 3ones(0J−2)αhits(0L−110J−2) = 3n · αk.

The case of probe J not being a fooling probe for J = L+1 was called “Mode
1” in [12].

3 Results

The s, r-probing pattern of Frieze et al. [9] is the pattern 1s(0s−11)r. For a fixed
weight k, the optimal s, r-probing pattern is the pattern with s = �k/2� (and r =
�k/2�). Denote this pattern by PFPU

k . We run the algorithm of Section 2 with k =
7, L = 15, 16, 17, and n = 4000. The best patterns found by the the algorithm
for L = 15, 16, 17 are POPT

15,7 = 111001000001011, POPT
16,7 = 1101000100001011,

and POPT
17,7 = 11010001000001011, respectively. For each probing pattern, we ran

algorithm RPU on 1000 random target strings (with the probing patterns PFPU
7 ,

POPT
15,7 , POPT

16,7 , and POPT
17,7 ), and computed the success rate of the algorithm. The

results are given in Figures 1 and 2. The failure rate of RPU for the pattern
POPT

16,7 (whose length is the same as the length of PFPU
7 ) is about 3 times smaller

than the failure rate for PFPU
7 .
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Fig. 1. Success probability of algorithm RPU on the patterns PFPU
7 (solid line) and

POPT
16,7 (dashed line) for various values of n. The gray solid line gives the probability

that Mode 1 does not occur, which is an upper bound on the success probability for
any pattern.

Fig. 2. Success probability of algorithm RPU on the patterns PFPU
7 (solid line), POPT

15,7

(dashed line), and POPT
17,7 (dotted line) for various values of n.

Recall that Mode 1 refers to the case when the bad extension differs from the
correct extension only in the first letter. The bad extension is supported by k
fooling probes. Using Poisson approximations, the probability that a failure due
to Mode 1 occurs is approximately 1− e−3(n−L+1)αk

. Note that this probability
depends only on the length L of the probing pattern, but not on the pattern
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itself. Therefore, e−3(n−19)αk

is an upper bound on the success probability of all
probing patterns of length at most 20. This upper bound is shown as a gray solid
line in Figures 1 and 2. An analysis of the failures show that most (about two
thirds) of the failures in the runs of POPT

16,7 are due to Mode 1, while only small
part of the failures in the runs of PFPU

7 are due to Mode 1. Since Mode 1 failure
is unavoidable, we have that the probing pattern POPT

16,7 is very close to optimal.
It is clear from the analysis of Section 2 that longer probing patterns can

achieve smaller failure probability. Indeed, the pattern POPT
17,7 performs better

than POPT
16,7 , and its failure probability is very close to the lower bound of Mode 1

failure probability. Moreover, while the pattern POPT
15,7 is shorter than PFPU

7 , it
has a smaller failure probability than PFPU

7 (for n ≥ 2000).
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Abstract. The list of species whose complete DNA sequence have been
read, is growing steadily and it is believed that comparative genomics
is in its early days [12]. Permutations patterns (groups of genes in some
“close” proximity) on gene sequences of genomes across species is be-
ing studied under different models, to cope with this explosion of data.
The challenge is to (intelligently and efficiently) analyze the genomes
in the context of other genomes. In this paper we present a generalized
model that uses three notions, gapped permutation patterns (with gap g),
genome clusters, via quorum, K > 1, parameter, and, possible multiplic-
ity in the patterns. The task is to automatically discover all permutation
patterns (with possible multiplicity), that occur with gap g in at least K
of the given m genomes. We present O(log mNI + |Σ| log |Σ|NO) time
algorithm where m is the number of sequences, each defined on Σ, NI

is the size of the input and NO is the size of the maximal gene clusters
that appear in at least K of the m genomes.

Keywords: Pattern discovery, data mining, labeled trees, clusters, pat-
terns, motifs, permutation patterns, comparative genomics, whole
genome analysis, evolutionary analysis.

1 Introduction

As research in genomic science evolves, there is a rapid growth in the number
of available complete genome sequences. To date about a dozen species of ani-
mals have had their complete DNA sequence determined and the list is growing
steadily [12]. The knowledge of gene positions on a chromosome, combined with
the strong evidence of a correlation between the position and the function of
a gene makes the discovery of common gene clusters invaluable firstly for un-
derstanding and predicting gene/protein functions and secondly for providing
insight into ancient evolutionary events.

In recent years, this problem has be modeled and studied intensively by the
research community. The first model of a genome sequence allowing only orthol-
ogous1 genes was introduced by Uno and Yagiura [14]. By modeling genomes as

1 These genes appear in different organisms, and are believed to have the same evolu-
tionary origin (generated during speciation).
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permutations, they defined a common interval to be a pair of intervals of two
given permutations consisting of the same set of genes. The number of such in-
tervals, NO, can be quadratic in the size of the input, NI . They gave an optimal
O(NI + NO) time algorithm based on a clever observation of monotonicity of
certain integer functions.

Heber and Stoye [9] extended this result to m ≥ 2 permutations. They intro-
duced the idea of irreducible intervals, whose number can be only linear in the
size of the input. They offered an optimal O(NI) time algorithm to detect all
the irreducible intervals and based on this they gave an optimal O(NI + NO)
algorithm for the general problem with m ≥ 2 permutations. The problem of
identification of common intervals has been revisited in [3].

Bergeron, Corteel and Raffinot [5] formalized the notion of distance-based
clusters: this allows the genes in a cluster to be separated by gaps that do not
exceed a pre-defined threshold. Such clusters are termed gene teams and they
are constrained to appear in all given m sequences. The authors present an
O(mn log2 n) algorithm to detect the gene teams that occur in m sequences
defined on n genes (alphabet).

A slightly modified model of a genome sequence, that allows paralogs2 was
introduced in [7] and a pattern discovery framework was formalized for this set-
ting: a pattern is a gene cluster, that allows for multiplicity, i.e., paralogous genes
within a cluster appearing quorum K > 1 times. K is the quorum parameter,
usually used in the context of patterns. Formally, the following problem was
addressed: Given m strings (with possible multiplicity) on Σ of length ni each,
and a quorum K, the task is obtain all permutation patterns p that occur in at
least K sequences. The algorithm presented in [7] is based on Parikh-maps and
has a time complexity of O(Ln log |Σ| logn), where L (< maxi(ni)) is the size of
the largest cluster and n = Σi(ni). Here, we introduced the notion of maximal
permutation patterns or clusters. In this context, maximality is a non-trivial
notion requiring a special notation. In [11], this notation was shown to be a PQ
tree structure [10] and a linear time algorithm was presented to compute it for
each pattern (cluster).

Using a similar model of genomes as sequences rather than permutations,
Schmidt and Stoye [13] devised a Θ(n2) algorithm for extracting all common
intervals of two sequences. In [8], He and Goldwasser extend the notion of gene
teams to COG (clusters of orthologous genes) teams by allowing any number of
paralogs and orthologs, and devised an O(mn) time algorithm to find such COG
teams for pairwise chromosome comparison where m and n are the number of
orthologous genes in the two chromosomes.

As the number of genomes under study grows in number, it becomes impor-
tant to handle not only distance based clusters (or gapped clusters) but also its
co-occurrence in some subset and not necessarily all the m genomes. Again, max-
imality is an important idea that potentially cuts down the number of clusters
without significant loss of information.

2 Paralogous genes appear in the same organism and caused by the duplication of
ancestor genes.
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Contributions of this paper. We formalize a generalized model that uses three
notions explored independently before, as we discussed above: 1) gapped gene clus-
ters, with gap g, and, (2) genome clusters, via a quorum, K > 1, parameter and
(3) multiplicity in the gene clusters. The task is to automatically discover all per-
mutation patterns (with possible multiplicity) occurring with gap at most g in at
least K of the given m sequences. let Pg denote the patterns that with gap g (see
precise definition in the next section) on K of the m input sequences. Note that
the use of (1) the quorum parameter (m ≥ K > 1) with multiplicity in the in-
put and (2) multiple sequences (m ≥ 2) distinguishes it from the previous gapped
cluster models [5,8]: in the first, K is fixed at m, without multiplicity, and in the
second, m is fixed at 2. Although, in this paper gap g is defined in terms of number
of intervening genes, it can be simply generalized to other definition of gap (such
as actual location on the chromosome or “distance” from a target gene and so on)
and one of these variations will be discussed elsewhere.

Overview of the approach. When g = 0, the problem has a O(Ln log |Σ| log n)
time solution, where L is the size of the pattern. When g = 0 the size of the
output is no more than Σi(n2

i ). We also note that when g > 0, multiple patterns
may occur with the same imprint and thus the output size could be potentially
exponential in the input parameter (say m). When g is very large (or gene clus-
ters), the problem has an output-sensitive algorithm (discussed in Section 3.1).
Note that if p ∈ Pg, it is possible that p �∈ P0 and there is no p′ ∈ P0 such that p
can be deduced from p′. But if p ∈ Pg, then there must exist p′′ ∈ P∞ such that
p ⊆ p′′ and the occurrences of p can be deduced from the occurrences of p′′. We
use this as a handle to solving the 0 < g <∞ case. We solve the problem in two
stages: in the first stage we solve the problem for large gaps (g = ∞). In fact
since the number of patterns is very large, we compute only the maximal permu-
tation patterns. We use the solution of the first stage to construct the solutions
for the given gap g. The overall time complexity of this two-stage algorithm is
O(log mNI + |Σ| log |Σ|NO) where NI is the size of the input and NO is the the
number of maximal gene clusters that appear in at least K of the m genomes.
For the sake of completeness, we give a method to extract all the non-maximal
patterns out of the maximal ones of the last stage.

2 Notation

A genome or chromosome is denoted by a sequence s which is defined on the
genes or a finite alphabet Σ. s[i . . . j] denotes the subsequence of s from ith to
the jth element. Also, a gene cluster is referred to as a pattern (or permutation
pattern or πpattern) in this paper.
Definition 1. (Π(s)), Π ′(s)) Given a sequence s on Σ, Π(s) = {σ ∈ Σ |
σ=s[i] for some 1 ≤ i ≤ |s|}. Π ′(s) = {σ(l) | σ ∈ Π(s), σ appears exactly l
times in s}.
For example if s = abcda, Π(s) = {a, b, c, d}. If s = abbccdac, Π ′(s) = {a(2),
b(2), c(3), d(1)}. The latter set is said to have multiplicity, i.e., it has multiple
“copies” of one or more elements of the set.
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Definition 2. (p1 ⊆ p2) Let p1 and p2 be sets with multiplicity. Then, p1 ⊆ p2

if and only if for each σ(l) ∈ p1, σ(l′) ∈ p2 holds where l′ ≥ l.

For convenience, sometimes the l = 1 annotation is omitted. For example {a(2),
b(2), c(3), d(1)} is written as {a(2), b(2), c(3), d}.

Definition 3. (occurs with gap g, imprint) Given a sequence s on Σ, a set
p ∈ 2Σ occurs at position i on s with gap g if all the following hold:

1. s[i] ∈ p (this ensures that the very first character is not a gap),
2. l is the smallest number such that p ⊆ Π(s[i . . . (i+ l−1)]) (this ensures that

the very last character is not a gap). and,
3. if for every pair i ≤ i1 < i2 ≤ (i + l − 1) with s[i1], s[i2] ∈ p, and for all j,

i1 < j < i2, s[j] �∈ p, the distance between i1 and i2 is no more than g i.e.,
(i2− i1− 1) ≤ g holds. In other words, there are at most g gaps between any
two non-gap (solid) characters.

Further, the subsequence s[i . . . (i + l − 1)] is an imprint of p at location i.

For example, if p = {a, b, c} with s = c e b a h r s c b e a g, then p occurs at loca-
tions 1 and 8 with gap g = 1 with the imprint of the occurrence shown boxed
in s = c eba h r s cb ea g. However, if gap g ≥ 3, then there is a third occur-
rence of p as well at location 4 whose imprint is shown as s = c e bah r s c b e a g

Definition 4. (permutation pattern, πpattern p, location list Lg
p) Given

m sequences si (1 ≤ i ≤ m) each on alphabet Σ, a quorum 1 < K ≤ m and
a gap 0 ≤ g, p ∈ 2Σ is a permutation pattern or a πpattern with quorum K,
if location list Lg

p = {(i, l, u) | p occurs with gap g and imprint si[l, u] } is such
that |Lg

p| ≥ K.

In the following, assume that P is the set of all πpatterns on the given m se-
quences. Note that if p ∈ P , it does not imply that any (p′ ⊂ p) ∈ P . So,
maximality in permutation patterns is not straightforward and is defined for-
mally as follows [7].

Definition 5. [7](maximal p) Given P, pa ∈ P is non-maximal if there exists
pb ∈ P such that: (1) the imprint of each occurrence of pa is contained in the
imprint of an occurrence of pb, and (2) the imprint of each occurrence of pb

contains l ≥ 1 imprints of occurrence(s) of pa. A pattern pb that is not non-
maximal is maximal.

In fact, it was shown in [7] that when the gap g = 0, there is a concise notation
to represent all the non-maximal patterns of p and in [11] it was shown that
these non-maximal patterns can be arranged as a PQ tree structure. It was also
demonstrated in [11] that when gap g = 0, with multiplicity in the patterns, a
single PQ tree may fail to capture all the non-maximal patterns.

We demonstrate here that when the gap g > 0, there is no straightforward
representation using a single PQ structure. Consider the following example.
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Example 1. Let s1 = a b c d e f g h j and s2 = b j d g f e h c l with quorum K = 2
and gap g = 1. Consider the following: p0 = {c, e, g, j, b, d, f, h}, p1 = {b, d, f, h},
p2 = {c, e, g, j}, p3 = {e, g, d, f}, p4 = {c, e, d, f}, p5 = {g, j, b, d}, p6 =
{c, e, b, d}, p7 = {c, e, j, b}, p8 = {c, b, d, h}. For g = 1, p0, p1, p2, p3 and p4

are πpatterns but p5, p6, p7 and p8 are not. Note that p1, p2, p3, p4 are non-
maximal with respect to p0. It is easy to see that a single PQ structure cannot
succinctly represent the πpatterns.

The reason for using maximal patterns although there is no convenient structure
capturing the non-maximal patterns is that, the number of patterns are smaller
and the overcounting caused by non-maximal patterns can be avoided. We use
the following definition of maximality:

Definition 6. (maximal p) Let P be the set of all πpatterns on a set of given
m sequences. Then pa ∈ P is non-maximal if there exists (pb ⊃ pa) ∈ P such that
the imprint of each occurrence of pa is contained in the imprint of an occurrence
of pb. A pattern pb that is not non-maximal is maximal.

For the remainder of the discussion input size, NI , and output size, NO, are
defined as follows:

NI(s, m) =
m∑

i=1

|si| and NO(P ) =
∑
p∈P

(|p|+ |Lp|) (1)

Note that Lst(Lp) is simply a collection of the sequence indices.
Let Pg denote the maximal patterns with gap g. The following example

demonstrates the case when the output size can be exponential.

Example 2. Let s1 = 2 3 4 5, s2 = 1 3 4 5, s3 = 2 6 4 5, s4 = 2 3 7 5, s5 = 2 3 4 8
and K = 2 and gap g = 1. Then P1 = { {2}, {3}, {4}, {5}, {2, 3}, {2, 4}, {2, 5},
{3, 4}, {3, 5}, {4, 5}, {2, 3, 4}, {2, 3, 5}, {3, 4, 5}, {2, 4, 5} }. Thus P1 = O(2m).

Next we define a collection of sequence indices of a pattern p as follows used in
the next section.

Definition 7. (Lst(Lg
p)) Given Lg

p, Lst(Lg
p) = {i | (i,−,−) ∈ Lg

p}.

3 The Gapped Permutation Pattern Problem

Problem 1. (g-Gap πPattern Problem g-GPP(s, m, K, P )) Given m sequen-
ces si defined on a finite alphabet Σ and some integer g ≥ 0 and K > 1, the
task is to find P , the collection of maximal πpatterns that occur on s with gap
g and quorum K.

One of the main problems with permutation patterns is that it cannot be built
from smaller units (as in sequence patterns, say). In other words p1 and p2 may
not, but p1 ∪ p2 could be a pattern. For example consider s1 = 7 1 2 3 4 5 7 8,
s2 = 6 2 4 1 3 9 with K = 2. p1 = {1, 2} and p2 = {3, 4} are not but p = p1 ∪ p2

= {1, 2, 3, 4} is a permutation pattern.
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∞-GapMaxπPattern(s,m, K, P∞)
Dic[j] = {i(�) | σj occurs exactly � times in si} //dictionary
S [1] ← {0, 1, 2, , . . . , m}; S [2] ← φ //dummy 0 in S [1]
MineMaxπpat(K, 1, 1,S) //main call

//σj appears lj1 < lj2 < . . . < ljn times in input s
MineMaxπpat(K, j, r,S)
BEGIN
IF (j > |Σ|) EXIT
� ← ljr

Snew[1] ← {i | (i ∈ S [1]) AND (i(�′) ∈ Dic[j], �′ ≥ �)}
Snew[2] ← S [2] ∪ {σj(�)}
IF (|Snew [1]| ≥ K)

MAXML ← FALSE
IF Sold = Exists(T ,Snew[1])

IF Sold[2] ⊂ Snew[2] Update(T ,Sold[2],Snew[2])
ELSE MAXML ← TRUE

ELSE Add(T ,Snew)
IF MAXML = FALSE

j′ ← (jr = jn)? (j + 1) : j; r′ ← (jr = jn)? 1 : (r + 1)
MineMaxπpat(K, j′, r′,Snew)

MineMaxπpat(K, j + 1, 1,S)
END

Fig. 1. The pseudocode for finding maximal patterns (with possible multiplicity) that
occur with ∞ gap in at least K of the m sequences

This problem is compounded with gapped occurrences of the patterns. In [7]
we presented a Parikh-mapping based solution that used a fixed window size
(pattern size). However this approach cannot be used when a non-zero gap is
defined (since it is unclear which subset of the window are the solid characters
of the pattern).

3.1 (Stage 1) ∞-Gap Maximal πPattern Problem

At this stage, we seek all collection of characters that co-occur in at least K
sequences. The problem is formally defined as follows.

Problem 2. (∞-Gap πPattern Problem, ∞-GPP(s, m, K, P )) The input is
m sequences si, each of length ni, 1 ≤ i ≤ m, defined on a finite alphabet Σ,
and a quorum K. The output is all maximal permutation patterns (with possible
multiplicity), p, with its location list L∞

p .

In the worst case, the size of the output could be very large, i.e., |P∞| = O(2m),
assuming m % ni. So there is no hope for a worst-case polynomial time algorithm
and we explore an output sensitive method to compute the maximal patterns
P∞ in the following discussion.
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Overview of the approach. Without loss of generality, assume an ordering on the
alphabet set as σ1 < σ2 < . . . < σl, where |Σ| = l. We next define the following.

Definition 8. (sO
p ) Given p on a finite alphabet with ordering O given as Σ =

{σ1 < σ2 < . . . < σl}, sO
p is a sequence of length |p| such that Π(sO

p ) = p and
for each pair i1 < i2, sO

p [i1] < sO
p [i2] holds.

Let X be (2Σ \ φ). In other words, X is the collection of all non-empty subsets
of Σ. Now consider the trie [2] of the following collection of sequences {sO

X | X ∈
X}. Given a node A in the trie, the unique path from the root to A defines a
sequence sp denoted as πpath(A). Clearly for an instance of problem any p ∈ P∞,
p = πpath(A) holds for some node A in the trie. However, the converse is not
true. So our interest is in the following modification of this trie.

Definition 9. (SO
∞,TO(P∞)) Given an instance of ∞-GPP(s, m, K, P∞), let

SO
∞ = {sO

p | p ∈ P∞} for some ordering O on the elements of Σ. Then the trie
on SO

∞ is defined as TO(P∞).

Thus different orderings give different trie’s, but they denote the same sets. It is
easy to see that if O1 and O2 are two distinct orderings, then, it is possible that
TO1(P∞) �= TO1 (P∞) but {Π(sO1

p ) | p ∈ P∞} = {Π(sO2
p ) | p ∈ P∞} = P∞.

The algorithm & its correctness. The algorithm is best described through the
pseudocode that is presented in Figure 1 and a complete example is discussed
in Figure 2. We first reorganize the input data s, by constructing the dictionary
Dic. The dictionary is an array, (indexed on σj) of ordered lists of two tuples,
written as i(k), sorted by i. k is the number of times σj appears in si. It is easy
to see that this construction takes linear time and Dic takes linear space. The
other initialization details are shown in Figure 1. To avoid clutter, in Figure 2(2),
k is omitted from the dictionary.

The main routine is MineMaxπPat() whose pseudocode is shown in Figure 1. It
is easy to verify that this recursive procedure implicitly constructs and traverses
T(P∞) depth first. The left-to-right ordering of the children is defined by the
order of the elements of Σ (that label the branches).

In the following we give the correspondence between the recursive call and
T(P∞). Each recursive call is a node, labeled with S[1] and a (descending)
branch, labeled with σj(l) in Figure 2(c). In Figure 2(c), the solid edges denote
the edges of the tree and the dashed edges denote the termination of the calls
or the backtracked edges. This shows that the algorithm does indeed construct
and traverse the tree T(P∞) and the correctness of the algorithm follows from
the lemma.

Lemma 1. The number of edges in T(P∞), constructed by MineMaxπPat(),
including the backtracked edges is no more than |Σ|

∑
p∈P∞ |p|.

Proof. The total number of prefixes of p, p ∈ P∞ is
∑

p∈P∞ |p| which is the
number of edges in the trie T(P∞). Also, the number of backtracked edges
(shown by dashed edges in the figures) for each node can be no more than |Σ|.
Hence the result. �
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Dic[σ1=b] −→ 1 → 2(3) → 3(3) → 4(3) �
Dic[σ2=e] −→ 1 → 2(2) → 4 �
Dic[σ3=d] −→ 1 → 2 → 3 �
Dic[σ4=a] −→ 1 → 2 → 4 �
Dic[σ5=f ] −→ 3 → 4 �
Dic[σ6=c] −→ 3 → 4 �

e

cf

{2,3,4}

b

e d
a

f
c

e(2)
d

a

a

c
fd

c
fa

{1,2,4}

{1,2,4}

{1,2,4}

c

{1,2,3}

e d
a

f

cf

b(3)

{1,2,4}

{0,1,2,3,4}

{1,2,3,4}

{1,2,4} {1,2,3}

(a) Dictionary (b) Ordered search tree with
quorum K = 3 (b < e < d < a < f < c)

Fig. 2. The algorithm described in Figure 1 for a sample data: s1 = b e da, s2 =
e d b a b e b, s3 = b b f c d b and s4 = c a f b e b b, with K = 3. The dictionary Dic which
is an array of ordered lists is shown in (2). (3) displays the implicit tree generated by
the recursive routine MineMaxπPat(). Each call is shown as a node, labeled with S [1]
and a (descending) branch, labeled with σj(�) (when � = 1, the annotation is omitted).
Also, if |S [1]| < (K = 3), it is not shown, to avoid clutter.

Time complexity. The generated location lists are stored on a data structure
(say balanced trees) that allows for efficient retrieval and insertion. A pattern
p is stored in this data structure, indexed by Lst(Lp) (see Definition 7). The
routines shown in bold in the figure, Update(T ,Sold[2],Snew[2]), Add(T ,Snew)
and Exist(T ,S[1]) are the update, insertion and retrieval routines respectively
on this data structure. Exist(T ,S[1]) returns the pattern denoted by Sold that
already exists in the data structure. Add(T ,Snew) stores Snew in the data struc-
ture. However, if Sold already exists, the associated pattern is updated. Since
K ′ ≤ m, each of the routine takes O(m log m) time.

At each recursive call (or edge of T(P∞)), the routine (except for Update(),
Add() and Exist() takes time O(m). This is possible since Snew[1] can be effi-
ciently computed as the merge of two ordered lists S[1] and Dic[j]. Thus, each call
takes O(m log m) time. The number of calls is |Σ|

∑
p∈P∞ |p| by Lemma 1. Hence

the algorithm takes O(NI(s, m) + |Σ|NO(P∞)m log m) time where NI(s, m) and
NO(P∞) are the sizes of the input and output respectively (see Equation (1) for
NI and NO).

3.2 (Stage 2) g-Gap Maximal πPattern Problem

At this stage, using the results of the last section, we extract the maximal per-
mutation patterns that occur with gap g(< ∞).

At the end of Stage 1, the maximal permutation patterns, p that occur with∞
gaps is stored in a balanced binary tree data structure T . A maximal permutation
pattern p′ (see Definition 6) that occurs with gap g is obtained from a maximal
pattern p with p′ ⊆ p where p occurs with ∞ gap as follows:
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Let the imprint of p in si be si[ji1∞ , ji2∞ ], i ∈ Lst(L∞
p ). Let p′ ⊆ p be a

maximal set (permutation pattern) such that imprint of p′ with gap g on si is
given as si[ji1g , ji2g ] where ji1∞ ≤ ji1g ≤ ji2g ≤ ji2∞ , for some i ∈ Lst(L∞

p ).
Following this notation, the collection of i’s for a p′ is defined as follows (i.e.,
the i’s where p′ occurs with gap g):

L′ = {(i ∈ Lst(L∞
p )) | ji1∞ ≤ ji1g ≤ ji2g ≤ ji2∞}

Then, the following holds.

Observation 1. If p′ ∈ P∞, then p′ ∈ Pg with L∞
p = Lg

p′ . If p′ �∈ P∞, then
there exists a unique p′′ ∈ P∞, which is the smallest (cardinality) set such that
p′ ⊆ p′′ ⊆ p. (See above for notation.)

Proof. Assume the contrary that there exists at least two maximal patterns
p1, p2 ∈ P∞ such that p′ ⊆ p1 and p′ ⊆ p2. If p1 and p2 are distinct and neither
is included in the other, then p1 ∩ p2 = p3 must be maximal. Also p′ ⊆ p3

contradicting the fact that p1 and p2 are the smallest cardinality sets. Thus
p1 = p2 = p′′.

Next we show that p′′ ⊂ p. Again, assume the contrary, i.e., p′′ �⊂ p (but
p′ ⊂ p and p′ ⊂ p′′), then p3 = (p ∩ p′′) must be maximal and p3 ∈ P∞. Then
p3 ⊆ p′′ and p′′ cannot be the smallest cardinality maximal set, leading to a
contradiction. Hence the result. �

Corollary 1. For a p ∈ P∞ and p′ ⊆ p such that p′ ∈ Pg, as above, if p′′ = p,
then Lst(Lg

p′) = L′.

This observation gives a very efficient (output-sensitive) algorithm to construct
Pg from P∞, along with the location lists. Next, Lg

p is computed from L′′ (recall
L′′ = Lst(Lg

p)).
If our interest was only in maximal permutation patterns, the process stops

here. However, to obtain all permutation patterns, we process each maximal
permutation pattern to obtain the non-maximal patterns in Stage 3.

3.3 (Stage 3) Restricted g-Gap πPattern Problem

Problem 3. (Restricted g-Gap πPattern Problem g-RGPP(r, l, L, K, P ))
The input is m sequences si each of length l, where Π ′(si) = Π ′(sj) for each
1 ≤ i, j ≤ L. The output is all permutation patterns that occur with gap g in at
least K sequences.

Since Π ′(si) = Π ′(sj), for all 1 ≤ i, j ≤ L, each sequence is a permutation
(albeit with multiplicity) of s1. For convenience, we can assign integers to the
characters. First we seek all those patterns that occur in s1. We convert the input
to integers as follows. So, let s1 be the reference sequence. Since there is possible
multiplicity in s1, the mapping is not necessarily one-to-one and if σ(l) ∈ Π ′(s1),
then σ is mapped to a set of l integers. In other words, F (σ) = {j | s1[j] = σ}.
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The size of a pattern p is defined to be sz(p) = Σσ(l)∈Π′(p)(l). Note that when
p has no multiplicities, sz(p) = |Π(p)|.

Observation 2. Any pattern p that occurs with gap g on the reference sequence
(say s1) is such that there exists an ordering f(σ1) < f(σ2) < . . . < f(σsz(p))
satisfying the condition (f(σi+1)−f(σi)) ≤ (g−1), for each 1 ≤ i < sz(p), where
σi ∈ Π(p) (σi not necessarily distinct from σj when i �= j), and f(σi) ∈ F (σi)
for 1 ≤ i ≤ sz(p).

Example 3. Let s1 = a b c d b and s2 = d b b a c. Using s1 as the reference se-
quence, the integer mappings are as follows: F (a) = {1}, F (b) = {2, 5}, F (c) =
{3}, F (d) = {4}. Note that p = {b(2), c(1)} is a pattern that occurs in both s1

and s2, and, the ordering

(f(b) = 2) < (f(c) = 3) < (f(b) = 5)

satisfies the condition of Observation 2 for gap g = 1.

The algorithm performs an ordered search by scanning each string si, i > 1, (s1

is the reference sequence) from left to right. We first fix a left pointer at jl and
move a right pointer jr from jl +1 to the end of the string. At each scan, we are
checking for a pattern that occurs on si with imprint si[jl . . . jr].

This ordered search is best explained through an example. Continuing Ex-
ample 3, s2 is written in terms of integers as: s′2 = {4} {2, 5} {2, 5} {1} {3}. Let
jl = 1 and jr = 2. The elements of s′2[jl . . . jr] (4, and, 2 or 5) are shown boxed
in the figure below. The two orderings (1) q1 = 2 < 4 and (2) q2 = 4 < 5, satisfy
the conditions of Observation 2. The p corresponding to an ordering q is defined
as p = {σ | k ∈ q and k ∈ F (σ)}. In the running example, p = {b, d} occurs in
s1 with imprints s1[2 . . . 4] and s1[4 . . . 5]. p occurs in s2 with imprint s2[jl . . . jr].
Thus Lg

p = {(1, 2, 4), (1, 4, 5), (2, 1, 2)}. At each scan, there are two mandatory
integers, corresponding to s′2[jl] and s′2[jr] (shown in bold in the figure below).

s′2 = 4 {2, 5} {2, 5} 1 3

jr ordering ordering p L1
p

2 2 4 5 2 < 4 {b, d} {(1, 2, 4),
4 < 5 (1, 4, 5), (2, 1, 2)}

3 2 4 5 2 < 4 < 5 {b(2), d} {(1, 2, 5), (2, 1, 3)}
4 1 2 4 5 1 < 2 < 4 {a, b, d} {(1, 1, 4), (2, 1, 4)}

1 < 2 < 4 < 5 {a, b(2), d} {(1, 1, 5), (2, 1, 4)}
5 1 2 3 4 5 1 < 2 < 3 < 4 {a, b, c, d} {(1, 1, 4),

1 < 3 < 4 < 5 (1, 1, 5), (2, 1, 5)}
2 < 3 < 4 < 5 {b(2), c, d} {(1, 2, 5), (2, 1, 5)}

1 < 2 < 3 < 4 < 5 {a, b(2), c, d} {(1, 1, 5), (2, 1, 5)}

Fig. 3. Consider Example 3. The patterns (and their location lists) generated as jl is
fixed at 1 and jr moves from 2 to 5 on s′2.
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Any valid subsequence that satisfies conditions of Observation 2 must contain
these mandatory elements and must occur on s2 with gap g at s2[jl . . . jr].

Each pattern that is extracted in the last step is stored in a balanced tree
data structure say T g. At the end of the process, the patterns on the node of
this tree are checked to see if they appear in at least K of the given sequences.

Time Complexity. Let S = jr − jl + 1. All the orderings can be searched us-
ing a traversal scheme (such as DFS). Note that there are at most g ways of
picking the next character (node) in the traversal. Thus the time taken at each
scan to compute all the orderings is O(g2S) including the back edges (exclud-
ing the enumeration of the pattern). For a reference sequence, si, the scan is
repeated for each jl, 1 ≤ jl < l and for each sequence sj , j �= i. At the end the
data structure T g needs to be scanned only once. Thus the total time taken is
O(g2l2L2).

3.4 Putting It All Together

If the task is to obtain all permutation patterns that occur with gap g in at least
K of the given m sequences, then there are two options. The first option is to
extract the patterns in the three stages: first obtain all the maximal (Definition 6)
patterns and then extract the non-maximal patterns from each maximal pattern.
Note that in this case the integer encoding of the reference sequence s′i, which is
a fragment of the original sequence si, will reflect the indices of si. For example,
let s1 = a g hba cda with the maximal pattern shown in bold. This produces
the fragment b a d a and the integer mappings are F (a) = {5, 8}, F (b) = {4},
F (d) = {7}.

The second option is to augment each sequence si to si such that Π ′(si) =
Π ′(sj) for each i, jand directly apply the algorithm of Stage 3 to obtain the
maximal patterns. However, the first option, in practice, is preferred since it helps
weed out a lot of candidate patterns. We use this approach for the experiments
in the next section.

4 Conclusion and Ongoing Work

We have formalized a generalized model that uses maximal gapped patterns on
a subset of the genomes. The subset of the genomes is dictated by the quorum
parameter K. The gaps also help handle noisy and incomplete data. We present
an output sensitive algorithm to compute all the permutation patterns. We are
currently testing this model on a series of synthetic data and on available public
data. The two sets of real data are chloroplast gene order of Campanulaceae data
(used in [6]), and, the human and rat data [1,4]. We are applying the results of
this model for functional classification of genes/proteins, as well as construction
of phylogeny of the genomes. Our preliminary results on the latter application
are very encouraging, both on synthetic and chloroplast data.
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Abstract. We introduce a novel generative probabilistic model for seg-
mentation problems in molecular sequence analysis. All segmentations
that satisfy given minimum segment length requirements are equally
likely in the model. We show how segmentation-related problems can
be solved with similar efficacy as in hidden Markov models. In partic-
ular, we show how the best segmentation, as well as posterior segment
class probabilities in individual sequence positions can be computed in
O(nC) time in case of C segment classes and a sequence of length n.

1 Introduction

Let x = x1x2 · · ·xn be a sequence of characters over a finite alphabet A. A
segmentation of x is described as a sequence z = z1z2 . . . zn that assigns a segment
class to each sequence position. The segmentation is thus a sequence over an
alphabet C, where C is the set of segment classes. A segment is a maximal
contiguous region of positions that belong to the same class. Many molecular
sequence analysis problems can be formulated as segmentation problems [1].
Obvious examples include the identification of isochores [2] in genomic DNA,
and identification of charge clusters and hydrophobic profiles for proteins. In
principle, all sequence annotation tasks (with non-overlapping segments) fit this
general segmentation framework. For example, even such a complex task as
eukaryotic gene prediction [3], entails the segmentation of a genomic sequence
into classes such as “intergenic” and “exonic.” In this work we are interested in
generative probabilistic models, when the sequence x is the observed value of
a random variable that depends solely on z, which is also a random instance.
Furthermore, we assume independence in the sense that each xi depends on zi

only. Such probabilistic models include hidden Markov models [4, 5], and other
notable examples [6,7]. Hidden Markov models (HMMs) have the computational
advantage that various segmentation-related problems, including that of finding
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the most likely segmentation, can be solved with linear-time algorithms in the
sequence length n.

This paper’s main goal is to introduce a new class of prior segmentation distri-
butions; namely, a uniform distribution over segmentations in which all segments
are longer than some specified threshold. Such a distribution captures usual ex-
pectations from segmentation results. We show that it is possible to compute
the most likely segmentation in linear time in n, while the minimum segment
length does not affect the running time. We show the same asymptotic running
times for computing the posterior probabilities for segment class memberships
and segment boundaries. In other words, we describe the analogues of the Viterbi
and forward-backward algorithms.

An important motivation for our segmentation model comes from the iso-
chore theory [8]. It postulates that the genome of warm-blooded vertebrates is
composed of isochores in a mosaic structure. An isochore is a long contiguous
segment of genomic DNA with a “fairly homogeneous” guanine+cytosine (GC)
content [9]. The old debate about the theory’s utility reemerged at the comple-
tion of the human genome draft sequence and persists to this day [9,10,11,12,13].
Eyre-Walker and Hurst [14] review biologically relevant issues in conjunction
with isochores. We do not want to settle the question of biological relevance,
but rather treat isochores as a technically useful concept describing the “fairly
homogeneous” GC content of a region within an environment of at least 50–300
thousand base pairs. Usual isochore computations involve sliding windows of
fixed length [10,11,13,14]. Window-less methods usually correspond to the min-
imization of some segment homogeneity measure [2, 15]. To our knowledge, no
generative model exists until now that explicitly captures the notions of min-
imum length and homogeneity at the same time. Here we put forward such a
minimalist model, along with relevant computations.

1.1 Model and Model Selection

First we describe a generative framework for defining segmentation problems. A
sequence of random variables X = (Xi : i = 1, . . . , n) is dependent on a sequence
of (unknown) segment class memberships Z = (Zi : i = 1, . . . , n). Here Xi ∈ A

are letters from a finite alphabet and Zi ∈ C are segment classes. The possible
segment classes C are known. From an observed sequence x = x1 · · ·xn, we want
to deduce a segmentation z = z1 · · · zn. The human genome is often analyzed
in terms of isochores named L1, L2, H1, H2, H3 with typical GC level cutoffs
of 0.37, 0.41, 0.46, 0.53. In our probabilistic framework, a human chromosome
sequence forms x, and C comprises isochore classes.

More or less general versions of this framework were considered in the statis-
tical literature [6, 16]. They usually involve Ω(n2)-time computations for deter-
mining optimal segmentations [16,17]. Optimality is measured by some fitness or
homogeneity measure. We focus on cases when the optimal segmentation can be
found efficiently by some reasonable principle. First of all, we assume indepen-
dence: the distribution of each Xi is completely determined by the probabilities

pz(x) = P

{
Xi = x

∣∣∣ Zi = z
}
.
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A direct likelihood maximization approach cannot be used to choose a hypoth-
esis z, since the likelihood is maximized when each zi = maxz pz(xi), which is
rarely a consistent estimation. (For example, in GC content analysis, the best
segmentation is a binary sequence of two classes for 100% and 0% GC.) We
discuss two main principles that lead to better estimates without overfitting.
The first principle is a Bayesian one: by imposing a prior distribution on Z,
one can select z that maximizes the posterior probability P

{
Z = z

∣∣∣ X = x
}

.
This principle is employed in hidden Markov models. If Z is a Markov chain
with a finite state set C, then the best segmentation can be found in O(n|C|)
time using the Viterbi algorithm [4, 5]. An alternative principle is to incorpo-
rate a notion of complexity in the optimization. For instance, the likelihood
can be combined with description length [18], which penalizes complicated seg-
mentations. When C is finite, and the segmentation’s complexity is measured
by the number of its segments, the best segmentation can be found efficiently
in O(n|C|) time [7]. When C is the set of all possible distributions over A,
then the best segmentation minimizes the entropy with an adequate complexity
penalization [2, 15].

The Bayesian approach of imposing a prior distribution on Z has the method-
ological advantage that it enables one to define probabilities of the type P

{
χ(Z)

∣∣∣
X = x

}
, where χ(·) is some “interesting” property. Interesting properties include

segment boundaries (χ(z) = {zi−1 = z′; zi = z}) and the class of a position
(χ(z) = {zi = z}). Concerning the notation χ(·), we use events and their indica-
tors interchangeably, and, thus, {zi = z} denotes both the event that position i
belongs to class z and the indicator variable which takes the value of 1 or 0,
when the event occurs or not, respectively.

2 Isochore Distribution

In what follows, we focus on the case when Z is uniformly distributed over all
segmentations satisfying certain minimum segment length requirements. We call
such a distribution an isochore distribution. When the segmentation prior is
uniform over a set Z, the posterior probabilities can be computed as

P

{
χ(Z)

∣∣∣ X = x
}
∝

∑
z∈Z∩χ(z)

P

{
X = x

∣∣∣ Z = z
}
, (1)

since P{X = x} does not depend on z and P{Z = z} is the same for every choice
of z ∈ Z. In our case, the main difficulty is the efficient enumeration of segmen-
tations that satisfy the minimum length requirements when the segmentation
value is fixed in a position.

We are interested in segmentations where segments of class z ∈ {1, . . . , C} are
of minimum length mz > 0. The notion of minimum segment length is captured
through the following notation. We define left(z, i) as the number of positions to
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the left of i that belong to the same segment class, and right(z, i) as the number
of positions to the right that belong to the same segment class. Formally,

left(z, i) =
(
min
d>0
{d : zi−d �= zi}

)
− 1; right(z, i) =

(
min
d>0
{d : zi+d �= zi}

)
− 1.

We extend the notation so that zi = 0 whenever i ≤ 0 or i > n: if zj = z for all
j ≤ i then left(z, j) = j − 1 for all j ≤ i, and an analogous statement holds for
right() in the rightmost segment. Clearly, the length of the segment that includes
position i is the value length(z, i) = left(z, i) + right(z, i) + 1.

Definition 1. Let m1, . . . , mC > 0 be the minimum segment lengths for the
segment classes. A segmentation z is valid if and only if length(z, i) ≥ mzi for
all i = 1, . . . , n. A random variable Z has an isochore distribution if it is drawn
uniformly from the set of valid segmentations.

2.1 Number of Valid Segmentations

It is useful to compute the number of valid segmentations, since it defines our
prior. Let Nz(n) be the number of valid segmentations for a sequence of length n
which end with a segment of class z, and let N(n) =

∑
z Nz(n) be the total

number of valid segmentations. These values can be computed exactly:

Nz(n) =

⎧⎪⎨⎪⎩
0 if n < mz;
1 if n = mz;
Nz(n− 1) +

∑
z′ �=z Nz′(n−mz) if n > mz.

For the particular case of ∀z : mz = m, i.e., identical segment length thresholds,
we have the recursion N(n) = N(n − 1) + (C − 1)N(n −m) for n > m, with
the initial values N(n) = 0 for n < m and N(m) = C. Clearly, N(n) grows
exponentially with n. In general, N(n) = Θ(βn/m) where β is the root of the
characteristic equation β − β1−1/m − (C − 1) = 0. The value N(n) provides the
normalizing value in Eq. (1) and can be used for normalization in upcoming
formulas.

2.2 Computing the Best Segmentation

Finding the best segmentation under the isochore distribution prior is not dif-
ficult. The dynamic programming method outlined in [7] for C = 2 can be
generalized to an arbitrary number C of classes. Define

ξz(i) = pz(xi) and Ξz(i, i′) =
i′∏

j=i

ξz(j).

In other words, Ξz(i′, i) is the likelihood for a segment i..i′ in class z. We derive
a dynamic programming algorithm for the variables Vz(i) for all z ∈ {1, . . . , C}
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and i = 1, . . . , n. The variable Vz(i) gives the likelihood for the best segmentation
that is valid within the prefix x1..i and ends with class zi = z.

Vz(i)

=

⎧⎪⎪⎨⎪⎪⎩
0 i < mz ;
Ξz(1, mz) i = mz ;

max
{
ξz(i)Vz(i− 1), Ξz(i−mz + 1, i)maxz′ Vz′(i−mz)

}
i > mz .

(2)

After carrying out the computations for all z and i, the best segmentation ends
with arg maxz Vz(n) and previous classes can be found by tracing back the max-
ima in (2). An advantageous technique is to keep track of letter counts

ca(i) =
i∑

j=1

{xj = a}

for all a ∈ A and i and then compute Ξz(i, j) =
∏

a∈Σ

(
pz(a)

)ca(j)−ca(i−1) (with
ca(0) = 0). In order to reduce costly floating-point calculations,

(
pz(a)

)c should
be computed beforehand for all z ∈ {1, . . . , C}, a ∈ A and c ∈ {0, 1, . . . , m}.
One can also work with log Vz(i) instead to avoid underflow, and to expedite the
computations by performing additions instead of multiplications.

Theorem 1. A segmentation z that maximizes P

{
Z = z

∣∣∣ X = x
}

can be found
in O(nC) time when Z has an isochore distribution with C segment classes.

Proof. The recurrences of (2) can be computed in O(1) time for every z and i,
by keeping track of the letter counts ca(j) and the maxima maxz′ Vz′(j) in every
position j. 
�

2.3 Computing Posteriors

For computing posterior probabilities, we need to be able to sample valid seg-
mentations that are constrained at a position. In order to simplify the formulas,
we assume from now on that the minimum segment lengths are identical, i.e.,
for all z, mz = m, and that the minimum length m is an even number.

In order to derive recurrence relations, consider the following sets of (not
necessarily valid) segmentations for z ∈ {1, . . . , C}, i ∈ {1, . . . , n} and d ∈
{0, . . . , n}:

L(d)
z (i) =

{
z : zi = z; left(z, i) ≥ d; ∀j < i− length(z, i) : length(z, j) ≥ m

}
R(d)

z (i) =
{
z : zi = z; right(z, i) ≥ d; ∀j > i + length(z, i) : length(z, j) ≥ m

}
.

In other words, L
(d)
z (i) is the set of segmentations that are restricted only for the

prefix z1, . . . , zi so that (a) positions i− d, . . . , i are in class z, and (b) segments
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before the segment of i satisfy the minimum length requirements. The sets R
(d)
z (i)

are defined analogously for suffixes of z. Now, L
(m−1)
z′ (i − 1) ∩ R

(m−1)
z (i) is the

set of valid segmentations that have a z′ → z segment boundary at i. Hence, the
posterior probability of a boundary at position i > 1 can be written as

qz′→z(i) = P

{
Zi−1 = z′; Zi = z

∣∣∣ X = x
}

∝ P

{
X = x

∣∣∣ Z ∈ L
(m−1)
z′ (i− 1) ∩ R(m−1)

z (i)
}

when z′ �= z. It will be useful to define the posterior probabilities for position
1 < i < n being the left or right end of a segment in class z:

q→z(i) =
∑
z′ �=z

qz′→z(i); 1 < i ≤ n; (3a)

qz→(i) =
∑
z′ �=z

qz→z′ (i + 1); 1 ≤ i < n. (3b)

The posterior probability that position i belongs to class z is denoted by

qz(i) = P

{
Zi = z

∣∣∣ X = x
}

.

For the sake of completeness, we extend the notation of Eqs. (3) to the sequence
extremities: q→z(1) = qz(1) and qz→(n) = qz(n).

Theorem 2. Let μz(i) = P

{
Z ∈ L

(m/2)
z (i) ∩ R

(m/2)
z (i)

∣∣∣ X = x
}
. For all

i ∈ {1, . . . , n} and z ∈ {1, . . . , C}, the probability that position 1 < i < n belongs
to segment class z can be written as

qz(i) = μz(i) +
max{i−1, m

2 −1}∑
δ=0

q→z(i− δ) +
max{n−i, m

2 −1}∑
δ=0

qz→(i + δ).

Proof. If zi = z and z is a valid segmentation, then exactly one of the following
is true

1. left(z, i) ≥ m/2 and right(z, i) ≥ m/2 simultaneously;

2. position i’s segment starts at position i− δ for some 0 ≤ δ < m/2.

3. position i’s segment ends at position i + δ for some 0 ≤ δ < m/2.

The probability for Case 1 is μz(i). The probability of Case 2 is
∑

δ q→z(i− δ);
the probability of Case 3 is

∑
δ qz→(i + δ). 
�
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3 Algorithm for Posterior Probabilities

Define the following likelihoods

Lz(i) =
∑

z∈L
(m−1)
z (i)

P

{
X1..i−1 = x1..i−1

∣∣∣ Z = z
}

; (4a)

λz(i) =
∑

z∈L
(m/2)
z (i)

P

{
X1..i−1 = x1..i−1

∣∣∣ Z = z
}

; (4b)

Rz(i) =
∑

z∈R
(m−1)
z (i)

P

{
Xi+1..n = xi+1..n

∣∣∣ Z = z
}

; (4c)

�z(i) =
∑

z∈R
(m/2)
z (i)

P

{
Xi+1..n = xi+1..n

∣∣∣ Z = z
}
; (4d)

bz′→z(i) =
∑

z∈L
(m−1)
z′ (i−1)∩R

(m−1)
z (i)

P

{
X = x

∣∣∣ Z = z
}

, i > 1. (4e)

Clearly, bz′→z(i) = Lz′(i− 1)ξz′(i− 1)ξz(i)Rz(i). whenever 1 < i ≤ n. Let

b→z(i) =
∑
z′ �=z

bz′→z(i) = ξz(i)Rz(i)
∑
z′ �=z

ξz′(i− 1)Lz′(i− 1), i > 1;

bz→(i) =
∑
z′ �=z

bz→z′(i + 1) = ξz(i)Lz(i)
∑
z′ �=z

ξz′(i + 1)Rz′(i + 1), i < n.

For the sequence extremities,

qz(1) ∝ b→z(1) = ξz(1)Rz(1); (5a)
qz(n) ∝ bz→(n) = ξz(n)Lz(n). (5b)

By Theorem 2, the posterior probabilities for segment class memberships can be
computed for all 1 < i < n as

qz(i) ∝ λz(i)ξz(i)�z(i) + hz(i), (6)

where

hz(i) =
min{i−1, m

2 −1}∑
δ=0

b→z(i− δ) +
min{n−i, m

2 −1}∑
δ=0

bz→(i + δ).

The right-hand sides of Eqs. (5) and (6) are normalized by dividing them
with Q =

∑
z ξz(1)Rz(1) =

∑
z ξz(n)Lz(n). In fact, posterior probabilities for

segment boundaries are computed by the same normalization:

q→z(i) = Q−1b→z(i) and qz→(i) = Q−1bz→(i).

Additionally, since P{Z = z} = 1/N(n) for all z, Bayes’ theorem gives P{X =
x} = Q

N(n) .
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The variables of Eqs. (4) are computed by the following recurrences.

λz(i) = ξz(i− 1)λz(i− 1) + Ξz(i−
m

2
, i− 1)

×
∑
z′ �=z

ξz′(i− m

2
− 1)Lz′(i− m

2
− 1);

i >
m

2
+ 1 (7a)

Lz(i) = ξz(i− 1)Lz(i− 1)

+ Ξz(i−m + 1, i− 1)
∑
z′ �=z

ξz′(i−m)Lz′(i−m);

i > m (7b)

Analogous formulas are used to compute �z(i) and Rz(i). If m
2 < i ≤ n− m

2 + 1,
then

hz(i) = hz(i− 1) + b→z(i)− b→z(i−
m

2
) + bz→(i +

m

2
− 1)− bz→(i− 1). (8)

Obviously, hz(1) = b→z(1). For 1 < i ≤ m
2 the recurrence of Eq. (8) does not

include the subtraction of b→z(i− m
2 ) and for i > n− m

2 +1 the recurrence does
not include the term bz→(i + m

2 − 1). The variables of Eqs. (7) are initialized in
an obvious manner.

A useful algorithmic technique for computing expressions of the type A(z) =∑
z′ �=z B(z′) for all z in O(C) total time is the following. First compute Blo(z) =∑
z′<z B(z′) for all z. Then compute Bhi(z) =

∑
z′>z B(z′) for all z. Clearly, this

can be done in O(C) time. Now, A(z) = Blo(z)+Bhi(z) can be set in O(1) time
for each z. Using this technique, all variables can be computed for every i in
O(nC) time. Notice that the Ξz can be computed in O(1) time for all z, by
keeping track of character counts in prefixes and suffixes as described in §2.2.

Remark. It may seem that when the minimum lengths differ,
∑

z′ �=z ξz′(i −
mz)Lz′(i−mz) in (7b), for example, needs to be computed for each z separately,
resulting in a Θ(C2) factor in the running time. The technique, however, can be
readily adapted to this case. The appropriate Blo and Bhi values need to be kept
for recent values of j = i−mz, which again leads to a linear running time in C.

Theorem 3. All posterior probabilities for segment class memberships and seg-
ment boundaries can be computed in O(nC) time when Z has an isochore distri-
bution with C segment classes.

The posterior probabilities can be used in an Expectation Maximization
framework, as in Baum-Welch training for HMMs [4, 5]. Simply, the pz(x) are
estimated as

p̂z(x) =
∑n

i=1 qz(i){xi = x}∑n
i=1 qz(i)

.

3.1 Memory Management

Since the recurrences for � and R can be computed from right to left while those
for λ, L and h are computed in a left to right direction, a direct implementation
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would need to first compute and store the � and R values and then proceed
from left to right to carry out the posterior computations. The left-to-right
computation proceeds in a “lookahead” fashion: for every i, λz(i), Lz(i+ m

2 −1),
hz(i) and qz(i) are computed, in this order. Consequently, an array of size m
can store the necessary values Lz(j) for i − m

2 ≤ j < i + m
2 to carry out one

step of the left-to-right computations. For λz and hz, only the previous values
are needed. It is, however, a good idea to keep track of recent values of bz→ and
b→z so that they are not computed twice.

A direct implementation, in which all �z(i) and Rz(i) are computed before pro-
ceeding to the left-to-right computations, may be impractical for large sequences
because of large memory requirements. For longer sequences, it is possible to
do the computations using a “slicing” or “checkpointing” technique, similar to
those employed in pairwise sequence alignment and HMM training [19]. We do
not discuss the details here due to space limitations. The technique allows for
computing the probabilities on all-purpose desktop computers: our implementa-
tion was used to carry out the segmentations with five classes and m = 50000 for
human chromosome 1 (246 Mbp), with a memory footprint below 2 Gigabytes.
A recursive checkpointing technique leads to the following theorem.

Theorem 4. For C segment classes with minimum length m and a sequence
of length n, the posterior probabilities can be computed in O(LnC) time using
O
(
Cm1−1/Ln1/LL

)
workspace, where L is an arbitrary positive integer. In par-

ticular, by choosing L = Θ
(
log n

m

)
, the probabilities are computed in O(Cn log n

m )
time using O

(
Cm log n

m

)
workspace.

4 Experiments

We implemented the described procedure for posterior calculations in a Java
package. Figure 1 compares in a simulated experiment the quality of HMM-based

position

0.1

1.0

m=50

HMM

m=100

Fig. 1. Posterior segment class membership by HMM and isochore distributions. A
random DNA sequence of 1000 characters was generated with alternating 30% and 70%
GC level in 100bp segments. The plot compares the posterior segment class membership
for the 30% GC class as computed by an HMM (two states, state switching transition
probabilities are 0.01), and those computed using isochore distributions with minimum
length 50 and 100. The former already gives smoother results (see especially the seventh
segment), while the latter finds the true segmentation perfectly.
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Fig. 2. Segment composition and length in the segmentation of chr19. Segment class
levels are as follows: 35%, 39%, 43%, 47%, and 53% GC in L1–H3, respectively.

predictions and our method. The figure illustrates that HMM predictions are
more easily affected by random fluctuations in the sequence composition.

For illustrative purposes, we carried out a segmentation of human chromo-
some 19 [20]. The results of the segmentation can be viewed as a custom
annotation track in the UCSC genome browser [21]; the track can be down-
loaded from http://www.iro.umontreal.ca/∼{}csuros/segmentation/hg17/
chr19-segments.bed.

There are two principal questions that need to be addressed in this context:
whether most of the genome can be classified into isochores, and whether there
is a non-arbitrary threshold on homogeneous region lengths. Using five isochore
classes, we segmented the sequence into segments within which the class member-
ship can be established with at least 90% probability, using a minimum length
of 50000 base pairs. About 85% of the sequence can be classified into one of
the isochore classes with more than 90% fidelity. Almost all of the missing 15%
fall into the unsequenced centromeric region, and the few percents that remain
are mostly in short segment boundaries. This fact does not necessarily reflect
the validity of classification, as long segments have a very small chance to fall
right between two classes in GC composition. Figure 2 plots the statistics on the
segments. This chromosome is unusually GC-rich [20], 1.4%, 9.4%, 15.9%, 22.8%
and 35.5% of the positions are classified into the classes L1, L2, H1, H2 and H3,
respectively. It is interesting to notice that a large number of the segments have
a length very close to the lower bound, which hints at heterogeneity below the
minimum length cutoff. Classically, isochores are said to be hundreds of thousand
base pairs in length: our segmentation does not reveal such a phenomenon.

5 Conclusion

We presented a novel probabilistic model for segmentations and showed how
usual techniques associated with hidden Markov models have their equivalents,
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including a Viterbi-style algorithm for finding the best segmentation, a forward-
backward algorithm for computing posteriors, and expectation maximization
for setting class parameters. The model features an explicit minimum segment
length parameter, which is not easily captured by an HMM. Our “minimalist”
model assumes a uniform distribution among segmentations that obey the seg-
ment length constraints. Some additional parameters can be easily incorporated
into the model. For instance, one can add conditional probabilities for changing
segment classes, or have a segment length distribution that is a shifted geometric
one. Using the example of Eq. (7b), write

Lz(i) = τ0ξz(i− 1)Lz(i− 1) + Ξz(i−m + 1, i− 1)
∑
z′ �=z

τz′ξz′(i−m)Lz′(i−m).

The parameter τ0 implies that segment length has a thresholded geometric dis-
tribution and the parameters τz′ model different probabilities for the preced-
ing segment class. In fact, such a parametrization is the equivalent of posterior
computations for HMMs when the state sequence has to obey some duration
thresholds. Hidden Markov models are sometimes used along with some ad hoc
thresholding on segment lengths (e.g., [22]). Our results show that such an ap-
proach can be implemented in a theoretically sound manner. There are some
standard techniques [5], involving extra states or transitions, which can model
minimum segment lengths at the price of increased time complexity. In contrast,
our algorithms’ running time is linear in the number of segment classes (using
the equivalent of two states per class), and the time complexity is not affected
by the minimum segment length.

Without doubt, many genome features (such as gene density, retrotranspo-
sition and replication timing) are linked to regional GC composition, but there
is still need for an adequate “isochore theory” that explains genome organi-
zation in terms of isochores. A main difficulty in assessing the role of iso-
chores in mammalian genome analysis has been the lack of a widely accepted
generative (as opposed to descriptive) model. In our opinion, such a falsifi-
able model is necessary for a useful scientific discussion, and would open up
the path to meaningful hypothesis testing procedures. Refutation attemps [10,
11, 14] have been rebuked on the basis that the employed statistical models
do not adequately capture the true nature of isochores [9, 12]. On the other
hand, proponents of the theory largely relied on ad hoc segmentation proce-
dures [2, 13], which result in useful genome annotations, but make it difficult
to assess statistical validity. We intend to continue our work toward an ade-
quate isochore model, by incorporating positional dependence and other essential
features.

We hope that our model and the associated computational results will be
useful on their own for “simple” sequence analysis tasks, such as the identi-
fication of isochores or CpG islands, or as part of more sophisticated prob-
abilistic models for complicated analysis problems, such as ab initio gene
prediction.
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