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Preface

Welcome to the proceedings of the Third International Conference on Auto-
nomic and Trusted Computing (ATC 2006) which was held in Wuhan and Three
Gorges, China, September 3-6, 2006.

Computing systems including hardware, software, communication and net-
works are growing with ever increasing scale and heterogeneity, and becoming
overly complex. The complexity is getting more critical along with ubiquitous
permeation of embedded devices and other pervasive systems. To cope with
the growing and ubiquitous complexity, autonomic computing focuses on self-
manageable computing and communication systems that perform self-awareness,
self-configuration, self-optimization, self-healing, self-protection and other self-
ware operations to the maximum extent possible without human intervention or
guidance.

Any autonomic system must be trustworthy to avoid the risk of losing control
and to retain confidence that the system will not fail. Trust and/or distrust re-
lationships in the Internet and pervasive infrastructure-based global computing
exist universally in the course of dynamic interaction and cooperation of various
users, systems and services. Trusted computing targets computing and commu-
nication systems as well as services that are available, predictable, traceable,
controllable, assessable, sustainable, dependable, persist-able, security/privacy
protect-able, etc. A series of grand challenges exist to achieve practical self-
manageable autonomic systems with truly trustworthy services.

The ATC 2006 conference provided a forum for engineers and scientists in
academia, industry, and government to address the most innovative research and
development including technical challenges and social, legal, political, and eco-
nomic issues, and to present and discuss their ideas, results, work in progress and
experience on all aspects of autonomic and trusted computing and communica-
tions. ATC 2006 as a conference came from the First International Workshop
on Trusted and Autonomic Ubiquitous and Embedded Systems (TAUES 2005)
held in Japan, December, 2005, and the International Workshop on Trusted and
Autonomic Computing Systems (TACS 2006) held in Austria, April, 2006.

There was a very large number of paper submissions (208), representing 18
countries and regions, not only from Asia and the Pacific, but also from Eu-
rope, and North and South America. All submissions were reviewed by at least
three Program or Technical Committee members or external reviewers. It was
extremely difficult to select the presentations for the conference because there
were so many excellent and interesting submissions. In order to allocate as many
papers as possible and keep the high quality of the conference, we finally decided
to accept 57 papers for presentations, reflecting a 27% acceptance rate. We be-
lieve that all of these papers and topics not only provided novel ideas, new
results, work in progress and state-of-the-art techniques in this field, but also
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stimulated the future research activities in the area of autonomic and trusted
computing and communications.

The exciting program for this conference was the result of the hard and
excellent work of many others, such as Program Vice-Chairs, external reviewers,
Program and Technical Committee members, and Publication Chairs under a
very tight schedule. We are also grateful to the members of the Local Organizing
Committee for supporting us in handling so many organizational tasks, and to
the keynote speakers for accepting to come to the conference with enthusiasm.
Last but not least, we hope you enjoy the conference program, and the beautiful
attractions of Three Gorges, China.

Laurence T. Yang, Hai Jin, Jianhua Ma
Theo Ungerer, David Ogle

Manish Parashar, Kouichi Sakurai
ATC 2006 Steering, General and Program Chairs
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Matthias Güdemann, Frank Ortmeier, Wolfgang Reif

A Novel Autonomic Rapid Application Composition Scheme for
Ubiquitous Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Junaid Ahsenali Chaudhry, Seungkyu Park

Autonomic Interference Avoidance with Extended Shortest Path
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Yong Cui, Hao Che, Constantino Lagoa, Zhimei Zheng

Multi-level Model-Based Self-diagnosis of Distributed Object-Oriented
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

A. Reza Haydarlou, Benno J. Overeinder, Michel A. Oey,
Frances M.T. Brazier

From Components to Autonomic Elements Using Negotiable
Contracts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
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Emergence in Organic Computing Systems:
Discussion of a Controversial Concept

Christian Müller-Schloer1 and Bernhard Sick2

1 Institute for Systems Engineering – System and Computer Architecture
University of Hannover, Appelstrasse 4, 30167 Hannover, Germany
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Abstract. Philosophy of mind has investigated the emergent behavior of com-
plex systems for more than a century. However, terms such as “weak” or “strong”
emergence are hardly applicable to intelligent technical systems. Organic Com-
puting has the goal to utilize concepts such as emergence and self-organization
to build complex technical systems. At first glance this seems to be a contradic-
tion, but: These systems must be reliable and trustworthy! In order to measure, to
control, and even to design emergence, a new notion or definition of emergence
is needed. This article first describes the definition of emergence as used in phi-
losophy of mind because this definition is often misunderstood or misinterpreted.
Then, some very recent approaches for definitions of emergence in more or less
technical contexts are discussed from the viewpoint of Organic Computing. The
article concludes with some new thoughts that may help to come to a unifying
notion of emergence in intelligent technical systems.

1 Introduction

Organic Computing (OC) has emerged recently as a challenging vision for future in-
formation processing systems, based on the insight that we will soon be surrounded by
systems with massive numbers of processing elements, sensors, and actuators, many
of which will be autonomous. Due to the complexity of these systems it will be in-
feasible to monitor and control them entirely from external observations; instead they
must monitor, control, and adapt themselves. To do so, these systems must be aware of
themselves and their environment, communicate, and organize themselves in order to
perform the actions and services required. The presence of networks of intelligent sys-
tems in our environment opens up fascinating application areas but, at the same time,
bears the problem of their controllability. Hence, we have to construct these systems –
which we increasingly depend on – as robust, safe, flexible, and trustworthy as possi-
ble. In particular, a strong orientation towards human needs as opposed to a pure imple-
mentation of the technologically possible seems absolutely central. In order to achieve
these goals, our intelligent technical systems must act more independently, flexibly, and
autonomously. That is, they must exhibit life-like (organic) properties. Hence, an Or-
ganic Computing System is a technical system, which adapts dynamically to the current

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 1–16, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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conditions of its environment. It will be self-organizing, self-configuring, self-healing,
self-protecting, self-explaining, and context-aware. OC goes beyond Autonomic Com-
puting by studying the mechanisms of self-organized emergence in technical systems
and finding methods to control and direct it.

The vision of OC and its fundamental concepts arose independently in different re-
search areas such as Neuroscience, Molecular Biology, and Computer Engineering.
Self-organizing systems have been studied for quite some time by mathematicians,
sociologists, physicists, economists, and computer scientists, but so far almost exclu-
sively based on strongly simplified artificial models. Central aspects of OC systems are
inspired by an analysis of information processing in biological systems. Within short
time, OC became a major research activity in Germany and worldwide [1]1.

A key issue of OC is the technical utilization of emergence and self-organization as
observed in natural systems. Emergent and self-organizing behavior has been observed
in nature, demonstrated in a variety of computer-simulated systems in artificial life
research, and also utilized in highly complex technical systems (such as the Internet)
where it sometimes has led to unexpected global functionality.

In philosophy of mind, the emergent behavior of more or less complex systems has
been investigated for more than a hundred years. Today, it turns out that phenomena
that are interesting in OC or related fields such as autonomic or proactive computing
and phenomena that are interesting in philosophy of mind require very different terms
and definitions. For example, a question studied in philosophy of mind is: Why and how
does experience arise? In organic computing we are interested in self-organization, for
instance: How can new and unexpected behavior of a team of robots be characterized,
measured, and / or controlled?

Certainly, if we want to control emergence, we have to answer some other questions
first (cf. [2]), for example:

1. What are the underlying principles of emergence?
2. How can we define emergence within the contect of OC?
3. How can we model emergence?
4. What are pre-conditions for emergence to occur?
5. How can we measure emergence?
6. What are the limits of emergence?

In this article, we begin to answer these questions; the focus will be on various def-
initions of emergence. Initially, we will take a look at various historical, philosophical
definitions or notions of emergence and discuss whether they could be useful for us
(Section 2). Then, some very recent definitions of emergence that could be appropriate
for OC are analysed in Section 3. We have selected publications (authored by STEPHAN,
DE WOLF and HOLVOET, FROMM, ABBOTT, and MNIF and MÜLLER-SCHLOER, the
first author of this article) that have a close relationship to intelligent technical systems.
They all appeared in 2005 or 2006. We assess all these suggestions and alternatives
from the viewpoint of OC and set out some new thoughts that may help to come to a
unifying notion of emergence in the field of Organic Computing (Section 4).

1 The URLs of the OC Websites are http://www.organic-computing.de/SPP and
http://www.organic-computing.org.
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2 Emergentism in Philosophy of Mind

Philosophy of mind provides terms such as “weak emergentism” and “strong emer-
gentism” that well be analysed from the viewpoint of OC in this section (see [3] for a
comprehensive and detailed review of emergentism).

2.1 Weak Emergentism

Weak emergentism is based on the following three theses: the thesis of physical monism,
the thesis of systemic (collective) properties, and the thesis of synchronous determin-
ism. Weak emergentism is termed to be the basis for higher grades of emergentism –
those could be defined by adding new requirements (theses).

The thesis of physical monism restricts the type of components of complex systems
with emergent properties. Basically, it says: “All systems – including those systems that
have emergent properties – consist of physical entities.” In particular, it means that there
are no supernatural influences. This thesis has certainly some historical importance (cf.
the debate vitalism vs. mechanism).

The thesis of systemic (collective) properties characterizes the type of properties that
are candidates for being termed emergent properties. Essentially, it says: “Emergent
properties are collective (systemic), i.e., the system as a whole has this property but
single components do not have properties of this type.” Often, this sentence is cited
this way: “The whole is more than the sum of its parts.” But the meaning of these two
sentences is significantly different; the former has much stronger requirements.

The thesis of synchronous determinism specifies the relation between the “micro-
structure” of a system and its emergent properties. It says: “The emergent properties of
a system depend on its structure and the properties of its components in a nomological
way”. In particular, it says that there is no difference in systemic properties without
changes in the structure of the system or changes of the properties of the components.

Examples for systems that have emergent properties in (at least) a weak sense are:

– Artificial Neural Networks: Combinations of simple nodes and connections can be
used for pattern matching problems;

– Mineralogy: Carbon atoms build up materials of different hardness – a property that
cannot be assigned to a single atom – depending on the type of the crystal lattice
(e.g. graphite vs. diamond);

– Electronics: Components such as a resistor, an inductor, and a capacitor build a
resonant circuit (cf. Figure 1);

– Artificial Life: Swarms of artificial animals, e.g. birds (boids) that are able to avoid
obstacles;

– Robotics: Robots play soccer or build heaps of collected items (cf. Figure 2).

We observe that in many of these examples, terms at the component level are not suf-
ficient to describe properties that arise at the system level, for example: Rules, patterns,
classes are terms that are not used at the level of synapses or neurons (artificial or not).
Resonant frequency and damping factor are not used at the level of single electrical
components. Hardness and temperature are properties which single atoms in isolation
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RLC

u(t)

Fig. 1. Resonant circuit as an example for weak emergence: The electrical circuit consists of a
resistor (R), an inductor (L), and a capacitor (C). Resonant frequency and damping factor are
properties of the overall circuit, they cannot be attributed to any of its components.

(a) Initial configuration (five robots and items) (b) Clusters of items after 30 minutes

Fig. 2. A team of robots building heaps of items as an example for weak emergence: The robots
can have two states – obstacle avoidance or item carrying – depending on values of proximity
sensors (images are taken from [4])

do not have. Are there cases where the same terms can be used at the two levels? For
example: The weight of a car is the sum of the weights of its components. In this case,
however, the thesis of systemic (collective) properties claims that single components do
not have properties of the same type as the overall system.

Comment

From the viewpoint of OC, the thesis of physical monism is somehow self-evident –
we are always considering artificial systems explainable on the basis of physical laws.
The thesis of systemic (collective) properties seems to be a very important, necessary
requirement. It is obvious that many intelligent technical systems have such systemic
properties. The thesis of synchonous determinism certainly describes a necessary pre-
condition. Otherwise, we would admit supernatural influences. Altogether, we can state
that from our viewpoint the thesis of systemic properties is definitely most important.
We also should state explicitely that the sentence “The whole is more than the sum
of its parts.” does not define weak emergence – there must be some new property at
the system level. From the viewpoint of OC weak emergence is certainly a necessary
pre-condition, but not sufficient. There are many intelligent technical systems that are
emergent in this weak sense but their emergent properties are not really interesting.
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2.2 Strong Emergentism

In philosophy of mind, a notion of emergence that adds very stringent requirements to
weak emercenge is called strong emergence. Strong emergentism (synchronous emer-
gentism) is based on the so-called thesis of irreducibility and it can be regarded as the
“highest” grade of emergentism.

The thesis of irreducibility addresses the question why a system has a certain prop-
erty. A reductive explanation aims at explaining properties of a system by using de-
scriptions of components of a system, their properties, their arrangement, etc. Here are
two examples where we do not have an emergent behavior in a strong sense because we
can explain the behavior: The weight of a car is the sum of the weights of its component
parts (trivial; this is not emergent even in a weak sense). The car’s drivability in curves
can be determined knowing many properties of component parts and their interactions
(difficult). The thesis of irreducibility basically says: “A systemic property of a system
is irreducible if one of the following conditions hold:

– As a matter of principle, it does not arise from the behavior, the properties, and the
structure of components.

– As a matter of principle, it does not arise from the properties that the components
show either in isolation or in other configurations.”

Fig. 3. BÉNARD’s experiment as a counter-example for strong emergence: If the temperature at
the bottom plane is increased, something dramatic happens in the fluid: convection cells appear.
The microscopic random movement becomes ordered at a macroscopic level.

Many systems that OC people call emergent are certainly not emergent in this strong
sense. Examples are:

– Artificial Neural Networks: Pattern recognition capabilities can be explained know-
ing a network architecture, weights of connections, etc.;

– Artificial Life: Swarm behavior of boids can be explained knowing some simple
interaction rules, e.g. “avoid collisions”, “adapt your velocity to your neighbors
velocity”, or “stay in in the neighborhood of other boids”;

– Electronics: The behavior of a resonant circuit can be explained by means of dif-
ferential equations;

– Dissipative structures: The movement of water in form of rolls (convection cells)
is optimal with respect to energy (BÉNARD’s experiment, cf. Figure 3).
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Comment

From the viewpoint of philosophy of mind, stong emergence may be a necessary defi-
nition. From the OC viewpoint there is often simply a so-called explanatory gap. Pos-
sible reasons are: We do either not have the knowledge to explain expected behavior in
advance or we did not specify the components or systems that we investigate in a suf-
ficiently detailed way. As an intermediate result we can state: “The macro behavior of
a system can in principal not be explained knowing the micro behavior of components,
their interaction rules etc.” is strong emergence. From the OC viewpoint this notion
of strong emergence does not help because in general, artificial systems are not emer-
gent in a stong sense. We always assume that they follow the laws of nature even when
our software shows some completely unexpected behavior, for instance. It is mind-
boggling, however, whenever very complex behavior on the system level follows from
very simple rules of the components level or the like.

3 Novel Definitions of Emergence

From the viewpoint of OC, traditional, philosophical definitions of emergence are either
too weak or too stong. The former means that too many systems are termed emergent,
the latter implies that almost no artifical (technical) systems are emergent (cf. Figure 4).
However, it makes sense not to neglect historical philosophical approaches.

strength of requirements

weak

emergence

strong

emergencexx OC ?

Fig. 4. The extreme philosophical definitions of emergence

We certainly need a new technical-oriented notion of emergence (somehow weak
emergence + ε) possibly depending on the type of organic systems we investigate and
the type of questions we ask. Again, there have been various attempts in the past which
are worth looking at. In the following, we will therefore set out some alternative notions
of emergence that may be important from one viewpoint and useless from another.

3.1 Achim Stephan’s Definition Alternatives

In his work on emergentism [5], STEPHAN suggests a few alternative definitions of
emergence that may be very valuable from the OC viewpoint. They all add some
stronger requirements to the notion of weak emergence as described above. The sug-
gestions are partly based on earlier work by CLARK, STEELS, BEDAU, and others.

The first alternative is to see emergence as a consequence of collective self-organiza-
tion. The reason is that in many cases, interesting properties at the system level (e.g. cer-
tain communication patterns) are realized by an interaction of identical or very similar
(and often simple) components. Examples are systems that behave such as ant colonies
or bird swarms.
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As a second alternative, STEPHAN suggests to define emergence as a consequence
of non-programmed functionality. The reason is that many systems, which interact with
their environment, show a certain goal-oriented, adaptive behavior that is not a result
of dedicated control processes or explicit programming. A typical example is a robot
creating heaps of items by following very simple, local rules only addressing the way
of movement (e.g., ,,change direction whenever load is too high”).

The third alternative is to see emergence as a consequence of interactive complexity.
Here is the rationale that many interesting systemic properties, patterns, or processes
are the result of a complex (cyclic or not) interaction of components. An example is
a dynamic sensor network in which nodes exchange descriptive and / or functional
knowledge with automomously chosen partners at any point in time they want in a
self-organizing way (see Figure 5).

(a) Robots exchange descriptive knowledge
that describes what is seen in their local en-
vironment

(b) Robots exchange functional knowledge
that describes how to interpret these observa-
tions and how to react

Fig. 5. Knowledge exchange within a team of robots (or, alternatively, in a sensor network or a
multi-agent system) as an example for emergence in the sense of interactive complexity (cf. [6]):
Robots decide when, with whom, and what kind of knowledge is exchanged. Therefor, they must
be equipped with self-awareness and environment-awareness capabilities.

The fourth alternative describes emergence in the sense of incompressible develop-
ment. The idea is that a system is called emergent if a macrostate of that system with a
certain microdynamic can be derived from the microdynamics and the system’s external
conditions but only by simulation. This definition of emergence is based on an analysis
of cellular automata (cf. CONWAY’s game of life).

The fifth alternative is to define emergence in the sense of structure-unpredictability.
There are many systems where the formation of new properties, patterns, or structures
follows the laws of deterministic chaos and where it is unpredictable in this sense.
Examples are certain population models (see Figure 6), recurrent neural networks, or
BÉNARD’s experiment.
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(a) Stable population after a few
generations
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(b) Oscillating behavior of the pop-
ulation size
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(c) Quasi-chaotic behavior of the
population size
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(d) Influence of a small disturbance:
1% of the population dies at t = 12

Fig. 6. Population model as an example for emergence in the sense of unpredictability (cf. [7]):
The population size is described by the formula y(t) := a · y(t − 1) − b · a · y(t − 1)2 with
y(0) := 100 as starting point

Comment

All these types of emergence actually occur in intelligent technical systems. In par-
ticular, emergence due to collective self-organization covers a large class of OC sys-
tems. There are also first attempts to measure this kind of emergence (cf. Section 3.5).
Emergence as a consequence of interactive complexity is very interesting from the
viewpoint of OC when this interaction is adaptive, nonlinear, and temporally asynchro-
nous, when it takes place at multiple levels, or when it is realized with various types of
feedback. However, measurement is certainly very difficult in this case. An important
observation is that it depends on the type of the posed question which of those defin-
itions of emergence one should use! As an example, consider BÉNARD’s experiment
again: For example, the notion of emergence in the sense of collective self-organization
could be used when one is interested in the fact that the water moves in an ordered
way. The notion of emergence in the sense of structure-unpredictability could be more
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appropriate when one is interested in the direction of the circular movement at a cer-
tain point in the vessel. Also, we can state that these various types of emergence are
not ordered according to a “degree” of emergence (cf. Section 3.2, for instance). One
important question that arises now is whether it is possible to get along with a single
definition of emergence that is “sufficient” from the viewpoint of OC.

3.2 Jochen Fromm’s Emergence Classes

In [8], FROMM aims at providing a comprehensive classification and universal taxon-
omy of the key types and forms of emergence in multi-agent systems (see also [2,9]).
The ultimate goal is to develop new forms of complex and robust systems. His sugges-
tions are based on a thorough analysis of related work.

Table 1. Major Types of Emergence according to FROMM [8]

Type Name Roles Predictability System

I Nominal (intentional
or unintentional)

Fixed Predictable Closed, with passive compo-
nents

II Weak Flexible In principle predictable Open, with active compo-
nents

III Multiple Fluctuating Not predictable (or
chaotic)

Open, with multiple levels

IV Strong New world
of roles

In principle not pre-
dictable

New or many levels

The following (somehow recursive) definition is used as a starting point: “A prop-
erty of a system is emergent, if it is not a property of any fundamental element, and
emergence is the appearance of emergent properties and structures on a higher level
of organization or complexity.” Explanation, reduction, prediction, and causation are
mentioned as key issues to understand emergence. Table 1 shows the major types of
emergence according to [8] (additional subtypes are mentioned for the types I, II, and
III). The table summarizes the names of those types of emergence, the roles of compo-
nents involved, the predictability of emergent behavior, and the properties of the system
showing this emergence. In some more detail, the four types or classes of emergence
(nominal, weak, multiple, and strong) can be described as follows:

1. Class I deals with nominal emergence that is either intended or not. An example for
the first case is the planned function of a machine which is an emergent property
of the machine components. Properties of a (large) number of identical particles or
molecules such as pressure or temperature are an example for the second case.

2. Class II comprises systems with top-down feedback that may lead to stable or in-
stable forms of weak emergence. Examples are flocks of animals that interact di-
rectly (e.g. bird swarms) or animals that interact indirectly (e.g. ants interacting
by pheromones). Forms of weak emergence can also be found in purely techni-
cal fields, e.g. emergent behavior due to self-organization in open source software
projects.
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3. Class III includes systems with multiple feedback, e.g. short-term and long-term
feedback. An example for multiple emergence is the stock market with many feed-
back mechanisms yielding sometimes oscillating or chaotic behavior. Also, an
ecological system with catastrophic events influencing evolution by accelerating
adaptation is an example for this type of emergence.

4. Class IV contains systems exhibiting strong emergence. Strong emergence is “re-
lated to very large jumps in complexity and major evolutionary transitions”. Thus,
typical examples are the emergence of life on earth or the emergence of culture.

Comment

In contrast to the types of emergence set out by STEPHAN, those defined by FROMM

seem to be ordered. The classes II and III may contain intelligent technical systems
that are interesting from the viewpoint of OC. FROMM’s definition of “weak” and
“strong” differs from the definitions used in philosophy of mind. He explicitly states:
“The term strong emergence is sometimes used to describe magic, unscientific or su-
pernatural processes. This is apparently a wrong concept which must be modified.”
According to his definition a system must be termed strongly emergent if the emer-
gent behavior cannot be explained within reasonable time. This reminds of crypto-
graphic methods that are called secure when they cannot be outsmarted with reasonable
computational effort. The definition of weak emergence requires a feedback mecha-
nism.

3.3 Tom De Wolf’s Relationship of Emergence and Self-organization

DE WOLF and HOLVOET discuss in [10] the meaning and relationship of the terms
emergence and self-organization based on a comprehensive analysis of related work. In
this article, a historic overview of the use of each concept as well as a working defini-
tion, that is compatible with the historic and current meaning of the concepts, is given.
They introduce in their definition the term “emergent” (as noun) as a result of a process
in contrast to the process itself, which leads to a certain macroscopic pattern: “A system
exhibits emergence when there are coherent emergents at the macro-level that dynam-
ically arise from the interactions between the parts at the micro-level. Such emergents
are novel w.r.t. the individual parts of the system.” Emergent are properties, behavior,
structure, or patterns, for instance. Self-organization is defined as “... a dynamical and
adaptive process where systems acquire and maintain structure themselves, without ex-
ternal control.” Structure can be spatial, temporal, or functional.

Self-organization and emergence are seen as emphasizing different characteristics
of a system. Both can, according to the authors, exist in isolation or together. A self-
organizing system without emergence controls itself without external interference but
lacks central properties of an emergent system such as radical novelty, micro-macro
effect, flexibility with respect to the entities, and decentralized control. On the other
hand, there are also systems exhibiting emergence without self-organization. An ex-
ample given is “... a gas material that has a certain volume in space. This volume is
an emergent property that results from the interactions (i.e. attraction and repulsion)
between the individual particles. However, such a gas is in a stationary state. The
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statistical complexity remains the same over time, i.e. the particles can change place
but the amount of structure remains the same. In this case, we have a system whose
initial conditions are enough to exhibit emergent properties.” But no self-organization
capability is attributed to such a system (since it is stationary).

Finally, the authors discuss the combination of emergence and self-organization as
a desired effect in order to be able to control complex systems. An example given is a
large multi-agent system. They conclude: “Both phenomena can exist in isolation, yet
a combination of both phenomena is often present in complex dynamical systems. In
such systems, the complexity is huge, which makes it infeasible to impose a structure
a priori: the system needs to self-organize. Also, the huge number of individual entities
imposes a need for emergence.”

Comment

While a separate discussion of the phenomena self-organization and emergence is def-
initely valuable, it is questionable whether emergence without self-organization is ac-
tually a relevant option from the viewpoint of OC. The gas in a stationary state has the
system level property “temperature”. According to the definitions used in philosophy
of mind (cf. Section 2.1), this type of emergence is only weak; according to FROMM it
is only nominal (cf. Section 3.2). DE WOLF’s attempt to get by with a single definition
of emergence that separates emergent from non-emergent behavior does not really help
to characterize interesting emergent behavior in intelligent technical systems.

3.4 Russ Abbott’s Explanation of Emergence

In his approach to explain emergence [11], ABBOTT defines emergence as a relationship
between a phenomenon and a model, where a model is a collection of elements with
certain interrelationships.

Central to ABBOTT’s definition of emergence is the concept of epiphenomena. An
epiphenomenon is defined “as a phenomenon that can be described (sometimes for-
mally but sometimes only informally) in terms that do not depend on the underlying
phenomena from which it emerges”. An example is the BROWNian motion of mole-
cules, a stochastic process which is a result of a collision of molecules. Then, a phe-
nomenon is called emergent over a given model if it is epiphenomenal with respect to
that model. That is, “all epiphenomena are emergent, and all emergent phenomena are
epiphenomenal” and the two terms can be regarded as synonymous.

ABBOTT also discusses two kinds of emergence: static emergence and dynamic
emergence. An emergent behavior is called static if its implementation does not de-
pend in time. Thus, hardness as a property of a material (and not a property of isolated
atoms) or the resonant frequency of a resonant circuit (and not of its components) could
be attributed to this variety of emergence. In contrast an emergent behavior is regarded
as dynamic if it is defined “in terms of how the model changes (or doesn’t change)
over some time”. Typical examples are multi-agent systems, robotics, or BÉNARD’s ex-
periment. Dynamically emergent phenomena can additionally be subdivided into non-
stigmatic dynamic phemomena and stigmatic dynamic phenomena. The former can be
defined by means of continuous equations, the latter involves autonomous entities that
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may assume discrete states and interact with their environments. The example shown in
Figure 5 could be assiged to this emergence class.

Comment

ABBOTT’s definition is certainly quite broad. It includes all emergent properties that
may be important from the viewpoint of OC, but it also includes many properties that
may only be called “emergent” in a weak sense (cf. Section 2.1 and Section 3.2). How-
ever, the distinction of static and dynamic emergence is very interesting. In particular,
stigmatic dynamic emergence is central to many OC systems.

3.5 Christian Müller-Schloer’s Quantitative View of Emergence

According to the work of MÜLLER-SCHLOER and MNIF published in [12] it is neces-
sary to to automate the recognition of emergent behavior to build self-organizing, intel-
ligent technical systems. The goal is to build so-called observer/controller architectures
with emergence detectors. They have the purpose to trigger certain actions within the
system in order to avoid (negative emergence) or to strengthen (positive emergence)
certain system behaviors.

It is the objective of their work to make emergent effects quantitatively treatable
in a technical environment. Rather than starting from the existing definitions of emer-
gence, the authors propose a notion of emergence based strictly on measurements. They
concede that this definition leads to a more narrow definition of emergence excluding
stronger requirements such as “principal unpredictability”. In order to avoid confusion
with already existing terms, this aspect of emergence is called quantitative emergence.
Quantitative emergence is defined as the formation of order from disorder based on
self-organizing processes. The proposed definition builds on SHANNON’s information
theory, in particular on the information-theoretical entropy. The following is a brief
sketch of the idea, for details see [12].

There seem to be certain necessary ingredients for an observed phenomenon to be
called “emergent”: A large population of interacting elements (e.g. agents) without cen-
tral control and hence based only on local rules leads to a macroscopic behavior with
new properties not existent at the element level. This macroscopic pattern is perceived as
structure or order. Although the resulting order is a necessary pre-condition for quantita-
tive emergence, it is not sufficient. The definition requires that this order has developed
without external intervention – i.e. in a self-organized way.

The meaning of order as perceived by a human observer is certainly ambiguous. For
example, a homogeneous mixture of two liquids can be regarded as “orderly” (Figure
7, right). Applying the concept of thermodynamic entropy, however, will result in lower
entropy (i.e. higher order) for the left example of Figure 7. Apparently, the measurement
of order depends on the selection of certain attributes by the (human) observer. If we
are interested in the spatial structure, we have to base our measurement on the positions
of the molecules (Figure 7, left), if we are interested in homogeneity we can use the
relative distances between the molecules (Figure 7, right). The emergence definition
presented here is based on the statistical definition of entropy (which essentially can be
explained as counting events or occurrences).
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Fig. 7. Example of order perception: Both pictures of a glass containing a mixture of two liquids
could be perceived as high order (left: more structure, right: more homogeneity) depending on
the objective of the observer

The computation of the entropy of a system S with N elements ei is done as follows:

1. Select an attribute A of the elements of S with discrete, enumerable values aj .
2. Observe all elements ei and assign a value aj to each ei. This step corresponds to a

quantization.
3. Transform into a probability distribution (by estimating the probability by means of

the relative frequency) over the attribute values aj (i.e. a histogram) with pj being
the probability of occurrence of attribute aj in the ensemble of elements ei.

4. Compute the entropy HA of attribute A according to SHANNON’s definition

HA := −
N−1∑
j=0

pj ld pj.

If the attribute values are equally distributed (all pj are equal) the maximum entropy is
obtained. Any deviation from the equal distribution will result in lower entropy values
(i.e. higher order). In other words: The more structure is present (unequal distribution),
the more order is measured. The unit of measurement is bit/element. Thus, the entropy
value can be interpreted as the information content necessary to describe the given sys-
tem S with regard to attribute A. A highly ordered system requires a simpler description
than a chaotic one.

Entropy is not the same as emergence. Entropy decreases with increasing order while
emergence should increase with order. Emergence is the result of a self-organizing
process with an entropy value Hstart and a lower entropy value Hend. Quantitative
emergence is the difference H between the entropy at the beginning of this process and
at the end: H := Hstart − Hend. This definition must be refined in several ways. It
is desirable to introduce an absolute reference point (chosen to be Hmax for Hstart)
and to exclude effects of a change of abstraction level (i.e. entropy changes not due to
self-organization) from the calculation (for details see [12]).

In [12], the authors also discuss the limitations of their approach: The definitions
are not directly applicable if the macro phenomenon is totally different from the micro
behaviors as seemingly in the case of the resonance frequency as an emergent property
resulting from the interaction of a capacitor and an inductor. The quantitative definition
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of emergence is based on the assumption that emergent phenomena can be observed
in terms of patterns (space and/or time) formed by large ensembles of elements. The
resonance frequency of a resonant circuit does not constitute the emergent pattern but is
rather a property of such a pattern. Order can also be determined in the time or frequency
domain. Therefore, the above emergence definition could be applied to the resonance
frequency example if the system behavior is observed after a Fourier analysis.

The authors admit that their model does not cover strong emergence as defined in
philosophy of mind, which demands that emergence is a phenomenon principally un-
explainable. They claim that “principal unexplainability” is a quite unscientific way of
argument. To the contrary, it is proposed that only a quantifiable phenomenon result-
ing in a (self-organized) increase of order deserves to be accepted as emergence. If this
definition is too restrictive, excluding some unexplainable emergent effects, the authors
could accept that what is measured with the above method is “quantitative emergence”
and constitutes a certain aspect of emergence meaningful in technical systems.

Comment

While the other publications aim at defining emergence from the viewpoint of its origins
and mechanisms, MÜLLER-SCHLOER takes a different, very promising way: Emer-
gence is seen from the viewpoint of measurement and analysis. However, the mecha-
nisms of self-organization have certainly to be considered when appropriate attributes
have to be defined, selected, and combined. It still must be shown, for example, how the
following types of emergence could be quantified: emergence due to interactive com-
plexity (STEPHAN, cf. Figure 5), multiple emergence (FROMM), or stigmatic dynamic
emergence (ABBOTT). While this definition might not be satisfactory from the philo-
sophical viewpoint, it seems to be – so far – all that can be practically used in a technical
environment such as OC. However, definitions used in philosophy of mind should not
be regarded as “unscientific” – it would be better to say that they are not sufficient from
the viewpoint of engineering. Basically, the approach could perfectly coexist with the
definitions of weak and strong emergence as set out in Section 2.

4 Conclusion

In technical systems, we want to “do” (design or allow) emergence but must, at the same
time, keep it under control. This reminds of the following quotation (The Sorcerer’s Ap-
prentice, JOHANN WOLFGANG VON GOETHE, translation by EDWIN ZEYDEL 1955):

Ah, he comes excited.
Sir, my need is sore.
Spirits that I’ve cited
My commands ignore.

Is an emergent behavior of organic systems achieved by something that could be termed
as a meet-in-the-middle approach?

– We specify systems in a way such that we can expect a certain kind of emergent
behavior, e.g. by self-organization.
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– Having some assumptions about the type of emergent behavior, we will be able to
assess and to control it.

Emergence in intelligent technical systems actually must be “designed” in a certain
sense! Consider the example of a robot collecting items (cf. Figure 2): When you in-
vestigate this system you expect that heaps of items will emerge. You would be very
surprised if these items suddenly would start moving themselves, for instance. That is,
the emergent behavior of organic systems must be achieved by a balanced approach
where the emergent or creative processes are counteracted and kept within the desired
boundaries by certain supervision and control mechanisms. If we specify systems in a
way such that they show emergent behavior, we better have a clear understanding of the
types and properties of emergence in order to control it safely.

We need a definition of emergence or a taxonomy of varieties of emergence applica-
ble to intelligent technical systems. Weak emergence as defined in philosophy of mind
may be the baseline; other requirements must be added. In this article, we have col-
lected and juxtaposed certain recent ideas about types of emergence. We hope that this
collection of ideas helps towards an agreeable solution. But we concede that we are not
there yet. We can, however, state a few requirements we want to see fulfilled by such a
common notion of emergence. This notion of emergence ...

– ... may coexist with the traditional definitions of weak and strong emergence used
in philosophy of mind even if these notions are not sufficient for our purpose (too
weak or too strong). We should not put them in question and change their well-
known definitions. Rather, we have to sharpen the definition to be useful in the
technical context.

– ... must be practically usable, i.e. technically realizable. Emergence must become
measurable. We want either to distinguish emergent from non-emergent behavior
or to determine a “degree” of emergence. Therefore, an analysis-oriented approach
is mandatory.

– ... must definitely be objective, i.e. independent from the knowledge of the observer
or the observation (measurement) techniques. This does not exclude, however, that
different viewpoints of the observer – expressing his purpose of action – might
result in different aspects of emergent behavior.

– ... should consider that emergence in technical systems is related to self-organization
and hence to temporal development or processes (dynamic emergence in the sense
of ABBOTT).

Certain types of emergence such as nominal emergence (FROMM) or static emergence
(ABBOTT) are not interesting from the viewpoint of OC. In contrast, other types such as
emergence due to interactive complexity (STEPHAN), multiple emergence (FROMM), or
stigmatic dynamic emergence (ABBOTT) must be covered by an OC-related
definition.

Certainly, we must avoid coming up with a fresh definition of emergence for each
and every case. We observe that in the past the phenomenon of emergence has been
discussed from a variety of viewpoints without converging to a generally accepted def-
inition. We expect that the objective of a utilization of emergent effects in engineering
will enforce such a solution. For this purpose, we suggest that
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1. the candidate phenomena termed to be emergent are described in more detail, and
2. existing methods for the measurement of emergence are checked for their applica-

bility, and if not appropriate new ones are developed.

The analysis of emergent phenomena must be based on scientific methods (i.e. well
described and reproducible experiments). We must answer questions such as: What
emerges (structure, properties etc.)? What influences the emergent behavior? At which
time scale does it take place?

We expect that there will exist a variety of measures for different emergent
phenomena and different system objectives, resulting in a collection of emergence “de-
tectors”. For each application we must determine the appropriate attributes that charac-
terize emergence, e.g. measures for order, complexity, correlation, information flow.
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Abstract. Software agent technology has attracted much attention for develop-
ing various distributed systems, composed of autonomous agents interacting 
with one another using particular mechanisms and protocols. Such systems pro-
vide high-level reconfigurability, flexibility and robustness in dynamic envi-
ronments, and have applications in many areas. However, the great advantages 
of distributed agent systems are often overshadowed by the challenges of pro-
viding flexible and consistent security management for agent interactions in the 
dynamic and heterogeneous computing environments. Trust, which is the belief 
of an agent that the other agent will act or intend to act beneficially, is a basis 
for secure distributed agent systems. In this paper, various major research issues 
of managing trust among various entities are identified, and the approaches in 
dealing with them are discussed. A framework for managing trust among vari-
ous entities in distributed agent systems is presented.  

Keywords: Distributed agent systems, trust, trust management, security, situa-
tion-awareness. 

1   Introduction  

With the rapid development of various types of open infrastructures, including Inter-
net, Grid and wireless networks, distributed computing systems with a range of qual-
ity of service (QoS) requirements are widely built and deployed by integrating  
individual components or services over various networks. The recent directions of 
distributed computing systems, such as ubiquitous computing and situation-awareness 
[38,39], will enable us to interact with an intelligent environment at home/office, in 
shopping malls or while traveling in order to support commerce, entertainment or 
monitoring and even controlling your health.  

Recently software agent technology [5,24,30,33] has attracted much attention for 
developing distributed intelligent systems, which are composed of autonomous agents 
interacting with one another using particular mechanisms and protocols. These 
autonomous agents act on behalf of their users and may migrate code and data from 
one host machine to another to perform tasks. Such distributed agent systems (DAS) 
provide high levels of concurrency, reconfigurability and flexibility and reduced 
communication costs in the dynamic distributed computing environments. They have 
applications in many areas, including collaborative research and development, health-
care, electronic commerce, disaster management and homeland security. However, 
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the great advantages of distributed agent systems are often overshadowed by difficul-
ties in ensuring flexible and consistent security in agent interactions in the dynamic 
and heterogeneous computing environments [22,35].  

Existing “hard security” mechanisms, such as cryptographic algorithms and fire-
walls, assume complete certainty, and can only allow complete access or no access at 
all. Trust, as a particular level of belief of an agent that the other agent will act or 
intend to act beneficially, precludes uncertainty. Therefore, managing trust to ensure 
security to an acceptable level becomes an important and widely used ‘soft’ approach 
to tackling the security issues in distributed systems [1]. However, it is a challenging 
task to manage trust among various entities in the agent systems to contain the risk of 
damages from malicious agents or execution environments because we still have little 
knowledge on how to represent and evaluate trust value in agent systems, and trust 
values may be continuously changing. For example, a trustor may interact with a 
trustee which may totally unknown to the trustor at the beginning. As time goes on, 
the trustor’s trust in the trustee is changing based on its knowledge of the trustee. 
Therefore, approaches to managing trust in distributed agent systems should be able 
to adapt to the dynamic and heterogeneous computing environments.  

In this paper, the properties of trust and major research issues of managing trust in 
distributed agent systems will be first identified. The existing approaches to dealing 
with these issues will be discussed. Then, a framework for managing trust in distrib-
uted agent systems will be presented.  

2   Trust in Distributed Agent Systems 

As one of the fundamental challenges for the success of open distributed systems, 
trust has been studied in various contexts, such as decentralized access control 
[6,7,10,19], public key certification [9], and reputation systems for P2P networks 
[12,23,37]. However the notion of trust remains very vague and there is no consensus 
in the literature on what trust is and what constitutes trust management [16,29,36], 
although many researchers recognize the importance of trust [11,13,14]. In general, 
trust is a subjective and elusive concept relating to the belief in the honesty, truthful-
ness, competence, reliability, etc., of the trusted person or software agent. Based on 
the definitions of trust in distributed agent systems [11,14,31], we define trust as a 
particular level of belief of an agent that the other agent will act or intend to act 
beneficially. We call the former agent trustor, and the latter agent trustee. Therefore, 
the level of trust is affected by the actions performed or will be performed by the 
trustee and depended on how these actions affect the trustor’s own actions. Thus, trust 
forms the basis for agents to make decisions on what to interact with, when to interact 
with, and how to interact with. [4,21,27,31]. 

A trust relationship between two agents is often not absolute and not symmetric 
[21]. A trustor only trusts a trustee with respect to specific actions within a specific 
context. An agent will never trust another agent to do any actions because it may 
choose to satisfy its selfish interests. Moreover, agent A’s trust in agent B regarding 
the performance of an action is not usually the same as B’s trust in A. The level of 
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trust may be discrete or continuous. Discrete values, such as high, medium or low, 
may be sufficient for some simple systems, while other systems may need numeric 
qualifications for trust. 

Managing trust in distributed agent systems involves the following two categories 
of trust relationships [16,31]: 

1) Managing trust relationships among agent execution environments and 
agents. As an agent may roam on multiple machines, the trust relationship be-
tween the agent and each of the hosting machines needs to be established and 
managed such that the agent will not do something bad to the hosting machine, 
and at the same time the hosting machine will not modifying and stealing in-
formation contained in the agent.  

2) Managing trust relationships in the agent-to-agent interactions. When multi-
ple agents need to collaborate to complete a task, the problems of what, when 
and how the agents trust each other need to be solved. 

Managing these trust relationships in distributed agent systems have the following 
major research issues:  

a) Evidence management. What data to collect as trust evidences and how to effi-
ciently store this data are related to the trust model of the system and have  
direct impact on the security, scalability and usability of the entire system. A 
flexible framework is needed to for uniformly specifying various forms of  
evidences. 

b) Lightweight trust decision making. Techniques for analyzing trust evidences 
and making trust decisions should be efficient but general enough to cover the 
two different trust relationships. 

c) Secure interoperation in different domains. An agent may roam in different 
security domains with different security policies and infrastructures. The sys-
tem needs to manage trust relationships among agents from heterogeneous se-
curity domains.  

d) Usability. Usability often represents a central requirement of trust management 
to be accepted by the public. 

3   Current State of the Art on Trust Management 

Existing approaches to managing trust can be classified in two categories: credential-
based trust management [6,7,10,19,26] and reputation-based trust management 
[9,23,37]. These two categories of approaches have been developed in different envi-
ronments with different assumptions, but address the same problem - establishing 
trust among interacting parties in distributed and decentralized systems. The creden-
tial-based approaches are for structured organizational environments and use certifi-
cate authorities as the source of trust.  On the other hand, the reputation-based  
approaches address the unstructured user community, such as peer-to-peer systems, 
and use community opinions as the course of trust. Consequently, they employ differ-
ent mechanisms to managing trust. We will discuss these in more detail in the follow-
ing subsections: 
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3.1   Credential-Based Trust Management 

As trust is a basis for access control, Blaze et al. defined the term trust management, 
as “a unified approach to specifying and interpreting security policies, credentials, and 
relationships that allow direct authorization of security-critical actions” [6]. The re-
search focus of such credential-based approaches is on employing different policy 
languages and engines for specifying and reasoning the rules for trust establishment. 
The goal is to determine whether an agent can be trusted based on a set of credentials 
and a set of policies.  

 Several credential-based trust management systems, including PolicyMaker [6], 
KeyNote [7], and REFEREE [10], are developed based on the above concept. Poli-
cyMaker directly specifies what a public key is authorized to do, and hence binds 
access rights to a public key in a single step instead of two steps as in the traditional 
certificate frameworks, such as X.509 [38] and GPG [15]. PolicyMaker [6] is essen-
tially a query engine that checks whether a requested action and the credentials pre-
sented by the requestors comply with the local security policies. Security policies and 
credentials are written in an assertion language, selected by users. Keynote [7], the 
successor to PolicyMaker, uses the same design principles of assertions and queries, 
but includes some improvements, such as signature verification in query engine and 
the predefined assertion language, for ease of integration with applications. Both 
systems only address authorization based on public keys, instead of covering the 
comprehensive trust problem [16]. Based on PolicyMaker, REFEREE [10] is a trust 
management system for making access control decisions relating to Web documents. 
These three systems do not provide mechanisms to automatically collect missing 
certificates and do not support negative rules preventing access. Herzberg, Mass and 
Mihaeli [19] developed a trust management system based on an extended role-based 
access control model. This system “allows a business to define a policy to map ac-
cessed users to roles based on the certificates received from the user and collected 
automatically by the system”. This system is similar to PolicyMaker, but permits 
negative rules.  

Credential-based trust management systems are used to manage a static form of 
trust through “hard security” mechanisms, such as digital certificates and trusted cer-
tificate authorities for control the access of users to resources. Moreover, the trust 
decision is usually based on policies or credentials with well defined semantics pro-
viding strong verification and analysis support, such as the logical policy specification 
languages [18,20,25,26,34]. Hence, these approaches cannot overcome the limitations 
of “hard security” mechanisms, and can hardly address the problem of dynamic trust 
adapting to the changing situations in which the trust decision is made. 

3.2   Reputation-Based Trust Management 

Reputation-based trust management approaches have been proposed for managing 
trust in public key certificates [15], in P2P systems [9,23,37], and in Semantic Web 
[32]. These approaches rely on a “soft” approach to mitigating risks involved in inter-
acting and collaborating with unknown and potentially malicious parties. In these 
approaches, the trust is typically decided based on the trustee’s reputation. A reputa-
tion is an expectation about an agent’s behavior based on information about or  
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observations of its past behavior, such as local interaction experiences with the trustee 
and the recommendations given by other agents in the community (e.g., agents who 
have interaction experiences with the trustee). Therefore, the trust decision can be 
dynamically changed when the behavior history of the agents changes.  

The major research issues for reputation-based trust management approaches are: 
1) the trust metric [12,27] - how to model and evaluate the trust, and 2) the manage-
ment of reputation data [3,37] - how to securely and efficiently retrieve and store the 
data required by the trust decision making process  

As one of the early attempts at formalizing the trust, simple trust metrics based on 
linear equations are used in [28]. An extension of this work was presented by Abdul-
Rahman and Hailes [2] to model the trust in virtual communities. In these approaches, 
simple formal constructs of the form T(a,b), which means “a trusts b”, are used as the 
basis to model trust [2,28]. Based on this primitive construct, the features, such as 
temporal constraints and predicate arguments, are incorporated. Given these primi-
tives, classical or modal logic connectives, trust rules are expressed in logic formulas. 
Properties of trust relationships, such as transitivity, can be defined and analyzed. 
Most of the existing reputation-based trust management approaches for P2P systems 
[9,23,37] followed the similar trust and reputation models.  

Currently, the model for evaluating trust, which is based on the behavior history 
and/or recommendations is often application-specific and developed in an ad hoc 
manner. The level of expertise required to evaluating dynamic trust among agents for 
various applications are beyond the ability and resources available to the average 
system developers and security managers of distributed agent systems. 

3.3   Integration of Credential-Based and Reputation-Based Trust Management 
Approaches 

Trust management is broader than authorization or reputation management. As de-
fined in [17], “trust management is the activity of collecting, encoding, analyzing and 
presenting evidence relating to competence, honesty, security or dependability with 
the purpose of making assessments and decisions regarding trust relationships”. Both 
credentials and reputations are evidences related to competence, honesty, security or 
dependability of a trustee. Both credential-based and reputation-based trust manage-
ment approaches have certain advantages and limitations when they are applied in 
various applications environments. A hybrid trust management approach [8] is moti-
vated to combine credential-based trust with numerical trust estimates based on a 
large number of sources (e.g., agent community). Such a hybrid approach provides 
versatile trust management involving both structured organizational environments and 
unstructured user communities.  

In distributed agent systems, a hybrid framework seems to be promising for man-
aging different types of trust relationships. Such a framework should be able to  
specify security policies and requirements of trust evidence collection, collect trust  
evidence information, and make dynamic trust decisions in various situations. We 
define a situation as a set of contexts over a period of time that is relevant to future 
security-related actions. A context is any instantaneous, detectable, and relevant prop-
erty of the environment, the system, or users, such as time, location, available band-
width and a user’s schedule [39,40].   
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4   A Framework to Managing Trust in Distributed Agent Systems 

In this section, we will present an overview of our framework for managing dynamic 
trust in distributed agent systems. This framework will integrate reputation-based and 
credential-based trust management, and utilize our research results of situation-aware 
computing [39,40,42] to monitor and analyze evidences for making trust decisions. 
To improve the efficiency of trust decision making, security agents and situation-
aware agents are generated for trust computation.  

 

Fig. 1.  Overview of our approach to managing trust among agents 

As shown in Figure 1, the approach consists of the following three iterative steps: 

1) Specify trust policies. This step generates policy specifications, including security 
policy specifications [41, 42] formally representing various security requirements 
of the systems and situation-awareness specifications [39, 40] for the trust deci-
sion making process.  

2) Decompose and analyze policy specifications. In this step, a policy specification 
is first decomposed into multiple security agent and situation-aware agent speci-
fications [43, 44]. Then, the properties of each security agent or situation-aware 
agent specification are verified, such as consistency and redundancy, to ensure 
that each agent specification can be correctly synthesized in a security agent or a 
situation-aware agent.   

3) Generate and deploy security agents. Finally, security agents and situation-aware 
agents for making trust decisions are synthesized directly from the verified secu-
rity agent specifications [43, 44]. Security agents are capable of making a trust 
decision based on the situational information collected from situation-aware 
agents and the security policies. 

It is noted that the above three steps are iterated when security policy analysis de-
tects errors or the security requirements have been changed.  

These steps needs the following tool supports as identified in the dashed boxes in 
Figure 1. In Step (1), situation awareness [38, 39] and security policy specification 
models and tools are needed to facilitate the formalization of trust requirements. A set 
of trust reasoning rules is also needed for security agents [42] to make the trust deci-
sion based on the specified policies and their knowledge learned from other agents. 
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In Step (2), a distributed agent system can involve a large number of agents and 
very complex agent interactions, and hence may include many situation-aware secu-
rity policies regarding the security of complex agent interactions over the network. To 
distribute the task of making trust decisions, and to achieve better manageability of 
the system, policies need to be decomposed into multiple small sets of policies. A 
policy specification decomposition tool is needed for facilitating the decomposition 
process. Moreover, a policy checking tool is provided for checking the properties of 
each security agent or situation-aware agent.  

In Step (3), a logic proof engine is provided for synthesizing security agents and 
situation-aware agents from policy specifications in the form of logical formula [42]. 
Enabling security techniques and tools, such as encryption algorithms and mecha-
nisms for generating credentials, will provide basic security functions needed in trust 
management. To collect system situational information required for security agents to 
make trust decisions, situation-awareness agents are also generated and deployed to 
collect context data and analyze situations. 

Overall, using a logic-based and automated security and situation-awareness agent 
generation technique, this framework should provide an easy-to-use approach to man-
aging trust in distributed agent systems. 

5   Concluding Remarks 

Trust is a fundamental concern in all interactions among the agents that have to oper-
ate in uncertain and dynamic environments. We have defined the trust in distributed 
agent systems, and discussed the existing approaches to managing trust in distributed 
systems. Most of these approaches are simplistic and not rigorous or complete enough 
to model distributed-agent systems. We have discussed a framework for generating 
security agents and situation-aware agents to efficiently establish and manage trust 
relationships in distributed agent systems.  
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Abstract. Pervasive computing applications must be sufficiently
autonomous to adapt their behaviour to changes in computing resources
and user requirements. This capability is known as context-awareness.
In some cases, context-aware applications must be implemented as auto-
nomic systems which are capable of dynamically discovering and
replacing context sources (sensors) at run-time. Unlike other types of
application autonomy, this kind of dynamic reconfiguration has not been
sufficiently investigated yet by the research community. However,
application-level context models are becoming common, in order to ease
programming of context-aware applications and support evolution by de-
coupling applications from context sources. We can leverage these con-
text models to develop general (i.e., application-independent) solutions
for dynamic, run-time discovery of context sources (i.e., context manage-
ment). This paper presents a model and architecture for a reconfigurable
context management system that supports interoperability by building
on emerging standards for sensor description and classification.

1 Introduction

There is a growing body of research on the use of context-awareness as a tech-
nique for developing applications that are flexible, adaptable, and capable of act-
ing autonomously on behalf of users. This research addresses context modelling,
management of context information, techniques for describing and implementing
adaptive behaviour, and architectural issues. However, further research is needed
before context-aware applications can be said to be truly autonomic.

The research so far focuses mostly on one aspect of autonomy: evaluation
of context information by context-aware applications to make decisions about
necessary adaptations to the current user context/situations. While numerous
architectures and context management systems exist that define how sensor data
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used in context-aware applications can be gathered, processed and evaluated, the
solutions developed so far address a reasonably static environment. In particular,
they assume that a context-aware application is supported by a pre-defined set of
information sources, which typically take the form of physical and logical sensors.
They do not consider the types of autonomic behaviour required to (i) support
mobile users who move between environments or administrative domains, or (ii)
overcome problems such as sensor failures or disconnections.

Compelling examples of applications that require a high degree of autonomic
behaviour include vehicles that need to fuse data from on-board sensors with
sensors encountered in the environment (e.g., military unmanned vehicles and
intelligent wheelchairs able to discover sensors in the infrastructure to adapt
their path), and emergency response software that opportunistically gathers in-
formation from sensors located in the vicinity of an emergency. In this paper,
we address the challenges of highly autonomic context-aware applications by
proposing a model for autonomic, run-time reconfiguration of context manage-
ment systems. To support both dynamic discovery of context information and
interoperability between different context management domains, our model in-
corporates newly emerging standards for sensor description and classification.

The structure of the paper is as follows. Section 2 presents two application
scenarios that motivate the work presented in this paper. Section 3 presents
a context model for one of the scenarios, which we use in our discussions and
examples in the remainder of the paper. Section 4 reviews existing approaches
to context management as well as emerging standards for sensor description
and classification. Section 5 describes our standards-based model for sensor de-
scription, while Section 6 presents the architecture of our reconfigurable context
management system and illustrates the roles of context models and sensor de-
scriptions in supporting dynamic discovery of sensors. Section 7 illustrates how
sensor observations can be mapped into application-level context models, and
Section 8 summarises the contributions of the paper.

2 Scenarios

Context-aware applications rely on evaluation of context information to make
decisions about necessary adaptations to the current context/situations. This
information is most commonly gathered from sensors; therefore, numerous ar-
chitectures and context management systems have been developed to support
the gathering, processing and evaluation of sensor data. However, these are un-
suitable for applications that require a high degree of autonomic behaviour be-
cause these applications (i) operate in frequently changing environments with
dynamically changing context sources and (ii) cannot rely on explicit setup or
re-configuration of context sources by humans (either users or administrators).
In this section, we present two scenarios that illustrate such applications and
their requirements with respect to the sensing infrastructure.

Emergency Services Scenario. A context-aware application providing sur-
veillance of critical infrastructure is supported by a network of sensors, including
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cameras, audio sensors, temperature and light sensors, and weather stations (de-
tecting fog, rain, and so on). The surveillance application provides sophisticated
processing of sensor information including face, scene and number plate recogni-
tion for detection of abnormal events. Part of the sensor network is destroyed in
a physical attack. Emergency services arrive in vehicles equipped with cameras,
audio sensors and temperature sensors. Based on the application context model,
which describes the types of context information required by the application, a
discovery protocol identifies new vehicle-based sensors that can be used by the
surveillance application in place of the lost sensors (taking into account sensor
types, capabilities and locations). The application is dynamically reconfigured
to use the newly discovered sensors.

Mobile Phone Scenario. A next-generation mobile phone adapts its configu-
ration according to the user’s context. In order to support this behaviour without
on-board sensors, a small context gathering utility is installed on the phone to
collect relevant context information from sensors encountered within the envi-
ronment. The phone is capable of determining its location (within a few metres
accuracy) using triangulation, and it uses this knowledge to support discovery
of information supplied by nearby sensors. The phone takes advantage of in-
formation from a wide variety of sensor types, including the lighting level (to
appropriately adjust backlight settings) and noise level (to ensure that the ring
volume is audible). In addition, it fuses the information from all of the available
sensors to infer the user’s current activity: for example, it infers that the user
is probably sleeping when the lights are off and there is no sound or movement,
and switches automatically to silent mode.

3 Context Modelling Approach

Context-aware applications have traditionally been developed using one of the
following three approaches:

1. each application directly queries sensors and processes the sensor data to
make decisions about how to adapt (no application-level context model);

2. applications are built using shared context processing infrastructure/toolkits
that assist with gathering and processing data (implicit context model); or

3. applications have their own well-defined context models and use a shared
context management infrastructure to populate the models at run-time using
sensors and other context sources (explicit context model).

The third approach is the most appropriate for applications that require highly
autonomic context management. Although a variety of context models have been
proposed for context-aware systems [1], some are more suitable than others. The
most appropriate models for autonomic context management are those that de-
fine not only the types of information required by the application, but also
metadata that can be used in binding the model to suitable sensors (for ex-
ample, quality metadata and classification of information types into sensed and
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Fig. 1. Context model for an emergency response application

non-sensed types). Our previously developed fact-based context modelling ap-
proach [2,3] meets this requirement, and is therefore used as the basis for the
work presented in this paper. However, it should be noted that our solution for
autonomic context management can be used with any fact-based model.

To illustrate our context modelling notation, we present an example context
model in Fig. 1 for the emergency services scenario described in Section 2. The
context model describes three types of events that can be recognised by vari-
ous types of sensors: face recognition events, number plate recognition events
and scene recognition events. Face recognition events are associated with a per-
son ID derived by matching to a database of known people. Similarly, number
plate recognition events are associated with plate numbers, and scene recognition
events with scene identifiers.

Each recognition event is associated with a timestamp and one or more sen-
sors. Sensors in turn have locations (a single location value in the case of fixed
sensors, and multiple location readings with associated timestamps in the case
of mobile sensors). Each event-sensor pair (represented by the “produced by”
fact type) can also have an accuracy measure, showing the rate at which the
sensor correctly detects events of the given type. Similarly, location readings can
be associated with both accuracy and granularity measures.
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4 Related Work

As mentioned in the previous sections, the research community working on
context-aware applications has developed a variety of software infrastructures
and programming toolkits which can be used by applications to obtain context
information from sensors. These are comprehensively discussed in one of our
recent papers [4]; therefore, we mention only the most relevant solutions here.
Arguably the most well known solution is Dey et al.’s Context Toolkit [5]. How-
ever, a crucial shortcoming of this solution (and most others in the field) is that it
produces a reasonably tight coupling between applications, sensors, and interme-
diaries responsible for interpreting low-level sensor data. Remote communication
between the components responsible for sensing and processing context data is
carried over HTTP, which requires pre-configuration of IP addresses or explicit
discovery using discoverer components. Although pre-configuration and explicit
discovery of components may be acceptable in reasonably static environments, it
is not appropriate for environments in which mobility, failures or disconnections
are common. A preferable solution for these latter environments would be to
allow applications to specify their requirements for context information in high-
level terms, and to leave it up to the infrastructure/middleware to dynamically
re-discover and re-bind sensors as required.

One of the most advanced solutions produced by the context-awareness com-
munity is Solar [6]. While this solution does not entirely free application devel-
opers from specifying how context information is derived, it does remove the
task of discovering components from the application source code. The developer
specifies the derivation of context information in the form of operator graphs,
which include sources, sinks and channels. In this model, sensors are represented
as sources, and application components as sinks. Intermediate components re-
sponsible for interpreting or otherwise processing the data act as both sources
and sinks. At run-time, operator graphs are instantiated and managed by the So-
lar platform. The platform is capable of handling both mobility and component
failures. However, it still requires the sensor configuration to be well specified
in advance in the operator graph, rather than allowing for truly dynamic dis-
covery and reconfiguration. It is not possible to substitute previously unknown
types or configurations of sensors that are capable of providing the required
information.

The sensor network community has addressed dynamic discovery and recon-
figuration to a greater extent than the context-awareness community. However,
this community predominantly focuses on low-level issues, such as networking
protocols for wireless ad-hoc sensor networks [7] and protocols that provide low
power [8] or energy-aware [9] operation. Similarly, the discovery protocols and
query languages developed by the sensor network community are low-level, rather
than application-focused. That is, they address problems such as finding neigh-
bouring sensors and supporting database-like queries over sensor networks [10],
rather than enabling high-level requests that specify only the nature of the re-
quired context information and desired information quality, without reference to
particular sensors or sensor types.
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Separate work is currently underway to develop standards for producing com-
prehensive descriptions of sensors. The results of this work include the Sensor
Model Language (SensorML)1, which is being developed as part of the Sensor
Web Enablement (SWE) initiative with the goal of enabling sensors to become
accessible via the Web, and the IEEE 1451 family of standards2, which de-
scribes transducer (i.e., sensor or actuator) interfaces to enable interoperability.
The goals of these two standards efforts are quite different: the SWE initiative is
mainly concerned with describing sensor capabilities and observations (includ-
ing geolocation of observations), while IEEE 1451 concentrates on the static
characteristics of the sensor hardware. However, both families of standards can
be used to help support dynamic discovery of sensors and/or observations. In
particular, the SWE recommendations enable metadata-based discovery using
standard semantic Web search tools and methods. To date, however, very little
work has been done on sensor discovery and management using these standards
(although work on sensor and observation discovery using Sensor Registries is
planned by members of the SWE initiative). In this paper, we consider these
issues in light of the requirements of autonomic context-aware systems that are
based on well defined context models. In particular, we look at how SWE and
IEEE 1451 descriptions can be combined and augmented to support autonomic
discovery and management of sensors. The following section addresses sensor
description using the two families of standards in more detail.

5 Sensor Descriptions

To support both wide adoption and interoperability, the sensor descriptions that
support dynamic sensor discovery, identification and configuration should be
based, to the extent possible, on standard descriptions and classifications of
sensors. This is the main reason that our approach for describing sensors is
based on the two families of emerging standards which are briefly discussed in
this section.

IEEE 1451 Family of Standards. IEEE 1451 comprises a family of open
standards defining common interfaces for transducers (sensors and actuators) to
communicate with other components. Three standards from the family, 1451.0,
1451.2 and 1451.4, specify TEDS (Transducer Electronic Data Sheet), which
contains detailed information that can be used for sensor identification and self-
configuration, ranging from the sensor model number to sensing capabilities.

IEEE P1451.0 is a preliminary (with prefix “P”) standard, which aims to
define a set of common commands, common operations and TEDS for IEEE
1451 smart transducers. IEEE 1451.2 offers network independence by introducing
Network Capable Applications Processors (NCAP), together with an extensive
set of stand-alone TEDS for a wide range of transducers. IEEE 1451.4 defines
the Mixed-Mode Interface to enable analog and digital signals to share the same

1 http://vast.uah.edu/SensorML/
2 http://ieee1451.nist.gov/
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wires, and redefines a subset of 1451.2 TEDS to minimise the size of non-volatile
memory used by TEDS. Limited configuration information is encoded according
to assigned templates, and stored either in Electronic Erasable Programmable
ROM or in a Virtual TEDS3 file that is accessible through the Internet.

We base our approach on IEEE 1451.4 as it provides a flexible, memory-
lean TEDS model to suit transducers with varying capabilities, including small
devices such as microphones, thermocouples and accelerometers.
Open Geospatial Consortium Recommendations. The Sensor Web En-
ablement initiative is an ongoing activity carried out by the Open Geospatial
Consortium (OGC)4 with the aim of allowing sensors and sensor data to become
discoverable and accessible in real time over the Web. Two of the main products
of the initiative so far have been the SensorML and Observations & Measure-
ments (O&M) recommendations. These deal with the representation of sensor
descriptions and observations, respectively.

SensorML and O&M can each be used to support aspects of autonomic context
management, as we show in the remainder of this paper. SensorML descriptions
can be used for discovery of context sensors (as discussed in Sections 5 and 6),
while O&M can be used to support the mapping of sensor observations into
application-level context models (as discussed in Section 7).

SensorML models sensors as processes with inputs, outputs, parameters and
methods. SensorML processes can be composed into process chains in order
to model composite sensor systems. Four properties of sensors in the model
that are relevant for reconfiguration are sml:identification, sml:classification,
sml:capabilities, and sml:characteristics. In a similar way to the IEEE 1451
TEDS, sml:identification and sml:classification are used to assist sensor dis-
covery and “plug-n-play” functionality: sml:identification provides information
such as the manufacturer ID, model number and serial number, while sml:classifi-
cation provides information concerning sensor types, applications, and supported
sensing phenomena. sml:capabilities and sml:characteristics provide detailed
technical specifications which can be used for autonomic sensor reconfiguration.

The O&M model defines a number of terms used for describing sensed obser-
vations and relationships between them. An observation is modelled as an event
with a timestamp and a value describing the sensed phenomenon. The locator
property is utilised to define the location of the observation, while a procedure
described using SensorML defines the sensor or instrument used to capture the
observations. Finally, related observations (such as a sequence of observations
taken at regular intervals) can be grouped using observation arrays. An example
observation for a “FaceRecognition” phenomenon is shown later in Section 7.
Hybrid Sensor Description Model. We envisage that in the future, most
sensors will provide either embedded or virtual TEDS descriptions; therefore, we
describe sensors by integrating SensorML and TEDS. That is, we base the part
of the SensorML sensor description related to sensor identification, classification,
reconfiguration and calibration on the IEEE 1451 standard. The advantage of
3 http://www.ni.com/teds
4 http://www.opengeospatial.org
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Fig. 2. Camera SensorML example (shown as a screenshot from the SensorML editor
from http://vast.uah.edu/SensorML/, rather than an XML document, for brevity)

this approach is that this part of the SensorML description can be generated
automatically from the TEDS description.

Sensors can be either physical (e.g., temperature sensors, GPS devices) or
logical, which are often physical sensors enhanced with additional software to
support more sophisticated types of sensing phenomena than the physical sensor
alone. An example of a logical sensor is the camera described in Fig. 2. The cam-
era as a physical sensor provides a stream of images, whereas the smart camera
required in our emergency services scenario is augmented with face, scene and
number plate recognition software. This is indicated in the camera description
in Fig. 2 by the list of sensing phenomena this particular sensor/device provides.

6 Reconfiguration of Context Sources

The role of context management systems is to acquire and store context informa-
tion, typically in the form of context facts, and to disseminate this information
to applications through querying and/or notification based on subscriptions.

Figure 3 illustrates a simplified architecture of a context-aware system, in
which only the context management system is shown at the middleware level.
The left side of the figure (Context Model and Context Facts) represents in-
formation stored in most current context management systems, including our
own previously developed system [4]. However, we argue that in order to allow
run-time discovery and replacement of context sources, some additional informa-
tion and functionality is required in context management systems. This includes:
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1. Sensor Description Repositories, to support discovery of sensors. As we have
already shown in Section 5, sensor descriptions can be based on standards to
support interoperability in pervasive systems. We use a combination of TEDS
and SensorML, as TEDS supports dynamic discovery and identification of
sensor instances, while SensorML can describe additional information needed
in sensor matching and management.

2. Current Set of Context Sources, to support run-time replacement of sensors.
The context management system requires knowledge of current sensor bind-
ings in order to facilitate their replacement in the case of sensor failures or
user mobility.

3. Observation - Context Fact Mapping, to support the integration of sensor
observations from arbitrary sensors into the application-level context model,
which represents context information in terms of facts. This mapping can
be specified by the designer of the context model in terms of metadata that
extends the model. We propose an approach in which the mapping assumes
that inputs are in the observation format specified by the OGC’s O&M
recommendation, in order to facilitate interoperability across sensor types
and context management systems.

4. Sensor Matching Restrictions, to support discovery of new sensors based on
context fact types defined for the application. As shown in Fig. 4, the restric-
tions should be created by the application designer based on the Observation
- Context Fact Mapping. The restrictions should stipulate the required sens-
ing phenomena (e.g., “FaceRecognition”), as well as application-dependent
restrictions (e.g., sensors must be within a well-defined geographical region
or in close proximity to a given object).
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Context management systems that provide these features can support dy-
namic re-organisation as follows: based on both the description of the current
sources (including the sources that must be replaced) and the sensor matching
restrictions, the sensor description repository can be searched for appropriate
sensors. This is shown in Fig. 5.

7 Mapping Observations to a Context Model

As discussed in the previous section, reconfigurable context management sys-
tems not only need to be able to dynamically discover appropriate sensors with
which to populate application-level context models, but also to map observations
reported by the chosen sensors to the representations used by the models (in our
case, context facts). The mapping from sensor observations to high-level context
information can be specified at design-time in terms of mapping descriptions that
extend the context model. Although the mapping can potentially be expressed
in any format, basing it on standards promotes interoperability. Therefore, we
base our mapping on the O&M recommendation.

In the remainder of this section, we illustrate an example mapping related to
the emergency services scenario and the context model shown in Fig. 1. As dis-
cussed in Section 3, the context model captures three types of recognition events
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<gml:Observation>
<gml:timestamp>

<gml:TimeInstant>
<gml:timePosition>2005-09-27T23:32:54</gml:timePosition>

</gml:TimeInstant>
</gml:timestamp>
<om:using xlink:href="http://equipment.itee.uq.edu.au/foyer/camera03" />
<gml:resultOf>

<gml:Category>P343989961</gml:Category>
</gml:resultOf>
<om:observable xlink:href="phenomena.xml#FaceRecognition"/>
<om:quality method="quality.xml#error">

<om:Error uom="units.xml#percent">5</om:Error>
</om:quality>

</gml:Observation>

Fig. 6. Face recognition observation

(face, number plate and scene recognition). Therefore, the sensor matching re-
strictions for this model (described briefly in the previous section), should stip-
ulate the required phenomenon types (“FaceRecognition”, “SceneRecognition”
and “NumberPlateRecognition”), as well as restrictions on the geographical area
in which the sensors are located. We don’t show these restrictions, as they vary
from one emergency to another and therefore need to be generated at run-time.

Each of the three observation types requires its own mapping to one or more
facts. We focus on the mapping of observations for the “FaceRecognition” phe-
nomenon by way of example. Figure 6 shows a face recognition observation spec-
ified using O&M. The observation, produced by a camera described by the Sen-
sorML document located at “http://equipment.itee.uq.edu.au/foyer/camera03”,
represents an event in which the camera recognises a person with ID P343989961
with a 5% likelihood of error. This observation can be mapped to the following
facts, where fact types are shown in brackets:

– “23434 involves P343989961” [PersonRecognition involves Person]
– “23434 occurs at 2005-09-27T23:32:54” [RecognitionEvent occurs at Time]
– “23434 produced by http://equipment.itee.uq.edu.au/foyer/camera03”, accuracy

= 0.95 [RecognitionEvent produced by Sensor]

The mapping of the observation values to the above facts is performed on
the basis of fact templates that select values from observations using the XML
Query language (XQuery)5, and then carry out any necessary transformations.

8 Conclusions

In this paper we presented a model and architecture for autonomic context man-
agement systems which can discover and replace sources of context information
5 http://www.w3.org/XML/Query/
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at run-time. This work extends our previous context management system, de-
veloped as part of our infrastructure for context-aware applications [4].

The proposed reconfigurable context management system is a general solu-
tion suitable for highly autonomic, context-aware applications that use context
models specified in terms of high-level facts. To create sensor descriptions that
support dynamic sensor discovery we combined SensorML and IEEE 1451. In
addition, to support the integration of observations from arbitrary sensors into
application-level context models at run-time, we developed a mapping technique
based on the OGC’s O&M recommendation for representing sensor observations.
The use of emerging standards in our solution leverages the fact that future sen-
sors will provide standard descriptions, and promotes interoperability between
context management systems.

References

1. Strang, T., Linnhoff-Popien, C.: A context modeling survey. In: UbiComp 1st Inter-
national Workshop on Advanced Context Modelling, Reasoning and Management,
Nottingham (2004)

2. Henricksen, K., Indulska, J., Rakotonirainy, A.: Modeling context information in
pervasive computing systems. In: 1st International Conference on Pervasive Com-
puting (Pervasive). Volume 2414 of Lecture Notes in Computer Science., Springer
(2002) 167–180

3. Henricksen, K., Indulska, J.: Developing context-aware pervasive computing ap-
plications: Models and approach. Journal of Pervasive and Mobile Computing 2
(2006) 37–64

4. Henricksen, K., Indulska, J., McFadden, T., Balasubramaniam, S.: Middleware for
distributed context-aware systems. In: International Symposium on Distributed
Objects and Applications (DOA). Volume 3760 of Lecture Notes in Computer
Science., Springer (2005) 846–863

5. Dey, A.K., Salber, D., Abowd, G.D.: A conceptual framework and a toolkit for
supporting the rapid prototyping of context-aware applications. Human-Computer
Interaction 16 (2001) 97–166

6. Chen, G., Li, M., Kotz, D.: Design and implementation of a large-scale context
fusion network. In: 1st Annual International Conference on Mobile and Ubiquitous
Systems (MobiQuitous), IEEE Computer Society (2004) 246–255

7. Lim, A.: Distributed services for information dissemination in self-organizing sensor
networks. Journal of the Franklin Institute 338 (2001) 707–727

8. Polastre, J., Hill, J., Culler, D.: Versatile low power media access for wireless
sensor networks. In: 2nd International Conference on Embedded Networked Sensor
Systems, Baltimore (2004) 95–107

9. Shah, R.C., Rabaey, J.M.: Energy aware routing for low energy ad hoc sensor
networks. In: Wireless Communications and Networking Conference (WCNC).
Volume 1. (2002) 350–355

10. Yao, Y., Gehrke, J.: Query processing for sensor networks. In: 1st Biennial Con-
ference on Innovative Data Systems Research (CIDR), Asilomar (2003)



Formal Modeling and Verification of Systems
with Self-x Properties�
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Abstract. In this paper we present a case study in formal modeling and
verification of systems with self-x properties. The example is a flexible
robot production cell reacting to system failures and changing goals.
The self-x mechanisms make the system more flexible and robust but
endanger its functional correctness or other quality guarantees. We show
how to verify such adaptive systems with a “restore-invariant” approach.

1 Introduction

Still today, many technical systems are tailored very rigidly to the originally
intended behaviour and the specific environment they will work in. This some-
times causes problems when unexpected things happen. A possible way to make
such systems more dependable and failure tolerant is to build redundancy in
many components. Another approach is to design systems from the beginning
in such a way, that they can dynamically self-adapt to their environment. The
benefit of these adaptive systems is that they can be much more dependable
than conventional systems, without increasing system complexity too much, as
not every scenario must be modeled explicitly.

From the point of view of formal methods, these systems are more difficult to
describe as their structure may change with the adaption. This can lead to prob-
lems when functional correctness of such a system is to be proven. Nevertheless,
in many safety critical fields like production automation, avionics, automotive
etc., functional correctness and quality guarantees are crucial. We show how an
adaptive system can be modeled with formal methods and its functional correct-
ness be proven under adaption. We illustrate this technique with a case study
from production automation.

2 Case Study

The case study describes an automated production cell which is self-organizing
in case of failures and adapts to changing goals. It consists of three robots, which
are connected with autonomous transportation units.
� This research is partly sponsored by the priority program “organic computing” (SPP

OC 1183) of the German research foundation (DFG).
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Fig. 1. Valid configuration of robot cell

2.1 Description

In the production cell every robot can accomplish three tasks: drilling a hole
in a workpiece, inserting a screw into a drilled hole and tightening an inserted
screw. These tasks are done with three different tools that can be switched.
Every workpiece must be processed by all three tools in the given order (drill,
insert, tighten = DIT). Workpieces are transported from and to the robots by
autonomous carts. Changing the tool of a robot is assumed to require some time.
Therefore the standard configuration of the system is to spread out the three
tasks between the three robots, and the carts transfer workpieces accordingly.
This situation is shown in fig. 1.

2.2 Self-organization

The first interesting new situation occurs when one or more tools break and the
current configuration allows no more correct DIT processing of the incoming
workpieces. In fig. 2 the drill of one robot broke and DIT processing is not
possible, as no other robot is configured to drill.

As the robots can switch tools it should be possible for the adaptive system
to detect this situation and reconfigure itself in such a way, that DIT processing
is possible again.

This can be resolved as shown in fig. 3. Now the left robot drills, the right
robot tightens the screws and the middle robot is left unchanged. For this error
resolution, not only the assignment of the tasks to the robots must be changed,
but also the routes of the carts and the direction of the incoming and outgoing

Fig. 2. Hazard due to broken drill Fig. 3. Reconfigured robot cell
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workpieces. If only the tools were switched, the processing of all tasks would be
possible, but not in the correct order.

2.3 Self-adaption and Self-optimization

Another form of adaption is possible in the production cell when partially
processed workpieces arrive. A RFID tag can be used on the workpieces that
indicates whether they have already a drilled hole. Those that have the hole
drilled do not have to be processed by the robot assigned the drill task. If there
is an additional transport cart available, then it can bring the partially processed
workpieces directly to the robot that inserts the screws.

When this has happened, the robot that has been assigned the task to insert
the screws might become the bottleneck in the system. If an additional robot
and cart are available, they can be integrated to self-optimize the throughput of
the production cell.

Again, self-x properties are only possible because of internal redundancy in
the system. This includes redundant tools that can be switched and redundant
robots or transport carts. The difference to traditional redundant systems is that
they are dynamically configured and may be used for other tasks if not needed
at the moment.

The production cell is also capable to self-adapt using graceful degradation to
fulfill at least parts of its functions as long as possible. In this example this could
be drilling holes in a workpiece and inserting screws but not tighten them. Yet
another form would be to use one robot to accomplish more than one task. This
is also a case of graceful degradation because it preserves the functionality but
diminishes the throughput of the production cell considerably.

Although small, the example exhibits several aspects of self-x properties and
especially self-adaption. Nevertheless, several interesting questions arise: How
does the dynamically changing organization of the production cell affect func-
tional correctness? What happens while a reconfiguration takes place? Does the
system produce correctly after a reconfiguration?

3 Formal Model

When trying to build a formal model for an adaptive system, the question arises
how to represent the dynamically changing characteristics of such a system.
We found that these can be modeled with techniques similar to conventional
systems. We used transition automata as representation for the robots, the carts,
the workpieces and the reconfiguration control. The functional properties of the
system can be expressed using temporal logic formulas.

The crucial point of the modeling is the treatment of the reconfiguration. We
regard a run of a system as separated in production phases and reconfigura-
tion phases. A production phase is characterized by the invariant “The system
configuration allows for processing a workpiece in DIT order”. The end of a pro-
duction phase is marked by the violation of this invariant. The purpose of the
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reconfiguration phase is the restoration of the invariant. When this is achieved,
the reconfiguration phase is over and a new production phase starts. We use the
term “restore-invariant” for this approach.

We did not implement a specific reconfiguration algorithm in the model but
only specified it in a “top-down” way, as restoration of a functional invariant.
This technique can also be applied to the other mentioned self-x properties. The
crucial point here is that the algorithm must be able to decide whether these
invariants hold and restore them if not. Seeing reconfiguration in this abstract
way gives us the advantage that it is sufficient to prove that an algorithm can
restore the invariant to show that the algorithm provides correct reconfiguration,
thus modularizing our model.

We implemented the formal model of the adaptive production cell as transition
system in the SMV model checker [7]. This formalization allows specification of
functional correctness in CTL (computational tree logic) and LTL (linear time
logic), or their semantics see[3].

3.1 Transition Systems

Due to space restrictions not all transition systems are shown for the automata.
The respective transition preconditions are explained in the text. Dashed lines
indicate the effect of an interrupting reconfiguration. If used, this confines re-
configuration from normal functioning.

Control Transition System. The Control performs the reconfiguration of the
production cell. Its transition system is shown in fig. 4. It waits in state Reconf
until all robots and carts are in their respective reconfiguration states. Then
it enters the state Initialize. After this, one of the states of the Robot1Conf
multi-state is entered, then one of the Robot2Conf states and finally one of the
Robot3Conf states. Which one of the states is entered, decides which task is
assigned to the corresponding robot. The assignment of the routes to the carts
is done analogously in the Cart1Conf and Cart2Conf multi-states. Which task
is assigned is chosen indeterministically. Correct assignment for processing work-
pieces is assured by the specification of the reconfiguration algorithm explained
in Sect. 3.3.

Robot Transition Systems. The initial state Reconf is left when the Control
assigns a new task to the corresponding robot. The succeeding states are either
readyD, readyI or readyT for the respective tasks.

When the robot is in readyD state it waits for a new workpiece to arrive. When
this happens it enters state busyD. If the workpiece has already been processed
with the tool the robot uses, it enters directly doneD, simulating passing through
of the already processed workpiece. After busyD the doneD state is entered
indicating that the workpiece processing is complete and the robot waits for a
cart that fetches the workpiece. When this happens, the robot enters readyD
again. The same holds for the other possible tasks. When a reconfiguration is
initiated by the Control, then the robot leaves its current state and reenters
Reconf .
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Control

Cart1Conf

EndReconf

Cart1DI Cart1IT

Cart2ITCart2DIrobotTrobotIrobotD

Robot3Conf

robotI

Robot2Conf

Robot1Conf

Reconf Initialize

robotT

Cart2Conf

None

robotD

robotD

robotI

robotT

Fig. 4. Control transition system

Workpiece Transition Systems. The workpieces are defined via two au-
tomata. The first one is WP pos

i . It describes the position of the workpiece i in
the production cell.

The initial state is Before if the cell is configured, then the next state is
infrontD as the workpieces are delivered to the driller not with the aid of
carts but with a conveyor that is not modeled. When the robot that has been
assigned the drill task is ready, then WP pos

i enters the state inD. When the task
is done, it enters behindD. When the workpiece is fetched, it enters either the
state Cart1 or Cart2, depending on which cart arrived. After the respective cart
arrives at either the infrontI or infontT position, the WP pos

i enters the state
corresponding to this position. The other tasks are modelled in a similar way,
the only difference is, that after behindT , the WP pos

i enters the state Before
again, instead of being put on a cart.

The second transition system for the workpiece is WP state
i . It indicates which

tasks have already been completed on the workpiece. It consists of an 3-bit
array, each bit corresponds to one of the possible tasks and has the value 1 if the
task has been done and 0 otherwise. When the workpiece leaves the production
cell, then WP state

i is reset to its initial state and it is reintroduced into the
production cell. When a reconfiguration takes place, the workpieces that are in
the production cell are brought to the Before state again, but their completed
tasks are preserved.

Cart Transition System. The carts are represented as the product automa-
ton of three different automata. The first one is Cconf

i , see fig. 5. Its initial state
is Reconf . The succeeding state is either DI or IT , depending on the configura-
tion that the Control automaton assigns. If Cconf

i = DI then the corresponding
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Reconf

DI

IT

Fig. 5. Cart configuration

idle

loaded

back

Fig. 6. Cart state

cart is assigned the route between the drilling and the screw-inserting robot,
Cconf

i = IT is then the route between the screw-inserting robot and the screw-
tightening one. When a reconfiguration starts, then Cconf

i enters Reconf again,
to get a new configuration.

The second automaton for describing a cart is Cstate
i , see fig. 6. The initial

state is idle and indicates that the cart is waiting behind a robot and waiting
for a workpiece processed by this robot. The state loaded is entered when a
workpiece has been processed by the robot the cart waits behind, and is to
be transported on the assigned route. When the cart arrives at the next robot
and the workpiece is fetched, then the state back is entered. The idle state is
reentered when the position of the cart is again behind the robot.

The third automaton for the description of the carts is Cpos
i . It represents the

position the cart is at. The positions correspond to the possible positions of the
workpieces. The initial state is Undefined. Its route is abstracted to three states,
behind a robot, between two robots and in front of the next robot. Depending
on the assigned configuration these are either the drilling and inserting or the
inserting and tightening robot.

Failure Automata. For the modeling of failures we use failure automata. These
can be either transient or persistent see fig. 7. The initial state of a failure au-
tomaton is no, i.e. there is no error at the moment. The automaton can indeter-
ministically enter state yes, indicating that an error has occurred. A transient
failure can disappear, again in an indeterministic way.

Transient Failure

no yes

Persistent Failure

no yes

Fig. 7. Failure automata for transient and persistent failures
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3.2 Predicates

For the predicates we use the notion A = s as abbreviation for the predicate
“automaton A is in state s”. For the formal model we define the predicates Ra

i

with i ∈ {1, 2, 3} and a ∈ {d, i, t}. These variables are true if robot i has been
assigned task a by checking whether the corresponding automaton is in one of
the states corresponding to task a. Together with the configuration automata of
the carts we define:

robotConf := (Rd
1 ∨Ri

1 ∨Rt
1) ∧ (Rd

2 ∨Ri
2 ∨Rt

2) ∧ (Rd
3 ∨Ri

3 ∨Rt
3)

cartConf := (Cconf
1 �= Reconf) ∧ (Cconf

2 �= Reconf)
conf := robotConf ∧ cartConf

ditCapable :=
∧

a∈{d,i,t}
(
∨

j∈{1,2,3}
Ra

j ∧ (
∧

k∈{1,2,3}\j

¬Ra
k))

cartCapable := (Cconf
1 �= Cconf

2 ) ∧ (Cconf
1 �= Reconf) ∧ (Cconf

2 �= Reconf)

This means that robotConf holds when all robots have a task assigned. The
same holds for the carts with cartConf . The variable ditCapable is true when
the assignment of tasks to robots includes all three tasks. As the variables Ra

i are
defined via the states of the robot automata, the formula Ra

i →
∧

b∈{d,i,t}\a ¬Rb
i

always holds.
To model broken tools as failures in the model of the production cell we define

transient failure automata as explained in Sect.3.1 for all tools of all robots. A
complete list of possible failure modes can be found with techniques like failure-
sensitive specification [8] or HazOp [5]. These failure automata are called failsa

i

with i ∈ {1, 2, 3} and a ∈ {d, i, t}. Using these automata we define additional
boolean variables:

ditFailurej :=
∨

a∈{d,i,t}
(Ra

j ∧ (failsa
j = yes))

ditFailure :=
∨

j∈{1,2,3}
ditFailurej

This means that ditFailurej holds if robot j has been assigned a task it
cannot perform as the corresponding tool is broken and ditFailure indicates
that one or more robots have been assigned a task that is impossible at the
moment. Whenever the external Control detects that ditFailure holds, then a
reconfiguration is triggered.

For proving functional properties and specifying a correct reconfiguration al-
gorithm the predicate ditPossible is needed that holds if a correct configuration
is still theoretically possible. We used the disjunction of all correct robot config-
urations for this. It is important to mention, that this is not needed in the model
itself but only to specify the reconfiguration algorithm and to prove functional
correctness. That means that ditPossible may also be defined in another way,
e.g. to model graceful degradation adaption.
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3.3 Specification of Reconfiguration

For this specification of the reconfiguration we used LTL. SMV allows LTL
formulas in assumed properties. The two specifications are as follows:

confDIT := G ((robotConf ∧ cartConf)→ ditCapable ∧ cartCapable

confCorrect := G ((Control = EndReconf)→
X (ditPossible→ ¬ditFailure))

That is, confDIT specifies that every reconfiguration results in a sensible
configuration of the production cell. Every tool must be available and the carts
have distinct routes assigned. The property confCorrect specifies that whenever
a reconfiguration has just been finished, ditFailure is false as long as correct
configuration is still possible. All functional properties in the next section are
proven under the assumption that confDIT and confCorrect hold.

4 Verification

We see a run of the system divided in phases of production and reconfiguration.
In a production phase, workpieces are processed in a straightforward way. When
a tool breaks, then a reconfiguration takes place that changes the organization
of the cell. The propositions we want to prove are the same as in a conventional
system, i.e. that processing of the workpieces is done in correct DIT order and
on all workpieces that enter the production cell.

Proposition 1 assures that as long as ditPossible holds every workpiece will
finally be processed by all tools. Therefore, as long as processing is theoretically
possible, all tasks are executed on all the workpieces.

AG (ditPossible→ (AFWP state
i = [1, 1, 1])) (1)

This does not yet guarantee that processing is done in the correct DIT order.
For this property we prove the following:

AGWP state
i = [0, 0, 0] ∨

A [WP state
i = [0, 0, 0]untilWP state

i = [1, 0, 0] ∨
(A [WP state

i = [1, 0, 0]untilWP state
i = [1, 1, 0] ∨

(A [WP state
i = [1, 1, 0]untilWP state

i = [1, 1, 1]])])] (2)

Proposition 2 proves that processing is never done in a wrong order. Together
with proposition 1 we know that as long as processing is possible, processing
with all three tools is done.

The next propositions show that the modeling of our cell is sensible Proposi-
tion 3 shows that workpieces never occupy the same position “in” a robot.

Proposition 4 shows that carts are never at the same position. Their position
is not tracked in a reconfiguration phase. Proposition 5 shows that if for a cart
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is loaded, then it carries a workpiece, i.e. a workpiece has the same position as
the cart.

AG (WP pos
i = WP pos

j →WP pos
i �∈ {inD, inI, inT}) (3)

AG ((Cconf
i �= Reconf ∧ Cconf

j �= Reconf)→ (Cpos
i �= Cpos

j )) (4)

AG (configured→ (Cstate
i = loaded→ ∃j : WP pos

j = Cpos
i )) (5)

These proposition show that the modeling of the production cell is correct
according to the requirement that failures can occur and processing is correctly
adapted to these failures as long as possible. Furthermore we provided several
propositions that showed that the cell is modeled in a sensible way beyond the
adaption capabilities.

5 Related Work

Much of the available work on adaptive systems and verification thereof is based
on agent-oriented programming. These mentioned papers have no similar concept
to our “restore-invariant” technique for top-down design for systems with self-x
properties.

Bussman et al. [1] define several functional requirements and software engi-
neering requirements that an agent-oriented system must fulfill in order to be
qualified for industrial control problems. Both functional and software engineer-
ing requirements are met by our model of the production cell, although it was
not designed having agent-orientation in mind.

In [2] Bussmann et al. describe an adaptive production system based on agent-
technology. An auction based approach is taken where agents bid for tasks and
a self-organization of material flow takes place. They prove that their approach
is free of deadlocks and give good reasons and empirical observations for in-
creased productivity. This differs from our approach as it is more directed to
increasing throughput and not to make the system more dependable to failure
of components.

Kiriakidis and Gordon-Spears describe in [4] an approach to restore super-
vision and assure specified behaviour of robot teams. It it based on transition
automata and a language that is expressed by these automata. This language is
changed by learning algorithms triggered by unforeseen events. This approach
is directed more to team composition instead of robot functionality as in our
example.

Another approach is taken by Cornejo et al. in [6]. A dynamic reconfiguration
protocol is specified and verified using the LOTOS language. It consists of a
configurator agent and application agents that communicate over a software
bus. Its asynchronous communication would be an interesting way to implement
a reconfguration algorithm that fulfills the mentioned invariant.



Formal Modeling and Verification of Systems with Self-x Properties 47

6 Conclusion

We presented a case study in formal modeling and verification of self-adaptive
systems. The example production cell exhibits several self-x properties, particu-
larly self-organization.

We have shown a way how to guarantee functional correctness under the pres-
ence of failures and reconfiguration. The idea is to impose invariants to be main-
tained by the system. In case of failures, the invariant is violated and the task of
the reconfiguration or the adaption is to restore these invariants. This leads to a
“top-down” design approach for self-adaptive systems, separating specifications
from their implementations. We call this approach “restore-invariant”.

In the example we focused on functional correctness but the invariants could
also express other goals like throughput performance, load-balancing or graceful
degradation.

The next step is to look at the additional self-x properties of the production
cell mentioned in Sect. 2.3. Other interesting topics are overcoming the limita-
tions of finite state spaces and measuring the benefit of adaptive systems. Of
course we will also generalize the concepts from this case study to make this
approach applicable to general forms of self-adaptive systems.
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Abstract. In this paper we present an autonomic rapid application composition 
scheme for ubiquitous systems. The main contribution of this paper is to 
provide a mode through which a mobile user can receive transparent service 
environment during his mobility period using the benefits of service compo-
sition paradigms. We propose a novel service selection matrix that enables the 
selection of the services similar to the ones that user was previously using. We 
observed that the user context is not the only key to improve the service 
selection rather some selection heuristics are also needed. Those search 
heuristics are provided through the degree of adaptive similarity. Our over all 
objective is to achieve high levels of service consistency and quality of service 
at higher layers.  

1   Introduction 

Trends are changing fast in ubiquitous world. With the growing popularity of 
ubiquitous systems [1], the importance of enabling technologies and enabling 
methods is also increasing. Based on Service Oriented Architecture (SOA) the OSGi 
[2] is one of the biggest candidates for ubiquitous middleware standard. But it is more 
network-centric and more prone to point of failure bottle neck, service inconsistency; 
irregular service lifecycle, end to end update notification etc are the prime examples 
of problems in OSGi. Services are the building blocks of ubiquitous applications and 
service composition a good tool to put these blocks together [3]. One of the reasons 
why different services are composed for a mobile user is that a service or a set of that 
a user enjoys during his connectivity with a gateway may not be the same or even 
present at the new gateway [4]. In 3G mobile networks, it’s the handoff procedures 
that transfer the user context from one base station to the other but in 4G, to 
accurately compose a target application, it is not only the specification of the previous 
user session but user, device and environmental preferences [5]. 

There are many shopping emporiums around that offer electrical appliances from 
various vendors and brands under one roof. Consider a scenario where a prospective 
buyer is looking e.g., for a digital camera within a specified price range and technical 
specifications. A service discovery mechanism that selects services i.e. a service to 
compose specifications and shortlist the shops, a map service guiding the user and 
intelligently selecting the shops on a parameter say price, some finance and bank 
account management service etc, would be needed in an order to assist user in a 
meaningful way.  
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In this paper we propose an autonomic rapid application composition scheme that 
identifies the target service on multifaceted criterion and composes applications for 
consistent smart space experiences. The exchange of some metadata i.e. selection 
algorithms consisting of searching criteria with search heuristics, access level 
policies, obligation policies, at configuration level brings back the same application 
environment for the user which he enjoyed at the last gateway.  

The discussion in the remainder of this paper is arranged as follows. Related work 
is presented in section 2. In section 3 we present the proposed scheme. Section 4 
contains simulation results. In section 5 we conclude this paper. 

2   Related Work 

The most renowned industrial component models (CCM, EJB, .NET) are ill-suited for 
sensor based applications development. The main reason is that they are resource 
consumers and gateways can be resource constrained systems. They can be systems 
similar to embedded systems. In this section we discuss some related projects of 
component models and projects of embedded mobile systems.  

Service Synthesizer on the Net (STONE) project [1] explores new possibilities for 
users to accomplish their tasks seamlessly and ubiquitously. The project focuses on 
the development of context-aware services in which applications are able to change 
their functionality depending on the dynamically changing user context. In STONE 
project the service discovery is considered as one of the general resources on internet. 
This linear resource needs application pipelining and remote service delivery which is 
certainly not the theme of the scheme proposed in this paper. We believe that service 
delivery distance plays a great role in increasing the QoS and decreases the load on 
the network. We categorize service pool into Local Service Pool (LSP), and Virtual 
Service Pool (VSP). The services with high payload are processed in LSP and the 
services with low payload can be accessed and used remotely. We maintain the user 
context at his local device so that when he leaves the gateway the application context 
goes with him. Service synthesis and service mobility are significant components for 
achieving a consistent service delivery. It can be achieved by collecting necessary 
functions and combining them dynamically in response to changes in time and place. 
We consider backtracking and finding the candidate services to replace the ‘out-of 
service’ services in future work. The STONE project also considers these issues as 
key issues.  

In [6] applications are built using context-aware architectures, meaning that context 
(e.g., location, environment, and user task) is used as a filter to determine which 
building blocks are relevant to the application at any given time. The main concept 
underlying this vision is dynamically available building blocks, i.e., building blocks 
that can appear or disappear at any time. The authors of [6] propose that only limited 
amount of context can select the right services but we argue that its the search  
heuristics along with the context that are needed to select the right services. Moreover 
the solution proposed in gravity can not be called scalable as in the presence of many 
services at service gateway, many services may have similar context so it would be 
more or less the same problems of service selection.  
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The Robust Self-Configuring Embedded Systems (RoSES) [7] is a project that is 
exploring graceful degradation as a means to achieve dependable systems. But only 
reconfiguration can not solve the complicated service selection problems. The 
scalability of this system is confined to a local area network. With the increasing size 
of network the scalability comes down drastically. The heterogeneity levels at large 
MANET scale may cause the system to lose its self configuring value as the 
increasing type of devices makes the scenario very complex. Unlike the scheme 
proposed, ROSES doesn’t perform any offline learning function. Moreover it doesn’t 
give any functional assurance. RoSES reboots after reconfiguring the software. In 
MANET environments, the reboot procedure is avoided. The Amaranth QoS Project 
[8] is a Quality of Service project that emphasizes admission policies. The key idea is 
to have tasks with at least two levels of services: baseline and optimized. A system 
could thus be operated to guarantee critical baseline functionality via static system 
sizing, with idle resources employed to provide optimized performance on an 
opportunistic per-task basis. Although this project doesn’t have drastic scalability 
issues, it can not handle heterogeneity of high levels. The system doesn’t have total 
system awareness rather it considers active recourses only. Amaranth QoS project 
unlike RoSES doesn’t reboots the system rather it eliminates the unnecessary tasks. 

3   The Proposed Scheme 

In this section, we present the architecture, the component, and their functionality. 
Figure.1. shows the service architecture of our scheme. 

3.1   System Model 

In this section we will discuss about the architecture of the system proposed. The 
figure 1(a) shows that it is considerably usual that a mobile user leaves the one space 
and enters into the premises of another. Now he demands the same application 
environment as it was in the previous smart space. Se we either need to pipeline the 
application that the user was using at the old gateway or make a new one, very similar 
to the previous one. In order to do the later, the new gateway would require some 
application context from the user. Since the application made on top of OSGi are 
supposed to be highly volatile, we can not guarantee to have the application context 
from the old gateway if requested.  In figure 1(b), the layered architecture of the 
scheme proposed is shown. After system software the gateway software is the 
embedded software. There are two types of service pools.1) Local service Pool and 2) 
virtual service pool. Those services which are not present locally reside in the Virtual 
Service Pool (VSP). The Context Manager arranges the context received in profiles. 
The context assimilation later embeds the context in service composition process. The 
application pool contains the applications that are generated and with the changes in 
the context they are updated i.e. services are either added or removed from the 
application string. It is a difficult job to find the right services but the most important 
and basic thing is how to arrange them. There can be two kinds of service pools in a 
smart service oriented environment: the service pools which contain services that are 
dependent on each other and the service pool which contains totally independent 
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services. The complexity of each software system depends upon its functionality. We 
assume the software we are considering in the following mathematical model, 
comprises of atomic functions with occasional iterations in it. It is the responsibility 
of the link manager to prepare and transfer the meta-level description of the services 
present in both local and virtual service pool. The meta-level description includes (1) 
Main purpose of application and other related information, (2) Model, view, and 
controller elements information, (3) Application running environments and 
requirements such as device capability, (4) Events definition between each application 
entity for transmission of data, (5) Data description for saving data of the application, 
(6) Migration policy which describe the restriction of migration.  

Fig. 1. The Proposed Architecture 

    The optimization and restoration parts are adaptive self management parts of 
scheme. In this research we are using them for exception handling but in future we 
plan to use them for real time system and network management.  

3.2   Mathematical Model 

In this section we discuss the mathematical model and the steps of the proposed 
scheme. The total Service composition process consists of the following parts.  

• Service Selection 
• Syntactic Similarity 
• Functional Similarity 
• Contextual Similarity 

• Instantiation and Binding 
• Reserve Request 
• Reserve Confirmation 

• Policy Formation and Application Generation 

Service Selection: The dynamic selection of suitable services involves the matching 
of service requirements with service compatibility rather than simple search 
keywords.  Several solutions for service discovery problem have been used, e.g. 
LDAP [9], MDS [10], and Universal Description Discovery and Integration (UDDI). 

 
(a) 

 
(b) 
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The UDDI 2 lacks a rich query model and is not well equipped to handle 
environments that contain resource providers with unpredictable availability because 
of its limited support for the expiration of stale data [9]. So we plan to use the service 
bundle of Lightweight Directory Access Protocol (LDAP) provided in embedded 
builder, a bundle development software, to test our scheme. We use the following 
algorithm for service searching. 
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Where ST= Service Template consisting of access level policies, obligation policies 
and selection preferences, CT= Candidate Service, MS= Matching Service and w1, w2, 
w3 are weights used to calculate the relative similarity and 0  MS(ST,CS)  1. The 
SyntacticSim(ST,CT), FunctionalSim(ST,CS), and ContextualSim(ST,CS) are simi-
larity functions which determine the relative similarity between ST and CS. We use 
weights to calculate the degree of similarity for ease in calculations. In the following 
text we will describe the similarity functions.  

SyntacticSim(): In syntactic similarity function, we match the name, description 
and the sub constructs in candidate service with the service template. We assume that 
the description of both ST and CS are finite. The result of this function is in the range 
of 0 and 1. As per desired different Quality of Service requirements, we can opt for 
strict matching and make the higher values of SyntacticSim() as standards or keep it 
low and expect the errors. The details of the function are represented through the 
following equation. 
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(2) 

Name similarity can be calculated through string matching algorithms and 
description similarity can be calculated through n-gram algorithm however for sub 
constructs, we use the algorithm below.  

Fetch sub_constructs1 [n]; 

Fetch sub_constructs2 [m]; 

for (i=0; i++; i<=n)for(j=0;j++;j<=m) 

parsesubsmatch(execute (sub_constructs1[i],result1), 
execute (sub_constructs1[j],result2); 

if (result1==result2)save sub_construct1 $$ 
sub_construct2 $$ result2 -> matchfile.log; 
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The above mentioned algorithm executes and matches the out puts of the code 
segments. Using this functionality gives us the syntactic level similarity values.   

FunctionalSim (): It is not only the semantic similarity of the service which needs 
to be considered but also the input and output matching of CS and ST. In the previous 
section we matched the output of the code segments. It is highly likely that when code 
segments combine together, they give different output e.g. use of global functions can 
change values considerably. The following formula describes the functioning of 
Functionalism (). 
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where,  
 
fsi= best functional similarity of an operation of ST 
n= number of operation of ST 
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Where, OPCS represents individual operation of CS and getfm()’s specifications are in 
the following formula. 
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Where SynSim() is the similarity of names and descriptions, ConceptSim() is the 
ontological similarity. The similarity of the input and output operations are not 
calculated in this work. We need to develop a testing oracle that can provide the 
correct parameters to a service in order to generate the results so that they can be 
matched with the results of the other service. We intend to do this task in future work.  

Contextual Sim (): As shown in figure 1(a) that one service provider can provide 
service to many service gateways. We have indexed the gateways managed by one 
service provider with i and the other with j. Now when a user leaves the nth gateway 
managed by the service provider i, and enters into mth gateway managed by the 
service provider j, we can represent it via the following equation. 

( )n w ServiceSimilarity mi j≅η η  (6) 

Where, η  = Coefficient of Service Consistency  

    The condition holds if and only if the weights of service similarity are within the 
user defined tolerance range. At this stage our work is confined to differentiating 
between the service provider and the gateway parameters. We plan to add more 
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parameters such as environmental entities and functional relation of the user with 
those entities.  
 

Instantiation and Binding: The inconsistencies in OSGi framework have 
increased the importance of root composite controllers and binding controllers. These 
entities have helped in eliminating the inconsistencies at the service discovery, service 
substitution and service coordination level. The following is one of the examples 
binding tables maintained at the gateway level. It shows the current service in 
execution, service in pipeline, the parameters to pass them and Time to Live (TTL). In 
the binding table given below different source services have various services 
preceding which creates a sting of services. The TTL is calculated from the binding 
time plus 3000 milliseconds. Calculation of TTL reserves one service and the service 
clash are eliminated through it.   

Table 1. The Binding Table 

 

SID* TSID` Parameters TTL 

C001455D C001456Dt1,s1,w[w1,wn-1] 001589GHJ+3000

C001456D C001457DT1,T2,s2, w[w1,wn-

1] 
001589GHJ+3000

C001457D C001458DT2,T3,s3, w[w1,wn-

1] 
001589GHJ+3000

C001458D C001459DT3,T4,s4, w[w1,wn-

1] 
001589GHJ+3000

C001459D C001455DT4.T5,s5 ,w[w1,wn-

1] 
001589GHJ+3000

C001455D C001456DT5,T6,s6, w[w1,wn-

1] 
001590GHJ+3000

 
*SID= Service ID, `TSID= Target Service ID, w=weights as par.  

In mPRM the services can be accessed from a remote location. That is why we 
have a virtual service pool hosting the services that are used from a remote location. 
The Virtual Service Pool (VSP) is activated and LDAP search is performed when no 
suitable service is found at the Local Service Pool (LSP).  

4   Simulation Results 

To simulate the scenario, we made a service pool and registered a number of services 
in it. Then we run the service composition scheme proposed in this research. The first 
experiment is done at a local personal computer. The simulation results in 2(a) shows 
that an application is developed and after about 300 milliseconds it is decomposed. 
That is where our service composition scheme activates and again after about 340 
milliseconds the application is restored and it is up and running again. But that 
solution is not really long lasting and application faces faults again. This time our 
scheme takes 280 milliseconds to reconvert the application at downgraded 
environment (less resources then before). In 2(b) the simulation results show the life 
time of three different applications on the gateway. Mainly because of the internal 
resilience of transportation protocols, in distributed environment, the applications 
survive for longer and more up time is gained. There are three applications in action 
and we observe different times of failure which can be because of many reasons 
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which are out of scope of this context. We have used the Virtual Service Pool (VSP) 
for application binding. We have used TCP/IP suit and have done socket 
programming to access the services present in different servers. When the service 
number 1 has finished binding with remote services, it gives way to application 2 
(since application generation requests are placed in a queue). After remote binding 
and processing the application 3 begins processing. 

  

(a) Application generation from LSP   (b) Distributed App. Binding Using VS 

Fig. 2. Simulated Modules of the Composition Scheme 

  

(a) Distributed App. Binding Using VSP 
(Higher Throughput) 

(b) Different Connection Schemes 

Fig. 3. Simulated Modules of the Composition Scheme 

The Service Composition Manager serves as a service gateway in the middle of the 
client application and the services present on the different servers. The results are 
shown in figure 3(a). Figure 3(a) shows the same scheme as shown in figure 3 but 
with the higher throughput. Figure 3(b) shows the comparison between UDP and 
TCP. We observe that there is not much difference in the two approaches rather TCP 
performs better in regards to time.  

5   Conclusion 

This paper described a service portability scheme that selects the services for service 
composition when a user leaves one gateway and enters into another. In order to 
receive the same application environment at the new gateway he had in previous 
gateway, the service composition must be done in exactly the same way as it was 
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done previously. Our paper placed emphasis on the service selection process and 
presented some parameters on which the services can be selected. The user transfers 
the application context in the form of metadata to the new gateway and on the bases 
of the user preferences, the services are selected. The simulation results obtained 
show a promising picture and we aim to work on not only improving on the presented 
parameters but to try to discover more. We also aim to work on contextual and on 
environmental context matching.    
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Abstract. The self-optimization of network resource utilization is one
of the important goals for Internet Traffic Engineering. To achieve this
goal, many label switched path selection solutions are proposed. How-
ever, there are two drawbacks in these solutions. First, they are com-
putationally expensive because they identify the critical links based on
the maxflow algorithm. Second, they do not consider the self-demand of
the current request when trying to avoid the interference. In this paper,
we propose a novel Autonomic Interference Avoidance (AIA) algorithm,
which autonomically selects the path with the least interference with the
future requests, to overcome these shortcomings. First, AIA identifies the
critical links in the shortest paths found by the Shortest Path First (SPF)
algorithm, instead of the computationally expensive maxflow algorithm.
Second, we introduce the competitive principle to take into account the
self-demand of the current request as well as the network status. There-
fore, AIA achieves both high resource efficiency and low computation
complexity.

Keywords: MPLS, LSP, interference, critical link.

1 Introduction

Although the Internet continually evolves towards larger scale and higher ca-
pacity, the rapid growth in network traffic and type of services result in ever
increasing network congestion. Traffic engineering (TE) [1] is an effective net-
work engineering technology that optimizes network resources by distributing
the network traffic to various paths. Multi-Protocol Label Switching (MPLS) [2]
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plays an important role in TE. It supports the explicit label switched path (LSP)
[3,4], which is an ordered node list that the traffic flows pass along, computed
by border nodes (Label Edge Router or LER) according to the requests of the
traffic and the status of network resources [5]. Due to the more and more wide-
spread and complex deployment of Internet, it is necessary to seek autonomic
LSP selection schemes/algorithms to perform self-optimization of the network
resource utilization.

In order to achieve the balanced network load and minimize the resource con-
sumption, the shortest widest path algorithm (SWP) and the widest shortest
path algorithm (WSP) extend the SPF [6]. However, the above algorithms are
so greedy that they do not consider the interference between the current re-
quest and the future demands for links. Since the exact interference avoidance
between every pair is a NP-hard problem, so many studies adopt heuristics and
defer loading the interfered links (also called critical links) [7,8,9]. The minimum
interference routing algorithm (MIRA) [7] identifies the critical links based on
maxflow mincuts. However, solely avoiding using critical links for a LSP setup
may not lead to desired performance. A new algorithm called Lexicographic
MIRA (LMIRA) [8] uses a generalized definition of a critical link, called Δ-
critical link. But both MIRA and LMIRA concentrate only on reducing the
interference caused by granting an LSP demand for one single ingress-egress
pair, so they do not take into account the effect of placing an LSP demand on
links that are critical to other ingress-egress pairs. Wang et al. proposed WSC
[9] which identifies the critical links for multiple ingress-egress pairs. All these al-
gorithms rely on maxflow algorithm for the identification of critical links, which,
however, is computationally expensive.

The VFD [10] algorithm by Capone makes use of the statistical information
between pairs. However, VFD increases the complexity because it performs path
selection for multiple flows, instead of for the original single flow. The PBR
[11] algorithm also makes use of the statistical information, predicts the up-
coming requests in a certain interval and applies the multi-flow approach to
obtain the optimal solution. However, when there are wide gaps between the
predicted statistics and the practical requests, high rejection ratio appears in
PBR. To maintain low computational complexity for on-line routing, Szeto and
Kumar et al. propose two algorithms, i.e., Dynamic Online Routing Algorithm
(DORA[12]) and Max-Min Weighted Additional Flow (MMWAF[13]). They are
both two-stage routing algorithms with an offline stage and an online stage.
Although DORA and MMWAF reduce the online computation complexity, the
execution time in the offline stage can be prohibitively long. Several other al-
gorithms are reported, including the Least Interference Optimization Algorithm
(LIOA) [14], Hybrid Routing Approach (HYBR) [15], Simple MIRA (SMIRA)
[16], and Light Minimum Interference Routing (LMIR) [17]. LIOA and HYBR
reduce the interference among the LSP requests by balancing the number of
LSPs carried by the links. However, they do not do well when the bandwidth
demand variation of LSP requests is large. SMIRA and LMIR obtain the set
of critical links by computing the K-priority paths for all I-E pairs. However,
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SMIRA, LMIR, and MIRA etc. don’t care current request self-demand of links
or paths in the network.

All of the algorithms above contribute the MPLS traffic engineering LSP rout-
ing to a certain extent at one time, but at the same time they have limitations.
Therefore, this paper aims to develop an autonomic LSP selection algorithm,
i.e., the Autonomic Interference Avoidance (AIA) algorithm, with low complex-
ity, high performance. It is able to autonomically figure out paths with the
least interferences among the dynamically changing LSP set-up requests. There
are two major contributions of this algorithm. First, AIA promises to spurn the
computationally expensive maxflow algorithm while identifying the critical links.
Instead, it identifies the critical links in the shortest paths found by the Shortest
Path First (SPF) algorithm. Second, we introduce the competitive principle to
take into account the self-demand of the current requests as well as the network
status. Therefore, AIA obtains both lower complexity and higher performance
than previous algorithms, such as MIRA, WSC, etc.

The rest of this paper is organized as follows. The system model and the ideas
of AIA are introduced in Section 2. In Section 3, we describe the approach and
implementation of AIA. Performance evaluation is reported in Section 4. Finally
in Section 5, we conclude this paper.

2 System Model and Basic Ideas

We consider a uni-directed graph G(V, E, C) , where V denotes the set of nodes
in G; E represents the set of directed edges (links) in G; and C is the set of link
bandwidths. Let v ∈ V be a node in G, n =| V | be the number of nodes in G.
Further let (u, v) ∈ E be an edge of G and m =| E | be the number of edges in
G. Also let c(u, v) ∈ C be the bandwidth of link (u, v). We further define Cr as
the set of link residual capacities and cr(u, v) ∈ Cr the residual capacity of link
(u, v). Also define P as the set of ingress-egress node pairs between which LSPs
can be set up. Let (s, d) ∈ P denote the ingress-egress pair and p =| P | the
number of ingress-egress pairs in G. A request for an LSP can then be defined
as a triplet (s, d, bw) , representing the ingress node, the egress node, and the
amount of bandwidth requested, respectively.

Definition 1 (interfere). If the current request selects a LSP which includes
link a, but link a is also included in the LSPs of the future requests of other
ingress-egress pairs. Thus we say those requests will interfere on link a.

Definition 2 (critical link). If the current request interferes with the future
requests of other ingress-egress pairs on link a, we say link a is a critical link.

Definition 3 (minimum interference path). Theminimum interference path
of (s, d, bw) is the path of s to d which has the lowest interference with other ingress-
egress pairs among all the paths which satisfy the bandwidth constraint.

The key idea of interference avoidance is to take into account the interference
between the current request and the future request of any other I-E pair. That is
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Fig. 1. Competitive Principle

to say, the current request LSP must follow a route that does not ”interfere too
much” with a route that may be critical to satisfy the future demand. Therefore,
we should avoid using the critical links in the network as possible as we can.

There are two potential ingress-egress pairs (S1, D), (S2, D) in Fig. 1. The
residual bandwidth of each link is shown on it. (S1, D, 2) is the current request.
(S2, D, 2) is the future potential request. If we just consider the interference
avoidance of these I-E pairs, (S1, D, 2) will be routed along the longest path 1-3-
11-12-13-14-4. When the request (S1, D, 2) arrives the network, it should select
the longest path also by applying the interference avoidance idea. This choice
needs more network resources and potentially leads to the received bandwidth
decreasing.

Now we consider the self-demand of links or paths of the current request, i.e.
introducing the competitive principle: when a link belongs to the critical link
of both the current request and a future request, it should be used by the first
one. Link (3, 4) is the critical link of (S1, D, 2) and (S2, D, 2) in Fig. 1, so we
should select path 1-3-4 for (S1, D, 2). When (S2, D, 2) arrives, it can select path
2-3-6-7-3.

3 AIA Description

3.1 Identify Critical Links

First, AIA assigns the link init-weight as:

w0(u, v) =
ϕ(Cr)
cr(u, v)

(1)

where cr(u, v) is the residual capacity of link (u, v), Cr is the set of links residual
capacity, ϕ(Cr) is a certain function of Cr, for instance, we can design ϕ(Cr) as
the max of all links residual capacity.

Then, AIA applies Dijkstra algorithm K times based on the link weight as-
signed according to (Eq.1), and obtains K critical paths for each I-E pair. The
algorithm starts with selecting the first critical path between a pair (s′, d′) ap-
plying Dijkstra algorithm. Before selecting the next critical path, one of the max
weight links should be removed from the network. This procedure is repeated
until either K critical paths are found or no more paths are available, whichever
occurs first. The critical link set is composed of all the links included in the
critical paths of all the I-E pairs. We use Ks′,d′ to indicate the real number of



Autonomic Interference Avoidance with Extended Shortest Path Algorithm 61

CP between pair (s′, d′). The critical link set Csd is composed of the links on all
the critical paths of all the I-E pairs.

3.2 Assign Link Weight

To defer loading the critical link, we should increase the link weight after iden-
tifying the critical links. Thus, we define the interference degree as follows:

w1(u, v) =
∑

(s′,d′)∈P

Ks′d′∑
i=1

λαi
s′d′ , (u, v) ∈ CP i

s′d′ (2)

where CP i
s′d′ is the i-th critical path of the ingress-egress pair (s′, d′). αi

s′d′

denotes the importance of CP i
s′d′ . λ is the competition seed. If (s′, d′) is just the

current request, λ = −1, otherwise λ = 1.
Then AIA assigns the final link weight as:

u(u, v) = w0(u, v) + αw1(u, v)

=
ϕ(Cr)
cr(u, v)

+ α
∑

(s′,d′)∈P

Ks′d′∑
i=1 (u,v)∈CP i

s′d′

λαi
s′d′ , (u, v) ∈ Csd, α > 0 (3)

where w0(u, v) as (Eq. 1) reflects the contribution of the link residual capacity to
the link weight. w1(u, v) as (Eq. 2) describes the contribution of the interference
of all I-E pairs to link weight. α is a nonnegative const, used to adjust the contri-
bution of the interference to the link weight. ααj

s′d′ is the weight increment of the
link which belongs to CP i

s′d′ . The final weight of non-critical link is still w0(u, v).
We could see that in (Eq. 3) AIA assigns link weights composed of its residual

capacity, the interference and competition on that link. λ (competition seed)
reflects the integration of interference avoidance and competitive principle. To
actualize the purpose of interference avoidance, we think that the request of
a certain I-E pair should be routed on those links which other I-E pairs have
reserved for it. So the link weights will be increased when it is in the critical
path of other I-E pairs, the current request LSP should try its best to avoid
selecting this link. But its weight will be decreased when a link is in the critical
path of its own I-E pairs. So this link have the priority to be selected while
routing the current request. So AIA applies competitive principle while avoiding
interference, and guarantees the resource utilization efficiency in MPLS network.

3.3 AIA Description

The chart of Least Minimum Path algorithm which identifies the critical links
based on the K shortest paths of each I-E pairs is illustrated in Fig. 2. Given a
certain network G(V, E, Cr), when a traffic request r(s, d, bw) arrives at node s,
AIA sets up a bandwidth guaranteed LSP if it is reachable and there is sufficient
capacity between s and d. The variable w0 and w denote the link weights when
the interference is or not taken into account, respectively. The variable i denotes
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————————————————————————————————–
INPUT: A residual graph G(V, E,Cr), and a request r(s, d, bw), and K
OUTPUT: A LSP with bw bandwidth units between (s,d)
AIA-Online-Routing:
1) ϕ(Cr) = max cr(u, v), (u, v) ∈ E
2) FOR EACH (u, v) ∈ E

3) w0(u, v) = ϕ(Cr)
cr(u,v)

4) w(u, v) = w0(u, v)
5) FOR EACH (s′, d′) ∈ P /*Search each pair’s K Critical Paths */
6) FOR(i = 0; i < K; i + +)
7) Dijkstra(G, w0) /*Search current CP i

s′d′ for (s′, d′)*/
8) IF there is a CP i

s′d′ be found
9) FOR EACH (u, v) ∈ CP i

s′d′
10) IF (s′, d′) �= (s, d)
11) w(u, v)+ = α · αi

s′d′
12) ELSE
13) w(u, v)− = α · αi

s′d′
14) W = max w(u, v), (u, v) ∈ CP i

s′d′
15) Eliminate one of the link along CP i

s′d′ whose weight is W
16) ELSE
17) break
18) Recover the eliminated links by line 15
19) FOR EACH (u, v) ∈ E
20) IF cr(u, v) < bw
21) Delete (u, v) from G
22) Dijkstra(G, w) /*Search the LSP for r(s, d, bw)*/
23) IF there is a LSP be found
24) FOR EACH (u, v) ∈ CP i

s′d′
25) cr(u, v)− = bw
26) Recover the deleted links by line 19-21
————————————————————————————————–

Fig. 2. The chart of Least Minimum Path algorithm

the number of critical paths found for a certain I-E pair. αj
s′d′ represents the

importance of the i-th critical path of (s′, d′) pair. α·αj
s′d′ is the weight increment

of the link which belongs the i-th path of (s′, d′).
Now we analyze the computational complexity of AIA. It needs to traverse all

the links of the network while searching the maximum residual capacity of all the
links in line 1. This part has m procedure steps. Assigning weight w0 and w for all
the links in lines 2-4 expends 2m procedure steps. There are K · |P | critical paths
found for |P | I-E pairs in lines 5-18 by applying Dijkstra. The computational
complexity of Dijkstra is O(n2). So this part executes about K · |P | · n2 steps.
The total number of steps of link weight assignment of the K · |P | critical paths
is K · |P | · (n − 1), since the longest length of a critical path is n − 1. Lines
19-21 needs to traverse all the links of the network again, which also needs m
steps. In line 22 executing Dijkstra algorithm once needs n2 steps. The maximum
number of steps in lines 23-25 are n− 1. Traversing all the links of the network
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in line 26 needs m steps again. To sum up all the steps above, there are about
5m+(K ·|P |+1)·(n2+n−1) steps in AIA procedure. Thus, AIA’s complexity is of
order O(m+K · |P | ·n2) expressed as asymptotic time complexity. If the network
is on a large scale, thus both K and |P | are absolutely smaller than n, then
AIA’s complexity is of order O(m + n2). Therefore, AIA has lower complexity
than MIRA and WSC which need maxflow computation and the complexity is
of order O(m2 + n2√m).

4 Parameter Regulation and Performance Evaluation

The topology we use in simulations is as shown in Fig. 3. There are 15 nodes and
28 bi-directed edges in this topology. The capacities of the thick edges, which
represent OC-48 links, are 4800 units, while those of the thin edges, representing
OC-12 links, are 1200 units. There are 5 I-E pairs in Fig. 3. In our simulations,
all requests are randomly generated among these I-E pairs and the bandwidth
request for each pair is randomly ranged in [1,4]. Given any (s′, d′) ∈ P and i,
we let αj

s′d′ = 1 and let ϕ(Cr) be the maximum residual capacity in the network.

Definition 4 (rejection ratio). Given a fixed number of requests, the ratio of
the rejected bandwidth by the network to the total requested bandwidth is called
rejection ratio.

4.1 Competitive Principle

We perform three groups of parameter setups, i.e., AIA1 (K = 5, α = 1.6), AIA2
(K = 6, α = 2.0), AIA3 (K = 7, α = 2.6), and for each group of parameters
we set λ = −1 and λ = 0 for the current node (λ = −1 for other nodes),
respectively. The simulation results are displayed in Fig. 4 ( ”-1” or ”0” in
parentheses represents the values of λ). It can be found in Fig. 4 that, for each
group of parameters lower rejection ratio is obtained when λ = −1. Therefore,
the competitive principle obviously improves AIA in terms of rejection ratio.

4.2 Fixing on the Number of Critical Paths K

From Fig. 5, when K is relatively small, the rejection ratio decreases as K
increases. On the contrary, when K is relatively big, the rejection ratio increases
as K increases for most of cases. This part of simulations indicates that there
exists an appropriate value for K that makes AIA behave the best performance.
If K is selected too small, the corresponding critical paths contain too less critical
links to be able to reflect the actual interferences between all I-E pairs, while if
K is too big, there are too many critical links in K critical paths and they are
not able to represent the significance of every link.

4.3 Regulation of α

In Fig. 6, K = 6 and the competitive principle is considered. It depicts different
performance of AIA in terms of rejection ratio when α = 0, 1, 2, 4, respectively
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Fig. 3. Topology for Sim-
ulation

Fig. 4. Competitive Prin-
ciples

Fig. 5. Number of Criti-
cal Paths K

Fig. 6. Regulation of α Fig. 7. Rejection Ratio Fig. 8. Throughput

(the number in parentheses represents the value of α). α = 0 shows that link
weights are set without regard to the interferences between I-E pairs. The bigger
α is, the more important the interference is considered. From Fig. 6, AIA obtains
the highest rejection ratio when α = 100. Furthermore, if the number of requests
is small, the rejection ratio is high when α = 0 or 4 and low when α = 1 or 2.
If the number of requests is large, AIA obtains the highest rejection ratio when
α = 0 and secondly when α = 1 and again α = 4. When α = 2, it gets the lowest
rejection ratio. Therefore, on the whole, AIA behaves the worst when α = 100
and the second worst when α = 0 but AIA gets the best results when α = 2.

It is indicated by this part of simulation results that if only residual capacity
is considered, the results are not good, e.g., α = 0, while too high or low estimate
for the interference is not able to lead to the best performance, as well. In fact,
there exist some refined relationship between the effect of interferences upon link
weights and the effect of residual capacities upon link weights.

4.4 Performance Evaluation

After the regulation of each parameter through the simulations above, we deter-
mine that K = 6, α = 2.0 and the competitive principle is considered. In Fig.
7, AIA is compared with WSC, MIRA, SWP, WSP and MHA in terms of rejec-
tion ratio. It can be found that even at the first simulation point, MHA starts
to reject some requests. As more requests arrive, WSP, SWP, MIRA and WSC
start to reject requests one after the other. Note that AIA keeps the lowest reject
ratio all the time. In Fig. 8, AIA is compared with other algorithms in terms
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of throughput. When only a small number of requests arrive, the throughput of
each algorithm climbs rather rapidly due to low reject ratio. As more and more
requests arrive, each algorithm starts to reject requests to some different extent
and the throughput ascends slowly. When the number of requests exceeds a cer-
tain value, the network becomes saturated and the throughput levels off. Note
that in the whole process of simulations, AIA outperforms other algorithms,
especially in the case of heavy load.

5 Conclusion

The LSP path selection is the key problem in MPLS traffic engineering. In this
paper we propose an AIA algorithm to perform LSP selection. The proposed
AIA aims to autonomically solve some problems in MPLS traffic engineering,
including high complexity of the least interference path selection and lack of
consideration towards the self-demand for links of the current request, etc.

When LSP paths are selected for some traffic, AIA assigns the initial weight of
each link as a function reverse to its residual capacity and computes K shortest
paths of all I-E pairs according to this weight to identify critical links. To defer
loading them, AIA re-assigns the link weight by considering the interference
between pairs and introduces the competitive principle based on the interference
avoidance. Extensive simulations are performed in this paper and the optimal
parameters of AIA are fixed on. Simulation results also show that AIA is able to
achieve high throughput and utilization of resources and remarkably outperforms
the existing algorithms, e.g., MHA, MIRA, WSC, etc, in terms of rejection ratio
and throughput.
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Abstract. Self-healing relies on correct diagnosis of system malfunctioning.
This paper presents a use-case based approach to self-diagnosis. Both a static
and a dynamic model of a managed-system are distinguished with explicit func-
tional, implementational, and operational knowledge of specific use-cases. This
knowledge is used to define sensors to detect and localise anomalies at the same
three levels, providing the input needed to perform informed diagnosis. The mod-
els presented can be used to automatically instrument existing distributed legacy
systems.

1 Introduction

Autonomic computing and self-management have emerged as promising approaches to
the management complexity of networked, distributed systems [1]. Self-healing, one
of the important aspects of self-management, mandates effective diagnosis of system
malfunctioning. Self-diagnosis of anomalies in physically distributed systems for which
relations between the different information sources are not always clearly defined, is a
challenge.

This paper presents an approach to self-diagnosis within the context of a self-healing
framework. Characteristics of this framework are that it (1) can be applied to exist-
ing distributed object-oriented applications1, including legacy applications, (2) distin-
guishes different use-case based views and levels within an existing distributed system
(system-level, component-level, class-level), and (3) provides a structure to support ap-
plication model construction. The application models needed to achieve use-case based
self-diagnosis are the specific focus of this paper.

Sections 2 and 3 present the approach to self-healing in more detail. Section 4
describes the two models: a static and dynamic use-case based model of a system. Sec-
tion 5 describes the instrumentation of sensors following the same three levels distin-
guished in both models. Section 6 illustrates the approach for a specific use-case in the
domain of financial trading. Section 7 positions the approach in the context of related
research.

� This research is supported by the NLnet Foundation, http://www.nlnet.nl, and Fortis Bank
Netherlands, http://www.fortisbank.nl.

1 The terms system and application will be used interchangeably.
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2 Self-healing Design Rationale

Software engineering involves many different parties each with their own roles and
responsibilities, including functional analysts, developers, and system administrators.
Each of these parties is interested in the internal working (behaviour) of a system, but
have their own view of the system: a functional, implementational, or operational view,
respectively2. These views are related to system use-cases, which describe the behaviour
of a system by specifying the response of a system to a given request. These use-case
specifications are acquired in the requirements acquisition phase of a software develop-
ment process. The views are defined as follows:

Functional View - This view describes the high level functionality of different parts
of an application and how these parts are combined to realise a use-case specification.
Sequences of actions (functional steps) specify what needs to be done by an application
to attain the expected functionality. This knowledge can be used to roughly locate the
malfunctioning part of an application.

Implementational View - This view describes the low level code of an application
and describes how a use-case specification has been implemented as a chain of meth-
ods (functions) at code level. Pre- and post conditions of a method are specified as are
sequences of important code statements (implementational steps) in a method body.
This knowledge can be used to localise and address the root-cause of application mal-
functioning.

Operational View - This view describes the runtime processes and lightweight threads
of control executing within an application and describes how they should be synchro-
nised in order to realise a use-case specification. The structure of interacting processes
and lightweight threads are specified as are sequences of process-to-process or thread-
to-thread communication (operational steps). This knowledge can be used to discover
partial system shutdowns and process-oriented application malfunctioning.

Our approach to self-diagnosis is based on these three views. Information from all
three views is used to locate the malfunctioning part of a system at the corresponding
level as indicated above.

3 Self-healing Architecture

This section presents an overview of a complete self-healing architecture (Fig. 1(a)). At
the highest level two modules are distinguished: a managed-system and an autonomic-
manager. The managed-system can be any existing distributed object-oriented applica-
tion that has been extended with sensors and effectors. Sensors (see Sect. 5)
provide runtime information from the running application to the autonomic-manager
and effectors provide adaptation instructions from the autonomic-manager to the run-
ning application.

2 The views are somewhat similar to the logical, implementational, and process views used in
Unified Modeling Language (UML) [2].
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Running Application

Analysis Module

Hypothesis Module
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Symptoms
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Autonomic Manager
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Managed ElementManaged Element

Autonomic Manager Autonomic Manager

Autonomic Manager

Managed Element

Fig. 1. Self-healing architecture. (a) Interaction between an Autonomic Manager and the Man-
aged System. (b) Each Managed Element has its own separate Autonomic Manager.

The autonomic-manager itself has two modules: (1) a self-diagnosis module, and
(2) a self-adaptation module. The self-diagnosis module continuously checks whether
the running application shows any abnormal behaviour by monitoring the values it re-
ceives from the sensors placed in the application. If so, the self-diagnosis module de-
termines a diagnosis and passes it to the self-adaptation module. This latter module is
responsible for planning actions that must be taken to resolve the abnormal behaviour
and uses the effectors to do so.

The self-diagnosis module contains the analysis module and the hypothesis mod-
ule. The analysis module is responsible for identifying abnormal behaviour (symptom)
of a running application based on values received by the sensors and the information
available in its application model (see Sect. 4) and its analysis knowledge-base. The
hypothesis module determines the root-cause of a given abnormal behaviour using the
knowledge available in its hypothesis knowledge-base.

The analysis knowledge-base contains constraint rules (SWRL rules [3]) and meta-
knowledge about the constraint rules. Constraint rules define whether observed values
coming from different sensors are consistent with a certain symptom associated with
a job. Depending on the type of job, symptoms can be functional, implementational,
or operational. The meta-knowledge in the analysis module contains strategic rules re-
garding success or failure of constraint rules.

This paper focuses only on the self-diagnosis module, and in particular on the models
and sensors used by the analysis module.

4 Application Model Design

The main goal of designing a model of a running application is to provide useful diag-
nostic information about the application to the autonomic-manager. Based on the ap-
plication model and diagnosis information, the autonomic-manager can coordinate its
operations for self-configuration, self-healing, and self-optimisation of the managed-
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application. The information provided concerns both the static structure of an applica-
tion and its dynamic behaviour at runtime. The application model provides knowledge
about (1) which parts of an application cooperate with each other to realise a use-case
(the static application model described in Sect. 4.1), and (2) how these application parts
communicate and cooperate to realise a use-case (the dynamic application model de-
scribed in Sect. 4.2). The Ontology Web Language (OWL) [4] is used to represent the
information in both models.

4.1 Static Application Model

Distributed object-oriented applications are usually composed of one or more subsys-
tems, each of which is composed of a number of components. Components either con-
tain other (sub)components or a number of classes. The proposed static model considers
each of these application parts as separately manageable parts: managed-elements. Each
managed-element is associated with a separate autonomic-manager (see Fig. 1(b)).

Dividing a system into multiple, smaller managed-elements, each with an associ-
ated autonomic-manager has some advantages: (1) it simplifies the description of dy-
namic behaviour of structurally complex applications, (2) it simplifies and reduces the
required self-healing knowledge, and (3) it facilitates the distribution, migration, and
reuse of the application elements by equipping each element with its own specific self-
healing knowledge. Consequently, in order to coordinate the self-healing actions, the
autonomic-managers should communicate with each other as they are divided over mul-
tiple elements.

There are different types of managed-elements in a static system model. The Man-
agedElement is an abstract entity that contains the common properties of all managed-
elements. Each ManagedElement is associated with an AutonomicManager and has a
list of Connectors that bind the ManagedElement to other ManagedElements. A Con-
nector has a Protocol that is used by ManagedElements to communicate with each other.
Furthermore, each ManagedElement and Connector has a list of States and Events.

A State models a data item (of the ManagedElement or Connector) whose value may
change during application lifetime and that is important enough to monitor. A State can
be either an AtomicState or a CompositeState. A CompositeState consists of one or
more states and corresponds to composite data items. An Event models unexpected
happenings during execution of the application.

There are four different types of managed-elements: ManagedSystem, Managed-
Runnable, ManagedComponent, and ManagedClass. The ManagedSystem is used to
describe and manage the collective behaviour of a number of related subsystems. It is
composed of a number of ManagedRunnables.

A ManagedRunnable models a part of an application that is runnable, that can be
started/stopped. Examples of a ManagedRunnable are a subsystem or an execution
thread. When a running application is observed from the operational point of view, the
application is monitored at the level of ManagedRunnables. In other words, the Man-
agedRunnable is the diagnosis unit. From the operational viewpoint, the list of States
associated with a ManagedRunnable describes the status of a process or thread. A State
within a ManagedRunnable is called a ManagedRunnableState. Events correspond with
events such as startup and shutdown of the ManagedRunnable.
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A ManagedRunnable is composed of one or more other ManagedRunnables or is
composed of a number of ManagedComponents, each of which models a software
component or a library that implements a specific functionality (such as a logging com-
ponent, an object-relational mapping component, or an XML parser component). Usu-
ally, the ManagedComponents are the diagnosis units when the running application
is observed from the functional point of view. From this viewpoint, the list of States
associated with a ManagedComponent describes the status of a component. A State
within a ManagedComponent is called a ManagedComponentState. Events correspond
with exceptions thrown from the component, or user-defined events associated with the
modeled component.

A ManagedComponent is either composed of one or more other ManagedCompo-
nents or composed of a number of ManagedClasses. The ManagedClass is an atomic
managed-element that corresponds with a coding-level class and models the static prop-
erties of that class (such as, class name, class file, and file location). From the imple-
mentational point of view, the application malfunctioning can be detected at the Man-
agedClass level. From this viewpoint, the list of States associated with a ManagedClass
describes the set of class and instance (object) variables declared in the modeled class.
A State within a ManagedClass is called a ManagedClassState. Events correspond with
exceptions raised at coding level.

A Connector binds two ManagedElements together. More precisely, they model the
fact that two ManagedElements can interact with each other. For example, a method
within one ManagedClass can call a method of another ManagedClass or one Managed-
Runnable can send information to another ManagedRunnable over a network via some
protocol. The list of States associated with a Connector describes the state of the con-
nection itself, such as whether the connection is up or down. A State within a Connec-
tor is called a ConnectorState. Events correspond with exceptions such as a network
time-out.

4.2 Dynamic Application Model

Conceptually, the dynamic behaviour of an application can be modeled as a sequence
of the following three steps: (1) the application receives a request together with cor-
responding input-data (parameter) to perform some job, (2) the application internally
goes into a job execution channel, and finally, (3) the application returns some output-
data (result).

Within a job execution channel (Fig. 2), a job is realised by sequentially (or in paral-
lel, but the current assumption is that tasks are sequential) executing a number of tasks.
Tasks, in general, read some input, manipulate data, and produce some output. The data
that they manipulate originates from the job input-data, the shared state of the Man-
agedElement that executes the job, and/or an external data source (e.g., database, user
interface, or queue).

The functional analyst, developer, and system administrator, from their own point of
view, can use this simple abstraction of the application’s runtime behaviour to describe
the internal working of the application. The proposed dynamic system model is based
on this abstraction.
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Fig. 2. Dynamic application model

The dynamic application model of an application consists of the specification of a
collection of Jobs, Tasks, States, Events, and Sensors. A Job has a name, zero or more
inputs, one optional output, a number of tasks, and one or more managed-elements
that cooperate to realise the job execution. Depending on which view one takes when
modeling the dynamic behaviour of an application, each job corresponds to a single
functional behaviour, implementational use-case realisation, or operational use-case re-
alisation. The three types of jobs are called: FunctionalJobs which are associated with
ManagedComponents, OperationalJobs which are associated with ManagedRunnables,
and ImplementationalJobs which are associated with ManagedClasses.

Each Task within a job corresponds to one or more functional, implementational, or
operational steps, depending on the type of job. A specification of a task consists of
the task’s name, its input and output states, and the name of the ManagedElement that
executes this task and whose states can be modified by this task.

Tasks are the basic unit of the dynamic application model and are used to reason
about the health status of an application. To detect runtime failures, the execution of a
job is monitored. The correct behaviour of a job can be defined in terms of the correct
job input-data, the correct job output-data, and the correct changes the job makes to
the data it manipulates. Any abnormal, and therefore undesirable, behaviour of a job is
described as one or more Symptoms. A Symptom has a name which is associated with a
rule (constraint). Rules are logical combinations of comparison operators over sensored
values. During execution of a job, the autonomic-manager continuously checks to see
whether any of these constraints are violated.

Tasks have the common property that they are able to interrupt the normal execution
process of their job and cause exceptional behaviours. Autonomic-managers can mon-
itor these exceptional behaviours and react accordingly, based on the reaction policy
specified in the model.

Tasks are classified as AbstractTask, StateManipulation, JobForker, PeerInvocation,
JobInputChecker, and JobOutputChecker. This classification can be extended in the fu-
ture, if necessary. For the sake of space, only the StateManipulation is described below.

StateManipulation Task - The most frequently occurring tasks within a job are State-
Manipulation tasks, which manipulate some type of State. These tasks are used to mon-
itor the manipulation of all incoming and outgoing data items during execution of a job.
StateManipulation tasks are further categorised based on the type of State they manipu-
late. For example, a ManagedElementStateManipulation task manipulates the state of a
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managed-element, and a DataSourceStateManipulation task manipulates a state coming
from an external data source, such as a user interface, persistent storage, or an asyn-
chronous queue).

5 Model Sensors and Observation Points

To perform a diagnosis, an autonomic-manger must monitor the behaviour of the ap-
plication. To this end, an application is instrumented with model sensors, or simply
sensors, which send runtime information to the autonomic-manager. The values pro-
vided by these sensors enable the autonomic-manager to monitor when, and determine
why an application does not behave as expected. The application model described in
Sect. 4 indicates where to place sensors.

The behaviour of an application is determined by its jobs, more precisely, by its tasks
defined in the dynamic model. Monitoring the execution of a task consists of monitoring
all data (states) that the task reads and/or writes, and also monitoring whether an event,
such as an exception, has occurred during the execution of the task. Sensors are used to
monitor these tasks.

The proposed framework distinguishes between two types of Sensors: StateSensors
and EventSensors. A StateSensor is used to monitor specific input or output data of
a task, or to monitor any data item that is read or written by the task. The data item
is part of the ManagedElement associated with the task or comes from an external
data source (see Sect. 4.2). Additionally, if the associated ManagedElement of the task
also uses a Connector to communicate with another ManagedElement (see static model
in Sect. 4.1), the ConnectorState can also be monitored by this type of sensor. The
EventSensor is used to monitor any event that occurs during the execution of a task,
such as an Exception.

The information supplied by these Sensors to the autonomic-manager include: (1)
the value of a data item or the information regarding an event, and (2) the task that
has manipulated this data item or the task that has caused the event. With this infor-
mation the autonomic-manager can determine whether the constraint associated with a
Symptom of the corresponding job has been violated. If so, the application has shown
abnormal behaviour and the root-cause can be identified since it is known with which
task the Symptom has been associated. Subsequently, actions should be taken to remedy
the abnormal behaviour.

The problem of where to place a Sensor is now easily solved. As each task is exe-
cuted by one specific ManagedElement (defined in the static model), the physical place
for the corresponding Sensor in the application code is known.

EventSensors form a general mechanism to notify the autonomic-manager of any
event that may be of interest. These events can be defined by a user of the framework
in the static model (see Sect. 4.1). Examples of such events are: (1) Exception event: an
exception has occurred, (2) TimerExpiration event: a timer expires, or (3) TaskExecution
event: a specific task (one of the tasks mentioned in Sect. 4.2) starts executing.

States, Tasks, and Sensors are closely related: a specific state-type is manipulated
by the corresponding task-type and is monitored by the corresponding sensor-type. For
example, a DataSourceState is manipulated by a DataSourceStateManipulation task
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and is monitored by a DataSourceStateSensor. The framework enforces this relation
during the construction of application models.

Each Sensor monitors the value (observedValue) of some item (monitoredItem),
which could be a state or an event. Furthermore, each sensor has a corresponding sen-
sorTrigger. The SensorTrigger represents the Task or ManagedElement that defines the
context in which the data item or event is monitored.

Sensors are provided either by the self-healing framework or by users. The proposed
self-healing framework uses Aspect Oriented Programming (AOP) [5] to instrument
sensors at the specified observation points in the compiled code of an existing applica-
tion. The framework also defines a SensorInterface which can be implemented by users
to provide information from the running application.

6 Practical Scenario

The scenario described in this section is borrowed from Fortis Bank Netherlands’ dis-
tributed trading application. The complete application is very complex and consists of
a considerable number of subsystems and a large number of components and classes.
In this paper, the proposed self-healing model is applied to a simplified version of pay-
ments in the trading application.

6.1 Trading Application Static Model

The static model of the simplified trading application consists of a ManagedSystem that
contains five ManagedRunnables: a browser, a web application, a legacy backend
(mainframe application), a mediator, and a database manager.

Each of these runnables has a large number of ManagedComponents. In this sce-
nario, only the following components are considered: payment component, data
access (Hibernate [6]), web interface (Struts [7]), and web service. Each of these
components, in turn, consists of a large number of ManagedClasses (Java classes). The
ManagedRunnables have four Connectors: (1) a HttpProtocol connector between the
browser and the Web application, (2) a SOAPProtocol connector between the Web
application and the mediator, (3) a MessageOrientedProtocol connector between
the mediator and the legacy backend, and (4) a JDBCProtocol connector between
the Web application and the database manager.

6.2 Trading Application Dynamic Model

As stated above, this scenario focuses on the payment use-case. Authorised Fortis em-
ployees inspect a trade submitted by an authorised employee of a fund company, and
send a payment request to the legacy backend.

Specification 1 shows the specification of states that concern the payment job. Note
that, only states that are of importance to the use-case are specified. These states are
abstractions of the corresponding objects in the trading application. As the OWL rep-
resentation has not been introduced in this paper, the model elements are presented in
textual format.
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Fund: CompositeState {
memberStates:

(1) fund_name: AtomicState (2) fund_group: AtomicState
}
Trade: CompositeState {

memberStates:
(1) payment_amount: AtomicState (4) trade_fund: Fund
(2) account_nr: AtomicState (5) trade_id: AtomicState
(3) trade_status: AtomicState

}

Specification 1. Example state specifications

For each view, the jobs and sensors used in our scenario are specified below. The
functional and operational jobs cover the complete payment use-case. The implemen-
tational view is limited to the payment status change.

Functional Job Specifications - Specification 2 shows the specification of the func-
tional payment job with its input, output, tasks, associated managed-elements, and ab-
normal functional behaviours. The input needed to determine whether a symptom oc-
curs is provided by one or more sensors of which an example is also specified in Speci-
fication 2. For example, symptom (1) occurs if the value of Trade.payment_amount,
retrieved from a web form after executing task (1), is negative.

FPayment: FunctionalJob {
input: Trade (without payment status)
output: Trade (with payment status)
tasks: (1) Obtain payment command from user (4) Change trade status in the database

(2) Send payment to backend (5) Show updated trade to the user
(3) Obtain payment status from backend

managedElements:
(1) web interface (3) web service
(2) payment component (4) data access

symptoms:
(1) Trade.payment_amount < 0 (3) not_authorised_exception occurred
(2) Trade.account_nr == ’unknown’

}

PaymentAmountSensor: WebFormStateSensor {
monitoredItem: Trade.payment_amount
observedValue: StateValue,
sensorTrigger: Task (1)

}

Specification 2. Functional job and sensor specifications

Operational Job Specifications - Specification 3 shows the operational payment job
related to the payment use-case from the operational point of view and clarifies which
processes (or threads) cooperate during realisation of the payment use-case. Opera-
tional symptoms indicate infrastructural malfunctioning detected by one or more sen-
sors of which an example is also specified in Specification 3. For example, symptom (3)
occurs if, during a periodic check, the database manager does not respond.

Implementational Job Specifications - Specification 4 shows the implementational
job specification corresponding to the method changeTradeStatus defined in the Java
class TradePersistency. Implementational symptoms indicate code malfunctioning de-
tected by one or more sensors of which an example is also specified in Specification 4.
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OPayment: OperationalJob {
input: Trade (without payment status)
output: Trade (with payment status)
tasks: (1) Send payment command via HTTP request (6) Send payment status to web application

(2) Receive HTTP request (7) Send trade status change to database
(3) Send payment to mediator via SOAP manager via JDBC
(4) Send payment to backend via MQSeries (8) Send transaction confirmation
(5) Send payment status to mediator (9) Send updated trade to browser via HTTP

managedElements:
(1) browser (4) backend
(2) web application (5) database manager
(3) mediator

symptoms:
(1) mediator’s max_connections reached (3) database manager does not respond
(2) backend does not listen to port x

}

DatabaseManagerSensor: ManagedRunnableStateSensor {
monitoredItem: ManagedRunnableState
observedValue: StateValue
sensorTrigger: TimerExpiration

}

Specification 3. Operational job and sensor specifications

IChangeTradeStatus: ImplementationalJob {
input: trade_id_param, trade_status_param
output: Trade (with changed status)
tasks: (1) Start database session (4) Write trade to database

(2) Read trade from database (5) End database session
(3) Change trade status (6) Return the trade

managedElements:
(1) TradePersistency

symptoms:
(1) trade_status_param == ’unknown’ (3) non_existing_trade_exception occurred
(2) Trade.trade_status != trade_status_param

}

TradeStatusParamSensor: TaskInputSensor {
monitoredItem: trade_status_param
observedValue: StateValue
sensorTrigger: Task (3)

}

Specification 4. Implementational job and sensor specifications

For example, symptom (1) occurs if the value of Trade.trade_status_param, just
before executing task (3), is unknown.

7 Discussion

Self-diagnosis of complex systems is a challenge: especially when existing legacy sys-
tems are the target. This paper is based on the concept of a model-based framework for
self-diagnosis in which three views of a complex system are defined and related: the
functional view, the operational view, and the implementational view. Self-diagnosis is
based on both a static and a dynamic model of a complex system in which these views
are mapped onto levels of system model specification. Sensors are explicitly related to
the levels: sensor types are defined for each of the levels. A system administrator is
provided the structure to specify sensors which can be placed automatically.
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This research can be seen to extend the Robinson’s work [8] in this area. The three
views of system requirements is new, as is the explicit distinction between a static and a
dynamic model of a system. Symptom specification is comparable with the specification
of high-level requirements expressed in a formal language. The autonomic-manager
capable of reasoning about a running complex system at the three levels distinguished
above, can be viewed as an extension of the monitor program proposed by [8].

Dowling and Cahill [9] introduce K-Component model as a programming model
and architecture for building self-adaptive component software. In the K-Component
model, which is an extension of CORBA component model, components are the units
of computation. Therefore, this model does not support self-management within the in-
ternal structure of components (for example, Java classes if the components are written
in Java). The feedback states and feedback events are comparable with the notion of
State and Event.

Baresi and Guinea [10] propose external monitoring rules (specified in WS-COL) to
monitor the execution of WS-BPEL process. A monitoring rule consists of monitor-
ing location, monitoring parameters, and monitoring expression. In our framework, a
Sensor contains the same information as the monitoring location and monitoring para-
meters, and SWRL rules are comparable with monitoring expressions.

Currently, an implementation of the proposed framework is being developed, and
the research focuses on extending the framework. For example, meta-knowledge rules
in the analysis module will be formulated, and support for parallel execution of tasks
within a job execution channel will be designed. Additionally, the proposed framework
will be applied in the field of service-oriented computing.
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Abstract. Autonomic computing aims at producing software systems that can
manage themselves. As component-based development also partly addresses the
complexity of large applications, we propose to combine the benefits of both ap-
proaches by using components equipped with negotiable contracts. These con-
tracts specify the correct behavior of the components and play a central role
in feedback control loops to enforce some autonomic features on components.
In this paper, we present ConFract, a contract-based framework for hierarchi-
cal components in which contracts are runtime objects that are dynamically built
from specifications, and automatically updated according to dynamic reconfig-
urations. Moreover, contracts clearly define the responsibilities (guarantor, ben-
eficiaries) between their participating components which are exploited by some
negotiations to automatically adapt components and contracts, and revalidate the
system. The generic negotiation mechanism and an associated concession-based
policy are presented.

1 Introduction

The massive growth of distributed information systems and ubiquitous applications
breaks classic approaches of software engineering as development, configuration and
maintenance phases have reached unmanageable complexity and cost levels. To tackle
these problems, a new paradigm, Autonomic Computing, has emerged, inspired from
the autonomic capabilities of biological systems [1,2]. The main objective is to produce
software systems that can manage themselves, thus providing some self-management
properties [3] mainly self-configuring, self-healing, self-optimising and self-protecting.
This has led researchers to propose significant works in different areas, considering a
form of cooperation among computing elements organized around a feedback control
loop. Although this makes possible to support reasoning and decision with minimal hu-
man intervention, a challenge remains to organize relevant information and integrate
autonomic features, as seamlessly as possible, into complex software systems.

In our opinion, the autonomic viewpoint needs to combine with other approaches that
aim at mastering software complexity. Among programming paradigms, the compo-
nent-based paradigm has also received much attention from both industry and academia.
This approach enables developers to manage some complexities of software
development, in particular by separating interface from implementation and by explic-
itly describing the architecture of the application. Advanced hierarchical component
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models also allow developers to have a uniform view of applications at various levels
of abstraction, and some component platforms provide reflective capabilities and sup-
port dynamic reconfigurations of components [4]. Besides, basic software contracts are
usually used to validate component assembly, but rich forms of contracts are needed,
as contracts should also finely address functional properties as well as extra-functional
requirements that concern both the assembly and the execution of components. We
argue that these contracts can be seen as some relevant and up-to-date knowledge to
support some autonomic features during the four stages (monitor, analyze, plan and
execute) of control loops [1]. Contract enforcement clearly corresponds to a form of
self-monitoring. Moreover, as contracts can be frequently challenged and violated by
the fluctuation of extra-functional properties, mechanisms to manage these violations
are needed. Contract negotiation, based on the analysis stage then represents a natural
means to organize the planning stage and to setup some contracts between parties. Fi-
nally, the planning and execution stages of control loops should also rely on fine-grained
information on contracts.

To meet these requirements, we propose ConFract, a contracting system for hier-
archical components that supports self-healing, and a form of self-configuration and
self-protection, by making contracts play a central role in our feedback control loops.
Contracts in ConFract system are runtime objects that are dynamically built from speci-
fications, and automatically updated according to dynamic reconfigurations. They
clearly define some responsibilities between the participating components and are also
negotiable. Our negotiation model can restore the validity of contracts by adapting com-
ponents and contracts themselves at assembly and run times. An atomic negotiation is
activated for each violated provision of a contract, and it relies on the fine-grained in-
formation contained in each provision. Different negotiation policies are intended to be
integrated, and we describe here a concession-based negotiation policy.

The rest of the paper is organized as follows. In the next section, an overview of the
ConFract system is given through a running example. In section 3, the main negotia-
tion model is described and the use of contracts in control loops is discussed. Section 4
illustrates the negotiation model by describing a concession-based policy using our ex-
ample. In section 5, related work are discussed and finally section 6 concludes this paper
with some indications on future work.

2 The ConFract System

ConFract [5] is a contracting system for Fractal [4], a general component model with
the following main features1: composite components (to have a uniform view of ap-
plications at various levels of abstraction), shared components (to model resources and
resource sharing while maintaining component encapsulation), reflective capabilities
(introspection capabilities to monitor a running system and re-configuration capabili-
ties to deploy and dynamically configure a system) and openness (in the model, almost
everything is optional and can be extended). Moreover, technical aspects of compo-
nents such as life cycle, bindings and content (depicted as LC, BC and CC in figure 1),
can be managed by controllers, following the principle of separation of concerns. As
the Fractal model is very general [4], our contributions are possibly applicable to other
component models.

1 The reader can find more details at http://fractal.objectweb.org.
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2.1 Contracts

Using the ConFract system, one can specify and verify, on hierarchical software compo-
nents, properties that go beyond interface signatures. The ConFract system [5] dynami-
cally builds contracts from specifications at assembly time and updates them according
to dynamic reconfigurations of components. A contract is thus a first class entity, always
up-to-date regarding the architecture and which also refers to components needed for its
evaluation. ConFract distinguishes several types of contracts according to the specifica-
tions given by the designers. Interface contracts are established on the binding between
a client and a server interface, only retaining specifications on the interface scope. They
are similar to object contracts [6]. External composition contracts are located on the
external side of each component. They consist of specifications which refer only to ex-
ternal interfaces of the component. They thus express the usage and external behavior
rules of the component. Internal composition contracts are located on the internal side
of a composite component. In the same way, they consist of specifications which refer
only to internal interfaces of the component and to external interfaces of its subcompo-
nents. They express the assembly and internal behavior rules of the implementation of
the composite component.

In the ConFract system, the various contracts are managed by contract controllers
(named CTC in figure 1) which are located on the membrane of every component. They
drive the construction and the verification of contracts when appropriate events occur. In
each contract, well-defined responsibilities are also assigned to involved components.
It uses a metamodel that describes responsibility patterns for each category of specifi-
cations (e.g a precondition of an external composition contract). These responsibilities
can be either (i) guarantor which acts to ensure the provision and must be notified in
case of violation of the provision, (ii) beneficiaries which can rely on the provision or
(iii) possible contributors which are needed to check the provision. As shown in [5]
different responsibilities are assigned depending on the contract types.

Currently in ConFract, specifications are written using an executable assertion lan-
guage, named CCL-J (Component Constraint Language for Java), which is inspired by
OCL and enhanced to be adapted to the Fractal model. It supports classic constructs
such as preconditions, postconditions and invariants, but the scope of specifications can
be on a component or on an interface. Other specification languages are also intended
to be integrated into ConFract [7].

2.2 A Running Example

We use, as a working example, a basic multimedia streaming application, developed
with the Sun Java Media Framework API, which provides control capabilities over
multimedia data and standard RTP/RTCP protocol support for multimedia streaming.
The application is composed of two main parts: the client is responsible for receiving
multimedia streams and the server keeps the information about accessible multime-
dia resources and sends multimedia streams according to end-user request for video
transmission. The architecture of the video player is shown on figure 1, with a
FractalMultimedia component containing two main subcomponents: Multimed-
iaClient which represents the client side and MultimediaServer on which we
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essentially focus on. The MultimediaServer is formed out of four subcomponents:
RTPTransmitterManager which configures and creates the RTP stream to be sent,
Processor which processes and controls multimedia data (the start method begins
the video transmission) and manages some of its functioning parameters through at-
tributes, ApplicationManager which controls some services provided by the multi-
media server (the expectedCPUUsage method evaluates the CPU usage of the video
streaming service considering the video frame rate) and finally Logger which manages
a history of played videos (the lastUrl method allows one to get the url of the most
recently played video).

Design time

CTC

Scope

Interfaces signatures

LC

of the contract Pretty print of the contract object

CCBC

Configuration time and Run time

Specification

Controllers

: membrane

: control interface

Construction
of the contract

: attributes

: required interface (client)

: provided interface (server)

FractalMultimedia <fm>

Multimedia
Processor

mpr:

MultimediaClient <mc> MultimediaServer <ms>

ctrl:Control

FrameRate
h:History hist:History

RTPTransmitterManager

GuiLauncher
<gl>

Processor

<am>
ApplicationManager

c:Control

<pr>

<rrm>

Logger

RTPReceiverManager

<pl>
Player

<l>

<rtm>

Fig. 1. A composition contract on the Fractal Multimedia System

As for contracts, the specification referring to the component <pr> (lower left part of
figure 1) will be added to the external composition contract of <pr>. This specification
defines a precondition for the start method of the Fractal interface named mpr. The
precondition refers to another external interface of <pr>, the required interface named
c of type Control, to express acceptable server performance in terms of the CPU usage
threshold that the video streaming must not exceed. In this specification, 60% has been
defined as the upper threshold. As for the postcondition, it refers to the required inter-
face named h of type History and specifies that the last entry of the history matches
the played video. Illustrations of the other types of contracts can be found in [5]. In the
remainder of the paper, we refer to this external composition contract to illustrate our
contributions. Responsibilities associated to this contract are for example explained and
reused in section 3.1.
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3 From Contract Negotiation to Autonomy

As shown in the previous section, contracts in ConFract are first class entities that fol-
low the life cycle of components, and can be used at different levels of abstraction
to report localized failures of the system. As extra-functional properties (Quality of
Service, etc.) are often fluctuating, contracts may be frequently challenged and vio-
lated. In our example, the component ApplicationManager evaluates, through the
expectedCPUUsage method, the CPU usage to be taken up by the Processor for the
streaming service, considering different parameters (video encoding complexity and
frame rate). The given contract (see figure 1) may then be violated due to the variations
of the CPU resource or when competitive applications are present. To handle such vi-
olations, developers and administrators could add ad hoc adaptation code throughout
the architecture. These handling codes would exactly determine what actions are to be
realized and when, thus acting as local loops with low level action policies.

Our approach is rather based on the concept of negotiation, which represents a nat-
ural and rich means to find an initial agreement, establish a contract between some
parties, and also restore the validity of a violated contract. As contracts are composed
of provisions, our negotiation model activates an atomic negotiation for each violated
provision of a contract [8], and given the responsibility of each participating component,
different negotiation policies can be defined to drive the negotiation process.

3.1 Atomic Negotiation Parties and Protocol

An atomic negotiation involves negotiating parties and follows a negotiation proto-
col partly inspired from the extended Contract-Net Protocol (CNP) [9]. This protocol
basically organizes the interactions between a manager and contractors following the
announcing, bidding and rewarding steps, and is commonly applied in multi-agent sys-
tems for decentralized tasks allocation. Our model retrieves this organization, but in-
stead of dealing with tasks allocation, these are contract provisions that are negotiated.
In our model, the negotiating parties are (see figure 2) (i) the contract controller in
the role of the negotiation initiator, which controls the negotiation process, as it man-
ages contracts, and (ii) several participants, which are composed of the participants of
the provision, and of an external contributor which helps representing interests from a
’third party’ with deeper decision and analysis capabilities. Currently, the role of this
external contributor is open and it can be the system administrator willing to embody
some policies in the negotiation model to manage its behavior. For example, such poli-
cies could be high-level policies specifying objectives of the negotiation process, or
lower-level actions intended either to configure the negotiation process (the negotiabil-
ity of the provision2, negotiation timeout) or to guide its development (propagation of
an atomic negotiation to lower hierarchy levels, correlation of some information issued
by various atomic negotiations).

In our example that refers to the external composition contract, the negotiating par-
ties of the precondition on the start method are the contract controller of <ms> as
initiator, <ms> itself as guarantor and <pr> as beneficiary. For the postcondition, the

2 A provision is negotiable if the negotiating parties agree to negotiate it (see section 4.2).
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Components Negotiating Parties

Contract Object
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violated provision

FrameRateMultimedia
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Processor ApplicationManager
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RTPTransmitterManager
<rtm>

<pr>
c:Control

Fig. 2. Negotiating parties for the precondition of the external composition contract

parties are the contract controller of <ms> as initiator, <pr> as guarantor, and <ms> and
<rtm> as beneficiaries.

As for the negotiation protocol, the interactions are organized as follows: The ini-
tiator first requests proposals from the negotiating parties to restore the validity of the
violated provision and those parties propose modifications. Afterward, the initiator per-
forms the proposed modifications and checks the provision validity. Those steps are
iterated over all participants proposals. If a satisfactory solution is found, the negotia-
tion process is finalized and terminates. Otherwise, if none of the proposals restore the
validity of the provision or if the negotiation timeout is reached, the negotiation fails.
To complete our negotiation model, it is also necessary to define policies. In section 4,
a first negotiation policy describes a complete negotiation behavior.

3.2 Contracts in the Feedback Control Loop

The overall structure of the contract-based system management in ConFract takes the
form of a feedback control loop. We first discuss the role of contracts and then describe
each function of the loop.

In our system, contracts play a central role (see figure 3) to increase the autonomy
of applications. They specify collaboration properties between parts of the system, they
are monitored all along the life cycle of the system and updated according to archi-
tectural changes, and they provide a support on which the negotiation model relies to
activate and finalize each atomic negotiation. In fact, contracts serve as knowledge and
analysis tools to identify, in a fine-grained way, the part of the system to be monitored,
the responsible components for each violated provision, and whether the proposed mod-
ifications revalidate the contract.

As contracts are managed by contract controllers in ConFract (see section 2), each
contract controller provides support for instrumenting contracted components it is in
charge of and monitoring them both at assembly and execution times. Then it checks
the provisions, detects architectural or behavioral contract violations, and finally drives
the negotiation activity according to the negotiation rules and policy (see next section).
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Therefore contract controllers are involved in each step of the control feedback loop.
At any level of composition, ConFract supports several types of contracts (interface
contracts, internal and external composition contracts) which can be used in a feed-
back control loop. External composition contracts, for example, express the usage and
external behavior rules of a component. They are well suited to develop a negotiation
policy between a component and its environment. We now discuss each function of the
loop, as shown in figure 3.

Fig. 3. Contract-based autonomic cycle

– Monitor. Contracts define the spatial domains of the system that are visible, that
is a component scope, and the temporal context under which provisions have to be
checked. The provisions of a contract mainly describe where the observation occur
in terms of parts of the system (external or internal side of components, interfaces),
when to operate the checking rules, the values to capture, and the verifications
to be made. The CCL-J language currently supported in ConFract and based on
executable assertions (see section 2), allows one to easily perform sanity checks
and detect contract violations by testing the validity of the input and output values
of components. For example, the contract described in the figure 1, in the scope
of the component <pr>, defines the entry and exit of the method start of the
interface mpr as two positions of the execution to be monitored.

– Analyze. Contracts represent a source of knowledge and can be exploited to shift
towards finer understanding and analysis of the problems that occur in the system.
They can be used to obtain various information that concern the locations of the
system where the violations appear and the responsibilities of the impacted compo-
nents. Each provision of a contract precisely identifies, among the set of participat-
ing components, the responsible components in terms of guarantor, beneficiary or
contributor of the provision (see section 2.1). For instance, in the external compo-
sition contract on the component <pr> of figure 1, the provision constraining the
entry of the start method of the mpr interface specifies that the component <ms>
is its guarantor, whereas <pr> is its beneficiary.

– Plan. To adjust the system in reaction against contract violations, atomic negotia-
tions are activated and they organize the recovery process through a collaborative
activity between the negotiating parties (see section 3.1). Atomic negotiations are
themselves organized through various negotiation policies. Such negotiation poli-
cies rely on the role of the participating components and define a complete ne-
gotiation behavior. To demonstrate this, a concession-based negotiation policy is
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described in the next section. In any negotiation, the responsible components are
endowed with a higher degree of autonomy and interact one with another to restore
the validity of violated contracts. Moreover, in the negotiation process, the initiator
and the other parties have clearly separate abilities. The contract controller drives
the whole process by analyzing the violation context and retrieving the responsible
components but without knowing the possible appropriate adaptive actions. On the
contrary, negotiating parties only have the knowledge about their capabilities in re-
gard to the violated provision, and without knowing the violation. Therefore, the
negotiation protocol can be seen as a planning activity between the initiator and the
negotiating parties to achieve the recovery process.

– Execute. The negotiation aims at restoring the validity of contracts. To achieve this,
the actions to execute depend on the negotiation policy and on the own capabili-
ties of the negotiating parties. These actions span from basic re-configurations —
through attributes — of components involved in the negotiation to more sophisti-
cated modifications of the contract themselves, as well as advanced architectural
changes. The next section will illustrate some of these recovery actions. Finally,
it should be noted that contracts are checked to validate the negotiation, so that
they participate in ensuring the correctness of the adaptive actions of the feedback
control loop.

During negotiations, components can be seen as configuring themselves when they
try to (re-)establish valid contracts. A form of self-configuration is thus supported, al-
though our proposal does not deal with automatically finding components [10]. Ne-
gotiable contracts are intrinsically acting for the robustness of the overall system by
helping each component to deal with detected failures. As shown in the next section,
different healing scenarios can be configured and the properties of self-healing and
self-monitoring are clearly provided. One aspect of self-protection also appears as the
proposed solution offers a protection against undesirable system behaviors by detecting
and trying to repair cascading failures. Besides, protections against malicious attacks
and self-optimization are not considered in our work.

4 Illustration

4.1 Concession-Based Policy Principles

To illustrate the whole negotiation behavior, we present a concession-based policy in
which the negotiation initiator and beneficiaries interacts by a process of concession
making. The negotiation initiator requests concessions from the beneficiaries by asking
them either to rely on an under-constrained provision or to reconfigure some of their
functioning parameters. In this way, such concession proposal can lead to: (i) change the
provision in the current execution context, or (ii) to reconfigure parameters by changing
some key attributes of beneficiary components, while retaining the same provision.

4.2 Negotiation Process

When the verification of a provision fails, the concession-based negotiation process is
decomposed into three steps, as described in figure 4.
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Fig. 4. Concession-based negotiation process

1. The initiator requests the negotiability of the violated provision from the benefi-
ciaries and it evaluates the overall negotiability by computing a weighted linear
additive scoring function.

2. If the provision is negotiable, the initiator requests concession proposals from prin-
cipal beneficiaries and for each proposal, it performs changes on the provision or
on parameters and re-checks the provision. If a proposal revalidates the provision,
the atomic negotiation is successfully completed and changes are committed.

3. If proposed changes are not satisfactory or the withdrawal of the provision has been
issued3, the initiator asks to principal and secondary beneficiaries for permission to
withdraw the provision.

These steps spread over two stages of the control loop: the planning stage is per-
formed in the three steps as the initiator clearly organizes the negotiation process, and
the execution stage corresponds to the part of step 2 that commits changes.

4.3 Reasoning of the Beneficiaries

To successfully act during the negotiation process, the decision model of the princi-
pal beneficiaries is based on sets of alternatives which express their preferences. This

3 A proposal can consist in the withdrawal of a provision to suggest to completely remove the
provision.
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is closely related to work from Balogh et al. [11] in multi-agent systems. Thus, a compo-
nent named C may define the following set of alternativesA#p,C :={A1

#p,C , A2
#p,C , ...,

An
#p,C ,STOP or RELEASE} to negotiate the provision identified as #p . For every con-

cession proposal requested by the initiator, the component C will successively propose
its preferred alternative among this set. In this policy, an alternative Ai

#p,C corresponds
either to provision or parameters changes, and STOP or RELEASE are used to notify the
end of the concession process while retaining the provision or withdrawing it.

In our example, if the verification of the precondition related to the streaming per-
formance fails, the concession-based negotiation process would involve the contract
controller of <ms> as initiator and <pr> as the unique and principal beneficiary. The
negotiation outcomes may first lead to progressively adjust the video frame rate of the
content stream in order to lower the CPU load. In this scenario, <pr>’s successive con-
cessions may be driven by the following set of alternativesApre,<pr> :={(framerate←
framerate

2 ), STOP}. Using this set, <pr> initially proposes to adjust its FrameRate para-
meter downwards. The initiator performs the change and checks the provision to reval-
idate the contract. If the verification succeeds, the negotiation outcome is successful,
otherwise if the change is not satisfactory the initiator cancels it, and requests for a new
concession. <pr> responds by proposing the termination of the concession process with
the STOP alternative, as lowering the frame rate may affect smooth video streaming. The
negotiation process finally terminates and fails while retaining the provision. Outside
the negotiation process, further actions to be considered can consist in the replacement
or the withdrawal of the provision, and the replacement of components.

5 Related Work

Since the Eiffel language [6], numerous works focused on contracts with executable
assertions in object-oriented languages. The composition contracts provided by Con-
Fract can be compared to collaboration contracts on objects proposed by Helm and
Holland [12]. The notion of views in the collaboration is similar to the roles of the par-
ticipants in our contracts. However, in the ConFract system, the composition contracts
are carried by components — which allows one to distribute them in the hierarchy —
and are automatically generated and updated according to the actions of assembly and
connection.

The relevance of the quality of systems and other extra-functional aspects has mo-
tivated numerous works. To specify the Quality of Service (QoS) of systems, several
works use QML [13] (QoS Modeling Language) or its extensions [14] by specifying
expected quality levels. They are expressed through high-level constraints with no ex-
plicit representation at runtime and their management during the execution then remains
limited. In component-based systems, other related works have focused on the manage-
ment of QoS properties and resources variations in distributed systems and multime-
dia applications. At run time, several mechanisms handle fluctuations in the available
resources using a monitoring system combined with basic adaptation rules which per-
form component re-parameterization or structural modifications [15]. Our model leans
on contracts and separates the property which leads to the adaptation process (a violated
contract provision) from recovery actions. Our recovery process is more flexible as it is
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organized through a collaborative runtime activity between components with higher
degree of autonomy. Some other negotiation-based techniques also consist in selecting
other implementations or QoS profiles that fulfill the specification [16], or in trying
statically defined alternate services requiring lower quality levels [14].

Some component-based frameworks for autonomic system development have also
been proposed. Accord [17] focuses on Grid environments and enables component be-
haviors and interactions to be managed by rules and an agent infrastructure. Although
our solution is not as flexible as a rule-based system, it ensures some correctness prop-
erties on feedbacks, whereas in Accord, users are responsible for the correctness of the
rules. In [10], the authors propose an architecture for autonomic computing. They de-
fine components as basic autonomic elements and describe other desirable elements.
Our negotiable contracts align with some of these concepts, even if high-level policies
and their mapping to lower levels are not developed yet in ConFract. In [18], QoS re-
quirements of computer systems are satisfied using dynamic performance adjustment
approach based on control frameworks. Our approach differs as it is based on contracts
which aim at specifying various kinds of properties.

6 Conclusion and Future Work

In this paper, we described an architecture to support some autonomic features on
component-based systems using negotiable contracts. The proposed ConFract system
relies on a general hierarchical component model. At any level of composition, Con-
Fract supports several types of contracts (interface contracts, internal and external
composition contracts) which can be used in a feedback control loop. They serve as
knowledge and analysis tools to identify, in a fine-grained way, the part of the sys-
tem to be monitored and the responsible components for each violated contract. More-
over, through their negotiation, modifications can be dynamically proposed and checked
against the violated contract. Negotiable contracts thus play a central role to increase
the autonomy of applications and result in self-monitoring, self-healing and self-
configuration properties. It should also be noted that as contracts are checked to val-
idate a negotiation, they also ensure the correctness of the feedback loop itself.

Nevertheless as modifications made through negotiations are not restricted, it is not
possible to check a priori whether they are not going to challenge other contracts after-
wards. But these problems are still open and they arise commonly in approaches which
aim at adapting components in the more general way.

ConFract relies on the hierarchical component model Fractal, which is available
with its reference implementation under the LGPL. A first version of the ConFract sys-
tem is already functional and should be released soon. Several small applications have
been developed for its validation. A larger application, using web services to manage
instant messaging communities with automatic grouping and application sharing, is de-
veloped to validate the different negotiation mechanisms currently integrated. As future
work, we plan to extend and generalize this negotiation model by developing other ne-
gotiation policies and designing further recovery actions to address contracts violations.
We are currently working on an effort-based policy in which the negotiation initiator
turns towards the guarantor component and contributors to ask them to make an effort.
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Abstract. The way computer systems are built dramatically changed
over time. Starting from huge monolithic systems for many users up to
ubiquitous computer environments with a lot of distributed and embed-
ded computing power. Also the way these systems are configured has
changed. The Autonomic and Organic Computing initiatives try to solve
the upcoming management of complexity problems by utilizing biolog-
ically or sociologically inspired methods. One of the demands to the
systems is self-configuration.

This paper proposes a self-configuration process for the networked
nodes of the AMUN middleware based on a social behavior. Aim of the
self-configuration is to find a good distribution of services by calculating a
quality of service based on the given resources and the required resources
of the services. A configuration specification is provided and flooded into
the network to start the cooperative job assignment algorithm. A termi-
nal verification step guarantees the correctness of the found configura-
tion. Evaluations of the completely distributed self-configuration process
are provided.

1 Introduction

We are currently at the beginning of the third age of computer systems, the
so-called ubiquitous computing. Mark Weiser envisioned this evolution in com-
puter science long ago [1]. Just a decade later the complexity level of computer
systems have been raised such that Paul Horn of IBM postulated a new par-
adigm for future computer systems, the Autonomic Computing [2]. About the
same time the Organic Computing initiative [3] defined the requirements for the
next generation of computer systems. Both have in common that they describe
the need for new systems to adopt life-like attributes, like self-configuration, self-
optimization, self-healing, and self-organisation, to overcome the rapidly growing
complexity.

This paper focuses on self-configuration as a mechanism to distribute ser-
vices in the Autonomic Middleware for Ubiquitous Environments (AMUN) [4]
to equally load the nodes of the network, regarding the given resources of the
nodes and the required resources of the services. The proposed self-configuration
technique can easily be adopted to other autonomic systems.
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The mechanism of the self-configuration is based on the observation of a social
behavior of cooperative groups which have to solve a common problem. If people
meet to discuss a problem to find a solution in a constructive way the normal
behavior is that one person talks while the others listen. The participants only
talk if they have new input or could further improve a already given suggestion.

The advantage of our proposed self-configuration is the distributed approach
which can be applied from small to large networks. Another point is the simple
metrics and algorithm needed for the calculation of the quality of service.

The remainder of this paper is structured as follows. Section 2 gives an ex-
ample to illustrate the self-configuration process. In section 3 the configuration
specification and the metrics for the calculation of the quality of service are de-
scribed and in section 4 the self-configuration process is explained. The results of
the evaluations are shown in section 5 and related work is presented in section 6.
The paper closes with a conclusion and future work in section 7.

2 A Social Behavior for Self-configuration

The following example of a cooperative solution finding process will help to
illustrate the way our self-configuration mechanism works.

A company receives an order from a customer. The project that should be
done has already been split in different jobs. The project manager invites all the
employees to a meeting. The employees have different skills and some of them
can do more than one of the jobs while others are experts in programming and
should concentrate on the programming part.

Now the challenge is to assign the employees to the jobs such that the overall
quality of service is as high as possible. When the meeting starts the project
manager hands the list of jobs to all employees. Every employee starts to rate
the jobs with a quality how good he can do a job and sorts them in descending
order. Than the first employee starts to shout out which job he will do and with
what kind of quality he can do it. All other employees mark this job as assigned
and write down the quality for this service assignment. Than the next employee
announces the job he will do. This continues until all jobs are assigned.

If an employee hears an assignment for a job he can do better, which means
that his quality of service for this job is higher, he calls out that he will do the job
and announces his higher quality of service. All the other employees who have
already assigned the job to the first employee overwrite the job assignment. An
employee will call out a reassignment only if he can provide a job with a higher
quality of service. Otherwise he silently accepts the previous job assignment.

After all jobs have been assigned the project manager repeats the list with the
assigned jobs and asks: “Any further questions?”. This is a kind of verification
step because it assures that every employee has the same list of assigned jobs. If
all jobs have been assigned and all employees have a consistent assignment list
the employees start to work.
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3 Configuration and Quality of Service

3.1 Configuration Specification

An application is composed of services and monitors. The configuration specifi-
cation describes the needed services and monitors of the application. The aim of
the self-configuration is to find a good distribution of the services for the given
configuration specification such that all nodes are loaded equally. The configura-
tion specification is given in XML and consists of different parts needed for the
self-configuration process. The definitions of a service, a monitor and a constraint
are given below.

<service id="2" amount="2" name="DataBase"
class="de.uau.SqliteBinding" >

<resource name="RAM">
<value name="size" unit="MB">256</value>

</resource>
<resource name="CPU">
<value name="frequency" unit="Mhz">1450</value>

</resource>
</service>

<monitor id="1" amount="1"
name="Surveillance System"
class="de.uau.SrvMonitor">

<resource name="IR SENSOR">
<value name="range" unit="m">5</value>

</resource>
</monitor>

<constraints>
<forall>

<having>
<resource name="IR Sensor" >

<value name="range" unit="m">2
</value>

</resource>
</having>
<provide>
<monitor id="656" amount="1"

name="IR Monitoring Service"
class="de.uau.IrService">

</monitor>
</provide>

</forall>
</constraints>

Service and Monitor: The two main elements are the service and the monitor
entries as shown in the parts of a configuration above. The services and monitors
are summarized as jobs later on. Both entries have an id to uniquely identify
them throughout the complete configuration. The attribute amount specifies the
amount of services or monitors to start. If the amount is higher than one more
instances of the service must be assigned. The name attribute can be used to
give a name or a short description and the class attribute is used to specify the
class of the service or monitor.

Resource: Resources are defined by symbolic names. Currently the names are
predefined and every node, service, and monitor have to use these predefined
names to describe its resources and resource requirements, respectively.

Constraints: Constraints are used to describe cases when a service or monitor
should be hosted depending on a specific hardware. The definition is derived from
the mathematical ∀ quantifier and also used in the Object Constraint Language
(OCL) [5]. The element forall is included in a constraints element. The
having element contains the resource or resources needed to fulfill the quantifier.
The provide element enumerates the services and monitors to be started if the
quantifier evaluates to true. The constraints are evaluated prior to the rest of
the assignment process and those nodes who provide the services or monitors
defined by the constraints must take the resource consumption into account for
the later calculation of the quality of service.
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3.2 Metrics for the Quality of Service

During the second step of the self-configuration process the assignment of the
jobs is done after all constraints are checked. Every node has to calculate a
quality of service for each job (service or monitor) in the configuration. The cal-
culation of the quality of service is important for the self-configuration process as
it directly influences the overall quality of the service assignments and thus the
quality of the self-configuration. To simplify the calculation of the quality of ser-
vice the remaining capacity of the resources are calcuated to give an estimation
of a node’s load.

Let ri be a resource required by a service, rri the remainder of the same
resource, and Ri the total amount of the resource provided by a node, then the
quality of service (qosi) regarding resource i is calculated as follows:

qosi = 1− rri − ri

Ri
(1)

and the mean quality of service (qos) for more than one resource is

qos =
1
n

n∑
i=1

qosi (2)

After a service has been assigned to a node the node subtracts the consumed
values from the resources and starts to calculate the new quality of service for
the remaining jobs. This might lead to a negative value for rri the remainder of
resource Ri which means, that the node would be loaded beyond its capacity. In
the case of negative resource the qosi of resource i is calculated as follows:

qosi = 1− |rri|+ Ri

ri
(3)

Equation 3 results in much lower values for negative rri which is intended, as
heavily loaded nodes should be rated worse than slightly loaded nodes with a
positive value for rri. The resulting mean quality of service (qos) is calculated
with equation 2 while using equation 1 for positive values for rri and equation
3 for negative values.

4 Self-configuration Process

4.1 Distribution of the Configuration Specification

The first step of the self-configuration is to flood the configuration specification
into the network to all nodes. Therefore all nodes are listening at the beginning,
waiting for an incoming configuration. The administrator loads the configuration
specification at an arbitrary node. This node parses the XML file and creates
a configuration object containing all constraints and jobs. This configuration
object is sent to all other nodes with a broadcast message.
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4.2 Cooperative Job Assignment

After every node received the configuration object the constraints are checked
against the node. If a constraint is fulfilled the jobs are marked and the avail-
able resources are reduced by the amount of the required resources of the jobs.
Afterwards two lists are created. One with the jobs the node can provide (job
list) and an another with all jobs that cannot be provided by this node due to
missing resources. The Quality of Service is calculated for every job that can be
provided and the list ist sorted in descending order.

During the assignment process every node switches between an active and
an inactive state. Normally the node is in the inactive state while it listens
for incoming assignment messages. If the node switches to the active state it
processes the received messages and decides how to continue.

All assignments of the received messages are marked in the job list. As long
as there are jobs in the job list the next job is taken from the list. If the job is
allready assigned and the local QoS is less or equal to the given QoS the job is
skipped and the next one is taken. As services are assigned to the local node the
available resources change and thus the quality of service must be recalculated
to reflect the current state of the node.

4.3 Conflict Resolution

The nodes do not know when the other nodes send their service assignment. This
might lead to conflicts in the list of assigned jobs if two nodes want to provide
the same job and the assignment messages chronologically overlap. To avoid
additional messages a conflict resolution mechanism is used which does not need
any further messages. The conflict resolution mechanism has five stages that
might be used in consecutive order if the quality of service of a job assignment
is equal for at least two nodes.

1. Load of a node
The job is assigned to the node with the least load.

2. Amount of assigned jobs
The node with the least amount of already assigned jobs will get the job,
assuming that a lower amount of jobs will produce less load (e.g. process or
thread switching will produce additional load).

3. Length of the list of jobs that can be provided
The node with the least amount of jobs that can be provided will get the
job because the other nodes have higher possibility to provide another job.

4. Random number
This randomizes the assignment of the jobs in case of quasi equal nodes and
to avoid the next step if possible.

5. Node ID
In the unlikely case that two nodes generated the same random number the
id of the node is used to decide which node gets the job.

It is obvious that not all information needed to make the decisions is available
at any node. So the required data are sent with the job assignment message. The
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additional information is four integer values: the load of the node, the amount
of assigned jobs, the length of the list with the jobs to provide and a random
number.

4.4 Configuration Verification

The assignment process stops after all jobs have been marked as assigned. To
ensure that all nodes have the same resulting configuration one node sends a
broadcast message with its complete configuration after a defined timeout. The
timeout is needed because of assignment messages which could possibly overwrite
one of the last job assignments.

The best and normal case is that all nodes have the same configuration and
thus silently accept the sent configuration. If a receiving node has lower qual-
ity of service in its configuration it can replace it with the better assignment
without sending a message. This case emerges if a node receives a “configuration
completed” message prior to an assignment message or if assignment messages
are lost. If the receiver of a configuration message has better assignments for at
least one job the node broadcasts its configuration to tell the other nodes that
a better configuration exists.

If no message arrives in response to the configuration message after a prede-
fined timeout, the nodes assume the configuration as accomplished and can begin
to start the assigned services. In the best case only one additional broadcast mes-
sage is needed to verify the configuration and to complete the self-configuration
process.

4.5 Unrealizable Configuration

A configuration can be unrealizable if a resource is required which none of the
nodes can offer. In this case there will be some jobs in the undoableJobs list
which are not assigned to any node. If no new assignment message arrives within
a predefined timeout the node with unassigned jobs sends a request to the other
nodes asking about the provider of the unassigned job.

If there is no provider for the unassigned service, no answer would be gen-
erated and the sender of the request will send a “ping” message to assure that
the communication isn’t broken. Any node receiving the “ping” message would
answer. If the node gets an answer to the “ping” the configuration can be as-
sumed to be unrealizable because no provider exists for at least one of the jobs.
The nodes that receive the “ping” conclude the same and all nodes know that
the configuration is unrealizable and that external help is needed (e.g. by an
administrator).

5 Evaluation

To evaluate the quality of the self-configuration process we count the amount
of messages needed to complete the job assignments. The amount of messages
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notionally depends only on the amount of jobs to be assigned and not on the
amount of nodes in the network. But the evaluations show that the amount
of nodes do have an impact on the amount of messages sent during the self-
configuration. For a network with a higher amount of nodes the probability of
reassignments rises.

5.1 Evaluation Methodology

We distinguish between two cases. The optimal case for the amount of messages
needed to assign all jobs is when no reassignments are necessary and only one
message for the distribution of the configuration specification and one “config-
uration completed” message is sent. This is the case if all nodes received all
messages and the configuration does not suffer from any conflicts. If j jobs are
assigned to n nodes the amount of messages for the optimal case is mbest = j+2.

In the suboptimal case we assume one additional message for every node of
the network, either a reassignment message or an optimization during the veri-
fication of a previously received “configuration completed” message. One addi-
tional message is used for configuration specification. The amount of messages is
mworst = j + n +1. The diagrams will show these two values as reference points
for the effectively counted amount of messages.

To evaluate the self-configuration we use a configuration generator to create
varying configurations for different simulation runs. This ensures that the self-
configuration is tested with different configurations to prevent very good or bad
results from one single configuration.

5.2 Evaluation Results

The most impressive point about the self-configuration mechanism is that all of
the accomplishable configurations have been accomplished and all unaccomplish-
able configuration have been detected. Every parameter setting was simulated
100 times to evaluate the self-configuration mechanism under a wide variety of
different starting conditions.

Varying resource consumption: Figure 1 shows the evaluation results for 10, 25,
50, and 100 nodes with three resources and resource consumptions starting from
20% up to 100% for homogeneous and heterogeneous hardware.The optimal and
the suboptimal cases are shown as references.

The left chart shows the results with homogeneous hardware which means that
all nodes have the same resources and the same amount of available resources.
Such a setting can be found in homogeneous networks (e.g. sensor networks)
with equal hardware for every node. The chart shows, that independent of the
amount of nodes the mean number of messages needed to accomplish a con-
figuration is always between the optimal and the suboptimal case. For 100%
resource consumption the self-configuration needs less messages than for lower
resource consumptions. The right chart of figure 1 shows the messages needed to
accomplish the configurations for heterogeneous nodes with different quantities
of available resources.
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Fig. 2. Different amount of resources

Varying amount of resources: The impact of different amounts of resources is
shown in the charts of figure 2. For all amounts of resources greater than three
more reassignments are produced due to the higher variability of resource con-
sumptions. The self-configuration performs better for a higher amount of re-
sources and heterogeneous hardware than with homogeneous hardware.

Mean number of messages: Regarding the amount of jobs of a configuration
and the number of messages needed to accomplish the configuration the mean
number of messages per job can be calculated. Figure 3 shows that the mean
values slightly vary depending on the announced resource consumption and the
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Fig. 3. Messages per job for homogeneous and heterogeneous hardware

amount of nodes. The left chart shows the mean number of messages per job
for homogeneous hardware and the right chart for heterogeneous hardware each
with three resources.

6 Related Work

The cooperative character of the nodes during the self-configuration process has
strong similarities with Multi-Agent-Systems [6]. The IEEE foundation FIPA
[7] promotes standards for agent-based technology to foster the interoperability
with other technologies. The Agent Technology Roadmap [8] also describes the
usage of agents as a possible way to solve the complexity problems of self-* and
autonomic computing systems.

An approach to solve the problem of task allocation within an MAS is de-
scribed by the Contract Net Protocol [9]. The agents bid for an annonced task
and the best agent is selected to provide the task. This results in at least three
messages per task. In a real system there will be much more than three messages
per task because more than one agent will bid for a task. Thus the amount of
messages used to allocate the tasks is up to three times higher than the amount
needed by the self-configuration.

Another problem of MAS is the calcuation of the QoS. If an agents bids
for more than one task, the calculated QoS might either be too optimistic, if
the currently available ressources are used without regarding the allready made
bids, which might lead to less performance if all the bids of an agent are granted.
Otherwise, if the agent calculates the QoS regarding all his open bids, his QoS
might be too bad to be selected. This problem does not arise in the proposed
self-configuration because the time of the job assignment is not relevant.

SELFCON [10] describes an architecture that uses the directory service to im-
plement self-configuration of networks which can respond dynamically to changes
in the configuration policies. It has the drawback that it is a server based
approach.
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7 Conclusions and Future Work

In this paper we presented a self-configuration mechanism based on a well known
social behavior. Every node calculates a quality of service for the jobs to decide
which job is assigned to which node during the cooperative assignment process.
Constraints can be used to assign jobs to nodes based on defined hardware
requirements. Assigned jobs can be reassigned due to a higher quality of service.
The verification step at the end of the self-configuration assures that every node
has the same list of assignments. In the case of conflicting assignments a conflict
resolution mechanism is used to solve the conflict without any further message.

The self-configuration mechanism has been evaluated and shows that about
1.4 messages per job suffice to yield an assignment independent of the amount
of nodes and jobs.

Future work will be to include the mechanism into the AMUN middleware
and to evaluate the self-configuration in the middleware.
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Abstract. Current approaches adopting principles of Organic Computing in 
embedded environments, like the automotive industry, suffer from different 
weaknesses regarding mainly the description methodology and the intelligence 
of the system. This paper shows that an ontology-based description, combined 
with methods of MultiCriteria Decision-Making (MCDM) opens the way for 
practical employment of organic computing principles in technical applications. 
The paper presents the current implementation of our approach and indicates 
steps towards a complete realization of the presented principles. 

1   Introduction 

The ever-increasing complexity of automotive systems represents a real challenge for 
the designers and can be considered as the main source of unexpected failures. New 
research projects, like the EvoArch project of DaimlerChrysler [2], try to put more 
value on the autonomy of the different parts of the automobile transforming the auto-
mobile to an Organic System. Organic Computing addresses the fact that the require-
ments of today’s technical systems can be fulfilled in analogy with organic systems in 
the nature. Therefore, it pleads for the adoption of organic behavior to realize self-x-
properties in technical systems like: self-organizing, self-configuring, self-healing, 
self-protecting, and self-explaining [1]. Organic Computing goes beyond Autonomic 
Computing by studying the mechanisms of self-organized emergence in technical sys-
tems and finding methods to control and direct it. 

In this paper we present a solution to the shortcomings of the EvoArch approach. 
We utilize ideas known from Web Services and ontologies and apply them to embed-
ded systems. The objective is an embedded market-place mechanism like in EvoArch, 
which avoids the rather inflexible description of the configuration alternatives with 
taxonomies. We call our approach “Ontology-based Embedded Services” (ObES). 
Considering every electrical or mechatronical part of an automobile as a service im-
plemented on an embedded system, new and interdisciplinary solutions are suggested 
in ObES to provide facilities for a practical application of Organic Computing. On the 
basis of EvoArch, ObES encompasses an ontological knowledge representation and 
methods of Multicriteria Decision-Making (MCDM) as a selection and assessment 
mechanism. Tools of ontology development, the inference capability, the assessment 
of the resulting configuration, and the development methodologies presented in our 
approach are expected to support automobile developers to take advantage of the 
principles of Organic Computing. 



 Towards Ontology-Based Embedded Services 101 

This paper is organized as follows: Section 2 presents a survey of related work. Sec-
tion 3 explains our vision for ObES, its advantages in comparison to EvoArch and the 
new matching process. ObES-ontologies and ObES-rules are depicted in Section 4. 
The ObES-Implementation and the presently adopted marketing-scenario are described 
in section 5. Section 6 discusses MCDM for matching in ObES. Section 7 presents the 
results of the current ObES-implementation and discusses its limitations. Section 8 
draws conclusions. 

2   Related Work 

In the field of Autonomic Computing Stojanovic et al. [4] emphasized the need for 
ontologies and developed an ontology-based correlation engine with self-management 
capabilities (self-healing, self-protecting, self-optimizing and self-configuring). Bene-
fits of defining a machine-processable shared-knowledge extend the design-time ad-
vantages of ontologies (like reusability, extendibility, verification, visualization, etc.) 
to new benefits in run-time, like justification (how a result has been inferred), gap 
analysis (why a result could not be retrieved), and ranking of the results (according to 
the breadth and depth of the derivation tree). 

For automobile industry the ontology-supported system AVx was presented in [5]. 
The aim of AVx is to optimize development time, especially the process of building a 
test-car, in order to enable multiple and successive tests in short time. This ontology 
was written in F-Logic to answer a restricted collection of questions and to suggest an 
optimal process chain according to special rules. In 2003 the example ontology was 
limited to the exhaust system. A complete ontology was expected to be ready to use in 
2005. While we suggest building an ontology to enable autonomy in run-time, AVx 
tries to improve the process of automobile development. But we observe a common 
belief in benefits expected from ontologically expressed human expertise for the fu-
ture of automobile industry. 

In [3] a skill manager has been introduced. It aims to help the companies to choose 
the best available employee/applicant for a defined job. This turns out to be a problem 
of matching between profiles of employees/applicants and a set of requirements. The 
skill manager makes use of a domain ontology, applies rules to infer knowledge about 
employees, and improves the matching process through Multiple Attribute Decision 
Making (MADM) methods. The strict separation made between compensatory and not-
compensatory methods of MADM is valid as a way of thinking, but it ignores situations, 
wherein both methods are simultaneously needed in order to reach a better matching ca-
pability. Besides, the skill manager doesn’t explain how to set the weights of the criteria 
and how to evaluate the skills of the employees/applicants. The last points exemplify a 
deep gap between an excellent theoretical solution and its practicability. 

3   ObES: Design Principles 

3.1   From EvoArch to ObES 

Motivated by the complexity of modern automobile systems, EvoArch [2] aims at 
giving technical systems the capability of self-organization. For this purpose EvoArch 
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proposes autonomous units gathered around an information space (called arena) to 
exchange offers and enquiries as in a marketplace (Fig. 1).  

Marketplace-oriented coordination:
Matching between offers and enquieries

Active elements
ask for enquired partners

Passive elements
offer their own capabilities

 

Fig. 1. The marketplace (Arena) of EvoArch 

The main ideas behind EvoArch can be described as follows: An automobile con-
sists of autonomous units. The autonomous units are intelligent. They have properties 
and aims. The properties of the autonomous units are ordered in a taxonomy, accord-
ing to different aspects. Autonomous units can be active or passive. Active units look 
for partners to enhance their own functionality, while passive units offer their own 
capability purposing to be accepted as a partner. If there are many available offers for 
one enquiry, one offer has to be selected. After the selection of a partner a contract 
has to be concluded. 

In EvoArch some open questions and shortcomings can be registered (some of 
them are mentioned by the authors of [2]). 

1. It is not clear how to build the taxonomy of the autonomous units and/or of their 
properties. No tools are named to this aim. 

2. The granularity of description is not clearly defined. Too precise descriptions 
lead to a small success when searching for a partner, while too coarse descrip-
tions lead to a big number of candidate partners. 

3. Defining roles as “active” or “passive” restricts the ability to build a hierarchical 
system. In EvoArch the system may consist of up to two layers. 

4. Although EvoArch tries to define a kind of priority to estimate the importance of 
each contract, it doesn’t say how to determine these priority values, or how to as-
sess the whole configuration. 

ObES addresses the above questions and presents new corresponding solutions. A 
central idea is to abstract the description problem to a knowledge representation prob-
lem. The knowledge of human engineers has to be given to the autonomous units in a 
machine-processable way. We suggest for this reason the adoption of an ontology-
based solution. The semantic dimension guarantees an intelligent matching of high  
reliability and effectiveness, overcoming the results reached by only syntactical 
matching. 

Additionally, to solve the problem of granularity we define a formal way to include 
the wishes of active autonomous units, taking into account the balance between a pre-
cise and a flexible description. 
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Also, we allow an additional role to be played by the autonomous units: the “ac-
tive-passive” role, in order to enable ObES to build a hierarchical system of more than 
two layers. 

To support ObES with a reliable and practical selection capability, and to enable it 
to assess the resulting system configuration, we redefine the selection process as a 
Multicriteria Decision making (MCDM) process and suggest the employment of its 
known methods or adapted forms of them. 

3.2   ObES: Matching process 

In ObES an intelligent matching process between enquiries and offers is of vital im-
portance. Originally this process was carried out by human developers. Autonomous 
units should be able to accept this challenge. Analyzing the human way of thinking, 
we can recognize two steps of making a decision about selecting one offer from a col-
lection of alternatives (Fig. 2). 

The first step is to understand the own requirements (the enquiry) and the avail-
able candidate offers. This covers a semantic evaluation of the words and terms used 
to describe the offers, and making connections between them and those used to de-
scribe the enquiry. Hence we find out that a machine-readable and processable com-
mon understanding of the application domain is essential. Features indicated in the 
last sentence constitute the definition of “ontologies”, usually known in the field of 
Semantic Web [11]. 

To this point, the matching process regards the individual attributes of the enquir-
ies and offers. Recalling, that enquiries and offers combine many attributes, a decision 
about the best offer can be made after considering all these attributes. Therefore, the 
second step is to select a possible solution under multi criteria conditions (a choice 
problematic), aiming to choose the optimal offer available. According to this vision of 
the matching process, developers of automotives are requested to pour their knowl-
edge in the autonomous units in two forms: an ontological form (concepts, relations, 
attributes, instances) and a form adequate to MCDM (utility functions, weights of at-
tributes, aggregation functions). We consider these two forms to be a main condition 
for a feasible and trustworthy autonomy. 

 

 

Fig. 2. ObES supports a 2-ary matching process 

4   Ontology-based Description 

The word ontology stems from philosophy, but we focus on its technical meaning as 
“a formal and explicit specification of a conceptualization” [9][10]. Terms and rela-
tions between them build a conceptualization, i.e. a view of the world, that goes with 
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our purposes. Therefore it depends essentially on the kind of application (application 
domain) and on the community that shares and commits it. Explicit specification 
means that the terms and the relations are explicitly given names and definitions. A 
formal specification has the advantage of being machine processable. With the help of 
ontologies we explicitly define knowledge in a formal way to make this knowledge 
available for our “intelligent machines”. 

The ontology of ObES consists of two parts: the kernel ontology and the applica-
tion ontology. The former embodies our model of an autonomous unit, while the latter 
represents the domain ontology of the application under consideration. The next sec-
tions present a detailed explanation of these ontologies. 

4.1   Kernel Ontology 

One of the main goals of our approach is to provide a clear and easy-to-use interface 
between the human knowledge and the machine-processable knowledge. The kernel 
ontology of ObES constitutes this interface. According to the principle of autonomy 
with a marketplace-oriented behavior, we have designed the kernel ontology to take 
the following points into account: 

1. The role played by an autonomous unit at any point in time falls into one of two 
types:  active (shopper) or passive (supplier). Some autonomous units are able to 
change their role from active to passive, named active-passive. These units try at 
first actively to find partners (passive units), and when they have found them (or 
a minimum group of partners) they try to offer themselves as passive units. This 
means that they are able to build a subsystem, and they will offer this subsystem 
as a passive unit. In this manner a hierarchical system is built. The jump from one 
role to another is determined by special rules (as explained in section 4.3). 

2. An autonomous unit has a “UnitDescription”, Fig. 3. A “UnitDescription” ex-
plains the capabilities and the attributes of the autonomous unit. These are ex-
pressed by “SelfProperties”. Passive units offer exactly this “UnitDescription” to 
the active units. 

 

Fig. 3. The kernel ontology constitutes a model of an autonomous unit  
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3. Every active unit has a “WishList” of looked-for components, Fig. 3. A looked-
for component is defined as a description of an autonomous unit, so it consists of 
“ComponentProperties”, and it has a “State” describing its availability. We can 
distinguish between two kinds of components: needed components and desired 
components. In the absence of any one of the needed components the active unit 
will be unable to achieve its expected functionality. On the other hand, the pres-
ence of more desired components will enhance this functionality. 

4. Similarly, every looked-for component in the wish list is described through un-
conditional properties and preferable properties. The former has to be fulfilled 
unconditionally, while the latter are to be fulfilled preferably. With this approach 
we provide the user (the designers of automobiles) with the ability to define a 
minimum of needed components, which satisfy a collection of properties uncon-
ditionally. The autonomy of the units may not violate these clearly defined mini-
mum boundaries in order to guarantee a “correct behavior” of the system under 
all circumstances. At the same time we want to allow our autonomous system 
reasonable freedom (or latitude) to take advantage of its autonomy. Fig. 4 shows 
the principle of the wish list. The dark shaded parts exhibit the properties of the 
needed components to be fulfilled unconditionally, the light shaded parts the un-
conditionally fulfilled properties of the desired components, and the white parts 
the preferably fulfilled properties of both types of components. 

 

Fig. 4. The wish list 

5. The concept “Condition” represents a port for connecting the kernel ontology to 
arbitrary domain ontologies defined by the designer. Concepts of the domain on-
tology (or any part of it) must simply be defined as a subconcept of the “condi-
tion” concept. Then they can be used to specify properties for the components. 

6. “Conditions” may possess values measured with a known measurement unit (see 
section ). The designer can choose a measurement unit or define a new one. In 
addition, values can be defined as a range of values. For example, “inside a speci-
fied range”, “out of a specific range”, “greater than a specific value”, etc. 

4.2   Application Ontology (Ontology of Automobile Industry) 

The application ontology is strongly dependent on the application domain, and it is up 
to the designer to define it, to import it, or to extract it from domain specific databases 
or documents. Our example application ontology (Fig. 5) is from the branch of auto-
mobile industry. 
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Fig. 5. A simplified view of our application ontology for automobile industry (Instances are not 
shown) 

It includes, among others, concepts like: “Coordinations”, “Colors”, “Measure-
mentUnits” (“Voltage”, “Ampere”, “Watt”, etc.), “Radiator”, etc. The concept “Con-
dition” is the central concept, as explained above. 

4.3   Rules in ObES 

We distinguish between two kinds of rules: knowledge rules and action rules. 
Knowledge rules exploit the input knowledge coming from the designer to get the 

most complete information, implicitly located in the given knowledge (ontology). Be-
side the knowledge rules related to symmetry, transitivity and inverse, the restrictions 
guarantees a consistent knowledge. In addition to the rules (and restrictions) defined 
by the ontology language itself, application-specific knowledge rules can help to ver-
ify the input knowledge made by the designer. For example, the minimum value of a 
condition may not exceed its maximum value. This kind of rules increases the reli-
ability and leads to a more trustworthy autonomy. 

Additionally, there is a special group of knowledge rules, which is responsible for 
semantic matching between different ontologies (or occasionally within one ontol-
ogy). One rule of this group decides about the comparability between two concepts: 
two concepts are comparable to each other when their values posses a common meas-
urement unit. 

Other semantic matching rules try to infer more information about autonomous 
units, taking advantage of facts, which state relations to specific standards: Anything 
designed according to a known standard is expected to fulfill all its requirements. 

Moreover, we have defined a group of semantic matching rules depending on the 
value range of the conditions belonging to offers and enquiries. This group of rules 
applies to the numeric values of the conditions and can be fired just after a successful 
semantic matching between the concepts under consideration. 

Action rules can be used to trigger special actions in special situations. One of 
these rules is responsible for changing the role of the autonomous unit from active to 
passive. The change takes place when all needed components are available. 
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5   ObES-Arena 

5.1   Policy of Marketing 

On the marketplace, a deal takes place between active and passive autonomous units. 
Different scenarios are possible to exchange enquiries and offers. We chose and im-
plemented a scenario, which allocates the matching steps as follows: active units are 
responsible for accepting or not accepting the coming offers (ontological matching), 
and a central broker selects the best offer available for every enquiry (MCDM). This 
decision making process starts after the expiry of a wait time specified for each en-
quiry. Fig. 6 shows the implemented scenario as a sequence diagram. 
    While this scenario is selected because of its clarity and its direct correspondence to 
the principles of ObES, other scenarios still are subject of theoretical and practical 
comparisons. 
    Before the autonomous units can start to act as described above, they have to regis-
ter themselves with the central broker and get a unique ID to be addressed with. This 
process is not shown in Fig. 6. 

[For all looked-for componentns]

[All unconditional properties are fulfilled]

[Some unconditional properties are not fulfilled]

Conclusion of a contract

Ref

[For all looked-for componentns]loop

[All unconditional properties are fulfilled]

[Some unconditional properties are not fulfilled]alt

parallel

Active:Autonomic_Unit Passive:Autonomic_Unit

IsItFulfilled()

Zentral:Broker

MCDM()

TimeOut()

NewOffer()

Enquiry=ReadEnquiry()

BestAvailableOffer(ID)

NewEnquiry()

ReadEnqiry()

 

Fig. 6. Implemented scenario in ObES 

5.2   ObES Implementation 

The whole model has been implemented in Java. We use “Jena” [6] to provide the 
autonomous unit with inference capabilities. Jena is an open source Java framework 
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for building semantic web applications. It includes a generic rule-based inference en-
gine, besides an OWL API, and query languages (other inference engines and APIs 
are also supported). The broker is implemented as a common memory space, based 
originally on Jada [7], a Linda implementation. Jada is a package for Java that allows 
distributed Java applications to access a shared object space for coordination and data 
sharing purposes. But in our implementation, Jada can be considered just as a com-
mon memory space, because its associative addressing capabilities are not more  
extensively exploited than as a matching mechanism. Its existence is due to the his-
torical development of the ObES model. 

With the ObES GUI, developers can import defined ontologies (as OWL files), en-
able or disable the autonomous units imported, add new autonomous units to the list, 
initialize autonomous unit objects (inference), start the ObES arena, and then stop it to 
show the resulting configuration (in the form of a tree in the bottom part of the GUI). 
Future versions of ObES-GUI will support MCDM, a way to save and compare the 
resulting configurations. 

For the development of ObES ontologies we use Protégé, a free, open source on-
tology editor and knowledge-base framework [8] (specially Protégé-OWL, with its 
plug-ins like: Instance Tree and TGVizTab). ObES has also a specific graphical user 
interface (shown in Fig. 7). 

6   Multi Criteria Decision Making (MCDM) 

MCDM can be defined as the study of methods and procedures by which concerns 
about multiple conflicting criteria can be formally incorporated into the management 
planning process []. Based on the evaluation of multiple attributes of different alterna-
tives, one alternative (or a group of alternatives) can be selected. 

A generic MCDM procedure is described in [13]. For each of the 4 steps many so-
lutions can be found: 

1. Determine utilities for all evaluations: The user determines a utility function for 
each criterion. That is he estimates the usefulness (utility) attained by different 
values of each criterion.  

2. Determine weights for all criteria: As not all criteria are of equal importance to 
the user, weights are to be attached to each criterion. 

3. Compute an evaluation for each alternative according to an aggregation function: 
An aggregation functions combines the values determined in the last two steps to 
evaluate the alternatives. 

4. Choose the alternative of the best evaluation: Usually, the alternative with the 
maximum value extracted from the aggregation function is the best one. 

6.1   MCDM in ObES 

In ObES we can consider the attributes of the enquiries as criteria, and the offers as 
alternatives (decisions) with different outcomes (attributes). For choosing the most 
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adequate method for each of the 4 steps above, the following recommendations, 
originating from ObES specifications, have to be considered: 

• The alternatives are not known at the development time: this means that the de-
velopers are not able to make a comparison between the available alternatives, as 
the alternatives will be found later at run-time. Therefore, carefully chosen utility 
functions are very important. 

• According to the wish list, the aggregation function along its horizontal dimen-
sion can be considered as a mixed function of a weighted product (representing 
the unconditionally fulfilled properties) and of a weighted sum (representing the 
preferably fulfilled properties). 

• Inconsistent weighting of the criteria is unavoidable and has to be eliminated by 
the MCDM weighting method. 

7   First Results 

This section contains an example extracted from the present ObES implementation. 
The example shows the benefits of applying the inference mechanism on an ontology-
based description, as well as the role of the description sharpness on the resulting  
configuration. 

As a demonstration of the capabilities of ObES we present the configuration of the 
blinker system of an arbitrary automobile. The blinker system is defined through the 
active unit “blinker_manager” which is looking for two lamps (passive units). Four 
passive units are defined as follows: one yellow lamp on each of the left and the right 
side; and one red lamp on the left and the right side. Fig. 7 shows the output configu-
ration with a failed matching because of semantic differences in the ontologies used to 
describe the active unit (Colors are instances of the concept “Color”) and the passive 
units (Colors are instances of the concept “Farbe”). 

 

Fig. 7. No match because of sematic differences 
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In ObES we can define matching rules as a solution. For this example two match-
ing rules are used. The first rule has the form (in the syntax of Jena general purpose 
rule engine): 

[comparabilitycheck:  

(?a rdf:type pre:Condition) (?b rdf:type pre:Condition) 

 … 

(?atype ?relation ?arestr) (?arestr rdf:type 
owl:Restriction) (?arestr owl:allValuesFrom ?something) 

(?btype ?relation ?brestr) (?brestr rdf:type 
owl:Restriction) (?brestr owl:allValuesFrom ?something) 

->(?a pre:comparable ?b) ] 

This rule discovers that two concepts are comparable to each other when they are 
subconcepts of “Condition” and their values are restricted to values of a common 
concept (a common measurement unit). This is valid for the concepts “Color” and 
“Farbe”. 

The second rule discovers that a condition is applicable to an autonomous unit 
when its values are inside the range of another condition applicable for the autono-
mous unit, both conditions define an acceptance range between two values, and the 
two conditions are comparable to each other: 

[insideofrulewithcompatibilitytest:  

(?a rdf:type pre:Condition), (?b rdf:type 
pre:Condition) , 

notEqual(?a,?b), (?a pre:comparable ?b), 

(?a pre:condition_range pre:insideof) , 

(?b pre:condition_range pre:insideof), 

(?a pre:minvalue ?aminvalue) , (?aminvalue 
 pre:value ?aminvaluenum), 

(?b pre:minvalue ?bminvalue) , (?bminvalue 
 pre:value ?bminvaluenum), 

(?a pre:maxvalue ?amaxvalue) , (?amaxvalue 
 pre:value ?amaxvaluenum), 

(?b pre:maxvalue ?bmaxvalue) , (?bmaxvalue  
pre:value ?bmaxvaluenum), 

le(?aminvaluenum,?bminvaluenum), 
ge(?amaxvaluenum,?bmaxvaluenum) 

-> addnewcondition(?a,?b)] 

Applying these rules to our example, we achieve an optimal configuration as 
shown in Fig. 8. 
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Fig. 8. Optimal configuration (all properties are defined as unconditionally fulfilled) 

So far all properties of the looked-for lamps were defined as unconditionally ful-
filled properties. Therefore the red lamps had no chance of being partners of the 
“blinker_manager”. We can change this situation if we define the color property of 
the looked-for lamps as preferably fulfilled properties. Fig. 9 shows a possible con-
figuration according to the new wish list. In the absence of MCDM there is for ObES 
no big difference between a red lamp and a yellow lamp, and there is a probability of 
choosing the red one. Once ObES will be MCDM-enabled this situation may not arise 
again. 

 

Fig. 9. The color property of the looked for right_yellow_lamp is defined as a preferably ful-
filled property 

One implementation problem is constituted through the high memory demand of 
the ontology (we use the in-memory ontology model of Jena). As each autonomous 
unit (a Java object) has its own ontology model, the problem is aggravated with 
higher numbers of autonomous units. We tend to employ the Jena interface of persis-
tence model processing (through a data base) that decreases the memory demand con-
siderably. Future embedded versions of ObES have to take such solutions into  
account. 

A second aspect of the ObES implementation is the needed inference time. The in-
ference takes place upon system start (initialization) of each autonomous unit with 
every information retrieval from the ontology, and every time when a rule is fired.  

8   Conclusions 

In this paper we have presented a new approach towards enabling ontology-based 
embedded services (ObES). The ObES description methodology and the ObES 
matching mechanism are based on ontologies, inference on ontologies and MCDM 
methods. The present implementation shows high success potential by adopting the 
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ontological description and the semantic matching. Limitations faced currently by the 
ObES implementation must be avoided by optimizing the current implementation. 
MCDM methods are now under investigation to completely realize our vision about 
the needed matching process in OC systems like ObES. The expected impact on the 
development process has also been discussed and some suggestions were made to en-
able an easy-to-use solution to the developers, beside confident and trustworthy 
autonomy. 
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Abstract. Multimedia streaming application is increasingly popular. P2P mode 
makes it much more suitable for large-scale users to participate into one single 
application. However, most effort is spent on issues such as overlay construc-
tion and content delivery. As a foundational aspect in P2P-based multimedia 
systems, buffer management needs more exploration and traditional measures 
should be refined. In this paper, a bandwidth adaptive buffer exchange strategy 
is proposed, which is similar to the slow start process in TCP protocol. A novel 
algorithm is applied in a live media streaming system, called Anysee, and has 
been proven resilient to the bandwidth fluctuation in P2P networks. 

1   Introduction 

Streaming applications have become increasingly popular. As the centralization archi-
tecture always faces the problems of single-failure-point and server deployment cost, 
the streaming applications gradually appear to be Peer-to-Peer (P2P) fashion. Previ-
ous studies consider two key components supporting streaming applications in P2P 
networks: overlay construction and content delivery [1]. Due to the uncertain arrival 
time of each packet in P2P media streaming systems, designing a dynamic and adap-
tive buffer management policy is more important than ever before. In multimedia 
applications, buffer management is a guarantee for better Quality of Service (QoS). 
Due to the fluctuant bandwidth and the induced uncertainty of data packets’ arrival, a 
well designed strategy concerning on buffer management is necessary for a robust 
multimedia architecture. 

As no feasible solutions are able to measure connection metrics among peers, buff-
ering algorithms with parameters such as bandwidth can not be scientifically exe-
cuted. The dynamic characteristic of P2P network, in large geographic coverage and 
with peers joining and leaving the network frequently, enlarges the difficulty of get-
ting a comparatively exact bandwidth between peer pairs. Besides, to collect media 
data required by media players, mesh structure in P2P media streaming systems is 
proposed and multi-source policy is adopted first in CoolStreaming [12]. Multi-source 
solution imports a new problem: how to assign requests to neighboring peers with 
consideration of balance between local demand of media data and bandwidth among 
several peers. 
                                                           
*  This paper is supported by National Science Foundation of China under grant 60433040, and 
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In this paper, we propose an algorithm resembling the TCP slow-start process, 
called TOBAB (Trend-Oriented Bandwidth Adaptive Buffering). It adjusts the request 
quantity sent to each source peer. The algorithm does not need the accurate bandwidth 
value between two peers. However, it sends requests which can be adaptive (tread on 
the heels of the bandwidth trend) and greedy (take full advantage of available band-
width). 

The rest of this paper is organized as below: in section 2, related works on buffer 
management is discussed. In section 3, the TOBAB strategy and buffer management 
in our application, Anysee, are presented. In section 4, performance of the algorithm is 
analyzed and evaluated. We conclude this paper in the last section. 

2   Related Work 

2.1   Bandwidth Measure 

There has been much work on developing techniques for estimating the capacity and 
the available bandwidth of network paths based on end-point measurements [3]. 
Many of the proposed capacity estimation schemes are based on the packet-pair prin-
ciple [6]. Some mathematical methods like a simple stochastic analysis of the band-
width estimation in the context of a single congested node with asymptotically  
accurate bandwidth estimators are proposed. In packet-pair principle, a generic queu-
ing model of an Internet router is developed and the estimation problem assuming 
renewal cross traffic at the bottleneck link is solved [5]. A link bandwidth measure-
ment method using a deterministic model of packet delay is proposed [11]. It derives 
both the packet-pair property of FIFO queuing networks and a new technique, called 
packet tailgating, for actively measuring link bandwidths. 

Some tools designed to estimate metrics are fully compared and analyzed 
[7][8][9][10]. Existing bandwidth estimation tools measure one or more of three re-
lated metrics: capacity, available bandwidth, and bulk transfer capacity (BTC). These 
tools implement tactics in previous studies. In summary, IP networks do not provide 
explicit feedback to end hosts regarding the load or capacity of the network. Instead 
hosts use active end-to-end measurements in an attempt to estimate the bandwidth 
characteristics of paths they use [4]. 

However, these studies do not actually find a method to get the physical bandwidth 
value in network links. Some of them concern on the capacity of the slowest link of 
the path, while others mainly discuss the smallest average unused bandwidth among 
the routers of an end-to-end path. It is hard for application layer to get an accurate and 
meaningful bandwidth situation for a node in the network. 

2.2   Buffer Management Strategy in P2P Streaming 

Traditional multimedia applications with prefixed and linear buffer management pol-
icy do not adapt to dynamic P2P environment [17]. In structured P2P multimedia 
streaming systems [13][16], where multicast trees are constructed mostly, peers re-
ceive media data from one supplying peer (called father), and send the data to one or 
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more consuming peers (called children). In first version of [13], the buffer size is set 
to 40 (be able to store 40-second data). When half of it is fulfilled, the application 
starts to transfer the media data to media player [15]. 

In [12][14], where mesh architecture and multi-source are introduced, buffer de-
sign needs to take request assignation and bandwidth cooperation into account. A 
buffer exchange algorithm for peers is discussed [12] to transmit media data pieces 
effectively in P2P streaming systems. First, an 80-bit Slot Map (SM) is generated on 
each peer, with each bit representing corresponding buffer block. A SM-like packet is 
constructed periodically where each bit denotes the corresponding block is ready or 
not. By exchanging and comparing SM-like packet, application determines which 
blocks need to be requested from one peer, and which from another. The algorithm 
mainly depends on bandwidth and the deadline of a block as it should be sent to me-
dia player in time. The algorithm becomes a garnish if bandwidth value is not vera-
cious. It does not consider the conflicts among requests in peers, which possibly 
makes an urgent block request to a supplying peer with insufficient bandwidth. 

3   Bandwidth Adaptive Buffer Management 

Bandwidth plays a pivotal role in P2P media streaming systems. It affects packet 
transmission and most algorithms’ execution is influenced by bandwidth. Basically, 
unfulfilled requests decrease program efficiency and QoS to some extent. Thus, fewer 
requests for media data should be sent out if current bandwidth is awful, and vice 
versa. As bandwidth is hard to measure exactly, algorithms should be buffer-adaptive. 

3.1   Buffer Value Unnecessary in P2P Streaming 

Practically, instant bandwidth value (such as 500Kb/s at 7:10am) is not much instruc-
tive in P2P environment. In common case, a host may run several P2P applications 
(or other network programs) at one time. The bandwidth (especially the in-bound 
bandwidth) is shared by these applications. 

In most P2P topologies (like unstructured meshes), a peer connects several 
“neighbors” [19]. Obviously, neighbors share the bandwidth (generally the out-bound 
bandwidth) of the peer. To measure an instant bandwidth between two peers is not 
significant, as it varies frequently. 

3.2   Buffer Exchange Algorithm 

In CoolStreaming [12], the Buffer-Map exchange algorithm works well in fixed-
bandwidth environment, or the bandwidth value in peer pairs is assumed foreseen. 
This is always unreal for most P2P applications. We extend it adaptive to bandwidth 
fluctuation (not prearrange an assumption value any more) in our research. 

In our buffer management, we plot a buffer composed by slots. One “slot” repre-
sents media content in one second. It is built-up by several “packets”. We prescribe 
this kind of policy because data in one second is superfluous to be packed and trans-
mitted. Each packet is set to be the maximal size of a UDP packet (Sudp), unless it is 
the last packet of a slot, which may be less than Sudp. Compared to CoolStreaming, the 
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buffer map is replaced by Slot Map. Correspondingly, each bit represents not a packet 
but a slot. When generating a new packet, the timestamp is checked whether it  
belongs to a new slot. Therefore, the last generated slot is called “fulfilled” or “ready” 
with its corresponding buffer-map bit set to “1”. Otherwise, the bit is “0”, as default. 

With preparation done and the time point (for buffer exchange) coming, by check-
ing SM, the program starts to count slots which are not “ready”. Then it calculates its 
neighbors’ SM by counting the SM-like packets received from neighbors. According 
to the result, it sends requests to each neighbor. Before the deadline Tdeadline elapsed, 
neighboring peers return the requested data. Buffer manager records the transmission 
status, with which the bandwidth situation is analyzed. 

3.3   TOBAB Algorithm 

The exchange algorithm resembles CoolStreaming but we adjust the bandwidth part. 
In brief, as requests are sent and responded, bandwidth situation is recorded according 
to response status. In the buffer request algorithm, bandwidth is first set to a default 
value based on the landmark difference of the local and remote peers. A “linear in-
crease, multiplicative decrease” standard is used. This standard is chosen because the 
adaptive and greedy algorithm is expected. However, pure TCP-like protocol does not 
fit the dynamic environment in P2P networks. It should be further mended to be stable 
and effective. Linear increment is adopted for “greed” purpose and it causes little 
jitter. As available bandwidth lessens, the multiplicative decrement starts being ap-
plied. Meanwhile we adjust the increment not constant (but still linear) and more 
effective. The increment is direct proportion of the difference between requested and 
responded packets. 

TOBAB algorithm is represented below. The number of requested data packets is 
initialized as default (e.g. 20 packets are requested for N neighbor peers). When  
Tdeadline passes, the program counts the number of completed packets. If all requested 
packets are brought to success (i.e. 20 packets or more), the bandwidth is considered 
to be underestimated. Thus the bandwidth value is raised linearly (e.g. increasing 2 
packets each time). Otherwise, not all requested packets are transferred punctually 
(e.g. only 12 arrived). The bandwidth, in this case, is assumed to be overestimated. 
The bandwidth is thus reduced partially (e.g. mediacy of the requested and the re-
sponded, 16 packets). We also record the finishing time of the process of transmission 
(Ttran). In the condition that Ttran is much less than Tdeadline (e.g. less than Tdeadline/2) we 
get an approximate conclusion that the bandwidth is much underestimate. In this case, 
we accelerate the increasing pace by a ratio r. Thus increased packets is not 2 but 2 × 
r. Compared to the mild increasing style above, this incremental way is sharp. We use 
the mild increment because we need the request number not to exceed actual band-
width ability, which will lead to a failure of satisfying the request and reduce follow-
ing QoS of applications. 

While for the VBR (Variant Bit-rate) media streaming, which contains varying 
size of data packets, packet number may not directly stands for bandwidth unit. To fit 
for this environment, simply adjusting the packet number to packet size in the algo-
rithm will be effective and suitable. 
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TOBAB algorithm 

InitReqNum: Initial number of packets to request. 
ReqNum: Number of requested packets. 
RespNum: Number of responded packets. 
IncreNum: Mild incremental packets. 
IncreRt: Ratio of sharp incremental packets. 
TranTime: Transmission time of last request. 
Deadline: Time of the period allowed for transmission. 
ReqNum = InitReqNum; 
while (buffer manager is running){  

RespNum = getResponsePacketNumber(); 
if (ReqNum ≥ RespNum) 

ReqNum = (ReqNum + RespNum)/2; 
else{  

if(TranTime ≥ Deadline/2) 
ReqNum += IncreNum; 

else 
ReqNum += (RespNum − ReqNum) × IncreRt; 

} 
}  

4   Performance Evaluation 

We now evaluate the TOBAB algorithm. In all following simulations, we set the 
parameters as below: Maximal slots of AbsSet: 80; IncreRt: 0.4; IncreNum; 2; Ini-
tReqNum: 20. 

Figure 1 shows a totally “random situation” that host H requests packets according 
to TOBAB and neighbors respond at random. In this case, bandwidth changes ran-
domly. It can be noticed that the request curve is at response curve’s heels (response 
curve stands for the bandwidth dynamic trend). 

 

Fig. 1. Random situation (Peer’s bandwidth is randomly changing) 



118 S. Yang, H. Jin, and X. Tu 

In more accordance with real network, peers have their maximal in-bound limits. 
Figure 2, 3 and 4 simulate the fact that a peer’s response sum should not exceed the 
maximal in-bound bandwidth. In TOBAB, anterior neighbors may be prior to occupy 
available in-bound bandwidth and complete their transmission, while the posterior 
may get less available bandwidth. If host H is able to finish all transmissions, it be-
comes the “random situation” above. 

 

Fig. 2. Peer behavior with downstream limit (Request to 1st neighbor) 

 

Fig. 3. Peer behavior with downstream limit (Request to 2nd neighbor) 

 

Fig. 4. Peer behavior with downstream limit (Request to 3rd neighbor) 
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We simulate the real situation whose responses obey both the in-bound bandwidth 
limit and the neighbors’ in-bound limit (i.e. out-bound bandwidth limit of H). Here 
we assume the local peer owns 3 neighbors. The results are in Figure 5, 6 and 7. 

 

Fig. 5. Live peer’s process (Request to 1st neighbor) 

 

Fig. 6. Live peer’s process (Request to 2nd neighbor) 

 

Fig. 7. Live peer’s process (Request to 3rd neighbor) 
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Fig. 8. Reality exponent (Peer’s bandwidth obeys the exponential distribution) 

In large scale networks, local environment trends to be stable, and the function will 
sequel to a constant (a limit). To measure the speed of the trend to this limit, we as-
sume that the response curve follows the exponential distribution. That means the 
bandwidth is easily available at the beginning, however, as more active peers joining 
and other applications running, rest bandwidth becomes much less, until it gets into a 
vibrancy in a tiny scope. The simulation result is shown in Figure 8. In the simulation, 
we assume the maximal bandwidth is able to transfer 80 packets in time. 

The performance result analysis is listed in Table 1. In the table, the request loop in 
TOBAB algorithm is executed 50 times, as shown in figures above. Overestimating 
times means the phenomenon that request packets is beyond the bandwidth ability, 
which means unsatisfactory. Tendency Speed is the time used that request is always 
near the reality, which describes the adaptation (allowing an offset of a 2-packet, i.e. 
the IncreNum). Accuracy is the total times that request is near the reality, which can 
describe the accuracy of the request in TOBAB. Average value is the mean value for 
the four situations. 

We simulate four situations while their randomization characteristics decrease one 
by one. According to the statistics in Table 1, we can find out that, overestimating 
seldom occurs in all simulations except “Random”. If real bandwidth converges to a 
limit, TOBAB will be adaptive to the limit very soon (e.g. in “Exp.”). The result is in 
less than 7 steps, i.e. 7 seconds in Anysee. Accuracy is very high in this simulation 
(more than 86%). From the first three simulations, TOBAB will be more exact as the 
random characteristics decrease. But it is highly effective in regular distributions. 
According to distribution analysis in [18], our algorithm plays its role very well in 
real networks. Besides, although the initial requesting packet number is predefined in 
TOBAB, casually planned parameters will not affect the efficiency much, as the algo-
rithm converges rapidly enough. 

Table 1. Performance of TOBAB 

 Random Downstream-Limit Live Exp. Avg. 
Overestimating 22 7 17 8 13 
Tendency Speed - - - 7 7 

Accuracy 0 4 11 43 14 
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5   Conclusion and Future Work 

This paper proposes a bandwidth adaptive data request algorithm, TOBAB. The algo-
rithm fits for different situations of the P2P dynamic environment. TOBAB has been 
proven resilient to the bandwidth fluctuation in P2P networks. It maximizes the band-
width utilization through making track for the dynamic available bandwidth. The 
algorithm is especially useful to avoid the “exceeding-demand” problem, i.e. data 
request is beyond current bandwidth ability, which will lead to service unsatisfactory 
and a vicious circle. 

The efficiency of TOBAB algorithm depends much on the parameters such as In-
creRt, IncreNum and InitReqNum. In different topology, different groups of parame-
ters will make the system most effective. Tendency Speed in our evaluation can be 
lower in detailed environment as algorithm improves. We leave these to our future 
research work. 
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Abstract. In this paper, we consider the selfish routing problem in non-
cooperative wireless mesh networks where the capacity can be improved
by transmitting over multiple radios simultaneously using orthogonal
channels. The problem is that there are some agents who are in charge
of their transmissions and each of them is selfish to minimize its own
transmission cost without considering the overall performance of the
network. But the embarrassment in wireless mesh networks is that the
selfish agents perhaps may cause interference for the non-cooperation.
We think that the game theoretic tools are helpful for the selfish agents
to make feasible choices. We yield a sufficient condition of the existence
of pure strategy Nash equilibrium in our Strong Transmission Game and
prove it in this paper. Some simulations reveal the feasibility of our game
theoretic approach.

1 Introduction

Wireless mesh network (WMN) is a new configuration for wireless broadband
networks. It is built on a mix of fixed mesh routers (or access points) and mobile
nodes interconnected via wireless links. Raffaele et al. believe that WMN can
reduce the installation costs, be deployed on a large scale, increase reliability
and provide self-management [1]. Thus some cities in USA, such as Medford,
Oregon, Chaska and Minnesota etc, have deployed mesh networks [2].

Unlike traditional, the mesh nodes are rarely mobile and may have sufficient
energy supply. Moreover, the topology seldom changes, the node failures are lim-
ited. But the capacity reduction due to interference among multiple simultaneous
transmissions is still an unsatisfactory trouble. Multi-radio and multi-channel are
helpful to alleviate this problem [3,4]. With multi-radio and multi-channel, nodes
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can transmit simultaneously. It makes the transmission in Fig. 1 can work simul-
taneously if there are more than 4 distinct channels and more than 4 radios on
node C in this network. We use different numbers to represent distinct channels
in figures throughout this paper.

Fig. 1. A wireless Mesh network with 5 nodes

Here, we study selfish routing problem in multi-radio multi-channel wireless
mesh networks, where the agents get to choose their paths and make chan-
nel assignments in order to minimize the expenses. Unlike most other work on
this topic, we assume that the source nodes are owned by different entities and
controlled by different agents, who are selfish and rational. Game theory is an
appropriate tool to study such a routing. We define a routing game in which
the agents need to choose paths from source nodes to sink nodes in the net-
work while at the same time minimizing their costs. We emphasized the collision
here is about the probability of the interference that generated by selfish agents
for their irrational selfish choices. The network studied here is assumed to be
sufficient for any rational agent to choose a relatively low cost route without
interfering another’s route.

Papadimitriou believed that Game Theory is likely to prove useful tools to
model the Internet [5]. We believe that the interactions of the network nodes,
especially on the data link layer and the network layer, should be studied as a
game. On the data link layer, selfish nodes would like to abuse the protocol for
fixing transmission radius and the protocol of assigning channel resources; on
the network layer, the emphasis is about saving the energy for the selfish nodes,
which is not an important point for wireless mesh networks [6]. In this paper, we
will focus on the data link layer and solve the multi-ratio multi-channel selfish
routing problem in a distributed manner using game theoretic tools. Throughout
this paper, we will use sinks and destinations interchangeably, as well as routes
and paths, edges and links. Our contributions are as follows.

– We formulate the selfish routing problem as a Strong Transmission Game;
this game is a special case, where each source node can transmit flow to
corresponding sink node simultaneously.

– We introduce and prove the theorem about the existence of pure strategy
Nash equilibria in the Strong Transmission Game, which leads to a heuristic
search for a pure strategy Nash equilibrium.

– We evaluate the outcome of our game in terms of its price of anarchy [7],
and the society cost, etc.
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The rest of the paper is structured as follow. we discuss related works in Sec-
tion 2. This problem is defined in Section 3. We give our algorithms in Section 4.
In Section 5, we evaluate our scheme through simulations. Finally, a conclusion
is in Section 6.

2 Related Works

Tim Roughgarden and Éva Tardos have widely studied the loss of network per-
formance for the lack of regulation [8]. They found the tight upper bound of
linear latency system and the bound is confessed to be 4

3 . T. Boulogne and E.
Altman recently extended the competitive routing into multicast communica-
tions and some different criteria were applied for this type of game [9]. Adrian
Vetta considered the outcome to a submodular system and analyzed the per-
formance of approximation algorithms [10]. The above researches lead to the
exploration in wireless networks.

Michel X. Goemans et al. researched the market sharing games in ad-hoc net-
works [11]. Weizhao Wang, XiangYang Li and Yu Wang researched the truthful
multicast routing in selfish wireless networks [12], Luzi Anderegg and Stephan
Eidenbenz introduced a game-theoretic setting for routing in a mobile ad hoc
network that consists of greedy, selfish agents [13]. Recently, Sheng Zhong, Li
(Erran) Li, Yanbin Grace Liu and Yang Richard Yang studied ad-hoc games
using game theoretical, cryptographic and incentive-compatible techniques [14].
All these researches induce us to consider the feasibility of using game theory to
solve the selfish routing problem in wireless mesh networks. Of course, centralized
scheme is still the mainstream in this field. Mansoor Alicherry et al. researched
the joint channel assignment problem in multi-radio wireless mesh network with
aim to optimize the overall throughput of the system [3]. Richard Draves et
al. considered the routing in multi-radio, multi-hop wireless mesh networks [4].
Jian Tang et al. introduced a scheme of QoS Routing in wireless mesh networks
[15]. These solutions were always using centralized algorithm and did not take
the agent’s selfish into account, which may be different to the self-management
wireless networks. That is another origin of our scheme.

3 Problem Definition

We use an undirected graph G(V, E) to model the wireless mesh network where
V is the set of n wireless stationary nodes and E is the set of m edges. There
are a transmission radius r > 0 and an interference radius R = q × r(q ≥ 1)
associated with every node determined by the transmission power. We let d(u, v)
to represent the Euclidean distance between u and v. Then there is an undirected
edge (u, v) ∈ E connecting node u and node v if d(u, v) ≤ r . The edge (u, v)
in G corresponds to a wireless link between node u and node v in the wireless
network. Moreover, if there is interference between (u, v) and (u′, v′), it is a
necessary condition: d(u, u′) < R

∨
d(u, v′) < R

∨
d(v, u′) < R

∨
d(v, v′) < R.
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Transmission may collide in two ways in wireless networks: primary and sec-
ondary interference [16]. Primary interference occurs when a node has to trans-
mit and receive simultaneously or transmit/receive more than one packet on
the same radio at the same time. Secondary interference occurs when a receiver
node is just within the range of more then one sender node on the same channel.
Half-duplex operation is enforced for each radio to prevent primary interfer-
ence. That means one radio can only transmit or receive at one time. Secondary
interference is shown as Fig.2 where the two transmissions work simultane-
ously on the same channel at the same time within the range of interference
radius R.

Here we describe the following selfish routing problem in wireless mesh net-
work. There are k source-sink node pairs {s1, t1}, . . . , {sk, tk} in G(V, E), natu-
rally, we denote the agent set D = {1, 2, . . . , k} according to {s1, s2, . . . , sk} and
denote the set of si − ti paths as Pi correspondingly. We let Ai = Pi

⋃
{φ} =

{φ, p1
i , p

2
i , . . . , p

ni

i } to be the set of all action available to agent i, that means the
agent i is in charge of choosing a path pj

i that is from si to ti with feasible chan-
nel assignment, and define P =

∏
i Pi. A routing flow is a function f : P → R+;

for a fixed flow according to agent i, we denote fi is a flow from si to ti, and
f =
⋃

i fi. The number of hops with respect to an agent i is hi(f). We represent
the set of orthogonal channels by OC = {1, 2, . . . , K}, |OC| = K. The maximum
number of radios that per node can use is denoted as Q and the reality number
of radios that per node use is a function γ : V → N . A function ζ : V → N
represents the number of channels that are used or interfered by a node.

Strong Transmission Game is a game where each agent can transmit simul-
taneously through a distinct path with feasible channels assignment without
interference among them. It is a hard problem about channel assignment to sat-
isfy the transmission condition to Strong Transmission Game. In fact [17] has
proved the complexity of a channel assignment problem is NP-hard. So we will
build our scheme heuristically.

Fig. 2. An interference example Fig. 3. A flow demonstration

In Fig.3, the edge BC interferes with CD and FG. A data package will last
for three time slots to flow from node B to D (TDMA mode). In other words,
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the throughput is reduced to one third to the interference free one. The cost is
trebled on the contrary.

We use IE(e) to denote the number of links that interfered with link e on
an arbitrary channel and IE(e, i) to denote the number of links that interfered
with link e on channel i. Taking the consideration in Fig.3 into account, we
define the private cost function to agent i as ci(f) = hi(f)×maxIEe∈pi(e) and
the social cost function κ(f) = Σici(f). As the agents are selfish and rational,
they will minimize their private costs and take the interference into account.
That means an agent will minimize its ci(f) subject to γ(v) ≤ Q ∀v ∈ pk

i and
ς(v) ≤ K ∀v ∈ pk

i . What we want here is to know the deteriorative degree that
is caused by each agent’s selfishness.

We say that action profile P ∈ P is a pure strategy Nash equilibrium if no
agent has an incentive to change its action. That is, for any agent i,

ci(f(P)) ≤ ci(f(P′
i))

Here P′
i represents the agent i change its action, which is different from the one

in P, to any other one in Ai.
The pure strategy Nash equilibria are important because the agents are un-

likely to choose one action amongst many on the basis of probability distribution
which is called as a mixed strategy Nash equilibrium. What’s more, the strategy
space of pure strategy ones is much smaller than the mixed strategy ones. Thus
it is important to converge to pure one. Here we will discuss what is sufficient
condition for the existence of pure strategy Nash equilibria and how to converge
to pure strategy Nash equilibria. By abusing the notation a little bit without
confusion, we also use P ∈ P to denote its corresponding flow f .

Theorem 1. Take a Strong Transmission Game system (κ, ci), there is a pure
strategy Nash equilibrium.

Proof. To prove this theorem is just to find a function that can reach a pure
strategy Nash equilibrium. Consider a directed graph D, whose node corre-
sponds to one of the possible pure strategy profile which is feasible path and
corresponding channel assignment set here. There is an arc from node P0 =
{pi, p2, . . . , pi, . . . , pk}(pi represents the path and the channel assignment ac-
cording to agent i) to node P1 = {pi, p2, . . . , p

′
i, . . . , pk} if ci(P1) < ci(P0) for

some agent i. It follows that a node PN in D corresponds to a pure strategy
Nash equilibrium if and only if the node has out-degree zero. So if D is acyclic
and there is a node that can satisfy the flow simultaneously, the system has a
pure strategy Nash equilibrium. The existing of the flow is satisfied from the
Strong Transmission Game proposition; we will prove that D is acyclic below.

Suppose D is not acyclic. Then take a directed cycle C in D. Suppose the
cycle contains nodes corresponding to the path sets: P0 = {p0

1, p
0
2, . . . , p

0
, }, P1 =

{p1
1, p

1
2, . . . , p

1
, }, . . . ,Pt = {pt

1, p
t
2, . . . , p

t
,}. Here P0 = Pt. It follows that the ac-

tion profile Pr and Pr+1 differ in only the path of one agent, say agent ir.
So pr

i = pr+1
i if i �= ir and ci(Pr+1) < ci(Pr), it must be the case that

Σt−1
r=0ci(Pr+1)− ci(Pr) < 0. But because in order to avoid interference, if the
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agent ir changes its path or adjusts channel assignment then the change will not
interfere with the other agents’ choices of their paths and channel assignments.
That means

ci(Pr+1)− ci(Pr) = κi(Pr+1)− κi(Pr)

Then, since P0 = Pt, we obtain

Σt−1
r=0ci(Pr+1)− ci(Pr) = Σt−1

r=0κi(Pr+1)− κi(Pr)
= κi(Pt)− κi(P0)
= 0

That is a contradiction to Σt−1
r=0ci(Pr+1) − ci(Pr) < 0. So D is acyclic. Then

Theorem 1 follows.

But it is a well-known open problem to compute Nash equilibria in an arbitrary
multi-player game [18]. Then we will give our heuristic algorithm in the next
section.

4 Algorithms

We assume the orthogonal channels are more than the source-sink node pairs, i.e.
K ≥ k. Thus the agents can begin their exploration of distinct paths on distinct
channels. We assume that each node can use two different radios to receive
and send data simultaneously without interference on two different channels,
the throughput of the routing will be doubled to the single radio one. Here we
assume each node has even radios (2, 4, 6 . . .). We present an algorithm to find
a best path for each agent below.

Algorithm 1. Minimum hop-count path algorithm
Require: Initiate graph G(V, E) and the agents array D = {1, 2, . . . k}.

for each agent i ∈ D do
Apply Breadth First Search (BFS) algorithm to compute an s-t path pi in G with
minimum hop-count for agent i. Assign all the link e ∈ pi with the same spare
channel and update the number of spare radios on mediate nodes by subtracting
2 from the foregoing number.
if path pi is feasible then

P = P pi

end if
end for
if each agent finds a feasible path then

Output P
end if

Now each agent has got a feasible path and then it will use overall channels
to improve its performance next. As the algorithm 2 shows.
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Algorithm 2. Channel assignment algorithm
Require: Initialize the paths array P = {p1, p2, . . . , pt}, channels set OC =

{1, 2, . . . , K} and a number t to represent the current path, a number i to repre-
sent the current channel and channel flag = TRUE to control the loop.
while channel flag do

channel flag = FALSE
for each channel i ∈ OC do

for each path pt ∈ P do
Find the link e ∈ pt that has the maximum IE(e) and satisfies IE(e, i) = 1.
Assign this edge with channel i and update the interfered link number of
each affected link in G and let channel flag = TRUE.

end for
end for

end while

We can see from these algorithms, at the end of these two algorithms, we will
reach an action profile which is just a point that has out-degree zero. So we can
get the following theorem:

Theorem 2. The outputs of Algorithm 1 and Algorithm 2 are both pure strategy
Nash equilibria if they are regarded as two games separately.

5 Evaluation

In this section we investigate the efficiency of our scheme and evaluate the af-
fection of some factors in a simulated network scenario. We generated a wireless
mesh network with 100 nodes as be shown in Fig.4-(a). These nodes are ran-
domly placed in an 800× 800m2 rectangular region. Each node has 2 radios and
R = r. We vary the transmission range and the number of s − t pairs, which
are generated randomly in each round, to evaluate the affection. On the other
hand, the flow for each agent is set to be the same in all these simulations, which
will sharpen the competition among the agents. Fig.4-(b) and (c) show the links
which indicate that the distance between the two nodes incident with the link
is no more than 140m and 190m respectively.

From Fig.4-(d) to (i), we show some examples for our algorithms where the
different line colors and styles represent different channels. The s− t node pairs
were generated randomly to follow the given requirements. Fig.4-(d), (f) and
(h) represent the end of Algorithm 1 where the numbers of s − t node pairs
are 2, 5 and 10 respectively. Accordingly, (e), (g) and (i) represent the end of
Algorithm 2. The transmission ranges are all 140m in these examples.

The price of anarchy is a main criterion to evaluate the efficiency of the
game solution. Here we use a lower bound of the optimal solution instead of the
optimal one to compute the price of anarchy. As be shown in Fig.5-(a), the price
of anarchy mainly increases as the number of s− t node pairs turns more. That
shows more node pairs will sharpen the competition which induce the increase
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(a)Nodes Deployment (b)r=140 (c)r=190

(d)2 s-t Pairs After Algorithm 1 (e)2 s-t Pairs After Algorithm 2 (f)5 s-t Pairs After Algorithm 1

(g)5 s-t Pairs After Algorithm 2 (h)10 s-t Pairs After Algorithm 1 (i)10 s-t Pairs After Algorithm 2

Fig. 4. Centers Aligned Vertically

(a)Price of Anarchy (b)Society Cost of 2 s-t Pairs (c)Society Cost of 5 s-t Pairs

(d)Society Cost of 10
s-t Pairs

(e)Convergence Rate to
Approximate Equilibrium

(f)Total Cost With Power
Consumption

Fig. 5. Centers Aligned Vertically
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of the price of anarchy. But when the number of s− t node pairs turns from 2 to
6, the price of anarchy decreases. It is because that the increase of the number
of s− t node pairs does not affect the existing node pairs for the mediate nodes
are sufficient for the agents, nevertheless, it is not always true as the node pairs
are too many to be served by the mediate nodes; then the selfishness will be the
primary factor and the price turns high.

Some other simulations reveal the relative between the transmission range
and society cost with different number of orthogonal channels. As Fig.5-(b),
Fig.5-(c) and Fig.5-(d) show, the society cost decreases in a mass as the nodes
increase their transmission power lever (transmission range). It is because that
the increase of transmission power brings out some new mediate nodes for the
agents which may alleviate the competition and decrease the society cost. On
the other hand, the number of orthogonal channels is the bottleneck for routing,
especially in Fig.5-(b), in wireless mesh network as be shown in these figures
where we use K to represent the distinct channel number. When the num-
ber of orthogonal channels increases, the society cost decreases dramatically in
Fig.5-(b). The reason is that the orthogonal channels are so lacking even for
one path. This induces that the research on the orthogonal channels would be a
potential breakpoint for the selfish routing in wireless mesh networks.

Another question about our scheme is about the convergence rate to an ap-
proximate pure strategy Nash equilibrium. As be shown in Fig.5-(e), we fixed
the number of s − t pairs to 10, the numbers of steps to an approximate pure
strategy Nash equilibrium decrease as the transmission ranges increase. As more
channels bring with more improvements, the number of steps to an approximate
pure strategy Nash equilibrium is more than the less channels one.

At last, we considered the question if the agent should pay for the transmission
power consumption. Because the power consumption increases super-linearly
as the transmission range increases, we use the square of transmission radius,
which is divided by a constant, to replace the hop and the results are shown in
Fig.5-(f). This figure indicates that the total cost can hardly say to decrease as
the transmission range increases. That means each agent should minimize the
transmission range to find an approximate pure strategy Nash equilibrium if the
power consumption be taken into account.

6 Conclusions

We introduced an attempt to route flow in multi-channel, multi-radio wireless
mesh network by using game theoretic tools in this paper; we proved the existence
of pure strategy Nash equilibrium in a special game. The evaluation shows the
output of our scheme is feasible in some cases.

As we have paid more attention to think this question by a theoretic way,
some factors have been ignored such as system bandwidth, the relation between
interference radius and transmission radius and so on. We will take all these
factors into account in future.
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Abstract. This paper presents an autonomic group location update
(GLU) scheme for next-generation mobile networks. The GLU scheme
takes account of the cooperative ability of the Mobile Terminals(MTs)
in next-generation mobile networks, thus employs an autonomic group
formation method to report location update in groups. A Leader Mobile
Terminal(LMT) is elected out of all Group Members(GMs) to perform
the location update and administration tasks for the whole group. Not
only the bandwidth is saved for the efficiency of group operation, but
also the whole system energy consumption of location update is signifi-
cantly reduced in respect that communication range is much shorter in
group than to base station. A leader rotation algorithm based on a vari-
able called prestige is also exploited to make it fair. Both analysis and
simulation show that the GLU scheme greatly saves energy for MTs and
with our leader rotation algorithm, fairness can be also achieved.

1 Introduction

Mobile communication has been experiencing tremendous growth over the past
two decades, which drives rapid improvement in wireless communication, net-
work architecture and many other technologies. The major goal of mobile com-
munication is now to provide ubiquitous network accessibility for every user
without regard to location or mobility. The growing density of subscribers and
emergence of micro even pico and nano cellular system underscore the impor-
tance of location management [1].

Traditional location management schemes can be divided into statics update
which is most commonly used in current mobile system, and dynamic update
which is composed of three types of update methods: Time based, distance based
and movement based [2]. Taking account of MTs’ group mobility characteristics,
several papers have dealt with group location management of mobile networks.
Paper [3] have proposed a group location tracking scheme based on virtual VLR
for transportation system. Paper [4] further discussed group deregistration strat-
egy for PCS networks. Paper [5] presents a spontaneous group management
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scheme in mobile Ad Hoc networks. In our previous work, we proposed a pro-
totype of group location update scheme and proved its efficiency in wireless
bandwidth cost by analysis [6]. But works in paper [6] are still preliminary. In
this paper we exploit an autonomic group management procedure for GLU and
estimate energy consumption by both analysis and simulation using a one-dim
random waypoint mobility model with group characteristics. Results show our
GLU scheme and algorithms have saved energy cost for location update, and
with an LMT selection algorithms, every group member fairly shares the energy
cost for location update and group organization for the whole system.

The rest of this paper will be arranged as follows: In the second section, we
briefly review the GLU scheme in architecture and procedures for location update
and call delivery; In section 3, autonomic group management procedures will be
presented, including a detailed specification of the LMT Selection algorithm.
Section 4 will focus on energy consumption evaluation and comparison of our
GLU and traditional individual location update (ILU) scheme, and finally follows
the last section which is the conclusion.

2 Group Location Update for Next-Generation Mobile
Networks

In 3G and beyond 3G mobile systems, there is a tendency of combination of
heterogeneous networks, such as traditional mobile cellular network and Ad Hoc
networks [7]. Node to node communications can be achieved and thus used for
cooperative applications. Taking account of the group mobility of MTs in some
environment, the GLU scheme allows one MT out of the group members to
subscribe group update for all to the base station (BS). Group formation can be
half autonomic using communication method similar to Ad Hoc with the help
of BS.

2.1 Architecture

Typical scenario of this case is a group of large number of MTs cross the border of
LAs as shown in Figure 1. Communications in group and between group and BS
use different wireless resources. To make it visual, we call in-group communica-
tion horizontal communication, denote channel for horizontal communication as
HC; call communication between group and BS vertical communication, denote
channel for vertical communication as VC.

Therefore, the frequency resources in VC for control signaling is greatly saved
due to a lot of work have been pushed down to be accomplished on the horizontal
plane, and the limited frequency resources are used only for vertical communi-
cation. And as the number of users in the group increases, the advantage of the
group update scheme in saving frequency resources improves [6].

The limited energy capacity of mobile computing devices has brought energy
conservation to the forefront of concerns for enabling mobile communications.
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Fig. 1. Typical Scenario of Group Location Update Scheme

The power cost for horizontal communication is much lower than vertical commu-
nication due to the reduction in communication distance, thus the GLU scheme
saves battery for mobile phone users, which will be quantitatively discussed in
Section 4.

In-group communication will use competition access method like DCF in Ad
Hoc when group is forming or no LMT exists in group. After group formation,
LMT will periodically broadcast a beacon to its GMs. In-group communication
then will be controlled by the LMT using centralized mechanism like PCF in
WLAN.

Currently our research only think about using HC for in-group cooperation.
Downlink paging from BS to MTs and data traffic between BS and MTs are
still transferred vertically using traditional way of mobile cellular network for
security reasons and technical difficulty in implementation. More detailed group
operation procedures will be elaborated in third section of this paper.

In such case, when group has already been established, MTs need not to
update by themselves. Instead, LMT will send a group location update message
to inform that all members in the group are crossing the border. Location update
and call delivery procedures will be different from conventional ILU as follows:

2.2 Location Update and Call Delivery

In the GLU scheme, a Group Location Database (GLDB) is necessary in the
network side to accomplish the tasks of group information storing and querying.
The GLDB is to some extent similar to a local anchor that records the group
location and member registration and deregistration of a group. When a group
passes the border of a Location Area (LA), the LMT of the group represents all
its member sending a group registration message to the VLR of the new LA,
and the VLR sends update message to GLDB to inform group location update
and forwards deregistration to former VLR.
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GLDB is also needed by call delivery procedure to perform a location query.
When a call is attempted to be made to a MT in a group, the caller sends
request to the callee’s HLR, which finds the callee is in a certain group. The
HLR then queries the GLDB to find the location of callee’s group. After finding
the destination, call is able to be established between the two MTs. Detailed
procedures of location update and call delivery for GLU can be found in our
previous work [6].

3 Autonomic Group Operation Procedure

As discussed above, grouping represents an efficient way to organize a certain set
of users which spontaneously move together. In order to reduce the redundant
signaling and energy cost associated with these users, it is necessary to elect
a representative of all the group members, which we call LMT as mentioned
before. Also, given the dynamic nature of groups, i.e., MTs can join or quit a
group at any time, numerous operations are necessary to guarantee the correct
behavior of the system. These operations are:

3.1 Group Establishing

The GLU scheme is invoked when a number of mobiles users are spontaneously
gathering and near enough. MTs can feel a group is being formed by listening to
the HC, therefore they negotiate with each other by exchanging a REQ ESTABLISH
message carrying its prestige, a variable represents the MT’s remaining energy and
the probability to leave. The latter factor is set to 0 at initiation. The MT with
largest prestige will be regarded as the first LMT and send GROUP ESTABLISHED
message to the BS with group member information, which accomplishes a proce-
dure of group formation.

3.2 Group Leader Selection

Group LMT Selection is performed when group is being established, or when
periodical rotation and exceptional reselection is needed, due to energy mat-
ter or an unexpected departure or turnoff of former LMT. It is evident to see
that LMT takes more responsibility than GMs, which results in higher power
consumption of LMT’s. As a consequence, Group LMT Selection need to be per-
formed periodically. We call such a procedure “Regular Rotation”. Another case
of Group LMT Selection being performed is that the former LMT of the group
left the group or is turned off, which we call an “Irregular Selection”. What’s
more the Group LMT Selection is also initiated when a new group is establish-
ing. As Group LMT Selection when Group Establishing can be considered as an
Irregular Selection as no LMT exists in current group, two different cases can
be distinguished:
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Regular Rotation. Regular Rotation will be initiated by current LMT, sup-
posed to be LMTi. A timer will be set at LMTi when it becomes the LMT of
the group by assignment of BS or former LMT. When the timer expired, LMTi

changes its state from Leader to Rotation, broadcasts a ROTATION REQ message.
GMs in the group receiving the ROTATION REQ generate their own prestige, if
non-zero, sends a TAKE OVER REQ message containing its identifier and its pres-
tige to LMTi. LMTi compares all prestige values, selects a terminal with the
largest, supposed to be Tj, responses it a TAKE OVER ACK containing the Group
ID Gi. Tj receiving the TAKE OVER ACK then changes its role from GM to LMT
and broadcasts GROUP ESTABLISHED message containing its own ID Tj and the
Group ID Gi to all GMs in its group. A GROUP ESTABLISHED beacon is also
transmitted periodically to keep group formation. The ex-LMT LMTi receiving
the GROUP ESTABLISHED message from the new LMT Tj then changes its role
from LMT to GM. All other GMs receiving the GROUP ESTABLISHED message set
their LMT ID to Tj. A regular rotation procedure is then completed.

During the LMT Selection process, LMTi will still take the responsibility of
group leader until the new LMT take over it by broadcasting GROUP ESTABLISHED
message.

Irregular Selection. Irregular Selection is performed when former LMT left
group or was turned off without notification. When no beacon is heard for a
designate time, the GMs will re-negotiate to select a new LMT, as is performed
in Group Establishing procedure. MTs negotiate with each other by exchanging
a REQ ESTABLISH message carrying its prestige. One difference between Irregular
Selection and LMT selection at group formation is that the probability to leave
is no longer 0 as the time of group formation passes, and the times of each GMs
having been the LMT changes that will also affect the new LMT’s election.

Prestige Generation Algorithm. The operation of the GLU scheme is broken
into rounds, where each round begins with a set-up phase, when Group LMT
selection procedure is performed, followed by a steady-state phase, when group
is formed with a determinate group leader. N rounds build up a cycle, where N
is the mean number of the group members. In order to minimize overhead, the
steady-state is long compared to the set-up phase.

Initially, when new LMT is being selected, all group members need to decide
whether or not to become a candidate of LMT. To be fair to all MTs, three laws
are defined:

Law 1. No MT shall be reappointed as LMT of one group for two continuous
rounds.

Law 2. No MT shall have chance to be LMT of a group for 2 times more than
the cycles it stays in its group.

Law 3. Not breaking Law 1 and Law 2, an MT with highest prestige, which is
a variable depending on how many the rounds an MT has joined the group and
its remaining energy, will be selected as LMT.
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The above three laws are supposed to made longer life time of a group and fair
power consumption of all members. To decrease the probability of an occurrence
of ”Irregular Selection”, MTs with more remaining energy and more likely to
stay in group are more possible to be LMT, which is the main purpose of the
definition of Law 3. No reappointment is allowed to avoid continuous high power
consumption of one MT. More energetic MT trends more to be LMT, but it’s
not its responsibility to do so, which means unfair to it. So Law 1 and Law 2 are
defined as constraints to keep fair to all MTs while letting energetic MT take a
relatively more work.

The decision is made by negotiation or the former LMT comparing each GM’s
prestige. Suppose p(k) is the “prestige” of MTk reported to the former LMT or
for negotiation, which depends on its remaining power Ek and the number of
rounds it passes in the group, denoted as nk. Before giving the expression of
p(k), it is necessary to explain two cumulative density functions (CDF) with
respect to the energy consumption and in-group time.

Let FE(x) be the cumulative density function of the power consumption of a
LMT in a group, i.e., the probability of a LMT consuming energy less than x
is FE(x). Let FT (x) be the cumulative density function of the time that a MT
stays in a group, i.e., the probability of a MT being in its group for a time less
than x is FT (x).

Therefore, p(k), the prestige of MTk whose remaining power is Ek and staying
in current group for nk rounds, is set as:

p(k) =

⎧⎨
⎩

0 MTk now is LMT
0 Lk > [nk

N ] + 1
FE(Ek)(1− FT (nk)) else

(1)

Here, Lk stands for the times MTk has been the LMT of current group since it
last joined the group. The non-zero prestige in equation 1 then can be interpreted
as the probability of the candidate being able to accomplish the task of a LMT
in the following round.

3.3 Member Join

The LMT of a group, supposed to be LMTi, shall broadcast a GROUP ESTABLISHED
message containing the group information periodically after group is established.
When an MT Tj receives the GROUP ESTABLISHED message, it measures the re-
ceived power in order to evaluate the distance d from the LMT. If d � dThr, where
dThr is the distance threshold for group joining, it generates a GROUP JOIN REQ
message with its Terminal ID Tj and sends it to LMTi. Upon receiving GROUP
JOIN REQ message, LMTi will response the requesting MT Tj a GROUP JOIN CONF
message containing its Terminal ID LMTi and the Group ID Gi and add Tj to its
member list. The MT Tj then set its affiliated group to Gi and its group leader to
LMTi after receiving the GROUP JOIN CONF message.

A Group Updating procedure will also be invoked by LMTi transmitting a
GROUP UPDATE message to the BS which contains the new member’s ID Tj , the
Group ID Gi, and an update type field of member join. The BS then adds Tj
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to Group Gi’s member list and set the Tj’s affiliated group to Gi in location
database. The location information of Tj will also change to “in group Gi” in
HLR database.

Note an MT Tj can receive multiple GROUP ESTABLIHED messages from dif-
ferent LMTs. It is necessary for it to verify which group to join. MT Tj which
receives multiple GROUP ESTABLISHED messages measures the received power,
evaluates the distance d from the different LMTs and then chooses group of the
closest LMT to join.

3.4 Member Quit

A group member that leaves from a group employs Group Quitting procedure. It
is invoked automatically by an MT Tj transmitting a GROUP UPDATE message to
BS which contains its Terminal ID Tj , its former Group ID Gi and an update type
field of member quit, when Tj is out of its LMT LMTi’s range, i.e., the distance
between Tj and LMTi, d, which is evaluated by Tj measuring the received power
level from LMTi, is larger than dThr. Upon received GROUP UPDATE message, the
BS removes Tj from group Gi’s member list and sends a GROUP UPDATE CONF
message with parameter Tj and update type member quit to Gi’s LMT, LMTi.
LMTi then removes Tj from its member list. The location information of Tj

then will return to its current LA in HLR database.

3.5 Group Update

Group Updating procedure is performed whenever a change occurs to a group,
including Group LMT selection, Member joining, Member quitting and location
update, which has been already mentioned in previous subsections. To save en-
ergy and bandwidth, most of GROUP UPDATE message is transmitted as a part of
LOCATION UPDATE message or GROUP ESTABLISHEDmessage. It’s not necessary to
report update immediately since location update is not such real time service.
Reporting when location update occurs or LMT changes will be enough.

4 Power Consumption Analysis and Simulation

One of the main advantages of GLU is that it reduces the location update sig-
nalling in the database side significantly as well as the consumption of wireless
bandwidth for location update message, which can be found in relevant pa-
pers and our previous research. Since the power that an MT uses to transmit
a message is on proportion to the square of the distance to the destination [8],
the power consumption of the whole system is greatly reduced for the in-group
communication range is much shorter than that to communicate with the base
station.

Let E be the average power consumption of an MT communicating with the
base station and e be the average power consumption between MTs in group. For
the communication distance in group is much shorter than to the base station,
it is evidence that E � e.
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In traditional ILU scheme, when a group of n GMs crosses one LA to an-
other, every MT sends a location update message to the base station. Therefore
the total energy consumption is nE. While in a GLU scheme, MTs form in
group and every time the group crosses the border, only one MT is in charge of
reporting location update. Despite of relatively tiny power consumption on in-
group communication, the whole system only uses E for each crossing. Even we
added the cost for member joining, leader selection, leader rotation, the power
consumptions are still saved for the whole system.

We use a hybrid mobility model of one-dim random waypoint model and
reference point group mobility model for both analysis and simulation. The ref-
erence point considered as the group center moves in its trip, individual mobile
node randomly chooses a point to join the group, moves with the reference point
and randomly chooses another point to leave. This model perfectly illustrates a
public transportation system in real life.

Suppose there are totally N MTs in this system, each MT randomly chooses
a source-destination pair as its trip in the system. The whole trip of the refer-
ence point totally crosses k LAs, at the points xi (i = 1, 2, . . . , k). The energy
cost expectation of the whole system for ILU scheme and our GLU scheme are
denoted as EI and EG respectively.

It is easy to get that:

EG = kE +
TE

τ
+

Te

μ
(2)

Here T is the whole time for the trip, τ is the time interval for leader rotation
and μ is the time interval for leader beacon.

In ILU scheme, because all MTs independently chooses its waypoints for the
whole trip, whether a location update occurs in each border for every MT can
be illustrated:

L(xi, x, y) =
{

1 x � xi � y
0 else (3)

xi, x, y in equation 3 stand for the point of the ith LA border and where a
certain MT joins and leaves the group respectively. As all MTs are same in ILU
scheme, we can also get expression for EI :

EI = NE
∑k

i=1

∫∫
x�y L(xi, x, y)f(x, y)dxdy

= NE
∑k

i=1
2xi(L−xi)

L2

(4)

In case that LA border points are uniformly distributed over the whole trip,
an approximate closed form can be derived:

EI = NE

k∑
i=1

2i(k − i)
k2 = NE(

k

3
− 1

3k
) ≈ kNE

3
(5)

Simulation is done to verify our analysis. We have studied energy consumption
of GLU and ILU in various cases of different user number, amount of LA borders,
number of discrete stations where MTs join and leave group. Suppose the mean
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in group range is one tenth of the distance between an MT and the base station,
hence approximately E = 100e. All energy consumptions are counted in unit
in-group communication cost e.
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Fig. 2. Energy Consumption Comparison

Figure 2(a) shows energy consumption of different number of MTs in the
system increasing from 50 to 200 in pace of 10. 20 LA borders and 30 LA
borders are studied respectively. Both analysis and simulation show that energy
consumption for whole system increases linearly with the number of MTs in
ILU scheme, while stays at a relative low level stably in our GLU scheme. In
figure 2(b), different amount of LA borders are considered. Although energy
consumption increases both in GLU and ILU scheme, the cost in GLU is much
less than in ILU. Increasing amount can be also ignored in GLU compared to
in ILU. Figure 2(c) further proofs that the energy costs are independent of the
number of the discrete stations, which can be also found in equation 2 and 5.

Fairness of energy consumptions among MTs in group is evaluated by the
standard deviation of energy consumption of all MTs. With our leader selection
algorithm based on prestige prediction, the standard deviation is much lower
than that of a randomly selection method without prediction. Simulations are
repeated several times. Except one occasional round, this inference is always true
in most cases.

5 Conclusions

The GLU scheme uses different communication methods in hybrid networks, as
to save energy and the limited bandwidth resource for vertical communication.
A detailed autonomic in-group operation procedure is studied in this paper. The
group leader selection algorithm of the GLU scheme, which plays an important
role in GLU as the first step of the formation of a group and each round, is
specifically discussed to approach fair energy consumptions of all group members
and long lifetime of the group. Analysis and simulation are made to examine the
energy costs and fairness of the whole system. Both show that the GLU scheme
greatly saves energy for MTs and fairness can also be achieved with our leader
selection algorithm based on prestige prediction.
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Abstract. The emerging autonomic computing technology has been
hailed by world-wide researchers and professionals in academia and in-
dustry. Besides four key capabilities, well known as self-CHOP, we pro-
pose an additional self-regulating capability to explicitly emphasize the
policy-driven self-manageability and dynamic policy derivation and en-
actment. Essentially, these five capabilities, coined as Self-CHROP, define
an autonomic system along with other minor properties. Trusted com-
puting targets guaranteed secured systems. Self-protection alone does
not ensure the trustworthiness in autonomic systems. The new trend is
to integrate both towards trusted autonomic computing systems. This
paper presents a comprehensive survey of the autonomic and trusted
computing paradigms and a preliminary conceptual architecture towards
trustworthy autonomic grid computing.

1 Introduction

As the proliferation of numerous computing and networking devices and systems,
the explosive growth of software applications and services and complicated inter-
actions among software/hardware components, make the management of com-
plex systems a significant challenge. These sophisticated applications and ser-
vices execute on heterogeneous, dynamic, and fast-evolving hardware platforms.
As a result, the increasing complexity, dynamism, heterogeneity, and uncertainty
of information systems overwhelm capabilities of system administrators. Inspired
by the human autonomic nervous system, autonomic computing has emerged
as the only viable solution that addresses these system management issues in a
holistic manner [1] [2] [3]. Further, the advent of grid computing environments [4]
[5], aimed at integrating geographically distributed computing resources and ser-
vices for coordinated resource sharing and high performance computing, makes
autonomic grid computing systems an urgent need to realize the promises of
world-wide grid computing platforms.

The rest of the paper is organized as follows. Sect. 2 presents the autonomic
computing paradigm, its functional and architectural concepts, and representa-
tive systems. Sect. 3 presents the trusted computing concept and representative
solutions. Sect. 4 presents an initial system architecture for trusted autonomic
computing. Sect. 5 concludes the paper.

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 143–152, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



144 X. Li et al.

2 Autonomic Computing

Autonomic computing is the technology and paradigm aimed at enabling self-
managing computing infrastructures in a holistic manner. As shown in Fig. 1, an
autonomic computing system, following a goal-oriented approach, starts with the
input of high-level requirements. It then goes through the requirement analysis
process that analyzes and models the requirement to decompose and formulate
policies. The modeling of requirements is a critical component to divide the
system requirements or high-level policies into disjoint sub-objectives and en-
sure that the system follows the desired behavior, which has not been explicitly
identified in the past studies. We classify the system aspects into requirement
aspects, policy aspects, design aspects, implementation aspects, and operational
aspects.

High-Level Requirements

High-Level Policies

Design

Implementation

Iterative
Refinement

Req. Analysis and Modeling

Policy Decomposition and 
Architecture Design

Module Implementation

Fig. 1. A Skeleton of Design Lifecycle for Au-
tonomic Systems
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Fig. 2. Functional Pillars of Auto-
nomic Systems

2.1 Functional Concepts

As shown in Fig. 2, to meet the high-level requirements, autonomic computing
aims to support adaptive functionalities, including following 4 major functional
characteristics [3] [6] [7] [8]. Self-Configuring: An autonomic system should be
able to configure and adaptively reconfigure itself to meet the high-level require-
ments under varying conditions by following high-level policies. Self-Healing: An
autonomic system should be able to detect, diagnose, and recover from localized
software or hardware problems. Self-Optimizing: An autonomic system should
be able to monitor system performance, react to dynamics, and proactively opti-
mize itself to improve its performance with minimum overheads. Self-Protecting:
An autonomic system should be able to defend itself against system-wide mali-
cious attacks and component-level compromise. Trusted computing technologies
compensate this functionality by providing explicit policies and criteria. More
details will be presented in later sections.

To explicitly emphasize the policy-driven characteristic of an autonomic sys-
tem [9], we believe that a self-regulating functionality is desired. Self-Regulating:
An autonomic system should be able to derive policies from high-level policies
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and requirements at runtime to regulate its self-managing behaviors. Note that
the derived policies in this context can not be determined in advance. Further,
they may have system-wide effects that may cause adaptations of all functionali-
ties. This capability, enabling dynamic policy creation and enactment, is critical
to realize full self-manageability and keep abreast of evolving requirements and
technologies. It is also an enabling capability towards trusted autonomic comput-
ing as presented in Sect.4. Self-regulating in the autonomic computing context
goes well beyond parametric tuning and mainly considers semantic deduction
and adaptation to handle uncertainty and emergency under changing environ-
ments, evolving requirements, and varying contexts.

Overall, the major functional aspects of autonomic systems include self-
Configuring, self-Healing, self-Regulating, self-Optimizing, and self-Protecting,
named Self-CHROP. The other 4 minor functional characteristics are self-aware,
self-anticipatory, context-aware, and open [6]. These minor functionalities can
be used to support major functionalities and meet subsidiary requirements.

2.2 Architectural Concepts

An autonomic system is constructed from a large number of autonomic enti-
ties and autonomic managers. Fig. 3 presents an autonomic system architecture.
One or more autonomic entities are associated with a managed element, which
can be an independent module, a part of executable code, an object, a com-
ponent, and other building blocks of a computer system. An autonomic entity
consists of sensors, actuators, and specialized knowledge-base for particular man-
aged elements. Ashby’s ultrastable system architecture has been used to model
the global and local feedback control loops in autonomic systems [7] [10]. The
local control loop in an autonomic entity typically follows four steps: monitor-
ing through sensors, analyzing and planning according to knowledge bases and
policies, then executing through actuators [1] [3] [6]. The local control loop is
restricted to handle internal reactions and external interactions with associated
managed elements and environments. As shown in the figure, the global control
loop involves autonomic managers, autonomic entities, managed elements, and
environments. Autonomic managers collaboratively regulate various behaviors
using the built-in self-CHROP functionalities and knowledge.

Implementation Paradigms. The following paradigms have been proposed:
component-based, recovery-oriented computing, aspect-oriented programming,
multi-agent systems, peer-to-peer, and service-oriented computing paradigms.
These implementation patterns may have overlapped features.

Component-based paradigm - A natural paradigm to realize the autonomic
system architecture is to adopt a component-based implementation. Each com-
ponent is equipped with self-contained policies and mechanisms [5] [11] [12]. The
Accord component-based programming model in the AutoMate project [12] [13]
realizes three fundamental separations: 1) a separation of computations from
coordination and interactions; 2) a separation of nonfunctional aspects (e.g., re-
source requirements, performance) from functional aspects; and 3) a separation
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of policy and mechanism. Smart components [11] can adapt to environmental
changes to sustain high performance.

Service-oriented paradigm - Service-oriented architecture gains strong support
from academia and industry owing to its open standard and inter-operability
[14] [15]. This category covers grid, peer-to-peer, and web service technologies
as they are converging in many aspects [5] [14] [16] [17] [18] [19] . Autonomic
service architectures have been presented in [18] [20] [21]. The composition and
adaptation of autonomic services can be accomplished syntactically by parsing
Web Service Description Language (WSDL) representation [22] and semantically
by reasoning through Web Ontology Language (OWL) [23].

Recovery-oriented computing paradigm - Recovery-oriented computing (ROC)
[24] aims to build highly-dependable Internet services by emphasizing recov-
ery from failure rather than failure-tolerance or failure-avoidance. Primary re-
search areas in ROC include isolation and redundancy, system-wide support for
undo, integrated diagnostic support, online verification of recovery mechanisms,
design for high modularity, measurability, and restartability, and dependabil-
ity/availability benchmarking.

Multi-agent paradigm - A rational agent is anything that can perceive its en-
vironment through sensors and act upon that environment through actuators
[25]. Every single agent has limited functionalities. To collaboratively work to-
wards some objectives, agents are grouped together to form mutli-agent systems
(MAS). The MAS model has been used to realize self-organizing systems and
support distributed collaborative working environments [26]. It bears some com-
mon characteristics with the component-based paradigm.

2.3 Autonomic Systems and Applications

Key research challenges of autonomic computing span many levels, including
conceptual, functional, architectural, and application-level challenges [7]. Ta-
ble 1 lists some representative systems/projects, developed in academia and
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industry, along with their implementation paradigms, autonomic capabilities,
and applications.

3 Trusted Computing

With the advances in programming tools and increasing connected personal com-
puters and devices, malicious software, hacker programs, malware, and corre-
sponding attacks have become a critical security issue in the field of computer
science [27]. A malicious program can be easily spread out through the connected
network without the awareness of end users. Trusted computing technology aims
to protect the computing system by verifying the trustworthy of both third par-
ties and platforms. Although there exist some suspicious and negative opinions
due to the potential and controversial obstacles for small companies and open-
source software development to deploy their products [28], trusted computing
does offer a solution to many applications such as peer-to-peer networks, perva-
sive computing systems, electronic commerce, and database services [29] [30].

Table 1. Autonomic Systems and Applications

System/Project Paradigms Autonomic Capabilities Applications
Amorphous Computing
[31]

Cellular comput-
ing

Healing, assembling, re-
pairing

Understanding biological sys-
tems

Anthill [32] Peer-to-peer,
multi-agent

Configuring, organizing,
optimizing, repairing, re-
silient

File-sharing Computation-
intensive

AutoAdmin [33] Tuning, administration, Database administration
AutoMate [13] Component-

based, service-
oriented

Configuring, optimizing,
protecting

Scientific computing

Autonomia [34] Mobile-agent Configuring, healing, op-
timizing, protecting

Scientific computing Net-
worked applications

Kinesthetics eXtreme
[35]

Component-based Repairing, configuring Autonomizing legacy systems

OceanStore [36] Peer-to-peer,
service-oriented

Configuring, fault-
tolerant

Data storage

OptimalGrid [17] Component-based Configuring, Optimizing Scientific computing
GameGrid

Recovery-Oriented
Computing [24]

ROC Healing Database, online services

SMART [37] Configuring, Optimizing Database tuning, self-
management

* The prefix self-* is omitted in the column of autonomic capabilities.

Since in autonomic computing systems autonomic elements are tightly inter-
connected, they could be attacked by malicious software through the network,
leading to the degradation or failure of the whole system. The goals described
in [38] also emphasize the need for secure authentication protocols between au-
tonomic components and systems.

3.1 Background

Trusted Computing Platform Alliance (TCPA), formed in 1999 by Compaq,
Intel, Microsoft, IBM, Hewlett-Packard, etc., aims to improve the trustworthy
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and security for next century computer systems. Later, they changed the name
to Trusted Computing Group (TCG). In consequence, no applications can be
run on the future trusted computing platform without the approval from the
above companies. Recently, Microsoft started to propose Palladium under the
new system, named “Next-Generation Secure Computing Base.” Because TCPA
is implemented to some extent by additional components in the hardware, we
classify it as “hardware based trustworthy protection.”

On the other hand, realizing that the traditional approaches, i.e., hardware
based methods, are too restrictive, some researchers have focused on developing
more flexible architectures, called “model based.” The model based trustworthy
protection allows the platform to evaluate the credential of an application by
some predefined trust models. If the updates does not include any malicious code,
it can be run on the platform without the verification of the manufacturer of the
platform. From the market view point, this method accommodates third parties
to update their products more easily and reduces the work load on hardware.

3.2 Trusted Computing Paradigms

Hardware-based Trustworthy Protection. The typical architecture for
TCG is shown in Fig. 4. A new component, trusted platform module (TPM),
is integrated into hardware of computers to enable the systems strong config-
uration management. They assume that all the programs should be validated
by some integrity metric [39]; in other words, no unapproved software can be
executed on the system. In each TPM, there are at least 16 platform configura-
tion registers (PCRs) which are closely interrelated to the stored measurement
log (SML) outside the TPM. The SML records events are represented by the
value in PCRs. Based on them, a credential value for a third party is valued by
the Privacy CA. If the verification is successful, the program can be run in the
system; otherwise fails.

Another aspect of TCG is that it provides the capability of sealing storage
data to the third parties and the platforms [40] [41]. An application provided by
third parties may contain some data that it does not allow an untrusted platform
to access. Therefore they also need to interact with the remote platform to
evaluate its credential. If the integrity of platform is certified by the third party,
the platform can access the application.

Model-based Trustworthy Protection. Instead of embedding some new
components into existing hardware such as CPU and motherboard, “Model-
based” method aims to detect the malicious code in a downloaded or new pro-
gram by some algorithms or trust models [30] [42] [43]. In a distributed comput-
ing system, all software components are assumed to be susceptible to attacks and
the failure of one node probably affects the performance of whole system. Before
any computer run programs sent from remote site, we should check whether the
code has been altered maliciously. Unlike the hardware-based trusted computing
architecture, cyber attacks and unauthorized program are detected by predefined
models. Fig. 5 illustrates a typical flowchart for model-based trusted computing
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scheme. First, the changed program will be sent to the detection module; therein
it will use some strategy to decide whether the program is certified as shown in
Step I in Fig. 5. For example, in [30] a coding signing technology, called chained-
signature binders [44], is added to every components of a program to compare
with the original one. Additionally they also remove the malicious code from the
program in Step II of Fig. 5 so that the original code can be executed by the
systems.

4 Towards Trustworthy Autonomic Computing

This section presents a preliminary architecture towards trustworthy autonomic
grid computing (TAGC). As shown in Fig. 6, the proposed architecture is based
on the standard grid services specified by open standard protocols OGSA (Open
Grid Service Architecture) or WSRF (Web Service Resource Framework)
[45][46]. To accommodate dynamic resource availability, a self-organizing over-
lay network will be built on the top of OGSA/WSRF. The key feature of the
TAGC architecture is the separation of mechanisms and policies. As mentioned
above, the important feature of self-CHROP to enable trusted computing is the
self-regulating capability, which can regulate the autonomic systems by interpret-
ing the trust model and policies and injecting the new policies into the system.
According to the classification in Sect. 3, it belongs to the model-based trustwor-
thiness. From the bottom to the top, the policy aspect of TAGC, depicted as a
four-layer pillar, consists of an autonomic component design catalog, knowledge
base (for the rule-based and case-based reasoning engine), self-managing policy
engine, and users’ QoS requirement analysis and modeling modules. The mech-
anisms aspect of TAGC consists of four layers: semantic-based service discovery
middleware, decentralized coordination substrate, autonomic runtime manager,
and programming models and specifications. On the top of TAGC system lay-
ers are autonomic grid applications, such as scientific applications, collabora-
tive information processing in wireless sensor networks, and other commercial
applications.
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Fig. 6. The Conceptual Architecture of Trustworthy Autonomic Grid Computing
(TAGC)

5 Conclusion

This paper presented a comprehensive overview of the forefront research efforts
in autonomic and trusted computing. We proposed a self-regulating capability to
emphasize the policy-based adaptation and regulation. The autonomic comput-
ing concepts are described according to its functional and architectural aspects.
A collection of representative autonomic systems and applications is classified
and compared. Moreover, we described the trusted computing concepts according
to two implementation paradigms: hardware-based and model-based. Further,
based on the investigation of the existing solutions and paradigms, a preliminary
TAGC architecture towards trustworthy autonomic grid computing is proposed.
TAGC features the separation of mechanisms and policies following the multi-
layer organization. The trustworthiness is enabled through the self-regulating
capability, which accommodates the trust model and policies and dynamically
injects the adaptation into the policy engine. Since autonomic and trusted com-
puting are still in their infancy, to realize full-fledged trustworthy autonomic
systems, techniques from many disciplines, such as artificial intelligence, control
theory, machine learning, human-computer interaction, psychology, neural sci-
ence, economics, and others, should be integrated synergistically to address the
grande challenge.
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Abstract. A platform that simultaneously hosts multiple of cooperative services 
is proposed and called Autonomic Community Computing Infrastructure 
(ACCI). In autonomic and dynamic fashions, it formulates, composes, monitors 
and manages the services’ components. To publish the existence and 
functionalities of these services, a Peer-to-Peer Overlay Network is constructed 
and denoted by Rendezvous Overlay Network (RvON). In addition, RvON 
allows end-users to discover the service’s advertisement efficiently. Thus, this 
paper proposes an autonomic K-interleaving scheme that organizes RvON into 
RvON-Clusters. Each RvOn-Cluster is constructed over K physical hops and 
there is no two rendezvous nodes stored the same advertisement. As results, 
users accessing from different areas are able to efficiently discover service’s 
advertisement within a constant K physical hops.  

Keywords: Autonomic Computing, Peer-to-Peer, Overlay Networks. 

1   Introduction 

The peer-to-peer overlay network has drawn increasing attention nowadays. It is best 
suited depends on the application and its required functionalities and performance 
metrics such as scalability, network routing performance, file sharing, location 
service, content distribution, and so on. Several of these schemes have been applied to 
the sharing of music, replication of electronic address books, multi-player games, 
provisioning of mobile location or ad-hoc services, and distribution of workloads of 
mirrored websites. However, there is no P2P overlay network enable the service 
providers to outsource their services to the end-users with the required QoS except the 
proposed Autonomic Community Computing Infrastructure (ACCI) [17]. Outsourcing 
offers an opportunity for the smaller/medium retailers to provide their services 
regardless they have no/shortage of resources. Moreover, outsourcing reduces the 
management system cost reaches 80% of the IT [3], [1]. The ACCI allows SPs to 
outsource their services by exploiting the resources (e.g. processor, memory, storage, 
etc.) of the end-users. It simultaneously hosts multiple of autonomic cooperative 
information services [17]. Autonomic Cooperative Services are self-contained (well 
described) services (Web-services) that should autonomously cooperate to manage 
and adapt their behaviors to fit to the user’s requirements and the Quality of Service 
(QoS). ACCI runs the web services at the end-users’ nodes not at the service 
providers’ nodes and allocates/reallocates community resources of end-users from a 
shared pool among cooperative services to assure their QoS efficiently in the face of 
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dynamically changing global requirements with minimal resources utilization. ACCI 
organized the nodes of the end-users into an Autonomic Community Overlay Network 
(ACON) [17]. It is a self-organized logical topology as shown in figure 1. Every 
resource in the ACON (node, node’s resources, group, pipe, service, etc.) is described 
and published using advertisements. ACCI introduces two different types of nodes 
Edge Nodes (EN) and Rendezvous Nodes (RN). Each EN offers a computing power 
and storage area for hosting web-services and publishing the associated 
advertisements. Each RN offers a storage area for advertisements that have been 
published by edge nodes.  

ACON is divided into two types of overlay networks. First, Rendezvous Overlay 
Network (RvON) is a self-organized logical topology of rendezvous nodes. Service 
Group Overlay Network (SGON) is made up of several end-users nodes that host and 
provide same service. This paper focuses on the construction of the RvON for efficient 
discovery by efficiently publishing the advertisements of the services. It autonomously 
organizes RvON into RvON-Clusters. Each RvON-Cluster is constructed over K 
physical number of hops. In RvON-Cluster there are no two rendezvous nodes stored 
the same advertisement. To satisfy this property, each RvON-Cluster is colored with Ct 
different colors associated with Ct advertisements at instance of time t. There are no 
two RN nodes belongs to a RvON-Cluster having same color. Thus, within a constant 
K physical number of hops end-users accessing from different areas are able to 
discover services’ advertisements. 

A significant amount of research on P2P overlay networks has focused on the 
services replications and services discovery schemes such as Chord [6], CAN [18] and 
Pastry [24]. Distributed Hash Tables (DHTs) constitute a primary mechanism to build 
highly structured P2P networks [6]. For example, Chord performs service discovery 
over a DHT. The lookup delay in N nodes over Chord is O(log(N)) while the lookup 
delay over the proposed RvON is O(K) where K is number of physical hops, K<log(N) 
for large N.  To our knowledge, there is no article manipulate K-interleaving scheme 
to cluster the overlay network for efficient service replication and discovery.  

The rest of this paper is organized as follows. Section 2 briefly introduces the 
Autonomic Community Computing concept and system architecture. Section 3 
explores 2-tier architecture of the RvON and the K-interleaving construction scheme. 
Section 4 evaluates the performance through simulation. Finally, a conclusion is 
drawn in section 5. 

2   Autonomic Community Computing: Concept and Architecture 

Grid [9], Web services [10], etc are emerging distributed applications and computing 
environments. They have reached a level of complexity, heterogeneity, and dynamism 
for which current programming environments and infrastructure are becoming 
unmanageable, brittle and insecure. Two approaches, Autonomous Decentralized 
System (ADS) concept [2] and Autonomic Computing [4], [7] induced from the 
strategies operated by the biological systems to deal with complexity, heterogeneity 
and uncertainty are loomed ahead. An autonomic computing system is one that has 
the capabilities of being self-defining, self-healing, self-configuring, self-optimizing, 
self-protecting, contextually aware, and open [8]. Inspired from ADS and Autonomic 
Computing and cooperation in the social communities, an Autonomic Community 
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Fig. 1-a. ACON Fig. 1-b. Service Discovery and Publish 

Computing Infrastructure (ACCI) is proposed [17]. ACCI autonomously manages and 
monitors the pool of the resources that are owned by some service providers and end-
users nodes as well. ACCI relaxes the relationship between end-users and SPs to a 
cooperative model. In this model, end-users provide their resources to SPs, while SPs 
provide their information services to end-users for free. 
    The ACCI architecture is made up of set of entities (end-user and/or SP nodes) as 
shown in figure 1. They organized in an Autonomic Community Overlay Network 
(ACON). We employ JXTA [11] that provides a set of protocols for forming ACON on 
top of current existing Internet and non-IP based networks. ACON is a self-organized 
logical topology as follows. ACON is a set of end-user and SP nodes (community node 
simply node) with considering the non-hierarchy, and the existence of loops. Each 
node is an execution platform that is in charge of autonomous membership 
management and services discovery, composition, execution and migration to deliver 
the service while guarantees the QoS. In ACON each node keeps track of its 
immediate neighbors in a table contains their identifiers as shown in figure 1. JXTA 
[11] identified nodes by ID, a logical address independent of the location of the node 
in the physical network. Two types of nodes participate in ACON, edge nodes (e.g. C, 
D, etc. as shown in figure 1-a) and rendezvous nodes (e.g. B, E, etc. as shown in 
figure 1-a). In ACON, lines are the logical links (e.g. Pipe in JXTA [11]) among the 
nodes.  Pipes are virtual communication channels used to send and receive messages. 
The communication among nodes based upon JXTA protocols [11] and SOAP (Simple 
Object Access Protocol) [12], [13]. In ACCI to expose the service functionalities and 
interfaces the WSDL (Web Services Definition Language) [12] is used. The web 
services used a meta-service called UDDI [16] for locating web services. Unlike in 
the Web services, in ACCI there is no centralized discovery mechanism to locate 
services. Instead a peer-peer approach is used for locating services’ advertisements 
and then follows up the associated services. In ACCI, each node autonomously 
recognizes member and non-member of the ACON. Moreover, it communicates with 
other nodes to monitor the resource consumption of the system cooperatively to adapt 
the changes to assure the required QoS.  

ACON is organized into two types of overlay Networks, Rendezvous Overlay 
Network (RvON) and Service Group Overlay Network (SGON) as follows. 
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2.1   Rendezvous Overlay Network 

Rendezvous nodes (RN) offer a storage area for advertisements that have been 
published by edge nodes. They autonomously organize themselves into a Rendezvous 
Overlay Network (RvON). Every resource in the ACON (node, node’s resources, 
group, pipe, service, etc.) is described and published using advertisements. 
Advertisements are structured XML documents except advertisements of services are 
structured using WSDL. To publish these advertisements they should be replicated 
into RvON. Rendezvous nodes have the extra ability of forwarding the request they 
receive to other rendezvous nodes in RvON. Thus, JXTA provides to ACON an easy 
interface for publishing and discovering web services in a peer to peer manner. The 
JXTA discovery query and publish message should be updated to allow ACON to 
guarantee the QoS. For example, the JXTA discovery query message XML should 
include an element that describes the quality of service such as <qualityInfo> 
<availability> 0.9 </availability> </qualityInfo>. Section 3 describes the K-
interleaving scheme that divides RvON into RvON-Clusters for providing an implicit 
scoping mechanism for restricting the propagation of discovery and search requests. 
Thus, the service discovery delay is improved as manifested in section 4 through the 
simulation results. 

2.2   Service Group Overlay Network 

Edge nodes are able to communicate with other nodes in ACON. They store the index 
file of the resources’ advertisements they discovered in the network. Service Group 
Overlay Network (SGON) is made up of several end-users edge nodes providing same 
service. For example, figure 1 shows an example of ACON that consists of two SGON 
S1 and S2. The main motivation of creating SGON is to tolerate the node failure/leave 
within the group. SGON serves to subdivide ACON into regions, providing an implicit 
scoping mechanism for restricting the propagation of discovery and search requests. 
In addition, the SGON autonomously adapts the dynamic network changes by 
outstretching (adding more replica nodes) or shrinking (removing some replica nodes) 
to guarantee the QoS delivered to consumer with minimum resource utilization. End-
user node can be a member of one or several service groups such as node C in figure 
1-a. Node C provides both services and monitors its resources utilization (e.g. load, 
bandwidth, etc.) to guarantee their QoS; otherwise it should leave one of these service 
groups. Indeed, fairness among members in SGON is significant to encourage end-
users to join it. Constructing SGON is out the scope of this paper. 

2.3   Services Advertisement and Discovery 

Any SP can outsource its service as follows first bootstraps into ACON, joins the root 
peer group NetPeerGroup of ACON and then replicates its service into ACON. For 
example, as shown in figure 1-b node SP1 joins ACON and then forms SGON S1 
containing nodes A, C, D. Then each replica initiates and then sends an advertisement 
of S1 to rendezvous nodes. Similarly, any customer wishing to utilize a service 
replicated in ACON need to first bootstrap into ACON, join it, advertise its resources, 
discover the service advertisements and then follow the service’s advertisement to 
open a JXTA output pipe. The output pipe allows the node to send a query to service 
discovery module. In addition, it opens JXTA input pipe to wait for the query result. 
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For non-member customers, the ACON can not send a service query or utilize it. JXTA 
provides an entry-level trust model [19] that can assure the ACCI security. It allows the 
node to store local information under the protection of its password phrase. When a 
node contacts another node in ACON, the former node can be authenticated by the 
latter using the TLS (Transport Layer Security) [20] handshake’s certificate 
request/response and certificate verification. Further security issues are not the scope of 
this paper. However, we believed that ACCI must handle the security problems in the 
future. 

3   K-Interleaving RvON Construction Scheme 

We formed and engaged RvON to publish and discover service’s advertisement 
efficiently. This section focuses on the construction of RvON along with preserving a 
specific property called ‘K-interleaving’ for efficient service discovery as follows. 

3.1   K-Interleaving RvON 

Figure 2-a shows the 2-tiers architecture of the RvON. It is composed of multiple 
RvON-Clusters RCj ; j=1, …, β in level 1. Each RCj has a landmark rendezvous node 
(Seed RN) called Lj. The distance between any ∈u  RCj and Lj is δ(u, Lj) ≤ r; K=2r as 
shown in figure 2-a. In level 2 a seed rendezvous cluster containing all landmark 
rendezvous nodes is constructed and called Seed-Cluster as shown in figure 2-a. The 
size of the Seed-Cluster is denoted by β and equaled to the number of RvON-Clusters. 
All advertisements had published in RvON must be stored in each RvON-Cluster.  

Definition 1 (K-Interleaving): Given a graph G = (V, E), where each edge Ee ∈ is 

associated with a positive number l(e) called its length, NV =   and each vertex 

Vv ∈  is associated with a non-negative integer ω(v) it is the number of color slots 
the node v has.  Each node Vv ∈  is colored by ω(v) different colors.  The graph G 
and K an integer, construct a coloring of G so that no connected sub-graph with 
diameter K contains two vertices colored the same, where K is the interleaving 
parameter.  

The history of the work on interleaving schemes is rather brief. Blaum et al. [21] 
introduced interleaving schemes and analyzed them on two- and three-dimensional 
arrays. The follow-up paper [22] generalized interleaving schemes to those with 
repetitions, where in any connected cluster of size |S| any label is repeated at most ρ 
times. Asymptotically optimal constructions on 2D arrays were presented for the case 
ρ =2. In this paper we extend interleaving schemes beyond. This paper organizes 
RvON into K-interleaving RvON-Clusters. Each RvON-Cluster is a self-organized 
cluster that maintains the K-interleaving property with ρ =1 as shown in the following 
subsections. Each RvON-Cluster is constructed over K physical hops. There are no 
two RN nodes belongs to a RvON-Cluster stored same advertisement. The intersection 
between any two RvON clusters is empty. 

 



158 K. Ragab and A. Yonezawa 

 

Fig. 2-a. RvON Architecture Fig. 2-b. RvON-Cluster Architecture 

    Each RvON-Cluster stores all advertisements published in RvON. Similar to 
Gnutella [15], each RvON-Cluster utilizes flooding of the discovery query locally 
within the cluster to lookup the service’s advertisement. Each advertisement is hashed 
into a 24-bit RGB color number. Each RN node belongs to RvON-Cluster is colored 
by ω(v) color slots associated with the advertisements it stored. Thus, the overhead of 
any discovery request for any advertisement is O(K) bounded by the K physical hops. 
Chord performs service discovery over a DHT. Lookup delay over Chord is 
O(log(N)) [6] in contrast it is O(K) in RvON-Cluster where K is a constant number of 
physical hops, K<log(N) for large N (total number of RN). The lookup delay of most 
of discovery algorithms is function of N, while it is constant in RvON. 

3.2   RvON Cluster 

RvON is organized into multiple of RvON-Clusters. Each RvON-Cluster (RC) is 
constructed as a 2d-regular graph composed of d independent edge-disjoint Hamilton 
Cycles (HC) [23]. Each node has 2d neighbors (node connectivity). Those neighbors 
are labeled as gp

(1), gs
(1), gp

(2), gs
(2)  , …, gp

(d), gs
(d). For each i, gp

(i) denotes the neighbor 
node’s predecessor and gs

(i) denotes the neighbor node’s successor on the i-th HC. For 
example, figure 2-b shows a RvON-Cluster consists of two Hamilton cycles over the 
underlying network. The distance between the landmark L1 and any RN node is less 
than or equal two (K = 2) backbone physical hops between their routers. This paper 
constructs RC as regular-graph for three arguments as follows. First, regular graphs 
are chosen because it is required that all nodes having the same degree. Second, we 
construct the RC as an intermediate of a completely ordered regular network and a 
fully random network for achieving two interesting features: high clustering i.e., there 
is a high density of connections between nearby nodes, which is a characteristic of the 
regular topologies, and short network diameter. Finally, the RC composed of HC 
having the advantage that joining or leaving processes will require only local changes 
and resilience to dynamic RN nodes behaviors [5].   

Definition 2 (Coloring RvON-Cluster): Assume 
tjRC is the number of rendezvous 

nodes in the RCj at instance of time t NRC
tj < and Advt is the number of 
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advertisements at t. If 
tjt RCAdv ≤ ∀ RCj ; j=1, …, β, then each RN node stores one 

advertisement and colored by an associated color. Otherwise, each RN node stores 
different advertisements and the associated ω(v) different colors slots are filled.  

    The adjacent RN nodes in RvON-Cluster are colored with different colors. The non-
colored rendezvous node that did not store any advertisement is called Standby 
Rendezvous Node (SRN). The number of advertisements Advt at an instance of time t 
is equal to the number of different colors Ct. Periodically, each seed (landmark) 
rendezvous node Lj counts both 

tjRC  and Ct by flooding counting request to all RN 

nodes in RCj. 

3.3   Step-Step RvON Construction Algorithm 

When an end-user node X is stable and has enough capabilities to be a rendezvous 
node then it calls Join_RvON() process that runs the following steps. 

1. X looks up for a seed rendezvous node (landmark RN) by using random walk or 
physical IP multicast and then finds Lj. 

2. If (
tjRC >Ct ^ δ(X, Lj) ≤ r; K=2r) then the rendezvous node X calls Join_ 

RONCluster(RCj) process to join the RvON-Cluster RCj. This process chooses d 
random rendezvous nodes ),...,1(; diRCu ji =∈ and then inserts node X 

between each node ui and its successor node (ui → successor) in the i-th HC 
similar to our previous work in [5]. Finally, X becomes a standby rendezvous node 
SRN and doesn’t store any advertisement.  

3. If (
tjRC ≤ Ct  ^ δ(X, Lj) ≤ r; K=2r) then the rendezvous node X similarly calls 

Join_RONCluster(RCj) and then picks up some colors slots form the existing RN 
nodes in RCj (for Load balance) and stores their associated advertisements. 

4. Otherwise (δ(X, Lj) > r), the seed node Lj broadcasts a join request message in the 
Seed-Cluster and then waits time-out τ period for a reply from the seed 
rendezvous nodes in the Seed-Cluster. There are two cases: 

     a) No response is received within the time-out interval τ, then node X creates its 
own new RvON-Cluster and becomes a seed rendezvous node Lβ+1 (land mark) 
(increases number of seed nodes β+1). This new RvON-Cluster operated as a 
standby cluster (i.e. all its RN nodes are standby) until having enough number of 
RN nodes to maintain K-interleaving property. 

     b) If Lj receives multiple of replies then it selects the Lr with the smallest distance 
to X where δ(X, Lr) ≤  K and the minimum

trRC . Then node X calls 

Join_RONCluster(RCr) process to join the RvON-Cluster RCr.  

The K-interleaving construction scheme organizes RvON into RvON-Clusters. The 
number of messages required to join RvON is O(log(β)). Each RvON-Cluster contains 
all the participated services’ advertisements in RvON. Any new advertisement will be 
published to all RvON-Clusters with overhead O(log(β)) number of messages. In 
addition, end-users accessing from different areas are able to efficiently discover the 
service’s advertisement within a K constant number of Physical hops. 
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4   Performance Evaluation 

This section describes the simulations to demonstrate that K-interleaving step-step 
construction scheme of the Rendezvous Overlay Network. To evaluate the effective-
ness of the proposed K-interleaving step-step construction scheme of RvON on the 
discovery of service’s advertisement overhead, we use the following metrics.  

 Service Discovery Delay (SDD). It measures the communication delay to discover 
a service’s advertisement within a RvON-Cluster. It defines the communication 
delay of the shortest path from a requester RN to the RN that stores the required 
service’s advertisement. Moreover, the worst discovery communication delay is 
denoted by Maximum Service Discovery Delay (MSDD). 

 Average Service Discovery Delay (ASDD). It defines the average of the SDD for 
all RvON-Clusters. The simulation randomly selects a RN belongs to each 
RvON-Cluster that sends a discovery request and then determines the required 
SDD to discover the required service’s advertisement in each one. Finally, it 
calculates the ASDD.  

 Average Maximum Service Discovery Delay (AMSDD). It defines the average 
of the MSDD for all RvON-Clusters. Similarly, the simulation determines the 
MSDD in each RvON-Cluster. Finally, it calculates the AMSDD. 

4.1   Simulation Setup 

The simulation consists of 100-1000 backbone routers linked by core links over two 
underlying topology models, transit-stub model and Waxman model. The Georigia 
Tech [31] random graph generator is used to create both network models. Random 
link delay of 4-12ms was assigned to each core link. The Rendezvous nodes (RN) 
were randomly assigned to routers in the core with uniform probability. Each RN was 
directly attached by a LAN link to its assigned router. The delay of each LAN link 
was set to be 1ms. The transit-stub network model consists of three stub domains per 
transit node, with no extra transit-stub or stub-stub edges. The edge probability 
between each pair of nodes within each stub domain is 0.42, 0.6, 1.0 respectively.  
However, the edge probability the simulation used to generate the Waxman network 
model is 0.03. The simulation ran with different number of rendezvous nodes ranged 
from 100 - 10,000. It did not take into consideration the required queuing time for the 
advertisement discovery requests. Only one replica of each advertisement is replicated 
into each RvON-Cluster (i.e ρ = 1). 

4.2   Simulation Results 

Figure 3-a plots the variations of the AMSDD along with the number of routers over 
hierarchy (transit-stub) and non-hierarchy (Waxman) network models. It shows that 
the AMSDD in the transit-stub network model lies within the range 22-24ms with 
standard deviation σ= 0.92 and while it lies within the range 30-34ms with standard 
deviation σ= 1.29 in Waxman network model. Similarly, figure 3-b shows the 
variations of the ASDD along with the number of routers. It shows that the ASDD in 
the transit-stub network model lies within the range 12-14ms with standard deviation 
σ= 0.44 while it lies within the range 17-21ms with standard deviation σ= 1.014 in 
Waxman network model. Clearly the ASDD and AMSDD values are oscillated in 
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small interval while the number of routers is increased. This proves that the proposed 
K-interleaving scheme constructs RvON that enables efficient and scalable service 
discovery. Moreover, both ASDD and AMSDD over Waxman topology are larger than 
over transit-stub topology. That is to be expected because of the small edge 
probability that is used by the simulation to generate the Waxman topology. Figure 3-
c represents the variations of the AMSDD over two topology along with the radius of 
the RvON-Cluster r; K=2r. We note that by increasing r, the AMSDD over transit-stub 
topology proportionally increases. That is to be expected because of the delay of the 
hierarchical of the transit-stub model. Finally, we noticed that the variant of the 
number of RN nodes did not affect the performance metrics. 
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5   Conclusion 

The RvON is constructed that allows the ACCI to advertise and discovery services 
efficiently. This paper focuses on the proposition of a novel Autonomic K-
interleaving construction scheme for organizing RvON into sub-clusters. RvON is self-
organized overlay network for publishing the advertisements and discovering the 
services associated with these advertisements efficiently. RvON enables end-users 
accessing from different areas to efficiently discover services’ advertisements within 
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a constant K number of physical hops. The simulation results prove the efficiency and 
scalability of the proposed scheme. We have begun to further explore the self-
recovering techniques of the RvON-Cluster and add more quality and quantity 
comparisons to the related works. 
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Abstract. The most city dwellers are concerned with the urban traffic issues 
very much. To provide a self awareness and adaptive facilities in traffic signal 
control system is become more and more urgent. In this paper, we improved the 
video surveillance and self-adaptive urban traffic signal control system to 
achieve the development trend in intelligent transportation system (ITS). A self 
awareness and adaptive urban traffic signal control (TSC) system that could 
provide both the video surveillance and the traffic surveillance as smart hyper-
space.   We investigated the vision-based surveillance and to keep sight of the 
unpredictable and hardly measurable disturbances may perturb the traffic flow. 
We integrated and performed the vision-based methodologies that include the 
object segmentation, classify and tracking methodologies to know well the real 
time measurements in urban road.  According to the real time traffic measure-
ment, we derived a grid Agent Communication and the Adaptive Traffic Signal 
Control strategy to adapt the traffic signal time automatically. By comparing the 
experimental result obtained by traditional traffic signal control system which 
improved the traffic queuing situation, we confirmed the efficiency of our vi-
sion based smart TSC approach. 

1   Introduction 

A smart world is created on both cyberspaces and real spaces. As Jianhua Ma [1][2] 
discussed that the computing devices are becoming smaller and smaller, and can be 
embedded or blended to many things in the daily life. Therefore, the comput-
ing/communicating, connecting and/or being connected to each other, and behaving 
and acting rationally with some smartness or intelligence are occurring spontaneously. 
Current and potential applications of intelligent networks may include: military sens-
ing, physical security, air traffic control, traffic surveillance, video surveillance, in-
dustrial and manufacturing automation, distributed robotics, environment monitoring, 
and building and structures monitoring. The smart objects in these applications may 
be small or large, and the networks may be wired or wireless. However, ubiquitous 
wireless networks of various sensors probably offer the most potential in changing the 
world of sensing [3, 4]. 
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In this paper, we improved the grid Agent Communication Network (or ACN) and 
video surveillance for urban traffic surveillance. ACN is dynamic [5]. It involves as 
agent communication proceeds. Agents communicate with each other since they can 
help each other. For instance, agents share the traffic information and should be able 
to pass traffic signal control messages to each other so that the redundant manual 
processes can be avoided. A grid Agent Communication Network (ACN) then serves 
this purpose. Each node in an ACN (as shown in figure 1) represents a client agent on 
a computer network node and the grid server agent is served/ integrated as a Business 
Process Grids. The scope of Business Process Grids covers business process  
provisioning, outsourcing, integration, collaboration, monitoring, and management 
infrastructure [6]. The business process grid is an emerging area, and it’s clear that 
significant research and development will be necessary to make it a reality. When the 
research results mature, the proposed grid Agent Communication Network for Smart 
TCS System may primarily cover business process integration and how to bridge the 
gap between business goals and IT implementations. For this grid, it is necessary to 
develop a flow technology capable of adapting to the dynamic grid environment and 
the changing requirements of grid applications. 

Since client agent of the same goal wants to pass and to receive local traffic infor-
mation to the adjacent agents and the grid server agent.  Each client agent maintains 
the local and adjacent traffic information by a client agent active record. The client 
agent active record comprises four fields: CAID, adjacent agents, number of cars, and 
signal time messages. ‘CAID’ is the client agent ID that signifies the critical traffic 
zone number, direction, road number, and section number. The ‘adjacent agents’ field 
takes down the CAIDs these related with adjacent agents by a road junction (i.e. both 
to serve the possible cars coming and going). The ‘number of cars’ filed minutes the 
section’s number of cars by a vision-based surveillance technology dynamically (i.e. 
current number of cars/maximums capacity of cars). Signal time field records the 
Signal time field records the go-straight, turn-right, and turn-left signal times. 

As a result of the growing rapidly of urbanization, the traffic congestion occurs 
when too many vehicles attempt to use a common urban road with limited capacity. 
The efficient, safe, and less polluting transportation of persons and goods calls for an 
optimal utilization of the available infrastructure via suitable application of a variety 
of traffic control measures and Mech. Traffic control directly depends on the effi-
ciency and relevance of the employed control methodologies [6]. Recently, more and 
more researcher investigated the real time vision based transportation surveillance 
system [7] [8] [9]. They deliberate to analysis and detect the objects first then measur-
ing the number of cars after that they could extrapolate the transportation information 
of the main urban road. There are three essential methodologies to detect the vehicles: 
the Temporal Differencing [10][11][12], the Optical flow[13], and the Background 
subtraction  [14] [15]. The Temporal Differencing and the Optical flow methods  
provide the abilities for processing successive images and detecting the moving ob-
jects. But they are not suit for motionless or slow motioning objects. Therefore, these 
methods don’t fit the very busy urban road situation. The method of Background 
Subtraction could deal with the motionless or slow motion objects by way of compar-
ing the preparative background and the current image. This method could make use of 
the very busy urban road situation.  



 Self Awareness and Adaptive Traffic Signal Control System for Smart World 165 

SCII-2 [16] proposed a transportation expert system with adaptive traffic control 
mechanism.  It set out and tune up the cycle time, phase and split in every 20 min. 
situation. [17] figured out the different traffic control strategies for influencing traffic 
conditions. Adaptive control degraded the conventional “fixed-time Control” queuing 
phenomena (and corresponding delays) while the infrastructure capacity is fully util-
ized. The main drawback of fixed-time strategies is that their settings are based on 
historical rather than real-time data. This may be a crude simplification for the follow-
ing reasons [6][18][19]. (1) Demands are not constant, even within a time-of-day. (2) 
Demands may vary at different days, e.g., due to special events. (3) Demands change 
in the long term leading to “aging” of the optimized settings. (4) Turning movements 
are also changing in the same ways as demands; in addition, turning movements may 
change due to the drivers' response to the new optimized signal settings, whereby they 
try to minimize their individual travel times. (5) Incidents and farther disturbances 
may perturb traffic conditions in an unpredictable way.  

In this paper, we integrated the grid agent technologies and image processing tech-
nology to analysis current traffic situation form receiving video, and then send a sig-
nal to control traffic light’s scope to improve to the higher class the traffic condition. 
This integrated technology, more reliable wire/wireless communication, and low-cost 
manufacturing have resulted in small, inexpensive, and vision-based imager with 
embedded processing and wireless networking capability. Such smart communication 
networks can be used in many new applications, ranging from environmental moni-
toring to industrial sensing, as well as TCS applications. 

The background subtraction issues by a client agent, and the object segmentation 
model is presented in section 2. The preliminary experimental evaluation by self 
awareness and adaptive traffic signal control system are discussed in section 3 and, 
finally, the conclusion is given in Section 4. 

2   Vision-Based Supervision with Self Awareness 

In order to measure the very busy urban road situation and then deal with the mo-
tionless or slow motion objects. We compared the preparative background and the 
current image firstly. With combined average and inpaint method, we built the back-
ground for separated foreground object.  

Average Method: Computing the average value of pixel value in background bitmap 
(the pixel value at (x,y) in jth iteration background bitmap) and current image (the 
pixel value at (x,y) in jth image) at same position.  
Inpaint Method: Computing two continuous images and to find each pixel’s light-
ness difference whether it belongs to background or not. If the difference is lower 
than the threshold value (set by user), filled it in background bitmap at same position.  
Building Background steps: (1) Get two continuous images. (2) Compute the differ-
ence of each pixel value. Determine whether the difference is lower than the threshold 
value or not. (3) Ignoring the lower one, and take it as a background and fill in back-
ground bitmap at same position. (4) Repeat the step 1 to step 3 until the complete 
background bitmap is built. 
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(a) current image                           (b) updating background  

Fig. 1. Building  the background image with combining the Average and the Inpaint methods 

Figure 1 shows the successive current image and the updating background images. 
We used median filter and morphological operations to eliminate noise and then to 
merge the object’s fragment.  

 

      

           (a) After Median filter and segmentation          (d) after classify each objects 

Fig. 2. The object classification  

Rearranging all the pixels value (with gray-level) with a N*N mask in a sequential 
order and the medium value is the center pixel value. For example, if we got the set 
{104, 255, 136, 25, 38, 206, 178, 193, 236}, rearranging it to {25, 38, 104, 136, 178, 
193, 206, 236, 255}. The medium value: 178 is the center pixel’s value. Then com-
pare the background and the difference of lightness in each pixel respectively. If the 
difference is larger than the threshold, this point will be taken as a part of object.  

We removing the isolation point and smoothing the current image by using the 
Median filter, then adopt the morphological operations closing (Perform the dilation 
followed by erosion operation) to eliminate the noise spikes, filling in the small 
anomalies (like holes) and merging the object’s fragment. We got more precisely 
object’s number. Figure 2 illustrated the object classification processes. According to 
the number of cars information, we could decide whether if the traffic signal should 
be adapted to increase or decreased the period of red/green light. 
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3   Adaptive Traffic Signal Control and Preliminary Experimental 
Results 

Once traffic lights exist, they may lead to more or less efficient network operations, 
therefore there must keep an adaptive control strategy leading to minimize the total 
time spent by all vehicles in the network. Server agents (to serve a critical traffic 
zone) play the leading role as rendezvous and supervision service center. They receive 
the traffic information from active client agents with the same zone number.  

Grid Server agent verifies the CAID firstly, and then record to the database (as  
Table 1 shown). CAID is composed by three numbers. For example, CAID = 
01.001.02 means: this client agent is located in zone 01, road number is 001 (if the 
lower two bit is odd that express this road is same with the longitude direction and if 
the first bit 0 means it only monitors from north to south traffic, 1 means it only moni-
tor from south to north; if the lower two bit is even that express this road is same with 
the latitude direction and if the first bit 0 means it only monitors from east to west 
traffic, 1 means it only monitors from west to east traffic). The third number 02 is the 
section number of road 01. Number of cars field records the current number of cards 
and the maximum capacity cars of this section. Signal time field records the go-
straight, turn-right, and turn-left signal times.  

Table 1. ATSC database maintained by grid server agent 

CAID Adjacent 
Agents 

Number 
of cars 

Signal 
time 

…    
01.001.01, 
01.102.01, 
01.002.02, 

80/250, 
95/200, 
34/200, 

01.001.02 

01.001.03, 
01.004.01, 
01.104.02, 

90/250, 
41/200, 
35/200, 

90.90.30 

01.101.03, 
01.004.02, 
01.104.01, 

65/250,  
55/250, 
47/200, 

01.101.02 

01.101.01, 
01.102.02, 
01.002.01, 

58/200, 
39/200, 
35/200, 

90.90.30 

…    

With grid strategy, server agent could compute the traffic load with percentage. 
Server agent takes the statistical inference and then decrease/increase the signal time 
with specific sections of roads. 

The factors of traffic jam contains:  Uniform Arrivals period, Random Arrivals  
period, and Platoon Arrivals period. The uniform arrivals period was proposed by 
May [21] :  
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D: average delay(sec/car); 
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Where,  

td
: average delay (sec/car); 

C : cycle(sec); 
g period of green light(sec); 
X : saturation(%); 
q flow(car/sec); 
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is got from the real world measurements (about 5%~15% of the td
).  

The delay estimation by HCM: 
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Where,  
d : average delay (sec/car); 

1d : uniform delay(sec/car); 

2d : incremental delay(sec/car); 

3d
: initial queue delay(sec/car); 

C : average delay (sec/car); 
X : saturation(%); 
c capacity(number of car); 
T : duration of analysis period(h); 
k : increasing adjustment factor; 
l :  decreasing adjustment factor; 
PF : progression adjustment factor) 
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   Where,  
P : arrivals rate; 

     PAf : Platoon Arrivals factor; 
 

In order to prove our approaches, we recorded the video at the very busy crossroad 
of MinQuan W. Rd. and ChenDer Rd. Taipei in morning business hours. We installed 
four cameras in each intersection with a bird’s-eye view and capture the video simul-
taneously. By the way of image processing methods as we mentioned above, we 
measure the traffic condition for individual intersection (such as queuing length, aver-
age vehicle speed, and the number of vehicle…etc.).  

Figure 3 shows the experimental results of queuing vehicles in four directions. Af-
ter six times random testing, we proved our system can downgrade 20% the queuing 
situation approximately. If we make a conversion the queuing vehicles into time cost 
with estimating speed 10 km/hr, by any means , we may save about 15~20 second a 
car. As you know, the traffic congestion results in excess delays, reduced safety, and 
increased environmental pollution. So, we will investigate the more efficient and 
practicable adaptive TSC system as our future-proof. 
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Fig. 3. An experimental result of Agent monitoring the queuing vehicles in four directions 

4   Conclusion  

In this paper, a vision-based adaptive traffic signal control system with grid Agent 
Technology for smart world has been presented. We performed the real-time traffic 
surveillance and to solve the unpredictable and hardly measurable disturbances (such 
as incidents, illegal parking, pedestrian crossings, intersection blocking, etc.) may 
perturb the traffic flow. We investigated the self awareness and adaptive Agent tech-
nologies, vision-based object classification (as well as segmentation and tracking) 
methodologies to know well the real time measurements in urban road.  According to 
the real time traffic information, we derived the adaptive traffic signal control with 
grid server agent centralized stratagem to settle the red–green switching time of traffic 
lights. In our experiment results, they diminished approximately 20% the degradation 
of infrastructure capacities. In fact, the applications are only limited by our imagina-
tion. The ubiquitous intelligence indeed can make our living more convenient and 
comfortable but also take us to some potential dangerous environments with the pos-
sibility of sacrificing privacy and the risk of out of control. Therefore, the potential 
applications of underlying ubiquitous intelligence would at first go to those environ-
ments where the privacy may not be a serious or sensitive issue to users or can be well 
under control. Benefiting from the intelligence evolution, human life and working 
style are evolving towards more convenient, comfortable, and efficient. 
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Abstract. To overcome increasing complexity and dynamic nature of distrib-
uted computing system, such as ubiquitous computing systems, it is critical to 
have computing systems that can manage themselves according to their users’ 
goals. Such systems are called autonomic computing systems. It is essential that 
such systems, especially those for critical applications, have the capability of 
self-protection from attacks under various situations without much human in-
tervention or guidance. To achieve this goal, situation-aware security (SAS) 
needs to be considered in the development process. In this paper, a model-
driven development framework for SAS in autonomic computing systems is 
presented. The runtime support for SAS is provided by a situation-aware mid-
dleware.  The advantages of using the development framework and the situa-
tion-aware middleware to build autonomic computing systems with SAS are 
discussed and illustrated. 

Keywords: Autonomic computing, security, security policy, ubiquitous com-
puting, model-driven development framework, situation-aware middleware. 

1   Introduction 

Ubiquitous computing (ubicomp) provides transparent information access and com-
puting resources for users any time and anywhere. Due to the complex, decentralized 
and dynamic nature of ubiquitous computing, we may encounter various issues, such 
as information overload, increased uncertainty and risks of using services provided by 
unknown or adverse parties, and high burden of system management. Therefore, auto-
nomic computing [1], which focuses on building self-managing computing systems, is 
critical to avoid the risk of losing control of such ubiquitous complexity, to retain 
users’ confidence in their trustworthiness, and to realize the benefits of ubiquitous 
computing and information resources. It is essential that such systems, especially 
those for critical applications, have the capability of situation-aware security (SAS), 
i.e. self-protection from attacks under various situations without much human inter-
vention or guidance. We define a situation as a set of contexts over a period of time 
that is relevant to future security-related actions. A context is any instantaneous, de-
tectable, and relevant property of the environment, the system, or users, such as time, 
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location, available bandwidth and a user’s schedule [2, 3].  To achieve SAS, the sys-
tem needs to be carefully engineered throughout its life cycle [1]. However, current 
software development approaches often neglect security in all the development levels, 
and suffer from lack of tools for incorporating security in development as well as 
developers’ experience with dealing with security during development.   

In this paper, we will present a model-driven development framework to provide 
development support for SAS in autonomic computing systems. A model-driven ap-
proach enables developers to separate models of security requirements and technical 
details of security implementation, and hence simplifies security management. The 
framework includes a model for specifying, managing and analyzing security policies 
in autonomic computing systems. A situation-aware middleware is used for providing 
runtime support for situation-aware security, i.e. the capability of being aware of 
situations and adapting system’s security behavior based on situation changes. 

2   Challenges of SAS in Autonomic Computing  

Security in autonomic computing includes two major concerns: (i) How can a set of 
autonomic services interact through an untrustworthy network infrastructure to 
achieve the security goals without human guidance? (ii) How can a system protect 
itself against potential attacks under various situations and maintaining acceptable 
performance? In order to address these concerns, various security mechanisms, such 
as authentication, access control, secure communication, and auditing, should be 
implemented effectively. However, even if the necessary security mechanisms for 
protecting autonomic computing systems are available, it is still difficult for the sys-
tems to protect themselves against malicious tasks because developers may not be 
able to apply these security mechanisms properly. To provide security in autonomic 
computing, the following challenges need to be addressed by the system development 
approach and system runtime support: 

C1) Heterogeneity and Interoperability. Devices in autonomic computing may vary 
from powerful servers to small embedded devices. Hence, applications of different 
platforms need to communicate with each other for collaboration on situation 
evaluation and security management across organizational boundaries.  

C2) Usability. Usability represents a central requirement of security engineering for a 
secure system. For example, if the specification and management of security poli-
cies is too complex and difficult to implement or enforce, errors will inevitably oc-
cur, or system developers simply ignore parts of the security requirement.  

C3) Extensibility. The system should be easily extended for new QoS features, such as 
real-time and fault-tolerance, required in various applications. 

C4) Scalability and Efficiency. Autonomic systems may involve a large number of 
entities, including user, service, process, etc. Interactions among these entities are 
complex. The developed systems must be efficient with a large number of entities.  

C5) Decentralized and Distributed.  Information needed for making security decisions 
are usually distributed on multiple systems. Hence, the security solution for auto-
nomic computing should support decentralized architecture.  
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C6) Flexibility. The system must determine the access right for any subjects with 
respect to any actions on services under any situation. As situation changes, the se-
curity requirements of the system are often continuously evolving.   

3   Current State of Art 

The Model-Driven Architecture (MDA) [4], together with UML, provides an ap-
proach to improving the quality of complex software systems by creating high-level 
system models and automatically generating system architectures from the models. 
The MDA paradigm has been specialized in the model driven security [5 -8] as a 
methodology for developing secure systems. Using this methodology, a developer can 
build the system models along with security requirements, and automatically generate 
a configured security enforcement infrastructure from these models.  

Recently, UML has been extended for representing security requirement models 
[9-12]. Epstein and Sandhu [9] utilized UML as a language to represent role-based 
access control (RBAC) models. Shin, et al [10] presented an alternative technique to 
utilize UML to describe RBAC models. Some UML extensions [11-12] accommodate 
security requirements in software requirement modeling and development. However, 
existing research on this aspect does not support situation aware security.      

On security requirement specification, industrial standards, such as Security Asser-
tion Markup Language (SAML) [13], eXtensible Access Control Markup Language 
(XACML) [14], WS-Security [15] and WS-SecurityPolicy [16] have been established. 
These XML-based security policy specification languages provide fine granularity of 
security policy specification. These languages need additional formal semantics for 
formal analysis on security policies, such as the semantics for WS-SecurityPolicy 
[17]. Logic-based security policy specification languages have attracted much atten-
tion for their unambiguous semantics, flexible expression formats and various types 
of reasoning support [18-20]. However, to address the above challenges, formal  
approaches to policy composition and transformation are needed for these logic-based 
security policy specification languages. 

4   Development Support for SAS in Autonomic Computing 

4.1   Our Development Framework 

Our development framework is based on the model-driven architecture (MDA) per-
spective [4]. The system requirements are first modeled using Platform-Independent 
Models (PIM), such as PIM-Business and PIM-Security Policy. A PIM exhibits a 
specific degree of platform independence, and hence it is suitable for use with a num-
ber of different platforms of similar types. The PIM is then transformed into Platform 
Specific Models (PSM) in order to specify how the system can use a specific type of 
platform.   
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As shown in Figure 1, the functional requirements of the system are modeled and 
transformed to PSM following the standard model-driven development process. Simi-
larly, using a security enhanced UML (seUML), the security requirements are mod-
eled as a PIM-Security Policy, which is then mapped to PSM- executable security 
policies in a process calculus, such as the AS3 calculus [21]. Similar to SecureUML 
[11], seUML is an improved UML. But, seUML has facilities to model situation  
constraints based on our situation-aware access control (SA-AC) model [22]. As 
shown in Figure 2, SA-AC extends the basic RBAC model by including the con-
straints in user-role and role-permission assignments as situations. The system situa-
tion information can represent the security condition of the system. With situation 
constraints in security policies, security decisions can be self-adapted to current sys-
tem situations. An example of using seUML will be presented in Section 6. 

Various decomposition rules and transformation rules are needed in the mapping 
process. The decomposition rules represent the domain knowledge on how to effi-
ciently enforce security policies in the system. The transformation rules represent  
the domain knowledge on 
how to transform high-level 
security policies to executable 
security policies. High-level 
security policies specify the 
security goals without detail 
information on underlying 
system implementation. For 
example, “the communication 
among collaborators should 
be protected” is a high-level 
security policy, whereas “the 
communication among the 
applications should be en-
crypted using AES-128” is an 
executable security policy. 

Functional objects and ex-
ecutable security policies are 
integrated in PSMs, which 
can be run on specific com-
puting platforms. We have 
extended our previous situa-
tion-aware middleware in ubicomp [2, 3, 22], to provide runtime support for SAS. 
This extension will be presented in Section 5. 

4.2   Challenges Addressed by Our Development Framework 

Our development framework addresses the challenges C1-C3 of SAS in autonomic 
computing discussed in Section 2 as follows:  

- To address C1, our development framework provides support for rapid MDD of 
SAS in autonomic computing systems. The computing system is first depicted in 
PIM, which can easily be transformed to PSM executables on different platforms. 

        Fig. 1. Our development framework for SAS  

Users Roles
Permis-
sions

Role Hierarchy

User-Role 
Assignment

Role-Perm 
Assignments

Situation 
Constraints

             Fig. 2. An overview of our SA-AC model 
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- To address C2, our framework automates many tasks in security management by 
encapsulating the complexity of security policy management and situation-
awareness (SAW) processing in the middleware platform. The seUML provides a 
powerful tool for security administrators to specify high-level security policies 
without the need of knowing how it is implemented. Therefore, the security admin-
istrators of computing systems can concentrate on setting the security policy, and 
the framework will figure the implementation details of specified security policies 
by model transformation. 

- To address C3, our framework can be easily extended to include new QoS proper-
ties based on the extensible MDA architecture and the extensible seUML.   

5   Runtime Support for SAS in Autonomic Computing 

5.1   Major Components for Providing Runtime Support 

Our previous RCSM [2, 3] has a CORBA compliant architecture, providing the sup-
port of situation-awareness, distributed object invocation and situation-aware com-
munication. We have ex-
tended our previous RCSM to 
eRCSM to support SAS in 
autonomic computing sys-
tems.  The architecture of our 
eRCSM is shown in Figure 3 
and consists of the following 
four major components:     
1) Secure SA Application 

(sSAA), which is devel-
oped by modeling security 
and functional require-
ments in PIMs, transform-
ing PIMs into PSM execu-
tables, as shown in Figure 
1. In this development process, sSAA skeletons/stubs, as well as the correspond-
ing executable security policies, are also generated. 

2) Security Policy Interpreter (SP Interpreter), which makes security decisions on an 
object invocation request based on the enforceable security policies, current secu-
rity context and system situation.  

3) SA Processor, which manages SA requirement specification, maintains the context 
and action history, detects situation based on context and action history, and up-
dates the security policy interpreter on the current system situation. 

4) RCSM Object Request Broker (R-ORB), which provides interfaces for context 
discovery, collection and propagation.  It also discovers and invokes the appropri-
ate object implementation for the requests from sSAA’s. For security, upon re-
ceiving an object invocation request, R-ORB enforces the security decisions made 
by the SP Interpreter. 

 

      Fig. 3. The architecture of our eRCSM for providing  
      SAS runtime support 
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5.2   The Execution Model of Our eRCSM for Providing SAS 

The execution model of our eRCSM for providing SAS includes SAW processing 
model and security decision evaluation and enforcement model. 

A) Situation-awareness processing  
The flowchart for SAW processing is 
shown in Figure 4, and includes the 
following steps:  

1) When an sSAA starts on eRCSM, it 
registers SAW requirements with SA 
Processor.  

2)  SA Processor sends requests for the 
contexts needed for processing the 
registered SAW requirements.  

3)  The hardware/software sensing 
units collect the necessary contexts, 
including some security-related data.  

4) R-ORB propagates the collected 
context data to SA Processors. R-
ORB also provides transparent sup-
port for communications among 
various components. 

5)  SA Processor analyzes the collected 
context data according to our situation-awareness model [24].  

6) When certain situation change is detected, if this situation is needed for security 
decision evaluation, SA Processor 
updates SP Interpreter with the situa-
tion change. If the situation triggers 
certain action, SA Processor will ini-
tiate action requests to related sSAA.  

B) Security enforcement  
The flowchart for security decision eval-
uation and enforcement is shown in Fig-
ure 5 and includes the following steps:  
1) An sSAA or an SA Processor initi-

ates a method invocation. 
2) R-ORB locates a remote sSAA.  
3) R-ORB receives the request and 

consults the SP Interpreter for 
checking security. 

4) The SP Interpreter evaluates the 
request initiated by the sSAA or SA 
Processor. Decisions on whether to 
trust the request are made according 
 

 

 
     Fig. 4.  The flowchart for SAW processing 

 

       Fig. 5. The flowchart for security decision 
       evaluation and enforcement 
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       to executable security policies and current system situations. Various underlying 
security services may be invoked through a standard interface of R-ORB for de-
cision evaluation. 

5) If the security decision is ‘trusted’, R-ORB schedules the method invocation. 
6) R-ORB establishes a channel between the requesting sSAA and the remote 

sSAA. After processing the request, the remote sSAA returns the output data 
back to the requesting sSAA. 

5.3   Challenges Addressed in eRCSM 

Our eRCSM can address challenges C4-C6 of SAS in autonomic computing discussed 
in Section 2 as follows:  
- To address C4, a number of SA Processors and SP Interpreters will be deployed. 

Each responsible for processing different SAW requirements and security policies. 
Moreover, the publication/subscription style of situation updates between SA Proc-
essors and SP Interpreters reduces the overhead of situation constraint computation. 

- To address C5, SA Processors and SP Interpreters can be deployed over the network 
for managing the security policies and SAW requirements.  

- To address C6, situation awareness is incorporated into security decision evaluation. 
SAS security policies can be specified, based on which security decision on a re-
quest may be changed when the situation changes. Moreover, new emerging secu-
rity mechanisms can be plugged in the system as underlying security services. When 
security requirements change, new security policies can be specified and trans-
formed to executable security policies, and activated by SP Interpreters immedi-
ately. 

6   An Example 

Let us consider a situation-aware net meeting system (SANM) with the following 
functionalities for users to easily have a net meeting: A meeting organizer can organ-
ize a net meeting by inputting desired meeting date and time duration, indicating 
attendees and specifying security policies. To arrange the meeting time, the system 
queries the calendar service on the computing devices of the expected attendees, and 
gets approval from them. The system will automatically distribute meeting notice to 
all expected attendees. An attendee’s device of SANM can join the meeting session, 
when the specified meeting situations are detected. Documents will be delivered to 
related attendees during (or before) the meeting, as needed. 

By implementing an sSAA object oMeeting with a set of situations and roles, 
SANM can self-manage the security of the system. Meeting attendees can join 
the meeting session M and send secure message by calling either method msg256 
(with strong encryption) or method msg64 (with fast encryption) of oMeeting. 
Likewise, an organizer can securely distribute documents using either doc256 or 
doc64. The kickout method is triggered to remove an untrusted attendee from M. 

To provide security in this system, the administrator of SANM may set the follow-
ing high level security policies for M: 
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a) To protect privacy, attendees should not be in public places, such as shopping 
mall. 

b) Confidentiality of the messages and documents sent over the network must be 
ensured. To keep good performance of the meeting, the protection can be flexible. 
If the system detects that the response of a user’s mobile device is too slow when 
using 256-bit encryption, the system can establish a new security context to use 
64-bit fast encryption.  

c) When a device is reported to be stolen, the device cannot continue the meeting.  

 

Fig. 6. seUML specification for Policies a)-c) 

These policies show that the system should self-reconfigured for security purpose 
when the situation changes. Using our framework, this can be achieved as follows: 

A) Security policy specification using seUML 
Following our SA-AC model, system administrators can specify the above security 
policies in seUML, as partially shown in Figure 6. Permissions, such as “join”, 
“msg256,doc256”, “msg64,doc64”, and “kickout” are specified as the asso-
ciations among roles and objects. For Policy a), SituRightLoc (Attendee is lo-
cated in an appropriate meeting environment) is needed. SituMeetingTime (The 
meeting is ongoing) is needed for Policy b). For Policy c), we need SituDe-
viceStolen (Device of an attendee is reported stolen) and SituSlowComm 
(Device response time is more than 1 minute when processing 256-bit encryption). 

B) Security policy decomposition, transformation and enforcement 
B1) Decomposition. Security policies in seUML can be exported to XML-based 

specifications, and can be further decomposed to different sets according to their 
entities. In this example, if the policy decomposition rule is “attendees’ access and 
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system actions should be controlled by two separate sets of security policies”, these 
policies can be decomposed to multiple policy sets as follows: 

• Policy Set A): 
a)An attendee can enter join the meeting if  

SituRightLoc is true. 
b-1)When SituMeetingTime is true, attendee can send message 

or documents using msg256 or doc256. 
b-2)When SituSlowComm is true, attendee can send message or 

documents using msg64 or doc64. 

• Policy Set B): 
c)When SituStolen is true, oMeeting can remove the related 
attendee using kickout. 

    B2) Transformation. Each set of security policies is transformed to platform-
dependent executable security policies. A fragment of executable security policies in 
AS3 calculus [21] for policy set A) is shown below.  

Fix G =  (principal, permission) || (SituSituRightLoc)                         //process G implemets Policy set A) 
                                     || (SituMeetingTime) || (SituSlowComm) .      //get security request and situations 
         if (  (hasAuthenticate(principal) == ‘true’) and  
               ((permission==’join’  and SituRightLoc == ‘true’) or   
                (permission==’msg256,doc256’ and SituMeetingTime == ‘true’) or 
                (permission==’msg64,doc64’ and SituSlowComm == ‘true’))   //check permissions and situa-
tions 
            )   then  <“trusted”>.G                                                                    //output security decisions 
        else  <“denied”>.G  

B3) Enforcement. The executable security policies will be deployed on eRCSM. At 
runtime, upon an access request from a principal, the SP Interpreter on eRCSM will 
execute related executable security policies. Security decisions are made according to 
executable security policies and current situation values  

7   Conclusion and Future Work 

In this paper, we have presented a model driven development framework and a mid-
dleware-based runtime support for SAS in autonomic computing systems. We have 
discussed how our framework and middleware-based runtime support address the 
challenges to support SAS in autonomic computing systems. As illustrated by the 
example, the above support can greatly simplify the development effort and facilitate 
the autonomic execution and reconfiguration of security in dynamic and complex 
systems, such as ubiquitous computing systems. Future work includes analysis of the 
expressiveness of seUML, and development and runtime support for satisfying more 
QoS requirements, such as real-time, fault-tolerance, survivability.  
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Abstract. Trust is very essential to secure and high quality interactions
on the Semantic Web. In this paper, we introduce a trust model, which
incorporates pairwise trust ratings and reliable factors of acquaintances
and constructs an edge-weighted graph to calculate trust values. We
interpret trust in two dimensions to better deal with it. We apply the
theory in social network field to calculate trust and simulate the trust
relationships between humans. We also take advantage of formulas in
probability and statistics to analyze the similarities between agents. The
algorithm of the trust model aims to be simple, efficient and flexible.

1 Introduction

In our common life, we place our trust in people and the services those people
provide. We judge how to act based upon the trust we have in others. Without
trust, our life would rapidly descend in to chaos or inactivity. We face even worse
situation when dealing with trust issues on the web as the potential cost of
making a wrong trust decision is drastically higher than the cost of not offering
trust. With the development of Internet technology, e-commerce, e-bank and
e-learning enter into common people’s lives. Therefore, it is very essential to
guarantee secure and high quality interactions on the web.

The Semantic Web [17] in the future can be viewed as a collection of intelli-
gent agents. With the introduction of ontology and RDF (Resource Description
Framework) [13], meta-data of the distributed web is machine-understandable
which makes trust information can be processed by machine with few human’s
effort. By its nature, resources are semantically connected by predicates. For
example, aspirin can cure headache effectively. We can use the triple (x, P , y) as
a logical formula P (x, y) [3], where the predicate P relates the object x to the
object y. This simple statement can be interpreted by RDF terms as follows:

1. The subject is the word “aspirin”.
2. The predicate is the verb “cure”.
3. The object is the name of the disease “headache”.

There is a relationship named “cure” which connects two concepts “aspirin” and
“headache”. Therefore, the two resources are born to related with each other.
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In this paper, we follow Jennifer Golbeck et al.’s method to explore trust man-
agement on the Semantic Web [9]. Although our model bears some similarities
with Golbeck’s, the contribution of this paper is multifold: (i) it extends the
framework [9] based on social network analysis by adding several mechanisms
to increase efficiency: trust report mechanism, push mode and pull mode, honor
roll and blacklist. (ii) it evaluates trust from two dimensions: trust rating and
reliable factor. Agents use trust rating as the criteria of choosing interaction
partners while use reliable factor to decide whether to believe the trust news
from their acquaintances. (iii) it exploits formulas in probability and statistics
to analyze similarities between agents, which helps them to acquire more appro-
priate recommendations. (iv) it provides an algorithm which allows each path
to compute trust values simultaneously. If two paths do not intersect, then they
are independent from each other. When there is an update happened on a single
path, the trust ratings from other paths remain the same and wait at the sink
to be merged.

2 Related Work

There is a wealth of research into social networks in a wide range of disci-
plines [11]. The most famous one is commonly known as “Small World”. The
main idea of “Small World” is that any two people in the world can be connected
to each other through short chains of intermediate acquaintances (theorized to
be six) [12]. Since Milgram conducted a series of striking experiments in the
1960s, it has grown into a significant area of study in the social sciences and also
has been applied to the analysis of the hyperlink graph of the World Wide Web
as well. Lada A. Adamic made an intensive study in “Small World” phenomenon
and demonstrated that World Wide Web is also a small world, in the sense that
sites are highly clustered yet the path length between them is small [2].

The web of trust also has been studied from non computer science perspec-
tive. Jason Rutter focuses on the importance of trust in business-to-consumer
e-commerce and suggests a number of nontechnical ways in which successful e-
commerce retailers can build trust [14]. In [10], Teck H and Weigelt investigated
trust in a laboratory setting using a novel multi-stage trust game where social
gains are achieved if players trust each other in each stage. Results shows that
subjects are more trustworthy if they are certain of the trustee’s intention and
are more trusting and trustworthy when the stake size increased.

eBay [5] is a centralized reputation application which provides a simple strat-
egy to manage trust and reputation. A rating from a unique member only affects
once to another member’s score. Satisfaction increases the feedback score by 1,
neutrality doesn’t affect the score, and dissatisfaction decreases by 1. Depend-
ing on centralized agency to manage trust can greatly reduce the workload of
interactions, however, due to the sheer magnitude and diversity of information
sources, it is virtually infeasible for the Semantic Web to manage trust in a
centralized fashion.
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In [9], approaches are developed in the field of social network analysis. By
introducing ontological trust specifications base on the Friend of a Friend(FOAF)
[16], the model takes the first step to add the semantic ingredients to trust
management. FilmTrust is a web site that uses trust in web-based social networks
to create predictive movie recommendations [7]. It combines social networks with
movie ratings and maintain lists of friends and personalizes the information based
on the friends.

Users can annotate their analysis of information sources and express credibil-
ity and reliability of the sources explicitly or implicitly by using THELLIS [6].
The shortcoming of THELLIS is that the values of trustworthiness are not per-
sonalized and it requires users to reach an agreement on the credibility of the
sources.

EigenTrust [15] algorithm computes a global trust value similar to PageRank
in a peer-to-peer network. EigenTrust emphasizes on security problems such
as betrayal and lie between peers, but it does not support personalized trust
calculation either.

3 Trust Model

The Semantic Web can be viewed as a group of intelligent agents. The trust
network composed by these agents in essence reflects the social network of hu-
mans. Trust, by its nature, is a sociology issue, therefore, the research fruits from
social network field should be considered. We follow method in [9] [8] to extend
FOAF project [1] that allows users to specify who they know and build a web
of acquaintances. FOAF project is about creating a Web of machine-readable
homepages of people and the things they do. Technically, FOAF is an RDF/XML
Semantic Web vocabulary, therefore, FOAF data is easy to process and merge
by machines.

A graph representing the information about the relations among resources can
be an very efficient way of describing a social structure. Viewing the Semantic
Web as a directed graph G, resources as vertices V and predicates as edges E,
we can write G= (V ,E ). In order to present the trust model, we first introduce
some basic definitions.

3.1 Basic Definitions

Definition 1. Trust Rating: If v1, v2 ∈ V and ( v1, v2) ∈ E, then trust rating
Tv1→v2 denotes v′1s belief in v′2s competence to fulfill a task or provide a service.

Definition 2. Reliable Factor: If v1, v2 ∈ V and ( v1, v2) ∈ E, then reliable
factor Rv1→v2 denotes to which degree v1 believes in v′2s words or opinions.

The ranges of trust rating and reliable factor are the same: [ 0,1 ], however, they
have different meanings. Trust rating denotes that to which degree a consumer’s
evaluation about a provider’s ability. Agents use trust rating as the criteria of
choosing interaction partners. Reliable factor denotes to which degree that a
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Fig. 1. Neighbor and Friends. On each edge, the number inside the parenthesis denotes
reliable factor and the number outside the parenthesis denotes trust rating.

consumer agent believes the trust information from its acquaintances. Agents
use reliable factor as the criteria of adopting whose recommendations during
trust information propagation.

Definition 3. Neighbor: If v1, v2 ∈ V and ( v1, v2) ∈ E, then v2 is v′1s neigh-
bor, note as v1 �→ v2.

Definition 4. Friend: If v1, v2 ∈ V and (v1, v2) ∈ E and Rv1→v2 > 0.9 ∪
Rv2→v1 > 0.9 , then v1 and v2 are friends, denote as v1 ⇔ v2.

As shown above (See Fig. 1), B, C, D and E are A′s neighbors while A and G
are friends to each other. Two broken direct edges that connect A and G indi-
cate the friends’ relationship. Friends are reachable from one to the other. The
friends relationships in the graph are shortcuts for agents to obtain useful infor-
mation and find qualified providers. The consumer agent can rely on its friend’s
recommendation to choose providers instead of expanding out the network to
gather trust information.

4 Basic Mechanisms

4.1 Local Database Storage

Generally speaking, an agent has more neighbors than friends. In order to make
full use of memory, we exploit linked list to store information of each agent. Each
agent can maintain a list of friends and neighbors.

For example, the profile of node A is as follows:
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Fig. 2. Information about node A′s friends and neighbors

4.2 Trust Report Mechanism

A key feature of the Semantic Web is openness. A resource can come and go at
any time and the services provided by agents may change dramatically within
a short period. Therefore, it is very hard to know whether our past experience
is valuable or meaningless. In this section, we introduce trust report mechanism
to solve this problem.

We define three types of trust report: routine report, update report and on-
demand report.

1. Routine Report : An agent can subscribe news to another agent which is re-
garded as a publisher according to its individual requirements. When the
publisher accepts the subscription, it will report the corresponding trust
news to the subscriber regularly no matter whether the news is changed
or not. This kind of trust report is called routine report. Different sub-
scribers may have different cycles of gathering information, therefore, the
different time intervals of trust report are base on subscribers’ personal
requirements.

2. Update Report : The publisher reports to the subscribers as soon as it gets
update of the trust news. In this case, the subscriber cares about the changes
of the information. For example, many web sites provide downloading of files.
A previous fast web site suddenly can not be accessed. Consumer agent A
gets the news from its publisher M as soon as the change happens, therefore,
agent A will refer to other downloading web sites instead.

3. On-demand Report : The publisher reports the trust news when the agent
requires to. This kind of information is usually collected for immediate use,
so it has a higher privilege. When the network is busy, the routine report
should give way to on-demand report.
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4.3 Pull Mode and Push Mode

1. Pull mode: Pull mode is when the consumer needs some trust information,
it takes the initiative to “pull” trust news from its acquaintances. Trust
report mechanism works under pull mode. The consumer can subscribe rou-
tine report or update report to the publisher or call the web service to get
on-demand report when it desires. It is convenient for the consumer, who
controls when to get the information and, to a greater extent, which infor-
mation to get or ignore.

2. Push mode: The publisher pushes the trust information directly to the con-
sumer. The publisher is in charge of the timing and the content of the message
while the consumer has little or even no control.
In this mode, the publisher can broadcast information according to its own
will. It is perfect for the consumer if the news is what it desires, however,
sometimes, the information is meaningless or even regarded as spam.

4.4 Honor Roll and Blacklist

It consumes much time to calculate trust values and transfer information. In
order to speed up the process, the concept of honor roll and blacklist are intro-
duced in this paper. The information of honor roll and blacklist is also stored in
a linked list in the local database.

The agents who behave well and steadily in a certain period of time are placed
on the honor roll while those who always behave badly are in the blacklist. When
a consumer wants to get services from a provider, it can check whether the
provider is on its honor roll. If the answer is yes, then it omits the investigation
and interacts with the provider directly. Or else, it needs to pull trust information
from its friends or neighbors. If the potential partner is on the blacklist, it will
be killed without further query.

Honor roll and blacklist also need to be updated. After interactions, when the
consumer is dissatisfied with the service provider, it can move the provider from
honor roll to common agents’ group or even to blacklist. For a provider who is
on the blacklist, if there is news from consumers’ acquaintances shows that its
service has been improved, then the consumer may have a try and rejudge the
provider’s trust level. If the trust value exceeds 0.5 during the interaction, the
previous notorious provider can return to common agents’ group.

4.5 The Algorithm of the Trust Model

Due to the sheer magnitude and diversity of information sources on the Semantic
Web, our algorithm of trust calculation has the following features:

1. Easy-to-compute: the Semantic Web itself is a huge system and still expand-
ing. Therefore, if the algorithm is complicated, the overhead incurred by
the calculation is tremendous and the clients cannot wait to see the trust
recommendations.
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2. Parallel arithmetic: The search takes breadth-first strategy and expands out
from the source to sink through the trust network. All the paths can compute
trust values simultaneously and the time complexity is only determined by
the longest path. When the longest path finishes calculation, the final trust
value can be worked out immediately after addition.

3. Two dimensions : Trust is evaluated from two dimensions: trust rating and
reliable factor. Agents use trust rating as the criteria of choosing interaction
partners while use reliable factor as the criteria of adopting whose opinions
during trust information propagation. In this way, the trust issue is evaluated
in a more specific way.

N denotes the number of paths from P to Q . Di denotes the number of steps
between P and Q on the ith path. We call the set of Q′s friends or neighbors
as M . Mi denotes Q′s immediate friend or neighbor on the ith path. wi denotes
weight of the ith path. The weight of each path is calculated as follows:

wi =

1
Di

n∑
i=1

1
Di

(1)

If P �→ Q or P ↔ Q, then TP→Q can be got directly from the edges, or else
TP→Q can be calculated as follows:

TP→Q =
n∑

i=1

Tmi→Q ×
∏

i�→j∪i↔j

Ri→j × 1
Di

n∑
i=1

1
Di

(2)

The search expands out through the trust network simultaneously. Meanwhile
the number of steps on each path is counted in pace with searching. The longest
path L from source to sink determines the time complexity of the calculation.
The other short paths will wait for L at the sink for trust combining. As soon
as L finishes searching, the trust rating can be calculated at once.

4.6 Similarity of Preferences

In real life, a person tends to trust people that are significantly more similar to
him than arbitrary users [4]. In this section, we will focus on how to measure
the similarity of agents in a network based on their ratings to the same group of
providers(See Fig. 3 and Table 1). We exploit mathematical methods in probabil-
ity and statistics theory to calculate the proximity of the agents. Under normal
conditions, two agents may give different trust ratings to the same information
provider. For each common provider they rate, the closer of each pair of trust
ratings, the more similar of the two agents. Therefore we first get the difference
of each pair of trust ratings for the same provider, which is one of the criterions
to evaluate similarity.
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Fig. 3. Trust ratings of information Providers

Table 1. Trust ratings of information providers A, B, C

Information Consumer Trust rating of information Provider
Agent a b c d e f g h i j

A 0.70 0.98 0.57 – 0.31 0.66 0.1 0.88 0.39 0.1
B 0.77 0.95 0.1 0.94 0.29 0.69 0.1 0.83 0.43 0.64
C 0.1 0.1 0.69 0.98 0.30 0.81 0.90 0.37 0.64 0.1

In the trust network, the trust rating varies from time to time, so the differ-
ence of each pair of trust ratings can be regarded as a random variable x. We
investigate similarities in two aspects: firstly, we calculate mathematical expec-
tation E(x) — the average of all the differences. Similar agents are expected to
have a E(x) around 0. If two agents have a very big E(x), it shows that they are
divergent at least in some aspects. It is not enough to distinguish two agents’
similarities only base on E(x), therefore, we use standard deviation S(x) to eval-
uate the degree of deviation from E(x). If S(x) is small, it means that x doesn’t
fluctuate very much. The smaller of S(x), the more similar of the two agents. In
this paper, we define that if |E(x)| < 0.3 and S(x) < 0.1, then the two agents are
regarded as similar agents. For example , B and C are A′s neighbors and they
give different trust ratings to the group of other agents in the community(See
Table 2 and Table 3).

Table 2. Trust ratings given by A, B for the same group of providers

Information Consumer Trust rating of information Provider
Agent a b e f h i

A 0.70 0.98 0.31 0.66 0.88 0.39
B 0.77 0.95 0.29 0.69 0.83 0.43

x = TA→i − TB→i -0.07 0.03 0.02 -0.03 0.05 -0.04
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Table 3. Trust ratings given by A, C for the same group of providers

Information Consumer Trust rating of information Provider
Agent c e f h i

A 0.57 0.68 0.66 0.68 0.36
C 0.69 0.63 0.81 0.94 0.31

x = TA→i − TB→i 0.12 0.01 0.15 0.02 0.02

EA→B(x) =
(−0.07) + 0.03 + 0.02 + (−0.03) + 0.05 + (−0.04)

6
= −0.0067

SA→B(x) =
√

E
(
[x− EA→B(x)]2

)
= 0.043

From the above calculation, we can see that |EA→B(x)| = 0.0067 < 0.1,
SA→B(x) = 0.0043 < 0.1, therefore agent A and B are similar according to our
predefined rule.

EA→C =
(−0.12) + 0.05 + (−0.15) + (−0.02) + 0.02

6
= −0.086

SA→C(x) =
√

E([x − EA→C(x)]2) = 0.12

We can see that |EA→C(x)| = 0.086 < 0.1 but SA→B(x) = 0.12 > 0.1;
therefore agent A and agent C are not similar. Statistically speaking, B′s trust
evaluation is more useful to A, therefore, when different recommendations are
obtained from both B and C, A will adopt B′s . By analyzing the similarity
between agents, the trust model can let the agents to decide the friends’ rela-
tionships, which can greatly improve the accuracy of trust evaluation. Friend
relationship can be regarded as a shortcut for recommendation and reference.

5 Conclusion

In this paper, we introduce a trust model, which incorporates pairwise trust
ratings and reliable factors of acquaintances and constructs an edge-weighted
graph to calculate trust values. The trust model interprets trust in two dimen-
sions: trust rating and reliable factor to better deal with the trust issue. We
apply the theory in social network field to calculate trust and simulate the trust
relationships between humans. We also take advantage of formulas in probabil-
ity and statistics to analyze the similarities between agents. The trust network
grouped by similar agents tends to provide more accurate trust recommendations
and the algorithm of the model is simple, efficient and flexible. Trust calculation
can be worked out simultaneously through the chain of the trust network and
update on one path can be adjusted quickly without interfering with other paths.

At the moment, our trust model does not provide a mechanism to deal with
lying or betrayal of agents. In order to make the model more robust and ready to
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be used in real open environment, we plan to incorporate reasoning and learning
abilities. In the future, we will focus on the above aspects and try to improve
the model.
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Abstract. Intrusion Detection System (IDS) detects ongoing intrusive activities 
in information systems. However, an IDS usually suffers high false alarm 
especially in a dynamically changing environment, which forces continuous 
tuning on its detection model to maintain sufficient performance. Currently, the 
manually tuning work greatly depends on the user to work out and integrate the 
tuning solution. We have developed an automatically tuning intrusion detection 
system (ATIDS). The experimental results show that when tuning is not 
delayed too long, the system can achieve about 20% improvement compared 
with the system without model tuner. But the user can only control whether the 
tuning should be performed by sending/blocking feedbacks. To give the user 
more powerful but intuitive control on the tuning, we develop a fuzzy model 
tuner, through which the user can tune the model fuzzily but yield much 
appropriate tuning. The results show the system can achieve about 23% 
improvement. 

1   Introduction 

Intrusion Detection (ID) is a process to identify abnormal activities in a computer 
system. Traditional intrusion detection relies on extensive knowledge of security 
experts. To reduce this dependence, varied data mining and machine learning methods 
have been applied in some Intrusion Detection System (IDS) research projects [1-8]. 
However, Julish pointed out that data mining based IDS usually relies on unrealistic 
assumptions on the availability and quality of the training data [9], which makes the 
detection models built on such training data loose the efficiency gradually on 
detecting intrusion as the real-time environment undergoes continuous change. In 
intrusion detection, it is difficult to collect high quality training data. New attacks 
leveraging newly discovered security weakness emerge quickly and frequently. It is 
impossible to collect complete related data on those new attacks to train a detection 
model before those attacks are detected and understood. In addition, due to new 
hardware and software deployed in the system, system and user behaviors will keep 
changing, which causes detection models to degrade in performance. As a 
consequence, a fixed detection model is not suitable for an intrusion detection system 
for long time. Instead, after an IDS is deployed, its detection model has to be tuned 
continually. For commercial products (mainly signature based IDS), the main tuning 
method is to filter out signatures to avoid noise [10] and/or to add new signatures. In 
data mining-based system, some parameters are adjusted to balance the detection rate 
and the false rate. Such tuning is coarse and the procedure and must be performed 
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manually by the user. Other proposed methods rely on “plugging in” a dedicated sub-
model [11] or superseding the current model by dynamically mined new models [12-
14]. However, a dedicated model requires the user to build high quality training data. 
Mining a new model from real-time unverified data incurs the risk that the model 
could be trained by an experienced attacker to accept abnormal data. 

We have developed an Automatically Tuning Intrusion Detection System 
(ATIDS). ATIDS takes advantage of the analysis of alarms by the user. The detection 
model is tuned on the fly with so verified data, yet the burden on the user is 
minimized. The experimental results on KDDCUP’99 ID dataset show that when the 
tuning is delayed a short time, the system could reduce about 20% of Total 
Misclassification Cost (TMC) compared with a system lacking the model tuner. But 
the user can only control whether the tuning should be performed by sending or 
blocking feedbacks on the false predictions. Further, the tuning in ATIDS is 
automatically done with the same tuning degree, which is lake of refinement. To give 
the user more powerful but intuitive control on tuning the model, we develop a fuzzy 
model tuner, so the user can tune the model fuzzily but yield much appropriate tuning 
by defining the fuzzy knowledge base through intuitive graphical user interface and/or 
familiar nature language. The results under the same experiment setting show the 
system can achieve about 23% improvement. 
    We present the system architecture and its core component in section 2. Then the 
basic knowledge of fuzzy logic and our fuzzy controller is presented in section 3. Our 
experiments and results on the KDDCUP’99 intrusion detection  dataset are shown in 
section 4.  

2   System Architecture 

Intrusion detection system is a monitor system, which reports alarms to the system 
user whenever it infers that abnormal conditions exist. The system user must verify 
the correctness of the reported alarms and execute defensive actions against an 
intruder. We believe that verified results provide useful information to further 
improve the IDS.  In the system architecture, we include system user to show the 
interaction between the user and the system. The detection model is created in 
training stage. The prediction engine analyzes and evaluates each obtained data record 
according to the detection model. The prediction results are reported to the system 
user who verifies the results and marks false predictions and feeds back to the fuzzy 
model tuner. The fuzzy model tuner automatically tunes the model according to the 
feedback and its fuzzy knowledge base. The system user could control the tuning by 
updating the fuzzy knowledge base through nature language or graphical interface.  

2.1   Detection Model and Prediction Engine 

Different model representations have been used in detection models presented in the 
literature, among them rules (signatures) [1, 5], statistical model [6, 8], Petri-net [15], 
decision tree [16] and neural network [17]. In order to allow tuning part of model 
easily and precisely without affecting the rest of the model, we choose rules to 
represent the prediction model. In an earlier study, this model has demonstrated good 
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performance [18]. Our model consists of a set of binary classifiers learned from the 
training dataset by SLIPPER [19], is a general-purpose rule-learning system based on 
confidence-rated boosting [20]. A weak learner is boosted to find a single weak 
hypothesis (an IF-THEN rule), and then the training data are re-weighted for next 
round of boosting. Unlike other conventional rule learners, data covered by learned 
rules are not removed from the training set. Such data are given lower weights in 
subsequent boosting rounds. All weak hypotheses from each round of boosting are 
compressed and simplified, and then combined into a strong hypothesis, constituting a 
binary classifier. Each rule starts with a predictive label, followed by two parameters 
used to calculate the confidence in predictions made by this rule.  
    In SLIPPER [19], a rule R is forced to abstain on all data records not covered by R, 
and predicts with the same confidence CR on every data record x covered by R,  
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W+ and W_ represent the total weights of the positive and negative data records, 
respectively, covered by rule R in the round of boosting when the rule was built in. 
Although the data are re-weighted for each round of boosting in training phase, the 
confidence value with a rule will remain unchanged once the rule has been included 
into the final rule set.  
    In SLIPPER, an objective function (Equation (6) in [19]), is used to search for a 
good rule with positive confidence in each round of boosting. The selected rule with 
positive confidence is compared with a default rule with negative confidence to 
determine the result of the boosting. A default rule covers all data records and thus do 
not have conditions. All default rules are compressed into a single final default rule.  
    SLIPPER can only build binary classifier. For intrusion detection, the minimal 
requirement is to alarm in case of intrusive activity is detected. Beyond alarms, 
operators expect that the IDS will report more details regarding possible attacks, at 
least the attack type. Usually, attacks could be grouped into four categories, denial-of-
service (dos), probing (probe), remote-to-local (r2l), and user-to-root (u2r). 
Correspondingly, we constructed five binary classifiers from the training dataset. The 
prediction engine in our system consists of five binary prediction engines together 
with a final arbiter. We refer to this Multi-Classifier version of SLIPPER as MC-
SLIPPER [18]. Each binary prediction engine generates a prediction result on the 
same input data and the final arbiter determines and reports the final result to the user.  
    The binary prediction engine is the same as the final hypothesis in SLIPPER [19], 
which is: 

                                           )()(
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    In other word, the binary prediction engine sums up the confidence values of all 
rules that cover the input data. A positive sum represents a positive prediction. The 
magnitude of the sum represents the prediction confidence in the prediction.  
    Obviously, conflicts may arise between the results of the different binary prediction 
engines. For instance, there might be more than one positive prediction on a single 
input data record, or there may be no positive prediction. We implemented three 
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arbitration strategies to solve such conflicts in [18]. In our ATIDS, we selected the 
second arbitration strategy (“by confidence ratio”), compares the prediction 
confidence ratio (PCR), to balance the computing burden and performance:  

                     }}.....,{|{ 21 nj PCRPCRPCRMAXPCRji ==                             (3) 

 PCRj = PCj / MAX{ 1
jPC , 2

jPC ,…, m
jPC } where PCj is the prediction confidence 

of prediction engine j on the data in test dataset while m
jPC is the prediction 

confidence of prediction engine j on the mth example in its training dataset. The result 
i indicates the ith class representing the final result. 

2.2   Basic Model Tuner 

The classifier in SLIPPER is a set of rules. Only those rules that cover a data record 
have their contributions (Equation (2)) to the final prediction on this data record. This 
property ensures that if we change a rule, except for those data which satisfy the rule, 
the prediction on other data will not be affected. Currently, we don’t change the rules 
(new rules can be learned using some other methods if they are necessary, such as 
incremental learning techniques.). We change the associated confidence to adjust the 
contribution of each rule for the binary prediction.  Thus, our tuning ensures that if a 
data record is covered by some rules in the original model, then it will be covered by 
those exactly same rules in the tuned model and vice versa. To limit the possible side 
effect, we only change the associated confidences of those positive rules because a 
default rule covers every data record.  
    When a binary classifier is used to predict a new data record, there will generate 
two different types of false predictions according to the sum of confidences of all 
rules that cover a data record. When the sum is positive, the binary classifier will 
predict the data record to be in positive class, if this prediction is false, we call it false 
positive prediction and notate it as “P”. When the sum is negative, the binary 
classifier will predict the data record to be in negative class, if this prediction is false, 
we call it false negative prediction and notate it as “N”. We use notation “T” for true 
prediction, then the sequence of prediction results could be written in notation  
as: …{P}l{N}i{T}j… where l > 0, i, j >= 0 and i + j > 0 . Obviously, after the 
classifier makes a false positive prediction, the confidences of those positive rules 
should be decreased to avoid the false positive prediction made by those same rules 
on the successive data. After the classifier makes a false negative prediction, the 
confidences of those positive rules should be increased to avoid the false negative 
predictions made by those same rules on the successive data. All rules except the 
default rule have positive confidences in SLIPPER. We choose to multiple a pair of 
values (tuning degree factor p and q) to the original confidence to adjust the 
confidence because the new confidence will keep positive although it might be very 
small when the adjustment procedure repeats many times in one direction. Formally,  

                                      N R
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Where p < 1, q >1 and R P  implies that positive rule R contributes on the false 
positive prediction.   
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    When a false positive prediction occurs on a data record, in the training viewpoint, 
this data is a negative data record for those rules that cover the data but misclassified 
as a positive data record. Therefore, we can move some weights from W+ to W__ 
while keeping the sum of weights unchanged as following (the confidence is 
“smoothed” to avoid extreme confidence value by adding ):  
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Solve Equation (5) we get,  
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Similarly, if a false negative prediction occurs on a data record, this data is a positive 
data record for those rules that cover it but misclassified as a negative data record in 
the training viewpoint, we can move some weights from W- to W+ while keeping the 
sum of weights unchanged.  

3   Fuzzy Model Tuner 

3.1   Preliminary of Fuzzy Logic 

Fuzzy logic theory is a theory to deal with fuzziness [21]. There exists fuzziness 
everywhere in our daily life. For example, we might say, “it is a good cake.” 
However, it depends on individuals whether the cake is actually good or not. 
Someone may think it is sweet enough to be a good cake, but other may think that it is 
too sweet to be a good cake. Fuzzy set theory is the fundament of fuzzy logic theory, 
which is an extension of conventional crisp set theory. Given a crisp set, say a set of 
students in computer science department, every student either is in this set or not 
depending on student’s major. However, sometimes it is difficult to express a set in 
binary logic, for example, a set of good students B. Suppose we just use the GPA as 
the metric and define a characteristic function in Equation (7). 
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Here we assume the maximal GPA is 5.0. Obviously, those students whose GPA is 
just little lower than 4.0 will complain this function. Also we will feel some guilty 
that we do not classify those students whose GPA is 3.99 into the set, but treat 
students whose GPA is 4.0 as good students. Although we can decrease the minimal 
GPA to make more students happy, complaints may come from some other students.  
    For such a case, it is better to define a fuzzy set other than a crisp set. Formally, a 
fuzzy set A on the universe X is defined by a membership function MA(x), where 
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MA(x) is a real value bounded from 0 to 1. The membership value MA(x) represents the 
degree of x belonging to the fuzzy set A. We can define the membership function of 
the fuzzy set B of good students as following: 
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Now, all of students are happy, there are good students in some degree depending on 
their GPAs as long as the GPA is not equal to zero. We also feel comfortable because 
now it is much fair. 
    Fuzzy control is the first successful application of fuzzy theory where fuzzy rules 
are applied to control a system. Fuzzy rules are described in nature language using 
fuzzy sets in IF-THEN form. For example, “IF a student’s GPA, x, is high (Ai) THEN 
the student, y, is good (Bj)”, where A could be a fuzzy set with three elements {low, 
middle, high} on GPA, and B could be another fuzzy set with three elements {weak, 
fine, good} on student. The fuzzy controller can get a fuzzy output from fuzzy rules 
given inputs through fuzzy reason. However, if the fuzzy controller will not be like to 
accept the fuzzy output as an actual control signal, a defuzzifier is needed to translate 
the fuzzy output to actual precise control signal. 

3.2   Input Variables of Fuzzy Controller 

As we discussed the basic model tuner in subsection 2.2, the updating of the 
confidences is done after the user identified a false prediction. In this case, the tuned 
classifier will not be used to predict the data again when the original classifier just 
makes false prediction.  So it depends on the subsequent data whether tuning could 
reduce falser predictions. Given any tuning degree factor,  p and q where p < 1, q >1, 
since the confidence of default rule is unchanged, trivially, there exists a number n, 
after updating the confidences n times continuously, the sign of the sum of 
confidences of all rules (positive rules and default rule) will be changed. That means 
the tuned classifier could make true prediction on the data that the original classifier 
makes false prediction on. Formally, ∃n, ({P}n+1)o => (P)o({P}n-1T)t, ∃m, ({N}m+1)o 
=> (N)o({N}m-1T)t where (..)o represents the sequence of prediction results of original 
classifier and (..)t stands for the sequence of prediction results of tuned classifier. 
Obviously, for a long sequence of subsequent false predictions, the lower p or greater 
q is, the smaller n and m will be, and the more false predictions the tuning could 
reduce. Of course, if the next data is such data that the original classifier makes true 
prediction, the tuning triggered by the last false prediction might be negative that the 
tuned classifier makes false prediction on the data, i.e., (PT)o => (P)o(N)t, or (NT)o => 
(N)o(P)t. In this case, the lower p or greater q is, the higher risk of negative tuning 
there exists. Unfortunately, the subsequent data are unknown future data to the model 
tuner. Thus it is almost impossible to work out the best p and q to reduce the false 
predictions as much as possible. But the prediction confidence of the false prediction 
is known to the model tuner. In general, if the magnitude of prediction confidence is 
high, p could be low or q could be high to reduce more false predictions meanwhile 
trying to lower the risk of negative tuning. Correspondingly, if the magnitude of 
prediction confidence is low, p could be high or q could be small.   
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    In the discussion above, the tuned classifier is assumed to be available immediately 
to predict subsequent data. Even though the time to calculate the new confidence by 
computer can be ignored, the time to identify a false prediction manually by the user 
can’t be ignored compared to the interval of coming data. If the user takes t intervals 
of coming data to identify the false prediction, these t subsequent data will be still 
predicted by the original classifier. It is possible that the original classifiers make 
false predictions on all of those t subsequent data. But it is also possible that the 
original classifiers could make true predictions on some of those t subsequent data. 
Obviously, if the original classifier could make true predictions on all t subsequent 
data, then it is not necessary to tune the classifier, or p should be high or q should be 
small to lower the risk of negative tuning. On the other hand, if the original classifier 
could make no or few true predictions on those t subsequent data, then p could be low 
or q could be high to reduce false predictions more. Unfortunately, it is impractical to 
know how many true predictions the original classifiers could made on those t 
subsequent data when the model tuner tunes  the model, because the user just finishes 
verifying one false prediction. However it is easier for the prediction engine to record 
coverage patterns at least for data in a slide window and share those pattern records 
with the model tuner. A coverage pattern for an input data records whether each rule 
covers the data or not. Further, the rate of the coverage pattern can be calculated from 
those shared pattern records. In our system, the binary classifiers consist of up to 52 
rules. We use a 64-bit union to save the coverage pattern for each data and map the 
rule number in a classifier to the bit position in the union. If a rule covers the data, 
then the corresponding bit in the union is set. For example, if only rule 2, 9, 20, 36, 51 
in the rule set of a classifier cover a data, the coverage pattern for this data is 
0x0004000800080102. If the false prediction on this data is identified, the tuner 
model will search 0x0004000800080102 in the shared pattern records and calculate 
the rate. The high rate implies that those rules are active to make false prediction 
together, so tuning degree factor p could be low or q could be high when tuning those 
rules to avoid making more false predictions. Correspondingly, if the rate is low, p 
could be high or q could be small to lower the risk of negative tuning.   

3.3   Fuzzy Controller 

Fuzzy controller applies fuzzy rules to control a system through the reasoning of rules 
in the fuzzy set. So the core of constructing a fuzzy controller is to define fuzzy sets 
and fuzzy rules, which are referred as fuzzy knowledge base. Fuzzy sets can be 
defined by membership functions. The membership function could be any function as 
long as its range is between 0 and 1, but usually they are triangular, trapezoidal or 
Gaussian function [22]. In our fuzzy controller, all fuzzy sets are defined by a 
trapezoidal membership function shown in Equation (9): 
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As we discussed in subsection 3.2, the two fuzzy input variables are defined as: PC 
for prediction confidence and CR for coverage rate. Four fuzzy sets “Low 
Confidences” (LC), “Average Confidences” (AC), “High Confidences” (HC) and 
“Extreme high Confidences” (EC) are defined for the input variable prediction 
confidence PC on the crisp variable c. Four fuzzy sets “Low Rates” (LR), “Average 
Rates” (AR), “High Rates” (HR) and “Extreme high Rates” (ER) are defined for the 
input variable coverage rate CR on the crisp variable r.  Three fuzzy sets “Slight 
Tuning” (ST), “Moderate Tuning” (MT) and “Aggressive Tuning” (AT) are defined 
for a fuzzy output variable TD for tuning degree on the crisp variable d. As an 
example, the membership function for fuzzy set “High Confidence” is given in the 
notation as MHC(c) and is defined by a quad (4,6,7,9) along with Equation (9).   
    Since there are 16 different combinations of these two fuzzy inputs, corres-
pondingly, total 16 fuzzy rules are defined in our fuzzy knowledge base. Some 
examples of fuzzy rules are shown  in the following: 

 (1)If prediction confidence (PC) is low (LC) and
coverage rate (CR) is low (LR), and then
tuning degree (TD) should be slight (ST).

 (2)If prediction confidence (PC) is low (LC) and 
coverage rate (CR) is extreme high (ER), and
then tuning degree (TD) should be moderate
(MT).

 (3)If prediction confidence (PC) is high (HC)
and coverage rate (CR) is low (LR), and then 
tuning degree (TD) should be moderate (MT).

 (4)If prediction confidence (PC) is extreme high
(EC) and coverage rate (CR) is average (AR),
and then tuning degree (TD) should be
aggressive (AT).

__________________________________________________  

    In the fuzzy reasoning procedure, the “PRODUCT-SUM” method [22] is used in 
our fuzzy controller. The output membership function for each rule is scaled (product) 
by the rule premise's degree of truth computed from the actual crisp input variables. 
The combined fuzzy output membership function is the sum of the output 
membership function from each rule.  
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Where the MTD(i)(d) is the membership function for tuning degree in fuzzy rule i. For 
example, for fuzzy rule 1 (i =1), it is MST(d). The i is the rule’s premise’s degree of 
truth, which is computed by: 
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Again, for fuzzy rule 1 (i =1), 1 = MIN (MLC(c), MLR(r)). 
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    In our fuzzy model tuner, the fuzzy set defined by fuzzy output membership 
function in equation (10) should be converted into the crisp value p or q in Equation 
(4) to update the confidence precisely. We apply “CENTROID” defuzzification 
method [22] to finish this conversion, where the crisp value of the output variable is 
computed by finding the variable value of the center of gravity of the membership 
function for the fuzzy value. The center of gravity of the output membership function 
(the crisp value of tuning degree d) defined in Equation (10) with respect to x is 
computed by: 
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We set p to d and q to 1/d in equation (4).  

4   Experiments and Results 

We performed our experiments on the KDDCUP’99 ID dataset, which was built on 
DARPA’98 dataset prepared and managed by MIT Lincoln Labs. Lincoln Labs set up 
an environment to acquire nine weeks of raw TCP dump data for a local-area network 
(LAN) simulating a typical U.S. Air Force LAN. They operated the LAN as if it were 
a true Air Force environment, but peppered it with lots of different types of attacks. 
The raw training data was about four gigabytes of compressed binary TCP dump data 
from the first seven weeks of network traffic. This was processed into about five 
million connection records. The test data was constructed from the network traffic in 
the last two weeks, which yielded around two million connection records. Only 22 out 
of 39 types of attacks in test data were present in the training data, which reflected a 
dynamic changing environment with respect to the training dataset. Our MC-
SLIPPER was evaluated on KDDCUP’99 ID dataset. The total misclassification cost 
(TMC) dropped to 72494, 70177, and 68490 with three final arbitral strategies 
respectively [18]. All of them are better than the KDDCUP’99 contest winner, whose 
TMC is 72500 [23].  
    To access the detection model exclusively, the prediction engine and model tuner in 
ATIDS were implemented in the same thread as shown below. The member variable 
Type of the object Data indicates whether it is the input data to be predicted or the 
feedback data from the user. The member variable EnableFuzzyTuner of the thread 
controls whether the fuzzy controller will be used to calculate the tuning degree for 
every tuning. The member function TunerModel of the object myDetectionModel 
implemented Equation (6) to update the associated weights on related rules. A 
verification thread was implemented to simulate the users who verify the prediction 
results. The goal of the verification thread is put some randomly delay before the 
model tuner gets the feedback on false predictions from the user. In our experiments, 
the random delay is limited between 0.5 and 3 minutes. 
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Pseudo Code for Prediction/Tuning Thread 

LOOP 

ReceiveNewData(&Data); 

if ( Data.Type == input_data ) 

FinalResult = 
myDetectionModel.PredictData(Data); 

SendPredictionResult(Data, FinalResult); 

else    /* Data.Type  ==  feedback_data */ 

if ( EnableFuzzyTuner == TRUE ) /*fuzzy model    

tuner is enabled*/ 

c =  Data.PredicitonConfidence; 

r = GetPatternCoverageRate(Data); 

d = myFuzzyController.GetOutput(c, r); 

else d = 0.5;    /*fixed tuning degree, basic   

model tuner, */ 

myDetectionModel.TuneModel(Data,d); 

End 

    We report our experimental results in a similar form used in KDDCUP’99 contest 
[24]. The results demonstrate that the fuzzy controller in our ATIDS could improve 
the overall accuracy while decreasing the total misclassification cost.  If we compare 
ATIDS with MC-SLIPPER, the basic model tuner can reduce 20% total misclassi-
fication cost, while the fuzzy model tuner can reduce 23% total misclassification cost. 
The burden on the user is light, and only 129 (about 0.73%) false predictions are used 
by the basic model tuner while only 138 false predictions are used by the fuzzy model 
tuner. 

5   Conclusions 

A fixed detection model in intrusion detection system looses the efficiency gradually 
as the real-time environment undergoes continuous change. In this paper, we 
presented our research work on how to tune an intrusion detection system. Based on 
our previous work on automatically tuning, we proposed and implemented a fuzzy 
controller to provide a powerful but yet intuitive tuning method. The tuning degree on 
the detection model is computed individually in a real-time fashion. The user can tune 
the model fuzzily but yield much appropriate tuning. Our experimental results on 
KDDCUP’99 ID dataset show the fuzzy model tuner works better than the basic 
model tuner does.  
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Abstract. In this paper, we present PATROL-F, a comprehensive model for 
reputation-based trust incorporating fuzzy subsystems to protect interacting 
hosts in distributed systems. PATROL-F is the fuzzy version of our previous 
model PATROL, and aims at achieving a truly unique model incorporating 
various concepts that are important for the calculation of reputation values and 
the corresponding trust decisions. Among the incorporated concepts are direct 
experiences and reputation values, the credibility of a host to give recommend-
dations, the decay of information with time based on a dynamic decay factor, 
first impressions, and a hierarchy of host systems. The model also implements 
the concepts of similarity, popularity, activity, and cooperation among hosts. In 
addition, PATROL-F includes fuzzy subsystems to account for humanistic and 
subjective concepts such as the importance of a transaction, the decision in the 
uncertainty region, and setting the value of result of interaction. We present 
simulations of PATROL-F and show its correctness and reliability. 

1   Introduction 

One of the most critical issues in distributed systems is security. For an entity to 
interact with another, it should trust the other entity to ensure the correctness and 
credibility of its responses. The ideal solution to this concern is to have an 
environment that is fully trusted by all its entities. However, because such a solution 
cannot be achieved, research has focused on trust and reputation as means to secure 
distributed systems. 

Our proposed approach requires that an entity inquires about the reputation of a 
target entity that it wants to interact with. It calculates a reputation value based on its 
previous experiences and the gathered reputation values from other entities, and then 
it decides whether to interact with the target or not. The initiator also evaluates  
the credibility of entities providing reputation values by estimating the similarity, the 
activity, the popularity, and the cooperation of the queried entity. Moreover, the 
initiator will use fuzzy subsystems to evaluate humanistic and subjective concepts 
such as the importance of a transaction, setting the results of interactions, and 
deciding whether to interact or not when the decision is not obvious. The entities use 
different dynamic decay factors depending on the consistency of the interaction 
results with other entities. 
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    The rest of the paper is organized as follows: Section 2 surveys the previous work 
in the area of trust and reputation using fuzzy subsystems. Section 3 presents our 
proposed trust model, PATROL-F, with the fuzzy subsystems. The simulation results 
are presented in Section 4. Section 5 shows the system overhead. Finally, Section 6 
presents some conclusions and directions for future work. 

2   Previous Work 

In this section, we review recent work done in reputation-based trust. Several research 
groups have been focusing on fuzzy logic to propose effective trust models. 
   Ramchurn et al. develop in [1] a reputation and confidence based trust model using 
fuzzy logic to assess previous interactions. The two methods of evaluating 
trustworthiness are through confidence, which is derived from direct interactions, and 
reputation, which is derived from information gathered from the community. Both 
confidence and reputation are modeled using fuzzy sets. 
    Shuqin et al. propose in [2] a method for building trust and reputation based on 
observations and recommendations. In their model, they used fuzzy logic in order to 
judge issues related to trust. 
    Castelfranchi et al. develop in [3] and [4] a socio-cognitive trust model using fuzzy 
cognitive maps. Their model differentiates between internal and external attributes. In 
the model, trust is derived from trust beliefs, credibility, which is derived from the 
reliability, number, and convergence of the sources. The model considers four kinds 
of belief sources: direct experiences, categorization, reasoning, and reputation. Their 
implementation allows for changing components depending on different situations 
and personalities. 
    Rubeira et al. in [5] ascertain that trust information, which is basically how services 
are provided and whether they suit each host’s expectation, should be subjective and 
dynamic because past behaviors do not infer anything about future ones. The model is 
implemented using Fril, a prolog-like logic programming language, which 
incorporates probabilistic and fuzzy uncertainty. 

Song et al. in [6] propose a trust model based on fuzzy logic for securing Grid 
resources. The model secures the Grid by updating and propagating trust values across 
different sites. The fuzzy trust is incorporated into their model to reduce the vulner-
ability of platforms and to defend the different sites. In addition, they develop a 
scheduler to optimize computing power while assuring security under restricted 
budgets. 

In another work, Song et al. in [7] propose a trust model that uses fuzzy logic 
inferences to handle the uncertainties and the incomplete information gathered from 
peers. The authors proved the robustness and effectiveness of their model, 
FuzzyTrust, using simulations over transaction data obtained from eBay and verified 
that FuzzyTrust is more effective and efficient than the EigenTrust algorithm. In 
addition, with FuzzyTrust, peers experience lower message overhead. 

Ramchurn et al. in [8] develop a trust model based on reputation and confidence 
for autonomous agents in open environments. Their model uses fuzzy sets to allow 
agents to evaluate previous interactions and create new contacts. 
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In [9], Manchala describes trust metrics, variables, and models and uses fuzzy logic 
to verify transactions. He states that trust propagation should be used in a network of 
entities, and he develops protocols based on cryptography to reduce breaches. 

The TRUMMAR model was developed for mobile agents, and is presented in [10].  
PATROL-F is the fuzzy version of our previous model, PATROL described in [11], 
which itself is an extension of TRUMMAR. 

3   PATROL-F 

In this section, we present PATROL-F (comPrehensive reputAtion-based TRust 
mOdeL with Fuzzy subsystems), as an improvement over PATROL that incorporates 
fuzzy subsystems to set subjective concepts and perform humanistic decisions. 
PATROL-F is a truly unique and comprehensive model that incorporates most 
essential humanistic concepts to allow for trust-based decision making. 

3.1   The Fuzzy Approach 

Fuzzy logic is conceptually easy to understand, flexible and tolerant of imprecise 
data.  In addition, fuzzy logic is based on natural language. In PATROL-F, there are 
three areas that will benefit greatly from the introduction of fuzzy logic. 

First, a fuzzy subsystem is used to set the importance factor and related decisions. 
To decide and choose which data is critical or indispensable, or which data is needed 
more quickly, is a highly humanistic concept that fuzzy logic can model. 

Moreover, there is the region of uncertainty where an entity is not sure whether to 
trust or not. In this region, the reputation value is between the thresholds of absolute 
trust and absolute mistrust. It is in this region where the fuzzy techniques are 
effectively applied. 

Finally, for the result of interaction (RI) value, fuzzy logic can be used to capture 
the subjective and humanistic concept of a “good” or “better” and “bad” or “worse” 
interaction. RI becomes the result of several concepts effectively combined to 
produce a more representative value. 

3.2   The Full Model Flow 

In this section, we explain the flow of events in PATROL-F. When host X wants to 
interact with host Y, X will first calculate the importance of the interaction with Y 
using the Importance subsystem. Then, as in PATROL, X will calculate the time since 
its last inquiry of reputation vectors. If this time was found to be greater than a pre-
defined time interval TA, X will decide on the number of hosts to query about 
reputation values. This number is upper-bounded in order not to overflow the network 
by asking a very large number of hosts. 

Afterwards, host X will query other hosts, whose cooperation value is greater than 
the cooperation threshold, about their reputation vectors. The queried hosts will decay 
their saved reputation values and send them along with their reputation vectors to host 
X, which will in turn, calculate the Similarity (Sim) values, the Activity (Act) values, 
the Popularity (Pop) values, and the Cooperation (Co) values of the queried hosts. 
Host X will then decay its old reputation values and incorporate all this information to 
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calculate the reputation value of host Y. Note that if the time calculated at the 
beginning by X does not exceed TA, X will directly decay its old reputation values, 
skipping all the steps in between. 

After the reputation of Y is calculated, a choice has to be made by host X: if the 
reputation of Y is less than the absolute mistrust level (φ), Y will not be trusted and no 
interaction will take place; otherwise, if the reputation of Y is greater than the 
absolute trust level (θ), host X will trust and interact with host Y. However, if the 
reputation of host Y is between φ and θ, host X uses the Decision fuzzy subsystem to 
decide whether to trust host Y or not. 

After the interaction takes place, in case it does, X calculates the result of 
interaction (RI), which is an indicator about how good or bad Y performed in its 
interaction. This RI value is calculated based on the third fuzzy subsystem (the RI 
subsystem.) 

Finally, host X calculates the new decay factor (τ) for host Y based on the 
difference in host Y values of RIs between successive interactions. 

3.3   Importance 

In PATROL-F, we set a maximum limit on the number of queried hosts. As this 
number increases, the waiting time to collect reputation information increases and the 
size of the exchanged inquiries and reputation information also increases. Thus, as 
this threshold increases, the time of an interaction and the bandwidth consumption are 
affected negatively. 

For every interaction, there is an importance level that specifies how critical or 
essential the interaction is. This concept determines other thresholds in the model as 
follows. 

If the interaction is very critical and indispensable, the initiator host will have to 
spend more time to make sure that the target host it wants to interact with is trusted. 
Therefore, it will ask a relatively large number of hosts by inquiring about the 
reputation of that target, and it will be more paranoid, and will have smaller first 
impression (FI) values. On the other hand, when an interaction is not critical yet it is 
needed quickly, the host will be more trusting, and thus will increase the FI values, 
and decrease the number of hosts to ask about the target’s reputation. This means that 
there is a security-time trade-off that the initiator host will have to make based on the 
importance of the interaction. 

When the host decides to ask only a portion of the hosts, the question of which 
hosts to ask comes up. The initiator host in this case compares the products Bα, Cβ, 
and Dδ of its neighbors, its friends, and the strangers respectively (see [10] for an 
explanation of these parameters.) It will then interact with the hosts with the highest 
products. This will allow for a dynamic hierarchy of hosts, i.e. a friend host may be 
more trusted to give advice than a neighbor host if it has a higher α (or β or δ) value. 
This way, we will account for the case when a stranger is better than a friend or a 
neighbor, or when a friend is better than a neighbor, without losing the initial fixed 
hierarchy that gives higher multiplicative factors to neighbors, then friends, and 
finally strangers. 

The Importance concept is affected by three main factors. The first factor is the 
monetary value of the transaction. This factor will affect the Importance value in the 
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following manner: When the monetary value is high, the transaction is considered to 
be crucial and important and thus its results should not be altered. However, when the 
monetary value is low, the transaction is less important from the transaction value 
point of view. 

The second factor is the criticality of the results of the transaction. As the criticality 
level is raised, the results are more crucial and essential; thus less risk can be 
tolerated, and a higher importance factor is given to the interaction. With low 
criticality, on the other hand, a lower importance level is given to the transaction. 

The third and final factor affecting the Importance level of a transaction is the time 
in which the results are needed. The total interaction time is the primary issue, and 
thus it will negatively affect the importance level. If the results are needed very 
quickly, fewer hosts can be queried about the reputation value of the target host, and 
thus the transaction will get a lower importance value. On the other hand, when the 
time is not critical and the results are not hurriedly needed, a higher importance value 
may be given based on the other factors. 

In the fuzzy subsystem for Importance, the monetary value and the criticality of the 
result factors are divided into three intervals: low, medium, and high; whereas the 
time factor is divided into two: quickly and unhurriedly. The Importance level is 
divided into three levels: low, medium, and high. 

3.4   The Uncertainty Region 

A second fuzzy subsystem is needed for the decision of whether or not to trust in the 
region where the reputation value is between the absolute trust level and the absolute 
mistrust level. To address this issue, we introduce a fuzzy subsystem to decide when 
to interact or not. 

In PATROL-F, if the reputation value of a target host is between the two 
thresholds φ and θ, the host can be considered as either trustworthy or not. In this so 
called grey region, the decision of interaction is a very subjective and humanistic one, 
where one host may decide to interact, while another may decide not to, based on 
several issues that are described below. 

The fuzzy decision in the uncertainty region is affected by three factors. The first 
factor is the personality of the source host. As the source host becomes more trusting, 
it will be more biased towards interacting with the target host even if its reputation 
value is not that high. However, as the source host becomes more paranoid, it will 
tend not to interact unless it is a guaranteed good interaction and the target host is 
believed to have good intentions. 

The second factor is the previously-defined fuzzy concept of Importance. The 
Importance concept will act here as a factor affecting the fuzzy trust decision. As the 
interaction becomes more important, i.e. the data is more critical or the monetary 
value is high, the decision will be biased towards not interacting before guaranteeing 
good results. However, as the importance of the interaction is decreased, i.e. the 
results are needed very quickly or the criticality and monetary value of the transaction 
are low, the decision will tend to be to interact without much success guarantees. 

The final factor affecting the decision is the reputation value of the target host. 
This factor is the most important because as the reputation value approaches θ, the 
target host is more likely to be a good host than a host with a reputation value 
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approaching φ. The decision to trust or not is therefore biased by how close the 
reputation value is to θ or φ , respectively. 

These three factors combine to evaluate the fuzzy decision whether to interact or 
not. Notice that the personality of the host can be considered as either trusting or 
paranoid, while the Importance and the fuzzified reputation values are considered as 
high, medium, or low. 

3.5   RI Calculation 

The third fuzzy subsystem in PATROL-F is introduced to set the value of result of 
interaction (RI.) This value is also subjective: when does a host consider an 
interaction to be good or bad, and to what degree is it satisfactory? 

The RI value is the result of interaction as perceived by the initiator host. This 
value indicates the degree to which the target host was good or bad in the current 
interaction. This degree is quite subjective, since one host may decide that an 
interaction is good while another may decide that it is bad. However, the decision of 
one host will influence the whole system, as it will affect the reputation value of the 
target host. Thus, a fuzzy subsystem is introduced here to unify the humanistic criteria 
upon which an interaction is considered good or bad, while keeping the subjective 
reasoning of each host. 

The RI value depends on three factors. The first factor is the correctness of the result. 
This factor is decided by the source host after every interaction, by evaluating how 
correct the results are compared to its expectations. When this correctness value is high, 
the result is considered to be good and the RI value will tend to be high. However, when 
an interaction is considered to have given a bad result, a low RI value is assigned. 

The second factor is the time of the interaction as compared to the expected time 
by the source host. If the interaction takes more time than expected, a lower RI value 
is given. However when the interaction time tends to be equal or smaller than the 
expected time, the RI value will tend to be higher. 

The final factor affecting the RI value is the monetary value of the interaction. This 
value is the same factor that affects Importance. Interactions that have a high 
monetary value are considered as valuable services, and thus have a higher RI. 
However, when the monetary value is low, the RI value is usually lower. 

Notice that the result can be considered as good or bad, the interaction time can be 
fast, equal, or slow as compared to the expected time, and the monetary value, as 
previously defined, can be high, medium, or low. 

4   Experimental Results 

4.1   Simulation Setup 

In order to evaluate our trust model and prove its effectiveness and reliability in 
distributed computing, we have simulated a network of ten randomly interacting hosts 
(two hosts at a time) using Microsoft Visual C++. Only one interaction can occur 
during any one “cycle”. The reputation value can range from 0 to k = 5, with values 
below φ = 1 considered as bad interactions and values above θ = 4 considered as good 
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interactions. For reputation values falling in the region between φ and θ, the choice is 
based on the fuzzy Decision subsystem. Note that in Section 4.2 below (the no-fuzzy 
case), the trust decision is biased on how close the reputation value is to θ or φ. Hosts 
X and Y are set as bad hosts, thus giving results of interactions randomly distributed 
between 0 and φ, while all other hosts in the system are good hosts giving good 
results of interactions between θ and k. The constants of the simulation model are 
shown in Table 1. 

The fuzzy subsystems for Importance, Decision, and RI were designed and 
implemented using the fuzzy toolbox in MATLAB, and incorporated in the C++ code.  

Table 1. Constant values in the simulation 

A B θ φ FI ξ a b c τ0 τmin τmax 

0.55 0.45 4 1 2.5 0.2 0.4 0.4 0.2 5000 1000 10000 

4.2   No-Fuzzy Simulation 

In order to assess the improvement introduced by the fuzzy subsystems, we simulate 
the network first without any fuzzy subsystem. We then introduce the fuzzy 
subsystems and compare the results to the “no-fuzzy” case. The top plot in Figure 1 
shows that the reputation value of a good host O in host M directly increases and 
settles in the absolute trust region, with only one attempt considered as not 
trustworthy. This first attempt occurs in the region with a reputation value of 3.8, 
based upon which M decides probabilistically not to interact with O. In this 
simulation, M considers the good host O as trustworthy 34 times, and as not 
trustworthy only once, thus interacting with the good host O 97.14 % of the total 
attempts. The bottom plot in Figure 1 shows that the reputation value of a bad host X 
in host M decreases to the absolute mistrust region. In this simulation, M considers X 
as not trustworthy 35 times and does not interact with it. However, on 7 occasions, as 
the reputation value of host X returns to the uncertainty region, M decides to give X a 
chance and to interact with it. In general, host M interacts 20% of the attempts with 
all of the bad hosts, which are X and Y in the simulated system. 

In the simulation, host M had 364 attempts to interact with other hosts. Before each 
interaction it queries all the other 9 hosts about reputation values, thus sending 3276 
inquiries about reputation values throughout the simulation. 

4.3   The Importance Effect 

In this section, we study the results of adding the Importance fuzzy subsystem on the 
simulation results: we notice similar results to the “no-fuzzy” case. However, by 
introducing the Importance concept, we save in network bandwidth. In this simulation 
host M attempted 367 times to interact with other hosts, resulting in only 1431 
inquiries about reputation values. Therefore, on average host M is asking around 4 
hosts every time it attempts to interact with any other host. This indicates that with the 
introduction of the Importance fuzzy subsystem, we save almost 56% on the network 
bandwidth as compared to the “no-fuzzy” case. 
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Fig. 1. Behavior of the hosts reputations 

4.4   The Uncertainty Region Decision Effect 

In this section, we study the effect of the Decision fuzzy subsystem. For this 
simulation, we have to categorize hosts as trusting or paranoid: every host is given a 
trusting level between 0 and 10, with 10 being most trusting and 0 being most 
paranoid. As for the other two inputs of the Decision subsystem, the importance value 
is generated randomly for every interaction (because the Importance fuzzy subsystem 
is disabled in this simulation), and the reputation value is calculated. 

For a trusting host M, the reputation value of a good host O directly increases to 
settle in the absolute trust region with interaction on every attempt (33 out of 33 
times). This is due to the fact that host O has always maintained a good reputation and 
due to the trusting nature of host M. For the bad host X, the reputation value at M 
decreases to the absolute mistrust region. However, due to the trusting nature of host 
M, M interacts 35.7% (15 out of 42) of the total attempts with host X and 27% (24 out 
of 87) of the attempts with bad hosts X and Y. 

At the paranoid host Q, the reputation values of a good host O also directly 
increase to the absolute trust region. Similar to M, Q interacts with O on every 
attempt. This is due to the fact that host O has always maintained an excellent 
reputation that is considered trustworthy even for a paranoid host. 

As for the bad host X, host Q decides to give X a chance only for the first time 
where the reputation value is 2.2 but the importance of the transaction is very low. 
Afterwards, even when X’s reputation is in the uncertainty region, Q is too afraid to 
interact with it. 

In this simulation, Q considers X as trustworthy only 2% of the time (1 out of 44) 
and considers both bad hosts X and Y as trustworthy only 2.7% of the attempts (2 out 
of 71). The total number of inquiries asked by hosts M and Q throughout this 
simulation is similar to the “no-fuzzy” case, i.e. inquiring all 9 hosts before every 
attempt to interact with other hosts.  

4.5   The RI Calculation Effect 

In this section, we study the effect of the RI fuzzy subsystem alone. For the inputs of 
this fuzzy subsystem, the result (correctness) is calculated after every interaction, and 
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the other two inputs, namely the time (compared to expected time) and the monetary 
value are randomly generated for every interaction. 

In this simulation, we notice a change in the reputation behavior of a good host O, 
for it increases but remains mostly in the uncertainty region. We have to take into 
consideration in this case the new concepts that the RI subsystem introduces. The 
good host O is always giving good interactions; however this will account for the 
result (correctness) input of the fuzzy subsystem. Since the other two inputs are 
randomly generated, the RI values of O are not above θ anymore. Host O is no longer 
considered a very good host, because it is deficient in the interaction times and in the 
importance of the interactions, or services, it is offering. Consequently, the reputation 
of host O stays in the uncertainty region most of the simulation run, and consequently, 
host M interacts with it only 78% (32 out of 41) of the total attempts.  

For the bad host X, the reputation value of X decreases and settles in the absolute 
mistrust region. This result shows that the RI subsystem gives a high weight to the 
correctness of the result. It is enough, therefore, to produce an incorrect result to 
consider an interaction as being a bad one. 

4.6    A Full Comprehensive Case  

In this section, we show the results of the simulation with all three fuzzy subsystems 
incorporated. Each host has a certain degree as to how trusting it is. We randomly 
generate the monetary value, results, and time needed for the Importance subsystem. 
The inputs of the Decision subsystem are available, i.e. trusting/paranoid is a host 
characteristic, the Importance is taken from the first subsystem, and the reputation is 
calculated by the model. As for the RI subsystem, the result is calculated after every 
interaction and the time (with respect to expected time) is randomly generated. The 
monetary value has the same value as that generated for the Importance of the 
interaction. In addition, we restrict the hosts in the system not to query more than 
once every 1000 simulation cycles and not to ask hosts with a cooperation value 
under two. We also set host O to be an all-good host and host X as an all-bad host. 

For a trusting host M, as shown in Figure 2, we notice that the reputation of an all-
good host O rises directly and settles in the absolute trust region. Host M interacts 
with host O 100% of the attempts. As for the all-bad host X, its reputation decreases 
to the absolute mistrust region. Host M considers X as trustworthy only 17.5% of the 
attempts. 

For a paranoid host Q, as shown in Figure 3, we notice that the reputation of an all-
good host O increases after 5 interactions to the trust region. Q considers O as 
trustworthy 90% (46 out of 51) of the attempts. As for the reputation behavior of the 
all-bad host X, the reputation value decreases directly to the absolute mistrust region. 
Host Q considers X as trusted only 2% (1 out of 47) of the attempts. Note that this one 
trusted time, the reputation of X is 2.5 and the importance of the interaction is low. 

In this simulation, we notice the really low number of inquiries sent by the hosts. 
In 354 attempts to interact, host M sent only 91 inquiries, that is around 0.25 hosts 
asked per interaction attempt. As for host Q, in 392 attempts to interact, the number of 
inquiries was 77, i.e. almost 0.2 hosts are asked per interaction attempt. The very low 
number of hosts inquired per interaction attempt does not affect the robustness of the 
system in generating the correct trust decision. 



214 A. Tajeddine et al. 

 

Fig. 2. Host reputations in a trusting host 

 

Fig. 3. Host reputations in a paranoid host 

5   System Overhead 

In order to estimate the communication overhead of the system, we evaluate the 
number of inquiries asked by all the hosts in the system, to estimate the amount of 
network traffic needed to exchange the reputation information. 

In PATROL, each host queries all the other hosts before every attempt to interact. 
Each host will therefore ask 9 hosts in our simulation setup before every interaction. 

In PATROL-F, on the other hand, the Importance subsystem limits the number of 
hosts to be queried based on the importance of the interaction. In the simulation, the 
three inputs of this subsystem are randomly generated per interaction, producing 
uniformly distributed importance values, and thus uniformly distributed number of 
hosts to be queried. 

We repeat the simulation with different time intervals TA and evaluate the number 
of hosts queried before every interaction attempt. As shown in Figure 4, with TA = 0, 
each host asks almost 4 other hosts (44% of the other hosts) before every attempt to 
interact. As TA increases, the number of hosts per attempt decreases quickly until each 
host is basically working alone without any queries about reputation vectors. 

Each reputation vector contains the host identifier (an IP address), the reputation 
values, and the number of interactions with and from a host during a certain time 
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Fig. 4. Number of hosts queried per attempt 

interval, summing up to nine bytes. However, with the overhead of packet headers, a 
total vector size of around 64 bytes is needed. 

Considering that we are in a system where the interactions are of random 
importance, that is each host will inquire about 45% of the other hosts on average, and 
that every host wants to query about all the other reputation vectors every TA seconds, 
which is a worst case scenario, the minimum allowed TA for an overhead bandwidth 
utilization of 100 kbps and 1 Mbps are as shown in Table 2.  

Table 2. Allowed TA for a given overhead 

Number of hosts TA (overhead =100Kbps) TA (overhead =1 Mbps) 
10 0.21 sec 0.02 sec 
20 0.88 sec 0.1 sec 
50 5.6 sec 0.56 sec 

100 22.8 sec 2.28 sec 

 
The minimum TA needed, without the fuzzy importance, decreases to less than half 

the values shown in Table 2, and thus the system is able to keep more up-to-date 
reputation information without affecting the network bandwidth. These gains change 
when the average importance of interactions in the network changes: if the 
importance of the interactions is always very high, the TA values will remain 
unchanged. However, with very unimportant interactions, we will get much lower TA 
values than those of Table 2. 

6   Conclusion 

We presented in this paper PATROL-F, a new comprehensive model for reputation-
based trust incorporating fuzzy subsystems that can be used in any distributed system. 
The model is unique in integrating various concepts that are important to the 
calculation of reputation values and the corresponding decisions of whether to trust or 
not. PATROL-F incorporates fuzzy subsystems to account for humanistic and 
subjective concepts. 
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PATROL-F has been simulated using C++ with the use of the MATLAB Fuzzy 
Toolbox. The generated results prove the correctness and robustness of PATROL-F, 
as well as its ability to cope with dynamic system conditions. 

References 

1. S. Ramchurn, C. Sierra, L. Godo, N. Jennings, “Devising a trust model for multi-agent 
interactions using confidence and reputation,” Int. J. of Applied Artificial Intelligence, 
18(9-10), 2004. 

2. Z. Shuqin, L. Dongxin, and Y. Yongtian, “A Fuzzy Set Based Trust and Reputation Model 
in P2P Networks,” IDEAL 2004, LNCS 3177, pp. 211–217, 2004. 

3. C. Castelfranchi, R. Falcone, and G. Pezzulo, “Trust in Information Sources as a Source 
for Trust: A Fuzzy Approach,” AAMAS’03, July 14-18, 2003. 

4. R. Falcone, G. Pezzulo, and C. Castelfranchi, “Quantifying Belief Credibility for Trust-
based Decision,” AAMAS’02, 2002. 

5. J. Rubeira, J. Lopez, and J. Muro, “A Fuzzy Model of Reputation in Multi-Agent 
Systems,” AGENTS’01, May 28-June 1, 2001. 

6. S. Song, K. Hwang, and M. Macwan, “Fuzzy Trust Integration for Security Enforcement 
in Grid Computing,” IFIP International Symposium on Network and Parallel Computing 
(NPC-2004), October 18-22, 2004. 

7. S. Song, K. Hwang, R. Zhou, and Y. Kwok, “Trusted P2P Transactions with Fuzzy 
Reputation Aggregation,” IEEE Internet Computing, Nov-Dec 2005. 

8. S. Ramchurn, C. Sierra, L. Godo, and N. Jennings, “A Computational Trust Model for 
Multi-Agent Interactions based on Confidence and Reputation,” Workshop on Trust, 
Privacy, Deception and Fraud in Agent Societies, AAMAS’03, 2003.  

9. D. Manchala, “Trust Metrics, Models and Protocols for Electronic Commerce Transac-
tions,” Proceedings of the 18th International Conference on Distributed Computing 
Systems, 1998. 

10. G. Derbas, A. Kayssi, H. Artail, and A. Chehab, “TRUMMAR - A Trust Model for 
Mobile Agent Systems Based on Reputation,” ACS/IEEE International Conference on 
Pervasive Computing (ICPS 2004), July 19-23, 2004. 

11. Ayman Tajeddine, PATROL-F – A COMPREHENSIVE REPUTATION-BASED TRUST 
MODEL WITH FUZZY SUBSYSTEMS, ME Thesis, American University of Beirut 
(AUB), Beirut, Lebanon, December 2005. 



L.T. Yang et al. (Eds.): ATC  2006, LNCS 4158, pp. 217 – 226, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

An Integration Framework for Trustworthy Transactions  

Yonghwan Lee and Dugki Min*  

School of Computer Science and Engineering, Konkuk University, 
Hwayang-dong, Kwangjin-gu, Seoul, 133-701, Korea 

{yhlee, dkmin}@konkuk.ac.kr 

Abstract. I/O-driven integration applications, such as EAI, B2Bi, home gate-
ways, and heterogeneous devices integration, need a trustworthy integration 
framework to process a large volume of I/O-driven transactions with high per-
formance and reliability. This paper proposes an integration framework for 
trustworthy transactions. This framework employs a design pattern, so-called, 
the Worker-Linker pattern, that is used for performance stability. According to 
our experimental results, the pattern helps the integration framework to control 
the heavy load after the saturation point. Moreover, this framework supports a 
number of mechanisms for trustworthy integration transactions. In this paper, 
we describe the mechanisms.  

1   Introduction 

The evolution of the Internet has brought a new way for enterprises to interact with 
their partners. Many infrastructures and enterprise information systems have been 
developed to extend business and value-added services on the Internet. Since markets 
are rapidly changing, business collaborations tend to be dynamic and require a large 
volume of integrated transactions. Moreover, heavy workload makes a system unsta-
ble in a short time. Therefore, integration systems should provide flexible and trust-
worthy software architectures and also be afford to process a large volume of transac-
tions stably. 

A B2B integration system requires process integration for B2B collaborations [1]. 
In general, a protocol of B2B collaboration includes a description of message ex-
change formats, transport binding protocols, business processes, and so on [2, 11]. In 
ubiquitous environment, I/O-driven integration applications, such as EAI, B2Bi, home 
gateways, and heterogeneous devices integration, need a trustworthy integration 
framework to process a large volume of I/O-driven transactions with high perform-
ance and reliability. Patterns for efficient I/O-driven distributed applications (i.e., 
Connector-Acceptor, Reactor, and Proactor patterns) have been proposed to process 
large volume of transactions [3]. However, how to use the patterns affects the stability 
of performance and reliability.  

In this paper, we propose an integration framework for I/O-driven applications in-
tegration. The proposed integration framework copes with a number of software  
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architectural qualities in various aspects. For performance stability, the framework 
designs its I/O-related modules using a design pattern, called ‘Worker-Linker’, for 
processing a large volume of transactions. The Worker-Linker pattern is based on the 
Worker pattern [4] that is generally used for I/O efficiency. The Worker-Linker pat-
tern adds a PPC (Peak Point Control) mechanism to the Worker pattern so that it can 
control the instability of performance caused by request congestion. For the flexibility 
and reusability of business integration logics, the Worker-Linker pattern implements 
business logics as UTL-based components and executes them by a command pattern. 
The UTL (Unified Transaction Language) is a XML-based language for describing 
data formats of transactions. 

In addition to the Woker-Likner pattern for performance stability, the framework 
employs several other mechanisms for trustworthy integration transactions: processes-
based fault tolerance and load balance, automatic process scheduling, separation of 
service processes from management processes, communication simulation of unavail-
able communication partners, and testcall checker for automatic self-detecting con-
nection fails.  

This paper is structured as follows. Related work is in the next section. Section 3 
presents the overall software architecture of the proposed integration frame- 
work. Section 4 explains the design aspects of the framework. Section 5 draws a  
conclusion. 

2   Related Works 

Some B2B protocols are developed to support B2B e-commerce: ebXML [5], Roset-
taNet [6], and e-Service [8]. To support multiple B2B protocols, a B2B engine mas-
ters the communication between trading partners [7]. Those B2B applications mostly 
focus more on application level or business level and less on system level like I/O 
efficiency and performance stability [9].  

An Acceptor-Connector pattern has been proposed for improving I/O efficiency 
[14]. The Acceptor-Connector pattern can be classified into a Reactor pattern and a 
Proactor pattern by methods of multiplicity for processing I/O events. The Reactor 
pattern processes events synchronously but the Proactor pattern asynchronously.  
Accordingly, the Proactor pattern can achieve higher performance than the Reactor 
pattern. However, the Proactor pattern should provide synchronization for shared 
resources. In asynchronous I/O, a pair of event and a reference to an event handler 
puts into a queue. When an event happens, the event handler processes it. 

Even though the Acceptor-Connector pattern can achieve efficiency of I/O, if re-
quest congestion happens at certain points, the Acceptor-Connector pattern may have 
the tendency of performance instability. Performance stability is important to  
e-business integration and device integration or convergence in many ubiquitous 
environments [10]. To solve these problems in ubiquitous environments, this paper 
provides the Worker-Linker pattern-based integration framework for improving  
efficiency of I/O and stability of performance.  
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3   Software Architecture of Integration Framework 

The proposed integration system is an integration communication middleware provid-
ing stabile and trustworthy integration transactions between source systems and target 
systems. The integration system has the responsibility of processing trustworthy inte-
gration transactions between source systems and target systems. It is largely com-
prised of the Admin Console, the System Management, the Gateway, the UTL  
Processor, and UTL Server. The Admin Console supports the development and man-
agement toolkits for coders and system managers. The System Management is in 
charge of monitoring and managing system-related resources and the Gateway has the 
responsibility of core functionality, such as network-related details, protocol conver-
sion, message routing.  The UTL Processor and the UTL Server is in charge of creat-
ing, caching, deploying, and executing UTL components for processing integration 
business logics. Figure 1 shows the software architecture of the integration system.  

 

Fig. 1. Software Architecture of the Integration System 

The Gateway is comprised of the Adapter, the Message Controller, the Dispatcher, 
and the Routing Manager. The Adapter is in charge of processing communication-
related details of sources systems or target systems, such as connection, listening, and 
conversion of protocols. The Message Controller has the responsibility of controlling 
flow of messages. If the Message Controller receives messages from the source 
adapters or target adapters, it decides the next destination of those messages based on 
configurations for each task in the Admin Console. If business logics (i.e., data format 
transformation, data validation, etc) are configured for a specific task, the Message 
Controller invokes the Dispatcher to perform the business logics before or after com-
munication with the target systems. To process business logic, the Dispatcher gets a 
UTL component from the UTL Processor and executes it. The UTL Processor is in 
charge of creating and caching UTL components. If a UTL component does not exist 
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in the UTL Processor, the UTL Processor gets the related information for creating 
UTL components from the UTL Server and then creates UTL components. 

An UTL is an xml-based language for defining data formats of header, request, and 
response block in a message. The header, request and response element defines data 
formats of header, request, and response block respectively. An UTL file is saved to 
the UTL Repository by the UTL Server. The UTL component is generated from the 
framework after a developer develops an UTL class according to the hook methods 
defined by the framework for processing business logics. 

The Admin Console has a development and a management tool. In view of a devel-
opment tool, the Admin Console is in charge of managing source codes and various 
parameters according to the concerned task unit. In other word, the Admin Console 
categories tasks in a tree form, provides the related source code (i.e., UTL Code) to the 
task, edits them, compiles them, packages them, distributes them, and tests them via a 
tool. Also the Admin Console manages setting information which is necessary for each 
task. Systematic integration processed by the framework and tools together takes the 
overall system development process rapidly. In view of management tool, the Admin 
Console manages all resources related to the framework and monitors them. 

The System Management is comprised of the System Manager and the Resource 
Collector. The System Manager is in charge of scheduling and managing the frame-
work-related resources. For improving the qualities like performance and scalability, 
main modules (i.e., The Adapter, The Gateway, and The Dispatcher) may be deployed 
to different processes or hardware boxes in distribute system. The each main module 
has a thread called the State Manager. The thread gets resources-related information 
(i.e., process state, CPU, memory, I/O, etc) and sends it to the Resource Collector. 
The Resource Collector collects all resource information from the main modules and 
sends to the System Manager. The System Manager uses it for balancing load of each 
main module. 

4   Mechanisms for Trustworthy Integration Transactions 

Our integration framework takes into account many mechanisms for trustworthy inte-
gration transactions. In this section, we introduce a number of mechanisms to be used 
for trustworthy integration transactions.  

4.1   Worker-Linker Pattern for Performance Stability 

To process a large volume of transactions in performance stability, the integration 
framework designs many I/O-related modules (i.e., the Adapter, the Message Control-
ler, the Dispatcher, etc) by the Worker-Linker pattern proposed by this paper.  
Figure 2 shows a sequence diagram of the Worker-Linker pattern. The Linker is simi-
lar to the Connector of the Acceptor-Connector pattern. After the Acceptor receives 
messages from the Linker, it puts them a queue and wake up a waiting Worker thread. 
The Worker thread gets them from the queue and gets the delay time from the  
WorkerManager. After the Worker thread sleeps for the delay time calculated by the  
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WorkerManager, the Worker thread executes business logics by using a command 
pattern. Finally, the Worker increments the number of transactions processed by the 
Worker threads.  

 

Fig. 2. Sequence Diagram of the Worker-Linker Pattern 

The Worker-Linker pattern is the pattern reconstructed with existing patterns, such 
as the Worker, Command, and Accepter-Connector Pattern. The Worker pattern is 
similar to the Consumer-Producer pattern in that the Acceptor puts a message into a 
buffer and the Worker gets the message from the buffer. A Worker pattern is gener-
ally used for I/O efficiency. The Worker-Linker pattern adds a PPC (Peak Point Con-
trol) mechanism to the Worker pattern [14] so that it can control the instability of 
performance caused by request congestion. The Worker-Linker Pattern also uses 
UTL-based components for improving flexibility and reusability of business integra-
tion logics. To execute business integration logics, the Worker-Linker pattern uses a 
command pattern. In other words, UTL components are implemented as command 
objects. Accordingly, the integration framework can easily add new business logics 
by implementing just command objects. 

4.2   Separation of Service Process Set from Management Process Set 

To achieve reliability and high performance, the integration system separates service 
process set from management process set. Figure 3 shows the separation of service 
process set from management process set.  

The service process set means the processes required for processing online transac-
tions. The management process set means the processes for managing the integration 
system. In Figure 3, the integrated system may create separate management process 
for each management-related module, such as the System Manager, Resource Re-
porter, Log Dispatcher, and Log Server. Separation of service process set from man-
agement process set prevents the integration system from stopping service  
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Fig. 3. Separation of Service Process Set from Management Process Set 

processes due to the failure of a management process. In other words, a service proc-
ess can support online transaction service regardless of the failure of a management  
process. 

4.3   Multiple Processes-Based Fault Tolerance and Load Balance 

To support large volume of transactions and session failover, the integration frame-
work supports the following mechanisms: multi-thread, connection pooling, multiple 
processes based-session failover and load balance. In Figure 4, the Source Adapter  
 

 

Fig. 4. Multiple Processes-Based Session Failover and Load Balance 
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can distribute a request to the Message Controller A, B or C by specific scheduling  
algorithms (i.e., Round Robin, FIFO, etc). Moreover, if the state of the Message Con-
troller process A is fail, the Source Adapter can invoke another process B or C. All 
processes in the Gateway process have a thread called the State Manager. The thread 
gets the process-related resource information and sends them to the Resource Collec-
tor. The Resource Collector collects all resource information from all related proc-
esses and sends them to the System Manager. The Source Adapter uses them for fault 
tolerance and load balance. 

4.4   Automatic Process Management by Scheduling Mechanism 

The integration framework supports a web-based Admin Console for automatic proc-
ess management by a scheduling mechanism. In view of management, the Admin 
Console classifies nodes and categories process in each node in a tree form, provide 
the statistics of all resources related with each process, stop and start the processes. In 
view of integration business logics, The Admin Console categories tasks in a tree 
form, provides the related source codes (i.e., Java code in UTL script) to the task, 
edits them, compiles them, packages them, distributes them, and tests them via a tool. 
Also the Admin Console manages setting information which is necessary for each 
task. Figure 5 is the steps for starting and stopping processes by a scheduling mecha-
nism. A system manager inputs schedule information to the Admin Console and starts 
scheduling. Concurrently, the System Manager collects the status information of all 
processes. The status information of all processes is used for process management and 
balancing load of processes. When it is the time configured in the schedule, the Sys-
tem Scheduler sends start or stop request to the System Manager. The System  
 

 

Fig. 5. Automatic Processes Management by Scheduling Mechanism 
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Manager gets information of processes (i.e., IP, Port, etc) from the Process Configura-
tion and sends start or stop command to each process. 

4.5   Communication Simulation for Unavailable Communication Partners 

As integration systems have the characteristics of performing integration testing with 
other partners. The status of other partners should be considered. If some partners are 
not available for integration testing, the delay caused by unavailable partners may 
increases project risk. For this purpose, the proposed integration framework provides 
the communication simulation for supporting integration testing with unavailable 
partners. While on-line transactions are processed, the Target Adapter saves the proc-
essed data to the simulation DB for late usage. Figure 6 is the steps for performing 
simulation jobs. When the Target Adapter detects connection failure, it gets integra-
tion test-related data from the simulation DB and responses instead of the Target 
Application.  

 

Fig. 6. Simulation DB-based Integration Testing during Abnormal Transaction 

4.6   Testcall Checker for Automatic Detecting and Notifying of Connection Fail 

The integration framework supports the testcall checker for automatic self-detecting 
connection failure and notifying the status of system fail to a system manager. Figure 7 
is the steps for detecting and notifying the status of connection failure using the Test-
Call Checker. 

When connection time-out happens in the Target Adapter, the Target Adapter calls 
the TestCall Checker that checks the status of the Target Application. If the TestCall 
Checker does not receive any response messages from the Target Application during 
3 times retry, it notifies the System Manager that connection time-out happens in the 
Target Application. The System Manager responses fail messages to the Source 
Adapter and the Gateway instead of the Target Adapter. Finally, the Source Adapter 
sends SMS messages to a system manager.  
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Fig. 7. Self-Detecting and Notifying Connection Fail Using Testcall Checker 

5   Conclusions  

I/O-driven integration applications, such as EAI, B2Bi, home gateways, and hetero-
geneous devices integration, need a trustworthy integration framework to process a 
large volume of I/O-driven transactions with high performance and reliability. This 
paper describes architecture of the integration framework and the Worker-Linker 
pattern for a large volume of transactions. The Worker-Linker pattern adds PPC (Peak 
Point Control) mechanism to an existing Worker pattern with I/O efficiency so that it 
can control the instability of performance caused by request congestion. In addition to 
the Woker-Likner pattern for performance stability, the integration framework em-
ploys several other mechanisms to achieve trustworthy integration transactions: proc-
esses-based fault tolerance and load balance, automatic process scheduling, separation 
of service processes from management processes, communication simulation of un-
available communication partners, and testcall checker for automatic self-detecting 
connection fails.  
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Abstract. A critical problem for grid security is how to gain secure so-
lution for Grid virtual organization (VO). In Grid practice at present,
issues of VO security rely on non-distributed policy management and
related PKI mechanism. A practical but difficult solution is to enforce
fine granularity policy over distributed sites. The emerging Trusted Com-
puting (TC) technologies offer great potential to improve this situation.
In our Project Daonity, Trusted Platform Module (TPM), as a tamper-
resistance module, is shared as a strong secure resource among platforms
of grid users. Based on the sharing mechanism, a TC-enabled architec-
ture is proposed to improve Grid Security Infrastructure, especially au-
thorization protection and single sign on are enhanced to demonstrate
how to gain enhanced and distributed security in grid environment.

1 Introduction

As an information infrastructure, Grid Computing aims at aggregating ensem-
bles of shared, heterogeneous, and distributed resources (potentially controlled
by separate organizations), such as high-performance computer and storage de-
vices, to provide transparent computational ”power” to applications.

Grid security is an important component in Grid computing. The current Grid
security solution, Grid Security Infrastructure (GSI)[1] for Globus Toolkit (GT),
offers comprehensive security services by applying PKI technology. Although GSI
has provides security services for distributed computing, there is much room to
improve GSI on security of VO.

Trusted computing is a new trend in security fields, which is a further develop-
ment for current security requirements. Because of tamper-resistance property,
trusted hardware can be applied in grid computing environment, which can con-
fine the users including the owner of a computing platform to act as expected
behavior, for the software systems running on the platform.
� Sponsored by HP Labs China, supported by the National Natural Science Founda-
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In this paper, we describe the architecture for Daonity and identify its func-
tional components. Project Daonity is a research project managed by Trusted
Computing Research Group (TC-RG), a charter of the SEC Standard Area of
Global Grid Forum (GGF). A non-trivial result from the Daonity team’s investi-
gation is that, a TPM, even sparsely deployed, can be a shared security resource
to enable strong and advanced Grid security mechanism. Therefore, with TPM
as a shared resource, we have been conducting a system development work to
design and implement a TC-enabled GSI system. Our current goal in this paper
is to explain our TPM-enhanced security.

The rest of paper presents details of our Project Daonity. Section 2 presents
key technologies used to in design of Daonity and reviews security requirements
in grid computing. Section 3 describes Daonity’s architecture. Then we detail
the implementation of our goal in Section 4. In Section 5 we discuss the security
analysis and performance of our design. Finally, we present future work.

2 Background

Daonity provides a TPM-enhanced grid security. Given an available TPM, fol-
lowing unified global policies; a secure authorization would be implemented on
different sites in Daonity. Also based on a remote TPM, Daonity will create a
shared secure context on non-TC platform for single sign on. To implements
these goals, we modify GSI and employ a trusted middleware following TSS
specification.

2.1 Trusted Computing Technology

In recent years, increased reliance on computer security and the unfortunate fact
of lack of it, particularly in the open-architecture computing platforms, have
motivated many efforts made by the computing industry, especially the Trusted
Computing Platform Alliance (TCPA, now is Trusted Computing Group, TCG)
and many other related researches [3,4,5,6,7]. The motivation of TCG to add
trust to open-architecture computing platforms is to integrate to a computer
platform a hardware module called Trusted Platform Module (TPM) with tam-
per protection property and let it play the role of an in-platform trusted third
party agent. Their main concept comes from TCB [2]. Difference from TCB, it
is intended that such an agent can function to enforce a conformed behavior
for software systems running on the platform and the users using the platform.
Under the tamper-protection assumption which is likely to hold and in fact
practically achievable using various cost-effective hardware design and imple-
mentation techniques, a software system or a user, including one which is under
the full control of the platform owner (such as a root user in Unix or Adminis-
trator in Windows), cannot bypass security policy set by the TPM. This is the
so-called behavior conformation [12] property of the TC technology.

Following above approaches, TCG have proposed some technical specifications
to design TPM [9,10,11]. And a software middleware specification has been also
proposed name TCG Software Stack [17].
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Inside TPM, in order to guarantee behavior conformation, a realistic method -
”integrity check”, is proposed. There is a measurable component called Platform
Configuration Register (PCR), through which Daonity has accomplished goals.

2.2 GSI and Grid Security Requirements

Similar to security services for distributed computing systems, important secu-
rity services, which GSI requires [18], includes entity authentication and user
authorization.

For entity authentication , GSI includes X.509 certificates for identifying
through creating temporary certificates, called a proxy certificates, which in-
cludes public key and private key for performing single sign-on and delegation.

For authorization, the client delegates its certificates to the resource through
MyProxy [13] online servers to enable subsequent resource access without further
intervention. By making use of the ”Gridmap” file, a presented certificate named
Grid DN is associated with a local user account. But this mechanism can not
scale to the case where remote administrators need to control access to local
resources. A optional solution is Community Authorization Service (CAS) [20].
Since CAS server controls the privileges directly, and with the enlarging of virtual
organization’s size, the cost of administration will be severe.

The third requirement is security for VO. When sharing resource for a VO,
some flexible and ad hoc security policies would be defined for entities. It is
desirable that each of entities has strong security means, which can enforce them
in the execution of the policy.

For example, a policy is that a resource can become usable by a user only
after the user has done some donations. However, in the current GSI practice,
security means that a user, who owned cryptographic certificates, has an ex-
clusive entitlement to some resource. Without behavior conformation, it is very
difficult for the VO to apply fine granularity control on VO policies.

In [14], M. Lorch et al have proposed an enhanced a credential repository for
Grid PKI secured by secure hardware. In [15], J. Marchesini et al have provided
a solution named SHEMP, in which cryptographic operations in MyProxy is
secured by IBM4758 and credentials in clients have been protected by secure
hardware. In [16], a PorKI for PKI’s mobility have been proposed by S. Sinclair
et al. J. Marchesini et al have done some experiments on boot loader with TPM
in [19]. Compared with Daonity, most of researches related with Grid and trusted
hardware focus on PKI problem. From Grid standpoint, Daonity has promoted
a novel solution for VO security.

3 Daonity Architecture

Project Daonity attempts to solve the Grid security problem we discussed in
Section 2 by making use of the behavior conformation security service from
the TCG technology. In the first phase of the project we shall only consider
to develop a simple middleware systems to use TPM. It is an attempt to treat
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TPM as a strong secure mechanism. The detail of our current phase system
design (nonofficial) can be found in [8].

Figure 1 depicts the architecture of Daonity, which is a Grid security in-
frastructure enhanced by the TC technology. The work of Daonity focuses on
the gray components in the figure. We notice that because all the work, which is
involved in Daonity, is below the GSS API, therefore, Grid applications in the
legacy system can run in Daonity without modification.

TCG extended GSS-API 

JCE (SPI) 

JavaGSS

Java GSS- 
API

C GSS-API 

C GSS

OpenSSL
API

TPM

TCG Devic e Driver Library 

TCG Crypto Security 
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Crypto
API

TCG Security Extension 

GSS
API

Grid middleware (Globus Toolkit, CGSP) 

Legacy grid applications TCG enabled grid applications 

Hardware

Software Crypto 
Package

TSS Core Service 

TSS Service Provider 

Special Security Module for 
Grid

TPM Device Driver 

Fig. 1. Daonity Architecture

The work of Daonity can be roughly and vertically divided into two parts:
the GSI related and the TSS (TCG Software Stack) related. TSS is a TCG
component providing the system developer with a standard means to interact
with the TPM hardware and utilize the cryptographic function in the TPM.
The work in the GSI related part is to enhance the original GSI functions. The
original GSI gets cryptographic services by calling standard Crypto API (SPI in
Java, OpenSSL Crypto API in C). Cryptographic service providers (CSP) are
the code implementations of crypto algorithms, which can be in either software
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(running in the general CPU) or hardware (running in, e.g., a smartcard or a
USB token). With the same idea, which TCG adopts, CSPs can be implemented
in the TPM (with Crypto API calling the TCG Crypto Security Services). The
”Special Security Module for Grid” in current Daonity includes authorization
protection and TPM shared single sign on.

4 Implementation

In Section 4, we propose the architecture of Daonity. Our goal is to construct
a strong secure mechanism to enhance grid security, in which we implement an
authorization protection and TPM-shared single sign on.

4.1 Local Policy Enforcement Case: Authorization Protection by
TC

Grid service that relates to sensitive resource must be managed correctly. The
local authorization over a Globus platform is controlled by the super user of the
system. Usually system privileged users have far greater privileges than global
grid administrator making local site administrators reluctant to grant such priv-
ileges to grid administrators outside their local domain. It is therefore necessary
to provide a fine-grain access control for the Grid Map file. In Daonity, the Grid
Map-file protection module utilizes the functions provided by PCR in TPM.
Figure 2 describes the modules of authorization protection.

Gridmap Utilization Agent Authorization Management Agent

Gridmap Signature of Gridmap

Persistent
Storage

Protection Agent

TPM

Read Write Verify

Memory State

Disk State
Audit Authenticate 

Fig. 2. Gridmap Protection

In Daonity only permits grid administrator who holding proper certificates
managing authorization. On one hand, local administrator’s authorization priv-
ilege delivers back to remote grid administrator. On the other hand, remote grid
administrator’s behavior is restricted within an audited limit.So only two types
entities’ behavior is confined. One is authorization administrator and another
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is authorization requestor. Authorization administrator takes charge of autho-
rization managements while authorization requestor concerns only about the
availability of Gridmap file. Because only authorization administrator owing the
secret can request TPM to decrypt Gridmap file by proper key, it can resist
tampering from a user owning root-privilege. The behavior of two types user is
described in Figure 3.

Authorization
Management Agent

Gridmap Utilization
Agent

Grid Administrator

Grid Normal User

Modify Gridmap

Renew Gridmap

Verify Gridmap

Fig. 3. Behavior of Grid Users

4.2 Shared Security Case: TPM-Shared Single Sign on

It is expected that most of platforms will have TPM, but Daonity should not
require each grid user to be equipped so. Security provision supported by TPM
acts as a special resource in grid. Following grid’s concepts that all kinds of
resource should be aggregated and shared for grid users, security is also can be
shared. From our description, it can be found that TPM is shared among users
and platforms with legal identities. TPM-shared mode satisfies grid-computing
requirements. On the other hand, since TPM is a strong security means; be-
haviors in a legal secure environment could be controlled more easily thus fair
sharing would be realized.

In Figure 4, Grid CA, MyProxy, Domain AA, Portal and User Client are
components in the legacy GT. Grid CA issues identity certificates of users and
resources. Portal is the gate of Grid services; many operations of a user can be
performed on it. MyProxy helps users to manage short-lived proxy certificates.
Domain AA provides user policy attribute before user access resource.

The domain has two kinds of grid nodes. Client A has not TPM, Client B has
TPM. When user Alice is performing on Client A, he may select Client B to act
as a proxy agent for her. The proxy agent in Client B is a daemon process for
anyone in the same domain, which is upon the TCG software stack. The agent
contacts with the Grid portal while User want to submit a job from the Grid
portal. After several authentication and authorization, client A would construct
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Fig. 4. TPM-shared Single Sign On

a secure context. There are three new components to be added to TCG-enabled
GSI. They are: (1) EK (Endorsement key) CA, (2) Privacy CA, and (3) Proxy
Agent. (1) And (2) are components from TCG. (3) is our add-on for Daonity.

5 Discussion

Current prototype of Daonity is under the process of writing codes. We have
complete system design and detailed design of Daonity. And system design has
delivered to GGF 16 in Feb.2006, which can be found in [8]. We have been
following the stipulation of the TC-RG Charter and Milestones, and have been
conducting a system development work to implement a TCG enabled GSI system
before GGF17 in May 2006.

Although our prototype doesn’t complete, we still should discuss some about
Daonity.

5.1 Security

As we discuss above, the goal of Daonity is to demonstrate that security also can
be shared as a strong security means in grid computing. We design two cases:
TPM-shared SSO and Authorization Protection to show how security is shared.

We have a premise that TPM is a tamper protection module. In TC platform,
not super-privilege users of Operating System but TPM users who hold secrete
shared with TPM can access its special resource. Daonity will decrease the risk
of private key disclosure in a number of ways.

Each legal TPM in Daonity should have an endorsement certificate. This
certificate is related with the root of trust in TPM. In TPM, this root of trust is
Storage Root Key (SRK), which will never be exported out of TPM. We call this
process seal. An authorization solution is provided by endorsement certificate,
which can identify platform uniquely.

By using TPM as a strong security mechanism, we can define a behavior set
that user should obey. Measurement through PCRs can judge user’s behavior
normal or anomaly. Thus we can enforce a fine granularity policy in platform.



234 F. Yan et al.

5.2 Performance

Cryptographic performance is the bottleneck of our Daonity’s performance. Our
development machines are one HP laptop nc6000 with Infineon TPM V1.1, Intel
Pentium M 1.7G and 512MB memory; one HP laptop nc6230 with Infineon TPM
V1.1, Intel Pentium M 1.7G and 512MB memory; one JETWAY desktop with
JETWAY TPM V1.0, Intel Pentium4 2.4G and 512MB memory. The operating
system is Ubuntu 5.10 and RedFlag 7.0 with Linux kernel 2.6.15. We have made
some experiments over our platforms described as Table 1. For Authorization
Protection, cryptographic performance is an important index. From Table 1,
although cryptographic performance is slowdown compared with common algo-
rithm in PC, we still think its performance is practical for our development. The
reason is that the protected objects in TPM are all small data, such as key pairs,
hash values and etc. Thus the system based on Daonity is operational.

Table 1. Cryptographic Performance of Daonity

Test Items HP laptop nc6000JETWAY desktop
RSA Key Generation 30 Pairs per min. 25 Pairs per min.

Random Number Generation 400Bps 20Bps
Encryption (Asymmetric) 44.8Bps 40.8Bps
Decryption (Asymmetric) 16Bps 35.8Bps

Reading PCR 500Bps 320Bps
Writing PCR 240Bps 160Bps

Another factor of performance is the protocol. In our current phase, we imple-
ment our TPM-shared Mode Security over TCP layer. For secure communica-
tion, we just choose 3-DES to encrypt our packets. From Section 5, our protocol
will accomplish in a constant complexity. So in current Daonity, network per-
formance is not a serious problem. In further phase of Daonity, we will consider
protocol security as provable security, which means we will meet more complex
protocols.

6 Conclusion

We have discussed the system design of Daonity. To satisfy grid security require-
ments, Daonity implements a security mechanism by TC technology. Through
sharing TPM as a strong security means, we have illustrated a TPM-shared
single sign on and authorization protection by TC technology. We have been
implementing Daonity and would continue our project in the next few years.

As we have discussed in above sections, Daonity needs to be improved in many
aspects, such as how to design a high performance secure provable TPM-share
protocols, how to design a group secure communication by sharing TPM, and
how to design and implement general policy enforcement solutions in platforms.
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Abstract. Trust management is an efficient approach to ensure the security and 
reliability in the autonomic and coordination systems. Various trust manage-
ment systems are proposed from different viewpoints. However, evaluating dif-
ferent trust management approaches is usually more intuitive than formal. This 
paper presents a role-based formal framework to specify trust management sys-
tems. By quantifying two types of trust commonly occurring in the existing 
trust management systems, the framework proposes a set of elements to express 
the assertions and recommendation relationships in trust management. Further-
more, some facilities are provided to specify the semantics of trust engines. The 
framework makes it more convenient to understand, compare, analyze and de-
sign trust management systems. 

1   Introduction 

Trust management (TM) is an efficient approach to ensure the security and reliability 
in the autonomic and coordination applications, of which the behind idea is to con-
sider the trustworthiness of the cooperators. Trust engines (TE) are the most important 
components of TM systems. Currently two types of trust evaluation mechanisms exist 
in TM: credential-based mechanisms (CBM) and reputation-based mechanisms 
(RBM) [1]. The typical TM systems with CBMs, such as Policymaker [2], Keynote [3], 
Taos [4], RT [5], and dRBAC [6], do authorizations by reducing credentials based on the 
deductive logic. While the TM systems with RBMs do authorization by applying 
principals’ reputations as the bases for trust [7,8,9,10]. The RBMs are usually used in 
systems that involve interactions between distrusting principals, such as the Internet 
auction site eBay, taobao and various p2p systems. 

The CBMs are precise but too strict to suit the open collaborative environments, 
while the RBMs are more flexible but less precise to suit the situations needing preci-
sion rather than flexibility. Consequently, the CBMs and RBMs should be combined 
to support some particular applications. However, evaluating CBM and RBM is usu-
ally more intuitive than systematic or formal. So far, no unified frameworks can be 
found to specify both kinds of the TM systems. So we need a unified approach to do 
it. The paper presents a unified framework in 3 steps: (1) Analyzing the information 
evidence among principals and providing rich-assertions to describe the 2 main evi-
dence: credentials and reputations; (2) providing assertion-filter-rules to reflect the 
trust in intentions; (3) providing facilities to specify the semantics of TEs. The rest of 
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the paper is organized as follows: Section 2 analyzes the evidence in TM systems. 
Section 3 defines the framework in detail. Section 4 applies the framework to specify 
three typical TM systems or models to show its abilities. Section 5 analyzes the dif-
ferences between the two kinds of trust evaluation mechanisms. Finally, we analyze 
the related work and draw the conclusions. 

2   Credentials V.S. Reputations 

The credentials and reputations are both kinds of evidence to reflect trust relationships 
in TM process. They both imply the beliefs and the intentions. 

 Beliefs. Beliefs are implied when a believes b is trustworthy in the given con-
texts. The degree of the beliefs in credentials are binary (positive or negative), e.g. “a 
believes that b can (not) call service S”, while the degree of beliefs in recommenda-
tions are usually expressed by partial order sets [7~10], e.g., “A’s reputation of calling 
service S is v”, where v reflects the trust degree. In general, the reputations are col-
lected from multiple entities and combined through some formulas. 

 Intentions. Intentions are implied when a is willing to depend on b’s belief. One 
instance of intentions in RBM is recommendation relationships between the entities 
and their recommenders. In CBMs, a principal’s belief will depend on others’ beliefs, 
which is called the delegations. The delegation specifies the trust between the creden-
tial issuer and the receiver: The receivers are willing to depend on the credentials that 
imply the issuers’ beliefs. The issuers specified by delegations can be viewed as the 
trusted third parties [2].  

The Beliefs and intentions disclose the two levels of trust. 1) Trust in beliefs (TB). 
TB applies the degree that trusters believe the trustees have particular abilities. In 
credentials [2,3,6], the TB is binary. While in reputation, the TB is rated. TB can be 
qualified in [0,1]. The binary TB can be represented by the value 1 or 0, while the 
rated trust can be represented by arithmetical progression sequences in [0,1]. 2) Trust 
in Intentions (TI). TI suggests the degree that trusters will depend on the trustees’ 
beliefs. Typical TIs are recommendation trust relationships (in RBM) and delegations 
(in CBM). The TI can also be represented by values in [0,1]. 

 

Fig. 1. The processes of trust management 
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3   The Unified Role Based Framework 

To simplify the expression, we think of the standard deployment of a TM system as 
consisting of a TE coupled together as part of a principal. Fig.1 shows the profile of 
TM processes including 5 phases: analyzing request, collecting evidence, decoding 
evidence, combining evidence and making decisions, which should be performed in 
sequence. Our framework puts focus on providing approaches to express requests, 
evidence and decisions and specify the behavior of TEs formally in a unified way. 

3.1   The Architecture of the Framework 

The framework is constructed on the Role Based Access Control (RBAC) model [5,11] 
suitable for the collaborative environment. The framework applies the roles to express 
the trust in different context: the assignment of a role to a principal suggests that the 
assigner trust the principal is able to do the given job in the context relevant with the 
role. In Fig.2, the framework is divided into two parts: the part under the dotted line 
shows the elements used to define the trust policies that express evidence and imply 
the trust relationships among the principals. And the above part shows the facilities to 
perform trust-related operations, which specify the semantics of TEs. The arrows 
show the dependences among these elements. Auths are applied to express the au-
thorization statements. The rich-assertions and the assertion-filter-rules can specify 
the two kinds of trust (TI and TB) mentioned above. FC contains the functions that the 
TEs will invoke in sequence (from bottom to top) to enforce the policies. FEngine  
consists of FC and  on Auths, expressing the semantics of TEs.  
 

 on Auths
FAuth

FAF

F  on Assertions 

Elements to define 
trust evidence 

Facilities to enforce 
trust policies  

Entity Principals Roles

Assertion-filter-rulesAuths Rich-Assertions

FEngine

FC

 

Fig. 2. The architecture of the framework 

3.2   Elements to Define Trust Policies 

The elements to define trust policies can be used to specify the credentials and the 
reputations and define the trust relationships among principals formally.  

principalp ∈ , roler ∈ , roleprincipalentitye ∪=∈  
The principals are distinguished atomic entities making or authorizing requests. 

Principals and roles are called entities. Two mapping functions among entities are 
defined: MS maps a role to its members and OS maps a role to its owner.  

 
 

MS Membership   :   Role (Principal)       (1) 
OS Ownership     :           Role  Principal                   (2) 
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.  
 

 

The exclusion of r1 and r2 is defined in [5]. We define the “ ” relationship as con-
tainment which means that if ri  r, and if p MS(r), then p MS(ri), where p
principal. The containment of roles implies a containment of permissions. The con-
taining roles always have more permissions than the contained ones. With ⊕ and , 
the set of roles forms a lattice. The MS, OS and ⊕ are all helpful to specify the se-
mantics of actual TEs, which will be explained in section 4. 

The Auth is a relation between entities and roles to express statements such as 
“who can do what”, which are useful to express the trust statements.  

roleentityAutha →∈ :   

 
 

 
An Auth e r means that e can act as the member of role r when e is a principal; when 
e is a role, it means that the members of e can act as the member of r, which suggests 
that r is contained by e. We call e the object and r the subject. Auths with the same 
objects can be ordered by  on auths and form a lattice based on the role lattice. 
Auths are transferable, reflexive and anti symmetrical.  

The rich-assertions (RA) can express the beliefs that “who believes an auth”. A RA 
made by the trusted third party is an authorization. The RAs are defined as triples of 
principals, auths and attribute lists (AL). Credentials, recommendations and reputa-
tions can be expressed through it.  

attrListAuthprincipal:AssertionRichra ××−∈  
A RA <p, a, al> means that the principal p believes a; p is the issuer of the rich-

assertions and al is the AL. The AL can be used to express some extra properties 
important for assertions (e.g. certainties of the statements [10] and valued attributes [6]).  
The AL is composed of expressions. 

 
 
 
 
To express TB, an attribute certainty is introduced into the AL of the rich-assertions. 
With the certainty attribute, the RAs can specify credentials, reputations and recom-
mendations. e.g. A RA <p, p’ r, ceartainty=x>, means p said p’ can act as a member 
of r with the certainty x, x [0,1]. In RBMs, if p is a recommender, ra represents a 
piece of recommendation information; if p is an authorizing principal or unknown 
entity, ra can be viewed as a reputation. While in CBMs, x should be always 1 and ra 
is a credential with p as the issuer. Rich-assertions can be ordered according to the 
relating Auths and certainties. 

 
 
 

Definition (  on auths) two auths a =e r1, a’ =e r2,  if  r1 r2  , then a a’. 

Definition ( ⊕ ) Rolerrr ∈21,, ; r1 r , r2 r ; when r1 and r2 are not exclusive, 

Roler ∈∀ '  r1 r’ , r2 r’, we have r r’. We said r is the least upper bound of r1 
and r2, r = ⊕ (r1, r2) . 

<Expression>::= <Atom expression> | ”(”<Expression>”)” |  
<Expression>”||” <Expression> | <Expression>”&” <Expression>; 

<Atom expression>::= <attribute> <cp><value>;   <cp>=  ”<” | ”>” | ”=” ; 

Definition (RAs order ≤ ) for RAs ra=<p, auth, certainty=x>, ra’=<q, auth’,  
certainty=x’>, if )'()'( xxauthauth ≤∧≤ ’, then 'rara ≤  
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Assertion-filter-rules (AFR) are used to specify recommendation relationship and 
delegations implying the TI. In CBMs, the principal should only trust the credentials 
whose issuers are specified by the delegation. While in RBMs, a principal will accept 
recommendations according to its TI on the recommenders. The specified issuers and 
the recommenders can both be viewed as the trusted third parties that can be specified 
by the AFRs for the particular principals in TM. AFRs are applied to assure that p will 
depend on the belief of p’ according to its TI on p’.  

ContextSetSRprincipal:RuleFilterAssertionafr ××−−∈ , 
]1,0[),(: ∈→∈ tvtvprincipalSRsr ρ , )(: RoleContextSetcs ρ∈  

An AFR <ap, sr, cs>, where ∈→= '|'{ ptvpsr MS(Recr,ap), r cs∈ }, means that ap 
trusts what p’ said about cs with the TI value tv. Recr,ap is a special role whose mem-
bers are the recommenders of the principal ap about the context associated with the 
role r. ap represents the authorizing principal. sr, an instance of SR, specifies the set 
of recommenders of ap about cs. For each p’ tv, p’ is a recommender of ap about cs. 
tv is the TI value of ap on p’ to represent the recommendation relationship between ap 
and p’. The bigger the tv, the more ap trust p’; vice versa. cs, a set of roles, is the 
particular context set.  

3.3   Facilities to Enforce Trust Policies 

The facilities can specify the semantics of TEs.  

FAF
1: RA) × (AFR)× Principal RA)  

According to the AFRs, FAF filters the authorizations or generates some new au-
thorizations from the collected RAs. The principal is the one filtering the assertions.   

F : (RA) ×Principal  RA;        FAuth : Principal × RA m Auth 

F  expresses the action of the principal to combine the set of RAs into a single RA 
that summarize all the RAs in the set. Because the two kinds of TM systems explain 
assertions in different ways, so the framework does not give the precise semantics of 
F . F  is just an interface in the framework, the specifications are left to the practical 
TM systems. F  is one of the most important elements in the framework, which 
should be specified according to each practical TM system. The essential difference in 
the behavior of different TM systems is how to specify a proper F . Section 4 will 
give the proper specifications of F  for each practical systems.  

The FAuth function maps one RA to an auth ( m represents monotone). The princi-
pal parameter represents the principal who makes the mapping operation. When the 
certainty of a RA is beyond the threshold the principal sets in advance, the RA can be 
simplified to an auth by the principal. The monotone of FAuth ensures that the auth 
granted by FAuth can not bigger than the auth of the RAs.  

The framework uses FC to specify the sequence to invoke the three functions de-
fined above. It express the action of a TE to get a proper decision made by a given 
principal from the sets of RAs and AFRs. 
                                                           
1 The suffix means “assertion-filter”.  
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FC
2: (RA)× (AFR)×Principal Auth    

FC ( R )) ( ))(p)= FAuth(p)( F  (FAF ( R ))( ))(p))(p))  

The parameter of principal in FC represents the authorizing principal. Through using 
FC and , FEngine is defined to specify the semantics of TEs. 

FEngine: Principal × Auth × (RA) × (AFR)  BOOL 
FEngine(p, a, (RA), (AFR)) =   a  FC ( (RA))( (AFR))(p)   

4   Applying the Framework 

To show the abilities of the framework, this paper uses it to specify three typical TM 
systems or models: dRBAC [6], KeyNote [3] and the Abdul-Rahman Model [7]. 

4.1   Specifying the dRBAC System 

dRBAC is a role-based scalable decentralized TM system with the CBM that grants 
the permissions defined by roles in a transitive fashion. 

principalp ∈ , roler ∈ , roleprincipalentitye ∪=∈  

The proof foundations of dRBAC are delegations. The delegations in the dRBAC 
have the forms [subject  r] issuer, which can be expressed by the RAs. 

>=→<∈ 1certainty,rsubject,issuer:RAra  

In dRBAC, a principal trusts a delegation issued by the trusted third party. The set 
of trusted third parties can be specified by the AFRs. r and r’ is defined in [6]. 

:AFRdRBACafr ∈− >∪∈→< }{)},'()(|1{, rrMSrOSppap  

The afr-dRBAC implies that the owner of the role r and the members of r’ have the 
right to grant the permission. The FAF function enforces the afr-dRBAC rules and 
specifies the dRBAC subscription function [6]. dRBAC uses the following reducing 
rule to reduce auths (delegations).  

 
 

 

According to the rule, we define F 1 as follows: 
 

 
 
 
 
 
 
 

                                                           
2 The suffix means “combine”. 

Definition (F 1): p is the authorizing principal. A1 = <p1, d1, certainty=1>, A2= 
<p2, d2, certainty=1>; A1 and A2 are both authorizations. 
0 : d2= NIL;    F 1({A1,A2})(p)= <p, d1, certainty=1>; 
1 : d1 = e r1, d2= e r2 ; F 1({A1,A2})(p)= <p, e ⊕ (r1,r2), certainty=1>; 
2: d1 = e r1, d2= r2 r3, 
     if r2 r1  then F 1({A1,A2})(p)= <p, e ⊕ (r1,r2,r3), certainty=1>; 
others:  F 1(A1,A2)= NIL 
:

Reducing Rule (How to get an auth-chain) if  (e r  r r1)   (e  r1). 
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The recursive definition of F n is as follows 
 

 
 

FC( (RA)) ({afr-dRBAC})(p)= FAuth(p)( F ({ FAF (ra)( {afr-dRBAC})(p)| ra (RA)})(p)) 
FEngine(p, a, (RA), {afr-dRBAC}) = a  FC ( (RA))( {afr-dRBAC})(p) 

4.2   Specifying the KeyNote System 

KeyNote is a flexible TM system with the CBM. There are no concepts of roles in 
KeyNote and it uses action attributes to represent requests and value to represent 
permissions [3]. To specify KeyNote, firstly we map action attributes to roles.  

)setattributeaction(action −−= ρ , valueactionroler →∈ : , principalp ∈  

The value is an element of the order set defined by the particular application [3]. We 
define each clause in the condition fields of Keynote assertions as a role. Then the 
KeyNote assertions are mapped to auths. We define an auth for KeyNote as follows, 
in which p represents the licensee in KeyNote assertions. 

rpAutha →∈ :    

The RAs are used to specify the credentials of KeyNote: 

,,: apAssertionRichra <−∈ >= 1certainty  

In KeyNote, “Policy” is the only principal considered being able to perform any 
actions. Policy can authorize any roles to any principals and each principal can au-
thorize roles it is authorized to others. We define CS as the set of all contexts. The 
AFRs of KeyNote are defined as follows: 

:KeyNoteafr − >→< CSPolicyap },1{, , >∈>→<< }{)},(|1{, rrMSppap  

In a KeyNote checking process, if the principal p wants to operate as a member of r, 
the TE should find a trust chain like this: >=>→< 1certainty ,rp Policy, 1 , 

>=→< 1certainty r,p ,p 21 , … , >=→< 1certainty r,p ,pn . So F  is defined as follows: 

F : RAPolicy)RA( →×ρ  

F  finds all the trust chains with p in the trails in (RA) and generates a new RA. p 
represents the requesting principal and ri is the trail of each trust chain: 

>=∪∪→< 1certaintyrrpPolicy n,..., 1   

We define other functions as follows: 

FC( (RA)) ({afr-KeyNote})(Policy)=  

FAuth (Policy)(F (FAF( (RA))({afr- KeyNote })(Policy))(Policy)) 

FEngine(Policy, a, (RA), {afr- KeyNote}) =a FC( (RA))({afr- KeyNote })(Policy) 

4.3   Specifying the Abdul-Rahman Model 

The Abdul-Rahman Model is proposed in [7]. Each authorizing principal will  
have several recommenders with different TI and combine the recommendation  

Definition (F n): (RA)= {a1,a2,…,an+1}, p is the authorizing principal 
F n( (RA)(p)= F 1(ai, F (n-1)( (RA)-{ ai })(p))(p), where 1 i n+1 
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information from them to determining a given request. The trust in the model includes 
the direct trust relationships (TB) and the recommender trust relationships (TI). We 
introduce two types of entities for the model: principal and role.  

principalp ∈ , roler ∈ , roleprincipalentitye ∪=∈  

The RAs are defined as follows to express TB and reputation information:  

RAra ∈  : <p, e r, certainty=x>, [0,1]x ∈   

x can be quantified by the set 875,1}25,0.75,0,{0,0.5,0.6 S = , which corresponds to 

the set, {distrust, ignorance, minimal, average, good, complete}, defined in [7]. AFRs 
are defined as follows to specify the TI. 

MSp|tvp{,ap:AFRarmafr ∈→<∈− ( Recr,ap) ]1,0[,}{}, ∈> tvr  

tv can be quantified by the set S as same as x.  
This model uses aggregation functions to combine all the recommendations into an 

auth to form a reputation.  

FFA ({ ,,' rep →< certainty=x > })({ >→< }{},'{, rtvpp }) (p)= 
        <p, e r, certainty=x*tv > 

F ({<pi, e r , certaintyi=xi >| 1 i |MS(Recr,ap)|})(ap) 
 
= 

Where Certainty’ n
n

i

Certaintyi /
1=

=  

The FFA function is used to process the transferred recommendation information. 
And the purpose of F is getting a composed assertion from all filtered information to 
form the reputation of the object. By applying F , FC  and FEngine  can be easily defined 
as follows.  

FC ( (RA)) ( (afr-arm))(p)= FAuth(p)( F (FAF ( (RA))( (afr-arm))(p))(p)) 
FEngine(p, a, (RA), (afr-arm)) =   a  FC ( (RA))( (afr-arm))(p) 

The framework is also able to specify some other TM models with RBMs, such as 
TVM[10], the Beth Model[8], the Jøsang Model [9] and so on. 

5   The Analysis: Differences Between Two Types Trust Evaluation 
Mechanisms 

Three main differences exist between CBMs and RBMs through the framework. 

 Base of F . F  is the interface to combine several related assertions into a single 
assertion that summarize the meanings of these assertions. In CBMs, F  is imple-
mented to reduce credentials,  whose reducing mechanism of TEs is based on the 
deductive logic [2,3,6]. While in RBMs, assertions are combined through some aggrega-
tion functions [7,8,9,10] usually based on some mathematical approaches. 

 Approaches to make authorizations. The CBMs make authorizations by finding a 
trust chain started with the requester and ended with the permission including the 
request. The absence of any credential will cause the authorizing process fail. While 

<ap, e r, certainty’=x,  x> ε  

NIL        ,x  
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in the RBMs, no assertions are absolutely necessarily for a particular authorizing. As 
long as the collected assertions can form a reputation beyond a certain threshold, the 
authorization can be granted.  

 Evidences of authorizing. In the CBMs, the evidences of authorizing are creden-
tials. The fact that all credential can be expressed by rich-assertions with certainty 1 
means that the CBM considers only actions with “probabilities of success” of 1 or 0. 
While in the RBM, it uses evidences with more value to consider request actions.  

6   Related Work and Conclusion     

TM is the activity of collecting, codifying, analyzing and presenting evidence relating 
to competence, honesty, security or dependability with the purpose of making assess-
ments and decisions regarding trust relationships for Internet applications [12]. In 2001, 
S.Weeks proposed a formal framework to specify the TM systems with CBMs[13]. The 
framework is build upon the -calculus and use the credential lattices to specify the 
system behavior. But it cannot specify the RBMs without the credentials. In contrast, 
V.Shmatikov proposed a semi-formal framework for RBMs in [1]. It provides an ob-
ject-oriented approach to express the reputations and the relevant operations. How-
ever, it cannot be able to specify CBMs formally. In [14], M.Nielson presented some 
challenges in establishing a formal foundation for the notion of trust. He said that TM 
systems need languages to specify trust and give a method based on lattices to express 
domain semantics although it is too simple to express practical systems. In 2003, 
Tyrone Grandison present the SULTAN toolkit for the specification, analysis and 
monitoring of TM [12]. The toolkit is composed of four components: the specification 
editor, the analysis tools, the risk services and the monitor services. Although it is a 
toolkit to specify TM systems, our framework differs from it in two aspects: 1) our 
framework uses roles instead of “AS” in SULTAN to express the context dependable 
property of trust and attribute list to replace “L” and “Cs” in SULTAN, which is a 
more general approach to abstract permissions. 2) Our framework emphasizes particu-
larly on specify the semantics of TEs. It provides a set of facilities to describe the 
behavior of TEs. While SULTAN puts focus on facilitating the analysis of trust speci-
fication for conflicts and enabling information on risk and experience information to 
be used to help in decision-making. 

The proposed framework can specify almost all the existing TM systems. Firstly, it 
uses quantifying methods to unify trust and express the context dependable attribute 
of trust through roles. Then it provides some general elements to define trust policies 
of TM. This framework specifies the recommendation relationships and delegations 
among the principals by assertion-filter-rules. And trust evidence, like credentials, 
recommendations and reputations, can be specified by rich-assertions. Finally, based 
on the elements to define trust policies, the framework provides a set of facilities to 
specify the semantics of TEs, which describe the behavior of TM systems formally 
and precisely. The framework puts a focus on providing a unified approach to specify, 
analyze, compare, and design TM systems.  
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Abstract. Trust is an essential component for secure collaboration in uncertain
environments. Trust management can be used to reason about future interactions
between entities. In reputation-based trust management, an entity’s reputation is
usually built on ratings from those who have had direct interactions with the en-
tity. In this paper, we propose a Bayesian network based trust management model.
In order to infer trust in different aspects of an entity’s behavior, we use multi-
dimensional application specific trust values and each dimension is evaluated us-
ing a single Bayesian network. This makes it easy both to extend the model to
involve more dimensions of trust and to combine Bayesian networks to form an
opinion about the overall trustworthiness of an entity. Each entity can evaluate his
peers according to his own criteria. The dynamic characteristics of criteria and of
peer behavior can be captured by updating Bayesian networks. Risk is explicitly
combined with trust to help users making decisions. In this paper, we show that
our system can make accurate trust inferences and is robust against unfair raters.

1 Introduction

Ubiquitous computing foresees a massively networked infrastructure supporting a large
population of diverse but cooperation entities. Entities will be both autonomous and
mobile and will have to be able to capable of dealing with unforeseen circumstances
ranging from unexpected interactions with other entities to disconnected operation [1].
Trust management is a suitable solution to provide self-protection for these entities by
reasoning about another entity’s trustworthiness in future interactions according to one’s
direct interactions with that entity and recommendations (ratings) from other entities.

Trust is a multi-faceted concept. It is subjective and non-symmetric [1]. Each entity
makes its own decision to trust or not based on the evidence available for personal
evaluation. Even if two entities are presented with the same evidence they may not
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necessarily interpret this information in the same way. Trust is also context-specific
such that trust in one environment does not directly transfer to another environment.
Trust usually changes according to the outcomes of the latest interactions, which means
that the dynamic property of trust must be captured. Trust is inherently linked to risk and
explicitly involving risk can help users to understand the semantics of trust. In order to
provide finer-grained inference of trust in different aspects of an entity’s behavior, trust
should also be multi-dimensional.

Many existing computational trust models use intuitive and ad hoc hand-crafted for-
mulae to calculate trust values. Some models using probabilistic approaches based on
Bayesian theory have also appeared during last few years. However none of these mod-
els consider all the characteristics of trust described above. For example, ratings are
weighted and then summed to get reputation values in [2][3][6], but the weights are
selected in an ad hoc way and remain unchanged over time, which does not reflect the
dynamic context. All ratings are treated equally in [2][3], raters’ confidence in his level
of trust for ratees is not considered. As to the unfair rating problem, [4][8][10] use the
difference between the aggregated and individual ideas about an entity to determine the
reliability of raters. The subjectivity of trust is not taken into consideration. If the pro-
portion of unfair raters is large, say 40%, this kind of system can not determine which
raters are malicious. However, the approach proposed in [5] is not practical in many
distributed applications (e.g., E-commerce), since the actual outcomes of interactions
between two agents can not be observed by other agents. [2][6] do not consider risk ex-
plicitly. [2][3][6][9][10] use a single value or a pair to represent trust in a user, making
it difficult to evaluate different dimensions of trust.

The above Bayesian-based trust models simply sum rather than using statistical
methods to combine direct observations and weighted ratings from different raters as
beta distribution parameters. It is difficult to show whether the aggregated beta distri-
bution is close to the real distribution. Bayesian networks can be used to tackle this
issue. There are two trust models based on Bayesian networks. The authors of [6] use
Bayesian networks to combine different dimensions of trust and estimate the reliabil-
ity of raters. But the reputation values are still calculated using hand-crafted formula
with fixed weights. Their system with Bayesian networks performs only slightly bet-
ter than the one without Bayesian networks. In [7], the authors use a polytree (singly
connected directed acrylic graph) to revise belief in some knowledge and to update
the reputation of information sources. In fact, it uses the aggregated reputation as ev-
idence to determine the reliability of information sources. In addition, the assumption
of the probability of unreliable information sources giving correct information reduces
the accuracy of inference. In this paper, we describe a probabilistic computational trust
model which covers all important characteristics of trust. We use the e-commerce sce-
nario, where buyers evaluate the trustworthiness of sellers, to illustrate the model in the
following sections.

2 Bayesian Network Based Trust Model Overview

Our model consists of three components: trust formation, reputation estimation and
risk-related decision making.
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A trust value is calculated as the expectation value of beta probability density func-
tions as [2][3][9][10], but it is finer-grained in our model to represent more application-
specific notions of trust and to allow the definition of trust to be extended flexibly. For
example, a buyer can evaluate the trustworthiness of a seller in three dimensions: the
probability of shipping goods as described, the probability of shipping lower quality
goods and the probability of not shipping any goods.

Only ratings from reliable buyers (raters) are used to estimate the sellers’ reputation.
First, we compare the ratings of the decision maker and other raters. If the probability
of having similar opinions to the decision maker is very small, the rater will be regarded
as unfair. Both unfairly positive raters and unfairly negative raters can be identified.

After filtering out unreliable raters, we use a Bayesian Network to estimate reputation
values from ratings given by reliable raters.

A reputation value for each dimension of trust is calculated. Since decision makers
have different attitudes towards risk and their attitudes can change over time, we should
combine reputation values and risk attitudes in order to make subjective and context-
specific decisions. A natural way is to use utility functions to model attitudes towards
risk and then use the estimated reputation values as parameters to calculate the expected
utility, which can be used as the basis of the decision.

3 Bayesian Network Based Trust Management

3.1 Trust Formation

We use beta probability density functions to represent the distribution of trust values
according to interaction history as in [2]. The beta-family of distributions is a continu-
ous family of distribution functions indexed by the two parameters and . The beta PDF
can be expressed using the gamma function as:

beta(p |α, β) = Γ(α + β)
Γ(α)Γ(β)

p(α−1)(1 − p)(β−1),where 0 ≤ p ≤ 1, α, β > 0. (1)

The probability expectation value of the beta distribution is given by:

E(p) =
α

α + β
(2)

Posteriori probabilities of binary events can be represented as beta distributions. Sup-
pose a process has several possible outcomes and one of them is outcome x. Let r be the
observed number of outcome x and let s be the number of outcomes other than x. Then
the probability density function of observing outcome x in the future can be expressed
as a function of past observations by setting:

α = r + 1, β = s + 1,where r, s ≥ 0. (3)

The authors of [2] only consider two possible outcomes for each interaction. We
make more detailed analysis of interactions and extend to multi-dimension application-
specific outcomes. The granularity (the number of dimensions) is determined by the
complexity of applications and the requirement of users.
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In the e-commerce scenario, we use three tuples (rG, sG),(rL, sL),(rC , sC) for three
dimensions of trust of a seller. G means shipping goods as described and G means
not shipping goods as described. L means shipping lower quality goods and L means
not shipping lower quality goods. C means not shipping any goods and C means ship-
ping goods. are the numbers of interactions with outcome i, and ri(i ∈ {G, L,C}) is the
number of interactions without outcome i. Then the parameters of the beta probability
density functions are set as:

αi = ri + 1, βi = si + 1, (i ∈ {G, L,C}, i ∈ {G, L,C}). (4)

τi =
αi

αi + βi

, (i ∈ {G, L,C}, i ∈ {G, L,C}). (5)

Since βG = αL + αC − 1, (6)

then τi =
αi∑

j∈{G,L,C}
α j − 1

=
ri + 1∑

j∈{G,L,C}
r j + 2

(i ∈ {G, L,C}). (7)

We then normalize these to get the trust values:

Pi =
τi∑

j∈{G,L,C}
τ j + 2

(i ∈ {G, L,C}). (8)

Where, Pi can be interpreted as the probability of outcome i happening in the future. In
our model, we consider buyers’ confidence γi(i ∈ {G, L,C}) in calculated trust values,
which is a measure of the probability that the actual trust value lies within an accept-
able level of error ε about the calculated trust value Pi. The confidence factor can be
calculated as (9):

γi =

∫ Pi +ε

Pi −ε
καi −1(1 − κ)βi −1dκ

∫ 1

0
ραi −1(1 − ρ)βi −1dρ

(i ∈ {G, L,C}). (9)

Then the buyer can set a threshold θγ to determine if he has enough confidence. If the
buyer’s trust value about a seller fulfills formula (10), then he feels confident to predict
the seller’s future behavior.

γG > θγ, γL > θγ, γC > θγ (10)

Since the three tuples have relationships (see formula (6)), we can combine them to
save storage space. The formats of trust values and confidence factors for sellers stored
by buyers are (PG, PL, PC) and (γG, γL, γC) respectively.

Because sellers may change their behavior over time, we use a fading factor
λγ ∈ [0, 1] to forget old observations as (11).

rt+1 = λγr
t + r st+1 = λγs

t + s. (11)

In which, are the trust parameters for t+1 interactions, the outcome of the t+1th
interaction is (r, s).
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3.2 Reputation Estimation

If a buyer is not confident enough in a seller’s trustworthiness according to formula
(10) or wants to interact with an unknown seller, he will ask for other buyers’ advice
or recommendations (ratings). The ratings are the trust values given to sellers by other
buyers. Then the buyer can estimate the seller’s reputation according to the ratings for
the seller as well as the other buyers’ reliability as raters. A Bayesian network is con-
structed to perform the estimation for each dimension of trust (shipping described goods
or shipping lower quality goods or not shipping goods in the E-commence scenario).
All Bayesian networks have the same structure but different parameters. Figure 1 shows
the structure of Bayesian networks. Node Bi represents one dimension of the trust value

 

B2 B4 

B1 

B5 B3 … 

Fig. 1. Bayesian Network for Reputation Estimation

(PG,PL,PC) given by buyer bi. Since it is buyer b1 that estimates a sellers’ reputa-
tion, B1 is the root node and others are leaf nodes. The trust value is a real number
between 0 and 1. In order to express a trust value using the state of a node, we need
to discretise it by dividing the interval into several subintervals according to the re-
quired accuracy denoted as the comparison threshold θ1P set by b1. The subintervals are
[kθ1P , (k + 1)θ1P), (k = 0, 1, . . . , 1

θ1P
− 1) and the number of subintervals is 1

θ1P
, which de-

termines the numbers of states for each node. For simplicity, we denote the subintervals
with Ik (k = 0, 1, . . . , 1

θ1P
− 1) and denote the states as Si (i = 0, 1, . . . , 1

θ1P
− 1). The con-

ditional probability table (CPT) of node B1 and node Bi (i = 2, 3, 4, . . .) are shown in
table 1 and table 2 respectively.

Table 1. The CPT of Node B1

B1 = S0 B1 = S1 . . . B1 = S 1
θ1P
−1

P(B1 ∈ I0) P(B1 ∈ I1) . . . P(B1 ∈ I 1
θ1P
−1)
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Table 2. The CPT of Node Bi

B1 Bi = S0 Bi = S1 . . . Bi = S 1
θ1P
−1

S0 P(Bi ∈ I0|B1 ∈ I0) P(Bi ∈ I1|B1 ∈ I0) . . . P(Bi ∈ I 1
θ1P
−1|B1 ∈ I0)

S1 P(Bi ∈ I0|B1 ∈ I1) P(Bi ∈ I1|B1 ∈ I1) . . . P(Bi ∈ I 1
θ1P
−1|B1 ∈ I1)

. . . . . . . . . . . . . . .
S 1
θ1P
−1 P(Bi ∈ I0|B1 ∈ I 1

θ1P
−1) P(Bi ∈ I1|B1 ∈ I 1

θ1P
−1) . . . P(Bi ∈ I 1

θ1P
−1|B1 ∈ I 1

θ1P
−1)

Next we use the expectation maximization algorithm [11] to learn probabilities in
CPTs from the ratings, which are called cases. Let the rating of shipping described
goods for seller sj given by bi at time 0 be denoted as Pj

i(0), then we can get the cases
shown in table 3. In this table, the elements in column ”B1” are the trust values given
by b1 in which he has sufficient confidence according to (10).

Table 3. Cases for CPT Learning

B1 B2 . . . Bi

P1
1(0) P1

2(0) . . . P1
i(0)

P2
1(0) P2

2(0) . . . P2
i(0)

. . . . . . . . . . . .
P1

1(1) P1
2(1) . . . P1

i(1)

To reflect the dynamic characteristic of trust, a buyer should update his Bayesian net-
works regularly by fading old probabilities before taking new cases into consideration.
We adopt the method from Netica [11] shown in formula (12) and (13) to update CPTs,
in which, λγ ∈ [0, 1] is the fading factor; Pi (i ≥ 0) are the probabilities at time ti (i ≥ 0)
is the normalization constant at time i.

t0 = 1; tn+1 =
1

1
θ1P
−1∑

j=0

(Pn(Bi ∈ I j|B1 ∈ Ik)tnλγ + 1 − λγ})

(12)

P0(Bi∈ I j|B1∈ Ik)=
1

θ1P
; Pn+1(Bi∈ I j|B1 ∈ Ik) =

1
tn+1(Pn(Bi ∈ I j|B1 ∈ Ik)tnλγ + 1 − λγ)

(13)
The reputation of a seller can be estimated easily using Bayes rule. Suppose that the
recommendation given to a seller by bi lies in Ii, then the probability that bi’s rating
lies in can be calculated using formula (14). Since all leaf nodes Bi are conditionally
independent given B1, we can deduce formula (15) to formula (16). The value of B1 can
be estimated as the expectation value of its states using formula (16).
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P(B1 ∈ Ii1 | B2 ∈ Ii2 , . . . , Bk ∈ Iik ) =
P(B2 ∈ Ii2 , . . . P(Bk ∈ Iik | B1 ∈ Ii1 )P(B1 ∈ Ii1 )

P(B2 ∈ Ii2 , . . . , P(Bk ∈ Iik )
(14)

P(B1∈ Ii1 | B2∈ Ii2 , . . . , Bk∈ Iik )=
P(B2 ∈ Ii2 | B1∈ Ii1 ) . . . P(Bk∈ Iik | B1∈ Ii1 )P(B1 ∈ Ii1 )

P(B2 ∈ Ii2) . . . P(Bk ∈ Iik )
(15)

P=

i= 1
θ1P
−1∑

i=0

(2i + 1)θ1P
2

P(B1 ∈ Ii) (16)

In order to increase the accuracy of estimates and to reduce the computational overhead,
we can first select the most reliable buyers as raters and then use only the recommen-
dations from these reliable buyers to infer sellers’ reputations. In other words, in the
Bayesian network, only the nodes corresponding to reliable buyers are set to specific
states according to the ratings, the other nodes are set to an unknown state.

If the trust value calculated by bi according to his own observations lies in the same
or adjacent subintervals as the trust value given by b1, then bi has a similar opinion
to b1. From the CPT’s point of view, the probabilities on the three diagonals from top
left corner to bottom right corner represent situations where bi has similar opinions to
b1. Elements where bi has similar opinions to b1 are bolded in Table 2. Then we use
the average value of the probabilities on the three diagonals to evaluate bi’s reliability
in rating sellers. If no trust value from b1 lies in Ij, then P(B1 ∈ Ij) = 0 or close to 0
(different parameter learning algorithms give different estimation), which means b1 has
no idea about sellers whose trust values lie in Ij. So it is not reasonable to consider
P(Bi ∈ Ik | B1 ∈ I j), (k = 0, 1, . . . , 1

θ1P
) when calculating bi’s reliability. Usually, uniform

probabilities are given to unknown states, that is P(Bi∈ Ik | B1∈ I j)=θ1P , (k=0, 1, . . . , 1
θ1P

).

The number of subintervals covered by b1’s interaction experience is denoted as N1, and
then the reliability of bi can be calculated using formula (17).

P(bi is reliable) =
1

N1
(

j= 1
θ1P
−1∑

j=0,P(B1∈I j)�0

P(Bi ∈ I j | B1 ∈ I j) +

j= 1
θ1P
−1∑

j=1,P(B1∈I j)�0

P(Bi ∈ I j−1 | B1 ∈ I j)

+

j= 1
θ1P
−2∑

j=0,P(B1∈I j)�0

P(Bi ∈ I j + 1 | B1 ∈ I j) (17)

b1 then sets a threshold to determine bi’s reliability. If formula (18) is fulfilled, then bi

is reliable enough in providing ratings.

P(bi is reliable) ≥ θ1R (18)

The probabilities below the three diagonals represent bi giving lower ratings than b1.
Then the average value of these probabilities can be used to estimate the probability
that bi gives unfairly negative ratings as (19). Similarly, the probabilities above the three
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lines represent bi giving higher ratings than b1. The average value of these probabilities
can be used to estimate the probability that bi gives unfairly positive ratings as (20).

P(bi is unfairly negative) =
1

N1

j= 1
θ1P
−1∑

j=2,P(B1∈Ij)�0

k=j−2∑
k=0

P(Bi ∈ Ik |B1 ∈ Ij) (19)

P(bi is unfairly positive) =
1

N1

j= 1
θ1P
−2∑

j=0,P(B1∈Ij)�0

k=j+2∑
k=2

P(Bi ∈ Ik |B1 ∈ Ij) (20)

3.3 Decision Making Based on Reputation and Risk

After obtaining reputation values (PG ,PL PC ) for a seller, b1 normalizes them to get
(P′G ,P

′
L P′C ) which are then used to calculate the utility of dealing with the seller. Buy-

ers can select a utility function according to their attitude to risk. A buyer with risk-
tolerant behavior can choose an exponential function for the utility, a risk neutral buyer
can choose a linear one and a risk-averse buyer can choose a logarithmic function.

Taking an exponential utility function UR(x) = 1 − e
−x
R as an example, the parameter

R, called the risk tolerance, determines how risk-averse the function is. As R becomes
smaller, the function becomes more risk-averse. Suppose that the price of an item is q
and the intrinsic value of it is v. If the seller ships the item as described, the gain of
b1 is v − q. If the seller ships a lower quality item, whose intrinsic value is v′ < v, the
gain of b1 is v′ − q. In case the seller does not ship any item, the gain of b1 is −q. The
utility function is , thus the expected utility can be calculated as (21). EU > 0 means
that dealing with the seller is worth the risk, otherwise it is too risky.

EU = P′G × UR(v − q) + P′L × UR(v′ − q) + +PC′ × UR(−q) (21)

4 Simulation

To evaluate the effectiveness of our approach in estimating reputation values in different
scenarios and filtering unfair ratings, we used simulations. We revised the Trade Net-
work Game (TNG)[12] to simulate an e-commerce environment. TNG is open source
software that implements an agent-based computational model for studying the forma-
tion and evolution of trade networks in decentralized market economies. We modified
the trader behavior sequence generation and partner selection part as described below
and added a rating function for buyers.

For the sake of simplicity, each agent in our system plays only one role at a time, ei-
ther seller or buyer. The behaviors of sellers are determined by behavioral probabilities
(the probabilities of shipping described goods, shipping lower quality goods and not
shipping goods). Buyers rate sellers differently. They can be honest, unfairly positive or
unfairly negative or combined according to some rating behavior patterns. We use the
Netica API [11]to implement the Bayesian Networks.
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4.1 Simulation Setup

The market consists of 5 sellers and 10 buyers. The simulation is divided into 800 ses-
sions and each session has 10 rounds. In each round, each buyer can buy one item with
fixed price from a selected seller who has the maximal expectation utility according
to (20), while each seller can interact with as many buyers as its productive capacity
allows. We use similar behavior patterns for sellers as [3]. Sellers’ original behavioral
probabilities BG,BL and BC are 0.85, 0.1 and 0.05 respectively. After each session, sell-
ers change their behavioral probabilities randomly as follows.

beta(p |α, β) = Γ(α + β)
Γ(α)Γ(β)

p(α−1)(1 − p)(β−1),where 0 ≤ p ≤ 1, α, β > 0. (22)

Buyers exchange ratings for sellers after each session. The exchanged ratings of the
first 20 sessions are used to estimate the reliabilities of other buyers. They update their
Bayesian networks by fading all the CPTs first, then learning again using the latest case.
λv = 0.98; λγ = 0.99; θ1p = 0.05;θ1r = 0.8;q = 100, v = 200, v’=60; the utility function
is U50(x) = 1 − e

−x
50 .

4.2 Simulation Results

The Effect of Unfair Raters. In order to evaluate the accuracy of the estimation,
we compare the trust values calculated by a buyer using his own observations and the
reputation values estimated using his Bayesian networks.

As buyers only select reliable buyers as raters, it would be expected that the propor-
tion of unfair raters has little effect on the accuracy of estimation. Figure 2 and figure
3 show the reputation values and trust values (PGandPL) of seller s4 for 780 sessions
when there are no unfair buyers. It can be seen that reputation values follow trust values
closely with only little difference. In figure 2, the average difference between reputation
values and trust values is 0.024 and the maximal difference is 0.114 (in sessions 530-
540). During sessions 530-540, the trust value decreases suddenly to a very low level
that never happened before (never appeared in the cases), so the estimate given by the
Bayesian network does not concentrate on one or two most possible subintervals but
on several neighboring subintervals according to previous case learning. In figure 3, the
average difference and maximal difference are 0.016 and 0.086 respectively. Figure 4
and figure 5 show the comparison results when the proportion of unfair raters is 50%
(5 fair buyers) and 80% (only one fair buyer other than b1) respectively. The average
difference and maximal difference are 0.023 and 0.103 in figure 4. We can see that the
accuracy of estimation in the situation where more than half of the raters are unfair is
very similar to that in the situation without unfair raters. In figure 5, the average dif-
ference and maximal difference are 0.033 and 0.185. Although the estimation is not as
accurate as that of figure 4 because of the presence of fewer reliable raters, the system
still gives a reasonable reference for decision makers.

The Effect of Different Rating Criteria. As mentioned in section 1, trust is subjective.
Each buyer can give different estimate to the same sellers according to their different
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Fig. 2. Reputation Value and Trust Value (PG) for Seller s4 by Buyer b1 without Unfair Buyers
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Fig. 3. Reputation Value and Trust Value (PL) for Seller s4 by Buyer b1 without Unfair Buyers
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Fig. 4. Reputation Value and Trust Value (PG) for Seller s4 by Buyer b2 with 50% Unfair Buyers

criteria. Suppose there is a kind of unstable buyer, whose behavior changes over time.
Sometimes they give neutral ratings as ordinary buyers, sometimes they give harsher
ratings because they require that items should be exactly the same as described by
sellers, and they can also be tolerant to giving better ratings. Assume they change their
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Fig. 7. Reputation Value and Trust Value (PG) for Seller s4 by Buyer b3

behavior according to the state sequence shown in figure 6. Figure 7 shows his estima-
tion based on similar ratings as his own for seller s4. The estimate is still very accurate
although it is obviously different from the real behavioral probability.
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5 Conclusions

In our trust management model, we use Bayesian networks for both estimating rep-
utation values of other entities and filtering out unfair raters. Simulations show that
the estimation follows the decision makers’ subjective, dynamic criteria very well. Our
model can be easily extended in two directions. On one hand, we can add a Bayesian
network for a new dimension of trust or for a new context. On the other hand, we can
combine different dimensions of trust or different contexts to get a general opinion us-
ing a Bayesian network with some nodes for representing trust dimensions and some
nodes for different contexts. Users can select different components according to spe-
cific situations. In fact, different context can be represented by different cases. We plan
to add this trust management model to the SECURE framework [1] to provide more
flexible security mechanisms for collaboration in uncertain environments.
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Abstract. Building a trust and reputation mechanism in P2P system
is very important. This paper gives an improved global trust value com-
puting method of choosing trusted source peers in P2P system. First,
we give a basic description of our trust mechanism; then we bring out
the global trust value computing method; third, we define trust com-
puting operator; fourth, we introduce other related trust mechanisms;
and finally we do some simulations to compare the performance of our
method with other trust mechanism.

1 The Introduction of Trust in P2P System

With the rapid development of P2P systems recently, they attract increasing
attention from researchers, but they also bring up some problems. Some peers
might be buggy and cannot provide services as they advertise. Some might be
malicious by providing bad services to get more benefit. Since there are no cen-
tralized nodes to serve as an authority to supervise peers’ behaviors and punish
peers that behave badly, malicious peers can get away with their bad behaviors.

How to distinguish potential benevolent peers from potential buggy or ma-
licious peers is the current research hot spot of P2P system. If these problems
were resolved, the P2P system would have more applications greatly. At present
the main method of resolving these problems is to build trust and reputation in
the system.

The trust and reputation mechanism is derived from human society. Trust is at
the core of most relationships between human beings. Take the simple example of
purchasing an item from a shop. We may choose to buy a certain brand because
we have found it to be trustworthy in the past or it has a reputation for being
widely ”trusted”.

Trust between peers in P2P system begins to mirror those real-world relation-
ships in the society. A very important application of P2P system is electronic
commerce. In the electronic markets, trading partners have limited information
about each other’s reliability or the product quality during the transaction. The
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main issue is the information asymmetry between the buyers and sellers. The
buyers know about their own trading behavior but do not know the quality of
the products. And the sellers know about the quality of the products they are
selling but do not know the buyers’ trading behavior. Then Trading partners
just use each other’s reputations to reduce this information asymmetry so as
to facilitate trusting trading relationships. Besides electronic markets, trust and
reputation also play important roles in other P2P applications.

Because of the importance of trust and reputation, some researches have been
done in the field. [1] and [2] both gave a trust model with Beta distribution. This
type of trust model only can be used in the case whose interaction has binary
results. [3] gave a subjective logic trust mechanism, and [4], [5], [6] gave the trust
mechanism by using the Theory of Evidence. The subjective logic is similar to
the theory of evidence; both use an uncertain parameter to represent trust.
But this uncertainty comes from inadequate conditions of the object, which has
something different from trust with fuzzy concept. [7] has done some research in
trust by using fuzzy set theory. The current fuzzy math trust model only uses
fuzzy set and subject degree definitions to represent trust concept, how to use
deep fuzzy math theory to compute trust needs further research. In this paper,
we give an improved global trust value computing method of choosing trusted
source peers to enhance the trust degree of whole P2P system.

2 The Basic Description of Trust Mechanism

In this section, we give a general basic description of trust mechanism in P2P
system.

2.1 Trust Value

There is not a clear line between the trusted peers and distrusted peers. Trust
is a fuzzy object in real world. One peer i usually says an 80 percent probability
that another peer j is a trusted peer. There also have instances peer i trust peer
j than j′. This hints that trust has different levels or degrees. 80 percent or 0.80
represents the trust degree between peer i and j. We use trust value, Tij , to
represent the trust degree between peer i and j, and Tij ∈ [0, 1]. If peer i has
got the trust value with peer j, she can predict the future performance of j, and
can judge whether j is a good or bad peer. Then peer i can reduce the loss of
interactions with peer j because of the unknown to j’s next behavior.

2.2 Direct Trust Value, Indirect Trust Value, Reputation Value and
Total Trust Value

In order to get the trust value, peer i will analyze its interaction history with
j. We call the trust value from peer i’s direct experiences Direct Trust Value,
denoted as DTij . But i only has limited direct interaction experiences with
peer j, a natural way to get more accurate trust value for peer i is to ask its
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acquaintances about their opinions. We call the trust value from asking its one
acquaintance k Indirect Trust Value, denoted as IDTikj . We call the trust value
from asking its all acquaintances Reputation Value, denoted as Repij. Repij is
equal to the “sum” of all Indirect trust value. Then peer i will combine direct
trust value and reputation value to get more accurate trust value. We call this
more accurate trust value Total Trust Value, denoted as TTij. The combining
way is defined as, TTij = α · DTij + (1 − α)Repij , α ∈ [0, 1]. α is a learning
parameter, which represents the importance of peer i’s direct experiences.

2.3 Indirect Trust Value Computing

Peer i asks its one acquaintance, k, to get the indirect trust value with j. This
is shown in Fig. 1. Peer k has direct interaction experiences with j, the direct
trust value between k and j is noted as DTkj . In this instance, there is a rec-
ommending ship between k and i. Peer k recommends its direct experiences to
i, and then these experiences become indirect experiences of i. But maybe k is
not a very familiar friend for peer i, or k has recommend i inaccurate experi-
ences in the past, peer i does not think k’s recommendation is completely right.
For example, i says a 60 percent probability that k’s recommendation is right.
Sixty percent or 0.60 shows the degree of k’s recommendation for i. We use
Recommendation Value, Rik ∈ [0, 1], to represent this degree. Then the indirect
trust value computing is defined as, IDTikj = Rik ◦ DTkj . Usually, we choose
traditional multiplying, ‘×’, in real number field as recommending operating
‘◦’. Then, IDTikj = Rik × DTkj . Because Rik ∈ [0, 1] and DTkj ∈ [0, 1], then
IDTikj ∈ [0, 1].

 

IDTij 

DTkj Rik i k j 
Direct Trust 
Recommending 

Indirect Trust 

Fig. 1. One Level Recommending

 

IDTi1j 

i k1 … j 

Direct Trust 

Recommending 

Indirect Trust 

k2 … 

IDTi2j 

Fig. 2. Two Recommending Path

This is a useful way to gain a view of the objective peer that is wider than
its own experiences. However, the trust values still only reflect the experience of
peer i and his acquaintances. In order to get a wider view, peer i may wish to
ask his friends’ friends. This two levels indirect trust value computing is defined
as, IDTij = (Rik1 ⊗ Rk1k2) ◦DTk2j . The recommendation value “multiplying”
operator will be discussed in Sect. 4.

If peer i continue in this manner, it will get more and more accurate trust
value with j. Then multi levels recommending instance will arise. There is a
recommending chain or path. The multi levels indirect trust value computing is
similar to two levels recommending, IDTij = (Rik1 ⊗Rk1k2 ⊗ · · · ⊗ Rk(r−1)kr ) ◦
DTkrj .
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2.4 Reputation Value Computing

Generally, a peer in the P2P system has not only one acquaintance. It can ask all
its acquaintances’ options about the object peer, then combines all these indirect
trust value to obtain the reputation value. Reputation value equals the “sum” of
all indirect trust value. The two acquaintances or two recommending paths in-
stance is shown in Fig. 2. How to combine the indirect trust value into reputation
value is defined as, Repij = IDTi1j ⊕ IDTi2j . The indirect trust value “sum-
ming” operator will be discussed in Sect. 4. The three or more acquaintances
instance is similar to two acquaintances, Repij = IDTi1j⊕IDTi2j⊕· · ·⊕IDTisj .

3 Global Trust Value Computing Method

In a P2P system, one peer does not know all other peers, and then its all ac-
quaintances are only part of all the peers. Its reputation value from all acquain-
tances is not all other peers’ global options about the objective peer, just is local
trust value. We can suppose all other peers are peer i’s “acquaintances”, the
recommending value with real acquaintances Rik �= 0.5, k ∈ [acquaintances],
represents good or bad recommendation; the recommending value with pseudo
acquaintances or strangers Rik′ = 0.5, k′ ∈ [strangers], represents no recom-
mendation. On this supposition, peer i can ask all other peers to obtain the
global trust value about object peer. This global trust value computing instance
is illustrated in Fig. 7. We suppose there are n peers in a P2P system; this global
trust value computing can be expressed, IDTij =

∑n
k=1⊕(Rik ◦DTkj).

In general P2P application, when peer i want to obtain some service, it always
chooses some peers as source providers in the system. If there is not any trust
and reputation mechanism, this choosing is absolutely random. In the trust
and reputation system, peer i chooses the peers with highest trust value. Then
peer i will compute the indirect trust value or reputation value with all other
“acquaintances”, IDTi1, IDTi2, . . . , IDTin. It is clear that this is similar to
general vector and array multiplying, we can write this in vector and array
manner.

(IDTi1, IDTi2, . . . , IDTin) = (Ri1, Ri2, . . . , Rin) ◦

⎛
⎜⎜⎜⎝

DT11 DT12 . . . DT1n

DT21 DT22 . . . DT2n

...
...

...
...

DTn1 DTn2 . . . DTnn

⎞
⎟⎟⎟⎠

We use −−−→IDTi represents the vector IDTi1, IDTi2, . . . , IDTin, −→Ri represents
the vector Ri1, Ri2, . . . , Rin, DT represents the matrix (DTij). Then this vector
global trust value computing can be expressed as −−−→IDTi = −→Ri ◦ DT .

But this vector global indirect trust value is only form one level recommend-
ing, if peer i wants to get more accurate trust value, it will compute the indirect
trust value from two and more levels recommending. We use a superscript rep-
resents the recommending level, then the above one level vector global indirect
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trust value computing expression can be modified as −−−→IDTi
1

= −→Ri ◦ DT . For the
express unification, we write the direct trust value in zero recommending level
form, −−−→IDTi

0
= −−→DTi. Referring to the two levels recommending, the two levels

recommending global trust value is computed as

IDT 2
ij =

n∑
l=1

⊕
( n∑

k=1

⊕(Rik ⊗Rkl) ◦DTlj

)
=

n∑
l=1

⊕
(( n∑

k=1

⊕(Rik ⊗Rkl)
)
◦DTlj

)

We write this in vector and array multiplying form, −−−→IDTi
2

= (−→Ri ⊗R) ◦ DT .
The three or more levels recommending global indirect trust value computing
is similar to the above two levels instance, −−−→IDTi

3
= (−→Ri ⊗ R2) ◦ DT , /dots,

−−−→
IDTi

m
= (−→Ri ⊗R(m−1)) ◦ DT .

This computing will stop until
⏐⏐−−−→IDTi

m−−−−→IDTi
(m−1)⏐⏐ ≤ δ or m ≥ (n−2). δ is

a any little number as user defined. We do not need proof −−−→IDTi
m

is convergent,
because when m ≥ (n−2), the recommending path must have same recommend-
ing peers, and the loop recommending instance will appear. So we will force to
stop the computing at this time, even though

⏐⏐−−−→IDTi
m −−−−→IDTi

(m−1)⏐⏐ > δ.
After the global indirect trust value −−−→IDTi

m
computing over, the global repu-

tation value can be computed, −−→Repi = −−−→IDTi
1
+−−−→IDTi

2
+ · · ·+−−−→IDTi

m
. Then the

global total trust value can be computed, −−→TTi = α · −−→DTi + (1 − α)−−→Repi. Peer i
will choose the object peers with highest global total trust value TTij to obtain
service, this can avoid great risk from unknown to the opposite peers.

4 Trust Computing Operator Definition

In the trust and reputation mechanism, there are two types of operating, indirect
trust value “summing”, IDTi1j ⊕ IDTi2j , and recommendation value “multiply-
ing”, Rik1 ⊗Rk1k2 .

In our improved method, we define indirect trust value “summing” as taking
the maximal value, and define the recommendation value “multiplying” as tak-
ing the minimal value, IDTi1j⊕IDTi2j = max(IDTi1j , IDTi2j), Rik1⊗Rk1k2 =
min(Rik1 , Rk1k2). This definition can avoid repeating recommending direct in-
teraction experiences and looping recommending instances.

In the trust and reputation value computing, there usually appears repeating
recommending direct interaction experiences instance, which is illustrated by
Fig. 3. In Fig. 3, only P2 have direct interaction experiences with P5. But there
have two recommending paths to P1, Rep15 = IDT125 + IDT1325. If the indirect
trust value “summing” is defined as general summing in real number field, this
can lead repeating recommendations. The direct interaction experiences would
be exaggerated, then the malicious peers may be chosen as service providers.
But in our definition, Rep15 = max(IDT125, IDT1325), there never has repeating
recommending instance. The risk from direct interaction experiences exaggerated
can be avoided.
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There also usually have some recommending cycles in the trust and reputa-
tion computing, this instance is illustrated in Fig. 4. In the recommending path,
P2 has appeared two times, IDT12325 = (R12⊗R23⊗R32) ◦DT25. If the recom-
mendation value ”multiplying” is defined as general multiplying in real number
field, because 0 ≤ Rij ≤ 1, the interaction experiences would be depressed, then
the good peers may be not chosen as service providers.
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Fig. 3. Repeating Recommending
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Fig. 4. Recommending Cycle

But in our definition, IDT12325 = min(R12, R23, R32) ◦DT25. In Fig. 4, there
has another recommending path in fact, IDT125 = R12 ◦DT25. Then the repu-
tation value can be computed

Rep15 = IDT12325 ⊕ IDT125 =
(
(R12 ⊗R23 ⊗R32) ◦DT25

)
⊕ (R12 ◦DT25)

The recommending operating ‘◦’ has been defined as traditional multiplying
‘×’. We can easily proof that the recommending operating ‘◦’ is distributive with
indirect trust value summing ‘⊕’. Then

Rep15 =
(
(R12 ⊗R23 ⊗R32)⊕R12

)
◦DT25

Rep15 = max
(
min(R12, R23, R32), R12

)
◦DT25

Because min(R12, R23, R32) ≤ R12, then max
(
min(R12, R23, R32), R12

)
=

R12, Rep15 = R12 × DT25. We can see this has solved recommending cycle
problem.

5 Other Related Trust and Reputation Mechanisms

In recent years, trust and reputation has been the research hotspot, and some
researchers have given some trust and reputation mechanisms. Among these
mechanisms, EigenTrust Model [8] and Semantic Web Trust Model [9] are most
similar to the mechanism given in this paper.

EigenTrust Model got a complete view of P2P file sharing network by com-
puting t = (CT )nci after n = large iterations. C is the matrix (cij), cij is the
normalized local trust value; ci is the vector containing the value cij . t is a global
trust vector in this model, its elements, tj , quantify how much trust the system
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as a whole places peer j. We can see there is no recommendation conception
in EigenTrust Model, which confuses direct trust with recommendation notion.
When there are malicious or unfair “direct recommending” or “direct rating”
peers in the system, EigenTrust Model will lose the ability to find out these
unfair peers.

Semantic Web Trust Model describes the credibility of web statements that
are supposed as logical assertions, which has something different from the trust in
P2P system. This model defines personal belief, b, to the statement; and personal
trust, tij , for any user j. Semantic Web Trust Model defines “Trust Merging” as
b0 = b, bn = T · b(n−1), repeating until bn = b(n−1). b is user specified personal
beliefs, b is merged beliefs, T is personal trusts matrix. Semantic Web Trust
Model and EigenTrust Model both define the indirect trust value “summing” as
traditional summing, and the recommendation value “multiplying” as traditional
multiplying in real number field. From the analyses in Sect. 4, we can see
this definition can lead repeating recommendation and recommending cycles
instances.

6 Trust Mechanism Simulation

In this section we will do some experiments to assess the performance of our
improved method comparing with EigenTrust Model.

6.1 Threat Model

In the P2P system, there are three threat models generally. The first is Inde-
pendent Malicious Source Peers Threat Mode (IMSPTM). In this mode, there
are some independent malicious source peers in the P2P system. The malicious
peer is always providing unauthenticated service. The second is Independent
Malicious Source and Recommending Peers Threat Mode (IMSRPTM). There
are some malicious source and recommending peers in the P2P system. The
malicious peer always provides unauthenticated service, and the malicious rec-
ommending peer always gives positive recommendation value. The third is Col-
lective Malicious Source and Recommending Peers Threat Mode (CMSRPTM).
There are some malicious source and recommending peers in the P2P system.
In this mode, the malicious source peers and recommending peers unite to cheat
the challenger. The malicious source peer always provides unauthenticated ser-
vice. The malicious recommending peer gives positive recommendation value
only when the object peer is malicious source peer; when the object peer is good
source peer, the malicious recommending peer gives right recommendation value
normally.

We will do our experiments in CMSRPTM threat mode, because this mode
is the most complicated threat mode, which is most difficult for the trust mech-
anism to find out the malicious source peers and recommending peers.



An Improved Global Trust Value Computing Method in P2P System 265

6.2 Initialization and Basic Rules

In our simulation, there are 60 peers in the whole system. At the beginning, the
direct trust value and the recommending value both are 0.50 each other, which
means there is not any thing to judge whether the opposite peer is trustworthy
or not trustworthy. But the peer always trusts himself, so Rii = 1.0, DTii = 1.0.
After computing the total trust value over, first we choose 15 highest total trust
value peers, and then choose 13 peers from the 15 peers as source peers randomly.
This can reduce the load of highest trust value peers at a certain extent.

After having chosen source peers, if the object peer is good, then the direct
trust value between the challenger and the object peer will be added with a
positive rating 0.02; the recommendation value on the recommending path also
will be added with a positive rating 0.02. If the object peer is bad, the direct
trust value and recommendation value are will be decreased 0.10. The absolute
value of decreasing is higher than increasing, because good impression needs
many good interactions, but bad impression needs only one bad interaction.

We call that the process, in which a challenging peer computes the total the
trust value, changes the direct the trust value and recommending value based on
the property of chosen peers, is a cycle. There are 500 cycles in every experiment.
After the simulation system has run some cycles, the challenging peer can pitch
on more and more good peers as source peers to get service. When 12 or 13 good
peers can be chosen steadily, we can record the number of cycles that the system
has run to see the performance of the trust mechanism.

6.3 CMSRPTM Simulation

In the CMRSPTM threat model, the performance of EigenTrust Model and
our improved method is illustrated in Fig. 5 and Fig. 6. Fig. 5 shows the cycle
number needed when 12 trusted peers have been chosen steadily. Fig. 6 shows
the cycle number needed when 13 trusted peers have been chosen steadily. The x-
coordinate represents the different number of malicious source peers (MSPN) and
malicious recommending peers (MRPN). From the figures we can see the more
the P2P system has malicious peers, the more the cycle number is needed to pitch
on 12 or 13 trusted peers. And under the condition of same number of malicious
peers, pitching on 13 trusted peers need more cycle number than pitching on 12
trusted peers. In the same number of malicious peers and same trusted peers
chosen, our improved method needs less cycle number than EigenTrust Model.
Our improved method has higher performance of choosing trusted peers.

We also have done some experiments to test how much of the learning parame-
ter α is most suitable in our trust and reputation mechanism, which is illustrated
in Fig. 8. Learning parameter α represents the importance of direct experiences.
In CMRSPTM experiments for comparing the performance of EigenTrust Model
and our improved method, we set α = 0.7 as a default value. In fact learning
parameter can affect the trust mechanism’s performance very much. We set the
malicious source peer number as 25, the malicious recommending peer number
as 30, α is from 0.4 to 0.8, we record the cycle number needed when 12 or 13
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Fig. 5. CMSRPTM 12 Peers Chosen
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Fig. 6. CMSRPTM 13 Peers Chosen

trusted peers is pitched on steadily. We can see, when α = 0.65 the cycle number
needed is minimal in pitching on both 12 and 13 trusted peers. α = 0.65 is most
suitable to our improved global trust value computing mechanism.
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Fig. 7. Global Trust Value
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Fig. 8. The Effect of Learning Parameter

7 Conclusion and Future Work

From the simulation we can see our improved method of choosing trusted source
peers in P2P system has higher performance than other related trust mechanism.
We add the recommendation value concept to find out the unfair or malicious
ratter or the recommending peer. Many other related trust model could not filter
the unfair recommendations well. We also define the indirect trust value sum-
ming operator to replace traditional summing, and define the recommendation
value multiplying operator to replace traditional multiplying. This way avoids
repeating recommending direct experiences and solves the recommending cycle
problem.

In the future, we will redefine the indirect trust value summing operator and
recommendation value multiplying operator, because the Maximal operating and
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Minimal operating lost lots of information in the computing process. We also will
use fuzzy relation theory to describe the trust or recommendation relationship.
And we will use the way of fuzzy clustering to choose the trusted source peers
in P2P system.
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Abstract. In order to achieve the optimum theoretical network values as 
described in this paper, it is necessary to provide a link between Information 
Technology (IT) and Social Network (SN) considerations.  Since for an SN in 
an on-line community the characteristics of both individual participants and the 
group organization can be expressed in the same graph, the SN can be related to 
the IT design because the organization aspects of the SN are relevant to the 
network communities formed by the IT network.  As an example of an 
application using both IT and SN aspects, a novel trusted priority control 
method for VPNs is proposed as a case study and its effectiveness is 
demonstrated. 

1   Introduction 

On-line communities on the Internet, using mobile phones, pervasive computing and 
distributed processing technologies, are growing fast and spreading widely. In addition, 
some social issues, such as the sharing and utilizing of knowledge in a community, or 
the trust in a community, are becoming important issues for a variety of organizations 
for enhancing the activities of communities. Analyzing the relationship between IT 
(Information Technology) and social issues calls for a sociotechnical research 
approach, and some research results using this approach have been published [1]. 

A network consists of a social network plane and an information network plane.  
Normally these two network planes have been investigated independently.  However, 
in order to implement a network model which can be adopted widely in society, 
network researchers have to consider both planes simultaneously, because the groups 
in the social network become the on-line community in the information network.  

In this paper, an integrated network architecture based on sociotechnology is first 
described. Next, it is proposed that the centrality of affiliation networks in the social 
network plane can be used for the priority control in the information network.  
Finally, a case study relating to priority control in VPNs is discussed. 

2    Integrated Network Architecture Based on Sociotechnology 

Pew Inc. has researched the relationship between the Internet and social networks [2]. 
This report mentions the impact of the existing internet, based on current technology, 
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on social network. There is no report which evaluates the effects of new technologies, 
such as P2P or ubiquitous computing. There is also no study about the relationship 
between network value and the social network. 

Dr. Reed researched a combination of the influence of the information network and 
that of the social network, and discovered that the network value in a communication 
network is dependent upon the number of on-line communities and the size of each 
community [3].   Since an on-line community can be considered to be a group in a 
social network, the information network plane can be related to the social network 
plane by using the number of the groups, as shown in Fig.  1. The network value can 
be increased by a design which controls not only technological parameters which 
cover end-to-end traffic performance, error rate, reliability, security and usability, but 
also movement in the social parameters, which include the social network, so that the 
number of groups and the size of each group can be increased.   
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Fig. 1.  Integrated Network Architecture 

    Reed’s law applies to on-line communities on the Internet, where all sorts of chat 
rooms, message boards, blogs and auction markets have added new ways for people 
to form groups online.  This means that the power of a network that enhances social 
networks on the information networks increases exponentially with the number of 
different human groups that can use the network increases. 

However, this idea is based on the premise that every network participant would be 
able to find all the members and groups of interest to him/her, to connect to these 
members, and then to participate in these groups.  This premise is not realistic.  The 
scale of group composition, that is the size of each group, should be considered at 
least. According to Dr. Dunbar, an anthropologist who studied the scale of group 
behavior of primates and its relation to the size of the relevant part of the brain, 



270 N. Yoshikai 

natural groups of around 150 persons are likely to be formed in human society, 
regardless of the function and the purpose of the group [4].  This hypothesis implies 
that a group composition of more than about 150 persons is unrealizable on account 
of processing restrictions in the human brain. 

Since the group size with the number of the maximum members which constitutes 
one group is given by the number of combination of group composition, the network 
value can be expressed as equation 1 [5].   

 

(1) 

where K means the number of members in a group and m is the maximum number of 
K, N is the number of all members.                                                                               

The value of a network is greatly influenced by the number of members in a group.  
In order to augment the potential value of a network, it may be seen that technology 
which encourages an increase in the number of members in a group is very important. 

In existing networks based on the Internet, there is no network where every group 
is connected to every other group.   Moreover, as there are groups on which many 
links are concentrated, known as "HUBs", a layered or hierarchical structure should 
also be considered. Since these factors limit the number of links, the potential value of 
the existing network is decreased.  The amount of reduction depends on the purpose 
and characteristics of the groups in the network.  Since the average life time of the 
groups also changes dynamically, it is very difficult to formulate a general analytical 
solution for the network value.  Since these restrictive factors are items relating to 
network composition or structure, it may be possible to solve these issues technically 
and organizationally, except with regard to the restriction due to the human brain’s 
processing ability.  Therefore, the value of a network which corresponds to groups of 
150 members is considered to be a kind of theoretical limit. 

In order to realize the theoretical limit of network value, it is necessary to study the 
following three items: 

• How to form groups easily and  as wide an extent as possible.   
• How to increase the number of members in a group as much as possible. 
• How to form connections between groups as effectively as possible.   

Many technologies for a network community have been studied and put into 
practical use.  Consequently, many widespread on-line community groups have been 
realized easily. However, in many cases the subsequent management and operation of 
the community don’t work well. A method of organization management which 
utilizes the social network is effective in solving this problem.  Specifically, a social 
network is first created by monitoring the behavior of every user in the network. 
Evaluation parameters including Degree, Vulnerability, Closeness Centrality, 
Betweenness Centrality, and Information Centrality [6, 7] can be derived from the 
social network, so that the characteristics of the organization activities of the member 
between the groups, or in a group, can be described quantitatively.  As a result, a 
member who is at the core of a group, or a link which is a hindrance to activity can be 
identified.  This data is useful in improving the network value, because the number of 
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groups and the link distributions can be changed on the basis of this data.  This means 
that the efficiency of the group activity can be increased by using this data, so 
improving the information network and the social network.  For example, if social 
network evaluation shows that the position of one person who is expected to be a 
leader has no centrality in the group, the connections in both the social network and 
the information network have to be changed so that his/her position is centered in the 
group.  This kind of social data can be also used for the trusted priority control in the 
information network.  

3    Affiliation Network and Priority Control for Information 
Network Design  

3.1   Network Design Based on Social Network Analysis 

In conventional network traffic engineering, which aims to enhance the usage ratio of 
the network and to optimize network performance, the usage of network resources 
and network performance are measured, and, based on the measured data, traffic 
control parameters are selected, routing tables are adjusted, network resources are 
classified, and priority control is applied. The degree of importance of data carried in 
the network is indicated by the users, and the network is designed and controlled on 
the basis of this user-indicated data. However, it is not always best to leave the 
responsibility of prioritization to users in this way. 

Take, as an example, the case where a group with its members dispersed in a 
number of locations is given the responsibility of developing a new product, and the 
group members communicate with each other over a virtual private network (VPN) 
within their organization or company. To engineer this network, the estimated volume 
of data to be generated by the group, and the reliability and security requirements are 
first collected, and the required functionality is determined. Then, paths are logically 
dimensioned and the routes for the physical links are determined. Usually, a network 
configuration so designed will reflect, in one way or another, the social network 
within the project group, which is characterized by the positions and authorities of 
individuals in the group. For example, links are usually set up to the project leader, 
who is in the central position, and the priority control for traffic is designed around 
the leader. However, a social network is usually built gradually, based on the purpose 
and activities of the group on the network. It is normal for the structure of the social 
network to be invisible to the network administrator, or even to users. It is not unusual 
for there to be both the nominal leader and a real leader in a group, or for users who 
function as brokers to emerge. It is usually the case that, as group activities proceed, 
core members emerge. They make practically all the key decisions and take charge of 
important matters, and most information tends to be directed to these members. Such 
core members are not necessarily closely associated with official positions within the 
group. In spite of the fact that the group cannot function well if the roles played by the 
core members are disregarded, conventional network design has not been based on 
information about such a social network. 

If core members should remain disconnected for some time from the real network, 
the group would cease to function well. Therefore, it is necessary to provide some 
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redundancy and ensure high reliability for links between core members. To enable a 
group to function well through communication over the real network, it is necessary 
to build the real network in a way that the emergence of such key members in the 
group, and the implications for reliability requirements, are taken into account in the 
traffic engineering and reliability design, in particular, information management and 
the information transfer algorithms. 

Figure 2 shows the functional diagram of a network design system that takes the 
analysis of the social network into consideration. 
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Fig. 2. Network Design Using Social Network Analysis 

This system consists of the user interface, a network database, a user information 
database, and functions for the gathering of network information, network design, 
network setup, and social network analysis. The system is connected to the real 
network, to which user terminals are also connected. The network information 
gathering part gathers the configuration and operational status of devices within the 
real network, and the operational status of the network itself. It also gathers 
information about the individuals using the network.  Specifically, it gathers the 
personal number and location information of each user, which are used for user 
authentication. It then stores these items of information in the network database and 
the user information database as appropriate. 

Specifically, the network information includes the communication capacity of each 
device within the network, the connection configuration between the devices, the 
capacity of each of the links (active and standby) connecting the devices, and the 
volume and distribution of traffic on the real network. The user information includes 
(1) the information needed for user authentication, such as user ID, password, time 
stamp, and electronic certificate, (2) information about the group in which the user 
participates, (3) information about the ranking of the services and groups the user may 
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access in the future, (4) information identifying the user location, such as the terminal 
being used and the location of that terminal, (5) information about the relationship 
between signed-in users, and (6) the type and volume of information that has flowed 
between users. 

The user interface accepts requests from the network administrator or users. 
Specifically, a request includes the service class (quality requirement for the real 
network), the end-to-end quality of the link to be set up (delay, bandwidth, and 
reliability), and information about the group to be formed over the real network 
(member names, the relationship between members, etc.). 

The network design part designs the real network based on the requests from the 
network administrator or users, the network configuration information stored in the 
network database, and the user information stored in the user information database, 
and then saves the network design information into the network database and the user 
information database. 

The design sequence is as follows. First, the social network is analyzed based on 
given user information, which identifies the centrality and vulnerability within each 
group and between groups. Next, based on this result, the capacity required of each 
device and each link within the real network as well the required reliability measures, 
such as the provision of multiple links, are determined. 

The network setup part configures the real network based on the design results 
from the network design part and the network information stored in the network 
database. 

When a user requests a service via a user terminal, the user information is delivered 
to the user information database via the network information gathering part. The user 
is authenticated on the basis of the information in the user information database, and, 
if successful, a use permission is sent to the user terminals that use the authentication 
result.  Finally, a connection is set up to enable the terminals that are the subject of the 
request to communicate with each other. 

The network design part determines whether a request from the network 
administrator or a user has been satisfied, based on the network operational status 
information stored in the network database and the analysis result from the social 
network analysis part. If the request is not satisfied, the network design part 
determines the changes required in the network configuration, the network operation 
rules, or the equipment capacities as necessary, stores the changed design data in the 
network database and the user information database, and causes the network setup 
part to reconfigure the real network based on the revised design data. 

3.2   Centrality in Affiliation Networks  

In Sociology, collectives linked through multiple memberships of participants (called 
actors) are referred to as affiliation networks.  An affiliation network consists of two 
key elements: a set of actors and a collection of subset of actors  which is a group in 
the social network.    

By belonging to an organization, individuals gain various possibilities as well as 
restrictions on their behavior. At the same time, interactions with other individuals 
both within and outside the organization change both the organizations and 
individuals. Those individuals who belong to a number of organizations can act as a 
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bond between the different organizations, thereby enhancing their centrality in their 
organizations. By belonging to a higher-class organization, an individual can gain 
higher centrality. Moreover, an organization that acquires an individual with higher 
centrality can gain higher centrality for itself. This duality of person and group can be 
identified through the analysis of centrality on an affiliation network based on the 
graph theory. [8] 

The definition of centrality and the method of calculating it are described in [8]. 
For example, “degree centrality” is based on a numerical model in which actors are 
linked to other adjacent actors. The model can be used to derive the number of other 
individuals or organizations that are directly linked to the individual or the 
organization in question. The “betweenness centrality” is a model for the degree of 
broker activity. If an actor with high centrality is removed, a large number of other 
actors may suffer disruption to their mutual associations. This means that the 
organization has high vulnerability. “Flow centrality” is an extension of betweeness 
centrality, obtained by associating it with a value-associated graph from a network 
flow viewpoint. Flow centrality permits the attachment of a weight to each link. 

Conventionally, the main use to which qualitative information on the centralities of 
a group active in a social network has been has been put is for group management, 
such as the evaluation of the activities of each individual and the review of the status 
or role of each individual. We have chosen to apply this information to the 
configuration and control of an information network. 

3.3   Social Network Analysis and Its Application to Priority Control 

Social network analysis, which has been developed as a tool to make activities of an 
organization visually comprehensible, can be applied to understanding the activities 
of a community (group) created on a real network, on the basis of exchanges of 
emails between members and the content of blogs. “Centrality within a social 
network”, which can be derived as one of the analysis results, is an important 
parameter indicating who is the central figure in the group’s activity, and how 
vulnerable the group is if that individual is removed from the group. The parameter is 
also useful for the design of a real network. In other words, in a LAN or VPN, which 
uses user authentication to permit only specific users to access the network, the 
relationships between users can map onto the links on the real network through IP 
addresses and the personal information of the users. Therefore, centrality within a 
network can be used in the design of  a trusted  priority control of traffic and 
reliability control on the real network. The method of centrality analysis in a social 
network is described in detail in [6]. 

4   Case Study 

The application of the analysis of the activity of a group created on the network to the 
design of a real network is illustrated in the following case study. 

Figure 3 illustrates a situation where there are 10 users active on the network and 
the users belong to 6 different network communities (groups). Since the upper row 
indicates the individuals and the lower row the groups, this graph is called a bipartite 
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graph. The adjacent matrix of this graph is shown in Fig. 4. Generally, if there are n 
individuals and m groups, the matrix is an (n+m) x (n+m) square matrix. The matrix 
consists of the individual part and the group part. 

The degree centrality and the betweenness centrality of Fig. 3 can be derived as 
follows. 

4.1 Degree Centrality Model 

In a bipartite graph, the centrality of an individual and the centrality of a group can be 
derived by calculating the matrix diagonal of X=AAT (where AT is a transpose of A 
matrix.  In this case, the result is {1,1,3,3,2,2,2,3,1,3,4,3,2,4,4,4} This value 
represents the centrality derived from the entire picture of the network, including both 
individuals and groups. Using X, it is also possible to evaluate individuals and groups 
separately. Specifically, the n-th column of the non-matrix diagonal in X represents 
the number of groups to which a pair of individuals belongs. Therefore, the sum of a 
row can be considered to express the degree of the group activity by an individual.  
Since the sums of the (n+1)-th row to the m-th row of the non-matrix diagonal in X 
represents the number of members in each group, it can be considered to express the 
activities of individuals in each group. Let us call the centrality model derived from 
the entire picture of the network Model 1, and the centrality model in which groups 
and individuals are evaluated separately Model 2. Table 1 shows the result of 
calculating centrality for the bipartite graph in Fig. 3. In conventional network 
design, if several members are at the same rank, priority is given to the members with 
the largest number of links connected to them. Therefore, users 3, 4, 8 and 10 are 
given the same priority because they all have 3 links and are at the same rank. 
However, in terms of the activity in the group, user 10 has the highest activity, 
followed by users 3 and 4, and by user 8.   In other words, in both models 1 and 2, 
user 10 is most strongly linked to other members, and thus is considered the leader of 
the group. If we assume that the number of links is proportional to the degree of 
activity within the group, user 10 is the most active member, and it is desirable to 
ensure that sufficient bandwidth and adequate links, including some spare bandwidth 
and links, are allocated for user 10 in the network. 
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12 13 14

1~10: Users     1~16 Groups

15 1611

1 2 3 4 5 6 7 8 9 10

12 13 14
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Fig. 3. Example of Bipartite Graph Fig. 4. Adjacent Matrix of Fig.3 
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4.2   Betweenness Centrality Model 

Betweenness centrality can be determined by calculating the number of links that pass 
through the point in question  by using the simulator [9]. 

The betweenness centralities obtained for the social network shown in Fig. 3 are 
given in Table 1. User 3 has the highest score from the viewpoints of both the overall 
network and personal betweenness, and thus plays the highest broker role. Therefore, 
it is desirable that duplicate or multiple links be provided for user 3 so that the service 
of user 3 will not be disrupted. 
    Besides this cen-
trality, it is possible to 
create a flow-centric 
model, which represents 
the weighted network 
flows of communication 
traffic. The result of this 
analysis is a social 
network model based on 
the data on the real 
network, which can be 
effective for use in 
priority control and reli-
ability control of the real 
network. 
    The network control 
over a VPN using Multi-
Protocol Label Swit-
ching (MPLS) takes the 
social relationship given 
in Fig. 3 into consider-
ation. A server-client 
type information deli-
very system is consi-
dered here. An MPLS 
network consists of edge 
nodes  (label edge 
routers), which generate 
labels for incoming data, 

Table 1. Centrality data of Fig.3 
 

              Degree 

Model1 Model2 Model1 Model2
1 1 3 0 0
2 1 3 0 0
3 3 8 48.93 17.136
4 3 8 46.62 14.832
5 2 3 11.76 0.504
6 2 6 3.78 0.504
7 2 6 9.03 3.168
8 3 7 26.46 3.168
9 1 3 0 0

10 3 9 23.94 4.68
1(11) 4 4 58.17 0
2(12) 3 5 30.03 1.66
3(13) 2 3 10.08 0.66
4(14) 4 6 25.41 0.66
5(15) 4 5 55.86 1.66
6(16) 4 7 50.4 3.34
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and core nodes (label switch routers), which handle MPLS packets based on the labels 
attached to them. The IP priority information written in the header of an IP packet 
sent from a user terminal is written into the service class in the header of the MPLS 
label. The MPLS network performs priority control based on this priority information. 
Since the priority of each user can be determined on the basis of an analysis of the 
associated social network, it is possible to apply sophisticated priority control 
involving ranking by using multiple labels. 
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For the social network shown in Fig. 3, the following design parameters can be 
derived for use in priority control that takes centrality into consideration. In this 
particular case, user 10 has the highest number of links to other members, and thus is 
the most likely to be affected by highly fluctuating traffic of other users. A reverse 
case also tends to happen.   

Therefore, it is desirable to ensure uninterrupted data flow to and from other users 
by providing a high-capacity link between the server and the terminal of user 10, and 
a mirror server for the data which user 10 transmits.   It is also desirable to provide 
two alternative routes between the server and user 3, who tends to function as a 
broker in the group activity.  

Let us assume that both user 4 and user 5 who are connected to the same edge 
node, and that  user 5 has a lower activity than user 4.   User 4 belongs to groups 11, 
12 and 16. The importance of each packet sent by user 4 depends on the rank of the 
group to which the packet is destined. User 5 belongs to groups 12 and 13. If group 12 
is the highest ranking group on the network, it is important to ensure that user 5 can 
send information to the members of group 12. Therefore, for the edge node to which 
users 4 and 5 are connected, it is advisable to send low-priority packets from user 4 on 
a low-speed, low-capacity link while sending high-priority packets from user 5 on a 
high-speed, high-capacity link.  

5   Conclusion 

In order to achieve the optimum network value, this paper has proposed a method of 
network design based on a network architecture that integrates the information 
network and the social network that share the same groups. As a specific example of 
application, a method of using the analysis of a social network for the design of an 
information network has been presented. Using a simple user group model, a possible 
design of priority control in an MPLS network has been derived. As a result, it has 
been shown that, by adding the analysis of a social network to the priority control, 
which has traditionally been based on traffic characteristics and priority information 
provided by the user, it is possible to implement network design which is better 
aligned with the activities of the groups on the network. 

The author plans to verify the relationship between the analysis of a social network 
and its group activity on the information network, and to develop an integrated 
network simulator. 
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Abstract. Trust plays an important role in a software system, especially when, 
the system is component based and varied due to component joining and leav-
ing. How to manage trust in such a system is crucial for embedded devices, 
such as mobile phones. This paper presents a trust management solution that 
can manage trust adaptively in a component based software (CBS) system. We 
develop a formal trust model to specify, evaluate and set up trust relationships 
that exist among system entities. We further present an autonomic trust man-
agement architecture that adopts a number of algorithms for trust assessment 
and maintenance during component execution. These algorithms use recent ad-
vances in Subjective Logic to ensure the management of trust within the CBS 
system. 

1   Introduction 

The growing importance of software in the domain of mobile systems introduces  
special requirements on trust. The first requirement is that any software design must 
support a product-line approach to system development. This normally implies that 
system software consists of a number of components that are combined to provide 
user features. Components interact over well defined interfaces; these are exported to 
applications that can combine and use the components to provide features to consum-
ers. Thus, common components can be effectively shared by applications. A typical 
feature of mobile devices with CBS is to allow addition of components after deploy-
ment, which creates the need for run-time trust management.  

From system point of view, trust is the assessment of trustor on how well the ob-
served behavior (quality attributes) of trustee meets trustor’s own standards for an in-
tended purpose [1]. From this, the critical characteristics of trust can be summarized, 
it is: subjective, different for each individual in a certain situation; and dynamic, sen-
sitive to change due to the influence of many factors. Therefore, we need a proper 
mechanism to support autonomic trust management not only on trust establishment, 
but also on trust sustaining. 

Most trust management systems focus on protocols for establishing trust in a par-
ticular context, generally related to security requirements. Others make use of a trust 
policy language to allow the trustor to specify the criteria for a trustee to be consid-
ered trustworthy [2]. Grandison and Sloman studied a number of existing trust man-
agement systems in [2]. These systems evaluate a viewpoint of trust that is quite 
closely tied to systems that implement access control or authentication. In [3], 
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SULTAN framework provides the means to specify, and evaluate trust relationships 
for Internet applications. However, its computational overhead means it is not feasible 
inside an embedded system, especially in the role of trust monitor and controller. 

The evaluation of trust, only when a relationship is set up, does not cater for the 
evolution of the relationship from its stated initial purpose to accommodate new 
forms of interaction. Furthermore, the focus of the security aspect of trust tends to as-
sume that the other non-functional aspects of trust, such as availability and reliability, 
have already been addressed. 

At present, there is no common framework to enable trust management in a com-
mercial CBS system, even though there is a pressing need to support a range of new 
applications. This framework must support autonomic trust management through trust 
assessment and maintenance over the dynamic CBS system, consisting of different 
functionalities provided by various disparate companies. We need technologies for the 
development and validation of the trusted systems based on the integration of multi-
party software while at the same time reducing the cost and integration time. The re-
search described in this paper is an initial attempt at addressing some of these needs, 
which aims to establish trustworthy middleware architecture for the embedded sys-
tems with CBS. 

This paper introduces an autonomic trust management solution that supports  
dynamic changes of trustworthiness in the CBS system. The main contributions of 
this paper are: a formal trust model that specifies the trust relationships for the CBS 
systems or devices; an autonomic trust management architecture that incorporates the 
new trust model allowing explicit representing, assessing and ensuring of the trust  
relationships, and deriving trust decisions in a dynamic environment; and a range of 
algorithms for incorporating trust into a system, demonstrating the feasibility of the 
architecture. 

The rest of the paper is organized as follows. Section 2 specifies the problems we 
need to overcome. Section 3 presents a formal trust model we will apply into the 
autonomic trust management in the CBS systems. Section 4 details the design of trust 
management framework and develops algorithms for the autonomic trust manage-
ment. Finally, conclusions and future work are presented in Section 5. 

2   Trust in CBS Systems 

In mapping trust to the CBS systems we can categorize trust into two aspects: trust in 
the component, and trust in a composition of components. For the component-
centered aspect we must consider trust at several decision points: at download time 
and during execution. At a component download time, we need to consider whether a 
software provider can be trusted to offer a component. Furthermore, we need to pre-
dict whether the component is trustworthy for installation. More necessarily, when the 
component is executed, we have to ensure it can cooperate well with other compo-
nents and the system provides expected performance and quality. The trust relation-
ship changes during the above procedure.  

When discussing a CBS system, the execution of components in relation to other 
entities of the system needs to be taken into account. Even though the component is 
trustworthy in isolation, the new joined component could cause problems because it 
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will share system resources with others. This influence will impact the trustworthiness 
of the system. Consequently, the system needs mechanisms to control its perform-
ance, and to ensure its trustworthiness even if internal and external environment 
changes. Additionally, some applications (e.g. a health care service) need special sup-
port for trust because they have high priority requirements, whereas game playing ap-
plications, while exhibiting similar functionality (e.g. a network connection) will not 
have the same priority. Therefore, system-level trustworthiness is dependent on the 
application domain, so the system needs a trust management framework that supports 
different trust requirements from the same or different components. This paper mainly 
focuses on the autonomic trust management for CBS at system runtime. 

3   A Formal Trust Model 

Trust involves two roles: a trustor (tr) and a trustee (te). In a CBS system, a trustor 
can be a system user or the user’s representatives (e.g. a trusted computing platform 
and its protected trust management framework). A trustee is the entity who holds the 
essential competence and quality to offer the services the trustor expects. Since trust 
is subjective, the trust is greatly influenced by a trustor’s policy (py). Trust is also dy-
namic and is related to the context (ct) of the trustor and the trustee, for example, time 
(t), environment (e) and the intended purpose (p). Most importantly, it is mainly in-
fluenced by the trustee’s competence, performance and quality. Some quality attrib-
utes of a trustee (qa) behave as referents for trust assessment. A referent will be 
evaluated based on evidence (ev) collected from previous experience of the trustor or 
other entities (e.g. recommenders). The result of a trust assessment could be a value 
set (b, d, u) that reflects the trustor’s opinion (op) on the trust. This opinion is de-
scribed as a 3-tuple: belief, disbelief and uncertainty [4]. 

3.1   Definitions 

A CBS system can be represented as a structure ),,( ORE , where E  represents the set 

of the system entities, R  the set of trust relationships between the entities, O  the set 
of operations for the management of such trust relationships.  

1) CBS system entities: 
These entities can be any parties that are involved into or related to the CBS sys-

tem. These entities include a CBS system user, a component consumer, a component 
provider, a service, a component (composition of components), an application, a sub-
system and a system, as well as an operation or a mechanism provided by the system. 

An application is a software entity that provides a set of functions to a user. A 
component is a unit of trading that may contain multiple services. A service is a unit 
of software instantiation that is contained in a component and conforms to a compo-
nent model. A system is a combination of a platform, a set of components, a runtime 
environment (RE) and a set of applications that can provide a user with a set of func-
tions. A platform provides access to the underlying hardware. The relationships 
among above entities are described in Figure 1. 
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Fig. 1. Relationships of CBS system entities 

2) Trust relationship 
A trust relationship in a CBS system can be specified as a 6-tuple { pytetrTR ,,,=  

( ) ( )}udbopevpetct ,,,,,,, which asserts that entity tr trusts entity te with regard to tr’s 

trust policy py in the context ct(t,e,p), based on the evidences of te: ev, and op(b,d,u) 
indicates the trust valuation. 

Where: 
• tr and te are subsets of the set of system entities( E ). 
• py is the subset of the set ( PY ) of all policies regarding trust management. 

{ }crepirtoPY ,,,= , where to is a threshold opinion for trust, 

{ }nqaqaqaqa iririririr _3_2_1_ ,...,,,=  is the importance rates of different quality at-

tributes qa of the te, and ep is the policy about the evidence used for the trust 
assessment. cr ( { }nqaqaqaqa tvtvtvtvcr _3_2_1_ ,...,,,= ) is the criteria for setting posi-

tive or negative points on different quality attributes (refer to section 4.3 for de-
tails). It specifies the trusted values or value scope of different factors reflecting 
the quality attributes of the trustee.  

• ct(t,e,p) expresses the context of the trust relationship, in which t is the time 
constraint during which the relationship is valid, e is the environment of the 
trust relationship (e.g. system configurations and the domain the system lo-
cated), and p is the purpose of establishing the trust relationship.  

• ev=(qa, rn) denotes the evidences of quality attributes, where rn is a subset of 
recommendations RN , and qa is the subset of the set  

( )
( ) .

...ilitymaintainabty,adaptability,availabili y,reliabilit

;; ;safetyintegrity, ality,confidentisec
=

itydependabil

usabilityreputationurity
QA  Each qual-

ity attribute has a number of factors that are referents of it. These factors can be 
quantified and thus monitored. For example, the ‘availability’ quality attribute 
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can be reflected by uptime and response time. The trust adaptability can be 
measured as MTTS/(MTTE+MTTS+MTTB), where MTTB is the mean time of 
response regarding trust relationship break, MTTS is the mean time of trust sus-
taining and MTTE is the mean time for trust establishment and re-
establishment. The QA has a tree-like structure, which benefits the reasoning of 
trust problems. 
A recommendation can be expressed as ( )ctoptererrrn ,,,,= , where it asserts 

that rr recommends re that rr holds opinion op on te in the context of ct. Note 
that ( )ctoptererrrn ,,,,=  is one kind of evidence. 

• op(b,d,u) is the trust assessment result of this trust relationship. It is probabili-
ties of opinion on te regarding belief (b), disbelief (d) and uncertainty (u). Par-
ticularly, b, d, and u satisfy: 1=++ udb , and 1,,0 ≤≤ udb . Herein, belief 
means the probability of the entity te can be trusted by the entity tr; disbelief 
means the probability of te can not be trusted by tr; and uncertainty fills the 
void in the absence of both belief and disbelief. Particularly, the bigger the 
value of b, d, and u, the more probability. 

4) Trust management operations 
The trust management operations compose a set { }came TTTTO ,,,= , where 

eT  is the 

set of operations or mechanisms used for trust establishment and re-establishment, 
mT  

is the set of operations or mechanisms applied for monitoring and collecting the evi-
dences or the factors regarding the quality attributes of the trustee, 

aT  is the set of  

operations or mechanisms for trust assessment, and 
cT  is the set of operations or 

mechanisms for controlling trust in order to sustain the trust relationship. The opera-
tions in 

eT  and 
cT  are classified in terms of enhancing different quality attributes. 

Thus the system knows which operation should be considered in order to ensure or 
support some quality attribute. 

3.2   Trust Model for Components 

The trust model for a component, given below, describes the trust specifications of all 
the operations implemented by services in the component. The trust request level 
(trust_level) indicates the importance of the operation (impl_opr). This level is up-
graded when an application requests a service. Resource and consumption specifies 
the resource requirements that the operation requires in order to provide the perform-
ance described by performance. In addition, composition rules (com_rule) are criteria 
for composing this model with other trust models. The composition rule could be as 
simple as selecting the maximum or minimum value, or as complicated as an algo-
rithm based on the relationships of service operations. How to specify a composition 
rule is beyond the scope of this paper. 

m = TM, 
where m is a Trust Model and TM is a set of tm (the trust specification 
of an operation). 

tm = (impl_opr, resource, consumption, trust_level, performance, 
com_rule), for operation impl_opr. 
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Resource = r ∈{memory, cpu, bus, net…}. 
Consumption = claim, in case resource is cpu. 
Consumption = (claim, release), in case resource is memory. 
Consumption = (claim, time), in case resource is bus. 
Consumption = (claim, speed), in case resource is net. 
Trust_level = tl ∈  TL, where TL is the set of trust level. 
Performance = (attribute, value) 
 Attribute = attr ∈  {response time, uptime, mean time of failure, mean 

time of hazard, mean time of repair,…}: a set of factors that are refer-
ents of the quality attributes. 

 Value = asserted trust value of the attribute 
Com_rule = crule ∈  CRULE, where crule is a composition rule and CRULE is a 

set of crule (composition rules for composing with other trust mod-
els) 

Crule = (cr_resource, cr_consumption, cr_trust_level, cr_performance, 
composition_type), specifying composition rules for resource, con-
sumption, trust_level and performance. 

The trust model of a component can be composed based on the composition rules. 
It has several usages. At download time, it can be used to help system trust manage-
ment framework to predict whether a component may have some trust influence on 
the system. The system firstly composes all related trust models based on their com-
position rules, and then investigates if the resource and trust requirements can be sat-
isfied. At execution time, the trust model is used by the system execution framework 
to arrange resources for the services. In addition, it could help the trust management 
framework to monitor the performance of the services (e.g. the composed perform-
ance could play as the default trust criteria for the trust assessment), thus assess if the 
component’s services and the subsystem containing the component are trusted or not. 
It could also be used to reason the trust problems at some services in a component.  

3.3   Autonomic Trust Management Model  

The trust assessment can be expressed as a 6-tuple ),,,,,( TMpyevcttetrTA = , which 

asserts that tr assesses te’s trustworthiness in the context ct, based on the tr’s policy 
py and according to evidence ev on the te’s quality and the trust model TM. The trust 
assessment result has three possibilities: 1 – trusted; 0 – distrusted; and -1 – unknown. 
Autonomic trust management can be expressed as a 3-tuple ),,( OTATRATM = , 

which asserts that operations O are applied for the trust relationship TR according to 
the trust assessment TA.  

4   An Autonomic Trust Management Architecture 

4.1   CBS System Structure 

The software architecture of a CBS system has many constraints; most of these are 
common across a range of industries and products. Therefore, although each product 
has a different software structure, a general architectural style has emerged that  
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combines component based development with product-line software architectures [5]. 
The work here is based on the Robocop Component model [6], which embodies this  
generic style. The style consists of layered development architecture with 3 layers: an 
application layer that provides features to a user; a component-based middleware 
layer that provides functionality to applications; and, a platform layer that provides 
access to lower-level hardware. Using components to construct the middleware layer 
divided this layer into two developmental layers: a component sub-layer that contains 
a number of executable components and a runtime environment (RE) sub-layer that 
supports component development. 

The component runtime supporting frameworks also exist at the runtime sub-layer. 
These provide functionalities for supporting component properties and for managing 
components. These frameworks also impose constraints on the components, with re-
gard to mandatory interfaces, associated metadata etc. The runtime environment is 
consists of a component framework that treats DLL-like components. This provides a 
system-level management of the software configuration inside a device. Each compo-
nent contains services that are executed and used by applications. The services have 
interactions with other services; they consume resources; and, they have trust models 
as described in 3.2 attached. 

For some of the frameworks in the runtime environment, they have to be supported 
with platform functionality. For example, for resource framework, support for re-
source usage accounting and enforcement is required from the platform layer. In 
terms of trust management, the platform needs to provide security mechanisms, such 
as access control, memory protection and encryption/decryption. In this case the secu-
rity framework offers functionality for the use of security mechanisms, provided by 
the platform, to develop and maintain a secure system. The platform layer also pro-
vides trusted computing support on the upper layers [7, 8]. 

Placing trust management inside this architecture means linking the trust manage-
ment framework with other frameworks responsible for the component management 
(including download), the security management, the system management and the re-
source management. Figure 2 describes interactions among different functional blocks 
inside the running environment sub-layer. The trust management framework is re-
sponsible for the assessment on trust relationships and trust management operations, 
system monitoring and autonomic trust managing. The download framework requests 
the trust framework for trust assessment about components to decide if to download a 
component and which kind of mechanisms should be applied to this component. 
When a component service needs cooperation with other components’ services, the 
execution framework will be involved, but the execution framework will firstly  
request the trust management framework for decision. The system framework takes 
care of system configurations related to the components. The trust management 
framework is located at the core of the runtime environment sub-layer. It monitors the 
system performance and instructs the resource framework to assign suitable resources 
to different processes. This allows the trust management framework to shutdown any 
misbehaving component, and to gather evidence on the trustworthiness of a system 
entity. Similarly, the trust management framework controls the security framework, to 
ensure that it applies the necessary security mechanisms to maintain a trusted system. 
So briefly, the trust management framework acts like a critical system manager,  
ensuring that the system conforms to its trust policies.  
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Fig. 2. Relationships among trust framework and other frameworks 

4.2   Trust Management Framework 

Figure 3 illustrates the structure of the trust management framework. The trust man-
ager is responsible for trust assessment and trust related decision-making, it closely 
collaborates with the security framework to offer security related management. The 
trust manager is composed of a number of functional blocks: 

- Trust policy base saves the trust policy (py) regarding making trust assessment 
and decision.  

- Recommendation base saves various recommendations. 
- Experience base saves the evidence Qa(ev) collected from the CBS system itself 

in various contexts; 
- Decision/reason engine is used to make trust decision by request. It combines in-

formation from experience base, recommendation base and policy base to con-
duct the trust assessment. It is also used to identify causes of trust problems. 

- Mechanism base saves opinions regarding the mechanisms in eT  and cT  that are 

supported by the system and attached to special context or configurations. 
- Selection engine is used to select suitable mechanisms to ensure the system’s 

trust in a special context. 
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Fig. 3. A structure of trust management framework 

In addition, recommendation input is the interface for collecting recommendations. 
Policy input is the interface for the CBS system entities to input their policies. Trust 
mechanism register is the interface to register trust mechanisms that can be applied in the 
system. Quality attributes monitor is the functional block used to monitor the CBS sys-
tem entities’ performance regarding those attributes that may influence the trust. The trust 
manager cooperates with other frameworks to manage the trust of the whole system. 

4.3   Trust Assessment at Runtime 

There are several existing mechanisms that can be applied for assessing trust through 
the evidence. Here subjective logic (SL) [4] has been chosen as the formal base for 
trust assessment because of its sound mathematical foundation in dealing with eviden-
tial beliefs; and the inherent ability to express uncertainty explicitly. Subjective Logic 
consists of a belief model called opinion and set of operations for aggregating opin-
ions. Herein, we apply a simplified scheme of the Subjective Logic as in [9, 10]. We 
use seven SL operators to illustrate how to assess trust based on the formal trust 
model and the trust management framework. (Refer to Appendix for Definition 5-7, 
and [9, 10] for Definition 1-4.) 

Definition 1. (Bayesian Consensus) – operator ⊕ : This operator can be used to com-
bine opinions of different entities on the same entity together. For example, it can be 
used to combine different entities’ recommendations on the same entity (e.g. a ser-
vice) together.  

Definition 2. (Discounting) – operator ⊗ : This operator can be used to generate opin-
ion of a recommendation or a chain of recommendations. For example, it can be used 
by an entity (trustor) to generate an opinion on a recommendation. 

Definition 3. (Conjunction) – operator ∧ : This operator can aggregate an entity’s 
opinions on two distinct entities together with logical AND support.  
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Definition 4. (Disconjunction) – operator ∨ : This operator can aggregate an entity’s 
opinions on two distinct entities together with logical OR support.  

Definition 5. (Adding) – operator : This ad hoc operator can be used to combine the 
opinions on a number of the trustee’s quality attributes. The combination is based on 
the importance rates of the attributes. 

Definition 6. (Opinion generator) – operatorθ : This operator is used to generate an 
opinion based on positive and negative evidence. Note that )(xop stands for the opin-

ion on x and )1.( qaxop stands for the opinion on x’s quality attribute qa1.  

Definition 7. (Comparison) – operator op≥ : This operator is used to compare two 

opinions, especially to decide if an opinion is over a threshold presented by another 
opinion and order a number of opinions. 

At runtime, the quality attribute monitor monitors the trustee’s performance with re-
spect to its quality attributes. In the experience base, for each quality attribute, if the 
monitored performance is better than the criteria (saved in the policy base), the posi-
tive point of that attribute is increased by 1. If the monitored result is worse than the 
criteria, the negative point of that attribute is increased by 1. The opinion of each 
quality attribute can be generated based on the opinion generatorθ . In addition, based 
on the importance rates of different attributes ir, combined opinion on the trustee can 
be calculated by applying the operator . By comparing to the trust threshold opinion 
(to), the decision engine can decide if the trustee is still trusted or not. The algorithm 
for trust assessment at runtime is described as below. 

Initialization 
te: the assessed target (a system or subsystem or a service) 
py(to, ir, ep, cr): the policy on te: 

0__ == iqaiqa pn ; 2_ =iqar ; ),...,1( ni =  

op(qa_i) = (0,0,1); op(te) = (0,0,1) 
 

1. Monitor te’s performance regarding te’s quality attributes in 
specified period t. 

2. For ),...,1(_ niiqa =∀ ,  

 If the monitored result is better than iqatvcrpy _.. , ++iqap _ ; 

 Else, ++iqan _  

3. For ),...,1(_ niiqa =∀ , calculate the opinion: 

),,()_( ___ iqaiqaiqa rnpiqaop θ= . 

4. Based on the importance rates on different attributes, calcu-

late a combined opinion: { }
=

=
n

i
iqa iqaopirteop

1
_ )_(,)( . 

5. If topyteop op .)( ≥ , make trust decision; else, make distrust de-

cision. 
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4.4   Algorithm for Autonomic Trust Management  

Autonomic trust management includes several aspects. 

- Trust establishment: the process for establishing a trust relationship between a 
trustor and a trustee. The trust establishment is required when a component or a 
bundle of components is downloaded and installed at the system. 

- Trust monitoring: the trustor or its delegate monitors the performance of the 
trustee. The monitoring process aims to collect useful evidence for the trust as-
sessment. 

- Trust assessment: the process for evaluating the trustworthiness of the trustee 
by the trustor or its delegate. The trustor assesses the current trust relationship 
and decides if this relationship is changed or not. If it is changed, the trustor 
will make decision which measure should be taken. 

- Trust control and re-establishment: if the trust relationship will be broken or is 
broken, the trustor will find reasons and take some measure to control or re-
establish the trust. 

Trust management operations applied by the system are registered at the mecha-
nism base with its attached context ct. The opinions on all trust management opera-
tion are generated at the mechanism base. Based on a trust assessment result, if the  
result is trusted, increase the positive point of the applied operations by 1. If the result 
is distrusted, the trust manager reasons the problem based on the structure of QA and 
finds out the operations that cannot ensure a trust. At the mechanism base, the system 
increases the negative point of those operations by 1. The opinions on all applied trust 
management operations can be generated based on the opinion generatorθ . If the 
opinions on some operations are below threshold, or the trust assessment result is not 
trusted, the operations that raise problems should be upgraded or replaced by better 
ones. At the selection engine, we select suitable operations based on the following 
mechanism. For each composition of a set of operations, we generate a common opin-
ion on it through combining the opinion of each operation. If the combined opinion is 
above the threshold, we save it. By ordering all possible compositions, we can select 
one composition with the highest opinion belief via applying operator op≥ . The algo-
rithm for the trust assessment on the operations and the operation selection is  
described below.  

 
Initialization 

Considering ATM = (TR,TA,AO) 

{ } ),...1(_ niiaoAO == : the trust management operations applied 

for TR 

0__ == iaoiao pn ; 2_ =iaor ; ),...,1( ni =  

op = op(ao_i) = (0,0,1) 
py(to, ir, ep, cr): the policy on AO 

φ=S : the set of selected operations 
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At the Mechanism Base, generate opinions on operations 

1. Do trust assessment, if 1=TA , ),...,1(_ nip iao =++  

 Else, find the operations po_i that cause the problems: 

{ } ),...,1(_ kiipoPO == )( AOPO ⊆ , POiaokin iao ∈=++ _);,...,1(_  

3. For iao _∀ , ),,()_( ___ iaoiaoiao rnpiaoop θ=  

4. If )_(. iaooptopy op≥  or 1≠TA , put ao_i (with opinion below 

threshold) or po_i into a set { } ),...,1(_ liiroRO == , upgrade 

these operations in RO with better ones 
At the Selection Engine, select suitable operations.  
For each composition of a set of upgrading operations CO, do 
4.1 Get existing opinions of new selected operations sup-

ported by the system op(co_j) (j=1,...,m) 
4.2. Aggregate above opinions 

{ } ),...,1)(,...,1()_(),_( lnimjiaoopjcoopop −==∧= , ROAOiao −∈_  

4.3. If topyop op .≥ , add CO into S  

4.4. If φ≠S , order all opinions of the operation sets in S  

using op≥ , select operation set with highest opinion be-

lief from S ; else raise warning message 

5. Go to step 1 

5   Conclusions and Future Work 

This paper is the first to develop a trust management solution for the CBS system 
based on the Subjective Logic. We have identified the trust issues in the CBS system. 
We then developed a formal trust model to specify, evaluate and set up trust relation-
ships amongst system entities. Based on this trust model, we further designed the 
autonomic trust management architecture to overcome the specified issues. This  
design is compatible with the CBS system architecture. Thus it can be easily deployed 
in practice in order to enhance the trustworthiness of the middleware software. Once 
instantiated this architecture allows explicit trust policies to be defined and managed, 
thereby it supports human device interaction and provides autonomic trust manage-
ment with the guideline of the system users. In addition, the proposed trust manage-
ment architecture will enable the trust for both system users and system internal  
entities since it supports managing the trust relationship between any two entities  
inside the CBS system. 

Desirable emerging properties can be obtained by applying this proposed trust 
management architecture to a CBS device. These include enabling the trust assess-
ment at runtime based on the system monitoring on a number of quality attributes of 
the assessed entity; autonomic trust management on the basis of trust assessment and 
auto-selection of trust management operations. These emerging properties allow the 
trust at the system runtime to be better addressed.  
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For future work, we will further refine the architecture design, improve the  
algorithms towards context-aware support and study the adaptability of this trust man-
agement solution. We are planning to build and test the trust management architecture 
inside a mobile device, to check its feasibility and to gain experience in the practical 
use for the protection of the mobile device from both malicious attacks and unfore-
seen feature interactions. The goal of this is to ensure that users have a positive  
relationship with their devices. 
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Appendix: Definitions of Additional Subjective Logic Operators  

Definition 5 (adding) – Operator  
Let }{ nqaqaqaQA ,,......, 21=  is a set of attributes that may influence an entity’s opin-

ion on a proposition. }{ nriirirIR ,......, 21=  (
=

=
n

i
iir

1

1) is a set of importance rates of at-

tributes in QA, which marks the entity’s weight of considerations on different attrib-
utes. That is iir is the importance rate of iqa . }{ nωωω ,......, 21=Ω  is a set of opinions 

about quality attributes. ( )iiii udb ,,=ω  is the entity’s opinion on iqa . Let 

),,(= udbω  be opinion such that 

=

=
n

i
iibirb

1

; 
=

=
n

i
iidird

1

; 
=

=
n

i
iiuiru

1

 

Then ω  is called the sum of iω on a proposition. 

Definition 6 (opinion generator) – Operator θ  
Let ( )udb ,,=ω  be an entity’s opinion about a proposition (or its attributes). Where 

1=++ udb  
( )rnppb ++= /  

( )rnpnd ++= /  

( )rnpru ++= /  

and p is the positive points of evidence on the proposition, n is negative points of evi-
dence on the proposition, 1≥r  is a parameter controlling the rate of loss of uncer-
tainty, which can be used to tune the use of uncertainty in the model for the require-
ments of different scenarios (we often take 2=r ). Note that other definitions on b, d 
and u can be also applied. 

This operator ),,( rnpθ  can be used for generating an opinion based on positive 

and negative evidence. 

Definition 7 (Comparison) - Operator op≥  

Given two opinions ),,( AAAA udbω  and ),,( BBBB udbω , we define op≥  as an opinion 

comparison operator, whereby BopA ωω ≥  holds, if BABABA uuddbb <<> ;; . And we 

say that opinion ),,( AAAA udbω  is over a threshold presented by ),,( BBBB udbω . 
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Abstract. A formal model of security risk assessment for an enterprise infor-
mation security is developed. The model, called the Graph Model, is 
constructed based on the mapping of an enterprise IT infrastructure and 
networks/systems onto a graph. Components of the model include the nodes 
which represent hosts in enterprise network and their weights of importance and 
security, the connections of the nodes, and the safeguards used with their costs 
and effectiveness. The model can assist to identify inappropriate, insufficient or 
waste protector resources like safeguards that are relative to the needs of the 
protected resources, and then reallocates the funds or protector resources to 
minimize security risk. An example is provided to represent the optimization 
method and process. The goal of using Graph Model is to help enterprise 
decision makers decide whether their security investment is consistent with the 
expected risks and how to allocate the funds or protector resources. 

1   Introduction 

With the rapid growth of the network technologies and the evolution of enterprise 
information systems, more and more enterprises and organizations conduct their 
transactions and services over the Internet nowadays. Businesses via Internet can gain 
more competitive advantages, but this dependence upon network will lead to lots of 
security hidden troubles. One of them that should take good consideration is virus. 
Due to the propagation property of virus, this self-replicating and propagation 
behaviors can cause the entire network to break down if one host in an enterprise is 
infected with some special virus or worms. The influence contains enterprise 
productivity and revenue; even the reputation will be affected.  

Customers will engage in Internet transaction only if they are confident that their 
personal information is secure. So the security and reliability of enterprises network 
are very important. Although a majority of enterprise have adopted some security 
technologies, most of them still suffer losses from being attacked by virus. Though 
the security risk can never be fully eliminated no matter how much money we invest 
or what countermeasure we take, it can be minimized by effective allocation of funds 
and resources. Security optimization is a way that spending the right amount of 
money on the right place to result in the least network security risk on current 
condition, and let it be more economically and efficiently. In order to have a more 
precise description and assessment of the effect of enterprise due to virus, this paper 
                                                           
∗  This research is supported by the funding 2004CB719400 of China. 
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presents a quantitative model and its associated security optimization method to 
measure and minimize the impact of security risk. 

2   Background  

One of the earliest used estimators in the computer industry was Annual Loss 
Expectancy (ALE), a quantitative method for performing risk analysis. It was 
published in Federal Information Processing Standard (FIPS) by National Bureau of 
Standards in 1979. Then Cost-Benefit Analysis (CBA) techniques are widely used in 
the assessment of computer-related risks. Shawn A. Butler [3] puts forward a cost-
benefit analysis method called Security Attribute Evaluation Method (SAEM) to 
compare alternative security designs with the enterprises current selection of security 
technologies to see if a more cost effective solution is possible. Lately, Kevin J. Soo 
Hoo [1] provided a Decision-Driven Model which analyzes Net Benefit in order to 
make decisions. Evan Anderson [4] put forward an Entity-Relationship Model (ERM) 
for enterprise security which is based on set theory and is represented by an Entity-
Relationship diagram. In [2], a quantitative approach which forecast the security risk 
by measuring the security strength of a system was provided. And Paco Nathan, 
William Hurley [5] developed a Non-Equilibrium Risk Model (NERM) in enterprise 
network security which was derived from biology and provided a mathematical 
method for quantitative analysis for risk aggregation. There are also many different 
quantitative models [6][7][8] for network security risk, such as a model for risk 
analysis using Petri Nets [9], using Distributed Coloring Algorithms [10], and using 
Belief Networks [11].  Most existing models consider each individual in a network 
separately when analyzing security risk, not as a hole. Most computers in an 
enterprise are interconnected. They can interact with each other, especially when 
attacked by virus or worms, because once a host is infected, it may spread to the hole 
network [12]. So under this newly condition, a model that calculates risks in a holistic 
way is needed.  

3   A Graph Model 

3.1   Overview of Graph Model 

A graph model which is based on graph theory considers an enterprise network as a 
hole and assesses its security risk in a holistic form. Through graph optimization 
[13][14], it can assist to identify inappropriate, insufficient or waste protector 
resources like safeguards that relative to the needs of protected resources, and then 
reallocate the constant or limited funds or protector resources to minimize security 
risk. Given the constant funds, this model can help to find out the best policy, namely 
optimal allocation of the resources. If enterprise decision-makers want to add certain 
money, then we can figure out where the added money should be placed to deploy 
which security technologies. The method can be used as a guide for an optimal 
deployment of security enhancements.  
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3.2   Description of Model  

In Figure 1, a diagram of Graph Model represents a mapping network topology 
defined by a set N of n  nodes and a set W of relationship of links. For mathematical 
clarity and facility, the following variable identifiers will be used. 

 

Fig. 1. A Diagram of Graph Model 

1 2    [ , ... ... ]m nN N N N N=  Let N be n hosts in an enterprise network. Let 
1 2[ , ... ]mN N N  

be m mainly important hosts(Data Server, Mail Server, 
Application Server, File Server etc.), while 

+1[ ... ]m nN N  are 

ordinary ones like employee hosts. 

1 2   [ , ... ... ]m nP P P P P=  Let P be the importance of the value in hosts in a network. 

1 2   [ , ... ... ]m nQ Q Q Q Q=  Let Q be the security or how safe of the hosts. 

1,2 1,

2,1 2,
,

,1 ,2

    ...

0              ...
  =     

1          ...        ...

  ...

n

i jn
i j

i j

n n n n

w w

N and N are not connectedw w
W w

N and N are connected

w w
×

−
−

=

−

 

where W describes the connections of the N nodes. In the rest of this section, we will 
explain the model in great detail. 

3.2.1   P: Importance of Value in Hosts 
The value of iP  is determined by several significant attributes. 

1 2    [ , ... ]rA A A A=  Let A be the attributes that determine the value of iP , and 
iA  

can be the importance of the data and services’ value in a 
host

aN , can be the impact of the services in other hosts due to 

the performance degradation or even crash of
aN , it also can be 

the impact of reputation when 
aN  breaks down, and so on. 

Let r  be the number of attributes.  

1 2    [ , ... ]rα α α α=  Letα be the relative weights of the attributes. 

1 2    [ , ... ]T
rv v v v=  Let v be the relative value or score of the attributes. 

Then    
1

  ( )     ,  1,2...
r

i i j j
j

P P v v v i nα α
=

= = ⋅ = ⋅ =                                                     (1) 
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3.2.2   Q: Security or How Safe of Hosts 
The value of iQ  is determined by the installation or implementing of the safeguards. 

For example, Firewall, Intrusion Detection System, Anti-Virus Software, Encryption, 
Central Access Control, Biometric authentication, Smart cards etc.  

1 2    [ , ... ]sS S S S=  Let S be the set of safeguards 

1 2    [ , ... ]sc c c c=   Let jc  be the relative costs of implementing safeguard jS .  

1 2[ , ... ]sef ef ef ef=    Let jef  be the effect of implementing safeguard jS which can 

be expressed as fractional increase in effectiveness. For 

example, if jef  equal to 0.25, it means that implementing 

safeguard jS can have a security enhancement of 25 percent. 

Generally, the value of jef  can be determined by security 

managers who rely on experience, judgment, and the best 
available knowledge. It also can be deduced from the enterprise 
statistical data or some surveys such as CSI/FBI Computer 
Crime and Security Survey and Global Information Security 

Survey etc, because it can be calculated from the value of jdf  

and jcf , which mean fractional reduction in frequency of 

occurrence and fractional reduction in consequences resulting 
from virus or bad events as a result of implementing 

safeguard jS . A simple relationship is:  

1
     -1,  1, 2...

(1- ) (1- )j
j j

ef j s
df cf

= =
⋅

 

1,2 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

  ...

0             ...
  =     

1          ...        ...

  ...

s

j is

i j
j i

n n n s n s

q q q

not implementing S on Nq q q
q q

implementing S on N

q q q
×

=
 

Let q  be the policy of safeguards. Then: 

0 ,
1

  ( 1 ) ,  1, 2...
s

i j i j
j

Q Q ef q i n
=

= ⋅ + ⋅ =∏                                                             (2) 

Let 
0Q  be the initial value of iQ  when enterprise decision-makers haven’t 

implement any safeguards on host i .  

,
1 1

   
n s

j i j
i j

C c q
= =

= ⋅                                                                                      (3) 

where C  represent the total funds or money spent.  
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3.2.3   W: Connection of N Nodes 
W describes the connection of the N nodes, we can easily get that W is a symmetric 
matrix:  

                               
, ,  ,  1, 2...  , 1, 2...  , i j j iw w i n j n i j= = = ≠                                  (4) 

Each ,i jw  has an associated weight ,i je which represents the likelihood of the 

node
jN being infected when the node 

iN  has been infected by virus. A ,i je  is a 

probability of 
jN  will be infected if the node 

iN  has been infected and is infective. 

For example, ,   0 ,  i je i j= ≠  it means that the virus can not propagate from 
iN  

to
jN .  

Let iv  be the probability of 
iN  being the first one to be infected in an enterprise 

network.  

3.3   Modeling of Graph Model 

We can easily tell that when the value of jQ  increases, the value of ,i je decreases, 

and vice versa. And also does the relationship between iQ  and iv .  

                           
, ,  ( ) ,  1,2...  , 1, 2...  , i j i j je w g Q i n j n i j= ⋅ = = ≠                        (5) 

Let function g  be the relationship between jQ  and ,i je  

                                    ( ) ,  1, 2...i iv Q i nϕ= =                                             (6) 

Let function ϕ  be the relationship between iQ  and iv  

Assumption 
1. A network topology structure is unchangeable during a considerable long time.  
2. The investment on ordinary hosts is a constant, and the protector resources on 

them will not be altered or taken into account, and will not affect the security 
policy. 

3. The losses can be determined by calculating the loss of each host including the 
importance, the probability of being infected and any other factors considered.  

4. The same safeguard will be implemented at most 1 times on a host when 
allocating safeguards. For example, one host can not be implemented the same 
two safeguards like two firewalls.  

We know that the risk level is associated with the losses or damage due to virus, 
and the losses or impact of the entire enterprise network resulting from 

iN  being the 

first one to be infected can be constituted of two parts. One is the losses of
iN : 

expressed as iPη ⋅ , and the other is possible losses of the rest hosts: expressed 

as
,

1

n

i j j
j
j i

e Pη
=
≠

⋅ ⋅ . So the definition of security risk can be: 
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,

1 1,

  ( )
n n

i i i j j
i j

j i

f v P e Pη η
= =

≠

= ⋅ ⋅ + ⋅ ⋅                                        (7) 

Letη be a direct proportional coefficient between the losses and the value of P . 

Substitute equations (5) and (6) for ,i je  and iv , we get: 

                    
,

1 1,

  ( ) ( ( ) )
n n

i i i j j j
i j

j i

f Q P w g Q Pϕ η η
= =

≠

= ⋅ ⋅ + ⋅ ⋅ ⋅                           (8) 

Generally, the protector resources like safeguards in an enterprise are always 
implementing on the mainly important hosts (Data Server, Mail Server, Application 
Server, File Server etc.), but not on the ordinary ones like employee hosts. So we 
suppose that the investment on ordinary ones is a constant, and will not affect the 

security policy. So the equation (3) can be reduced to (9), the expression of  q can be 

reduced to (10). If the ceiling amount funds or money that an enterprise is willing to 
pay is maxC , so C is no more than maxC , and we can get the equation (11).  

                                               
,

1 1

   
m s

j i j
i j

C c q
= =

= ⋅                                               (9) 

           
1,2 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

  ...

0             ...
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1          ...        ...

  ...

s
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i j

j i

m m m s m s

q q q

not implementing S on Nq q q
q q

implementing S on N

q q q
×

=
           (10) 

                                              
,

1 1

   
m s

j i j max
i j

c q C
= =

⋅ ≤                                       (11) 

4   Security Optimization 

Though the security risk can never be fully eliminated no matter what countermeasure 
we take, it can be minimized by effective allocation of funds and resources, because 
there must be an allocation state that makes the security risk achieve to the bottom 
level. So security optimization is a process of finding the best policy to minimize the 
risk. So the mathematical model of optimization is given as follows: (consider 
equations (2) and (8), than we can get (12)) 

Goal: 
*

 ( ) min  ( )f q f q= =  

    
0 , , 0 ,

1 1,1 1

min ( ( 1 )) ( ( ( 1 )) )
s sn n

k i k i i j k j k j
i jk k

j i

Q ef q P w g Q ef q Pϕ η η
= == =

≠

⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ + ⋅ ⋅∏ ∏            (12) 
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Decision Variable: 

       

1,2 1,2 1,

2,1 2,2 2,
,

,1 ,2 ,

  ...

0             ...
  =     

1          ...        ...

  ...

s

j is

i j
j i

m m m s m s

q q q

not implementing S on Nq q q
q q

implementing S on N

q q q
×

=        (10) 

Constraints:  
,

1 1

   
m s

j i j max
i j

c q C
= =

⋅ ≤                                                                     (11) 

,   0  1 ,   1, 2...  ,  1, 2...  i jq or i m j s= = =                                                (13) 

    0 ,   1, 2...kef k s≥ =                                                                                 (14) 

,   0  1 ,   1, 2...  ,  1, 2...  , i jw or i n j n i j= = = ≠                                         (15) 

The goal is finding a minimum value of f  by searching the space of decision 

variable under the constraints. It is an N-P hard problem that we can hardly enumerate 

all the probably solution of  q , because q  can have 2ms possible combinations. To 

solve a discrete combinatorial optimization problem have several methods at present, 
as Genetic Algorithm, Particle Swarm Optimization, Ant Colony Optimization, and so 
on. In this paper we attempt to use Genetic Algorithms (GA) to optimize the goal 
function f .  

4.1   Optimization Using a Genetic Algorithm 

To resolve the optimization problem in this paper, we particularize our methods based 

on genetic algorithm in more detail: First, a matrix of q represents a solution, and 

randomly initialize a population of h  solutions or individuals under the constraints.  

                                    

1,2 1,2 1,

2,1 2,2 2,

,1 ,2 ,

  ... , 1

  ... , 2
    

...        ...

  ... ,

m

m

h h h m h m

a a a fit

a a a fit
pop

a a a fith
×

=
, 1, 2...i h=                        (16) 

For convenience, we transform the format of iq  into ,1 ,2 ,[ , ... ]i i i ma a a , the row 

,1 ,2 ,[   ... ] ,  1, 2...j j j sq q q j m=  in  iq is concatenated to be a string and than transform to 

a decimal number ,i ja . So 
,1 ,2 ,[ , ... , ] ,  1,2...i i i ma a a fiti i h=  will be an individual, and 

corresponding to  iq and the fitness of iq . We take the expression of f to calculate 

fitness directly for convenience. After having initialized the first generation and 
calculated the fitness of each individual of the population, than we sort the individuals 
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according to their fitness from small to large, and start to perform repeating three 
operators: selection, crossover, and mutation. In the selection operator, we select 
several best individuals to replicate to the next generation without performing the rest 
two operators. In the crossover operator, we select some remnant individuals to 

perform crossover according to crossover rate cp . We use Two-point Crossover in 

this paper. (See Figure 2) 

   

,1 ,2 ,3 ,4 , -2 , -1 , ,1 ,2 ,3 ,4 , -2 , -1 ,

,1 ,2 ,3 ,4 , -2 , -1 , ,1 ,2 ,3 ,4 , -2 , -1 ,

A:[ ,  , , ... , ,  ] A :[ , , , ... , , ]

B:[ , , , ... , , ] B :[ , , , ... , ,  ]

             

i i i i i m i m i m i i j j j m j m i m

j j j j j m j m j m j j i i i m i m j m

a a a a a a a a a a a a a a

a a a a a a a a a a a a a a

′→
′→

                                                                                         

                                     

 ,  1,2... ,    0, 2... -1,    1,2...

point1 point2

i j h point1 m point2 m

↑ ↑ ↑ ↑

= = =

 

Fig. 2. A Diagram of Two-point Crossover 

After having performing crossover operator, we select some individuals to perform 

mutation according to mutation rate mp . Randomly choose an individual, then 

randomly choose an element in that individual, and then randomly generate a new 
element to replace the former one. All the new individuals generated from crossover 
operator and mutation operator must be checked up whether they are followed the 
constraints or not. If not, it must be performed again to generate new ones until 
meeting the constraints.  

5   Conclusions and Future Work 

In this paper, we have presented a conceptualization and methodology for the security 
risk assessment in an enterprise network due to virus. And we attempt to describe the 
security risk in a holistic way based on graph theory. Beyond its strength as a 
descriptive model, it can be used to provide recommendations to decision makers to 
allocate resources by implementing optimization using Genetic algorithms. 
Extensions of this work are focused on three aspects: First one is the development of a 
dynamic model using the variables and relationships defined and specified in the 
Graph Model. A dynamic model is a model that considers the dynamic change of an 
enterprise network topology which is assumed to be unchangeable during a 
considerable long time in this paper. Secondly, we aim to present a more complicated 
virus propagation model for calculating risks. Third, subdivision the effectiveness of 
safeguards by types, such as virus attack, unauthorized access, denial of service and 
so on, while we mainly consider the virus attack in this paper.  The purposes of the 
extensions are to search for improvements, rationalize protector resources, optimize 
security solutions and develop best practices.  
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Abstract. The ubiquitous and autonomic computing environments is
open and dynamic providing the universal wireless access through seam-
less integration of software and system architectures. Therefore the roam-
ing services with the predefined security associations among all of the
mobile devices in various networks is especially complex and difficult.
Furthermore, there has been little study of security coordination for re-
alistic autonomic system capable of authenticating users with different
kinds of user interfaces, efficient context modeling with user profiles on
Smart Cards, and providing pervasive access service by setting roam-
ing agreements with a variety of wireless network operators. This paper
proposes a Smart Card based security management framework that sup-
ports the capability of interoperator roaming with the pervasive security
services among the network domains. Our proposed system with Roam-
ing Coordinator is more open, secure, and easy to update for security
services throughout the different network domains such as public wire-
less local area networks (PWLANs), 3G cellular networks and wireless
metropolitan area networks (WMANs).

Keywords: 4G, AAA, context management, pervasive computing,
roaming, security, smart card, ubiquitous networks.

1 Introduction

Computing and networking devices are being embedded into everyday appli-
ances and become the really common parts of our environment. The need for
computing and communication services at anytime, anywhere have urged the
researchers to develop ideas for managing secure interworking and end-to-end
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Quality of Service (QoS) assurance. Furthermore, there has been increasing de-
mands for autonomous services in daily life. Seamless security, mobility and QoS
management are therefore required for mobile users, often equipped with several
wireless network technologies, for example, public wireless local area networks
(PWLANs), third-generation (3G) cellular networks and wireless metropolitan
area networks (WMANs)[1][2]. The open nature of the heterogeneous commu-
nication environments raises the security and privacy concerns that need to be
addressed in a coherent manner along with the development of the required
services and service infrastructures.

In the security services, user authentication tends to rely on at least one of the
following ‘factors’: something you know, something you own, or some personal
(biometric)characteristic. Frequently, Smart Cards play a central role in user
authentication systems, independent of which factors are used [3]. It is very
important to appreciate that a Smart Card provides ‘easy-to-use and tamper-
resistant security’. If the ease of use was the major criterion then this could
be reproduced by simply coding the same functionality in a PC and using the
Smart Card for de-icing the car. Since they can store secret identifiers securely
and engage in cryptographically protected (challenge-response) protocols, it is
generally accepted that Smart Cards currently play a very useful role in secure
authentication.

The future usage of Smart Cards will be very application dependent. Perhaps
the most interesting challenge to the card format comes from mobile applications
and services. There are over 1 billion cellular network subscribers and each of
them has a Smart Card based authentication token - called a SIM (Subscriber
Identity Module). Among the various mobile operators in the heterogeneous
networks, a user might like to re-personalize the SIM quite regularly or perhaps
it would be even more convenient to host several operator accounts and always
select the best deal. The proper choice of the operators and the best connected
networks should be the key functions for seamless secure roaming services in 4G
networks.

However, for a normal SIM-based user, there are some obstacles in the initial
phase. There are too many gadgets and setups at client side, such as the SIM
card/reader, drivers and complex interactions among various elements. Further-
more, there has been little studies of a security coordination for realistic cel-
lular/PWLAN infrastructure construction capable of authenticating users with
different kinds of user interfaces, efficient context modeling with user profiles on
Smart Cards, and providing pervasive access service by setting roaming agree-
ments with a variety of wireless network operators.

In this paper, we devised a security management framework that takes advan-
tages of the secure authentication of Smart Cards in the interoperator roaming
services and applications for mobile networks. We present a novel design of a
security architecture that addresses the specific requirements of authentication
and trust establishments in roaming services for future mobile networks. We also
designed Roaming Coordinator that exploits the user profiles [4] in the Smart
Card and enables the establishment of dynamic secure association with various
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network domains. Our architecture solves the problems related to the manage-
ment of security relationship in roaming services while minimizing the signaling
and computational overhead at the mobile nodes(MNs).

The rest of this paper is organized as follow. Section 2 gives related works
about security and roaming services in future wireless networks. Section 3
presents our Smart Card based secure roaming management framework with
Roaming Coordinators. Section 4 describes the performance analysis through
the implementation testbed and application examples. Section 5 concludes this
paper.

2 Related Works

Toward seamless security in 4G mobile networks, fundamental features such
as smooth roaming and interworking techniques, QoS guarantee, data security,
user authentication and authorization are required. For smooth roaming, several
studies have been made on a fast handover management in IPv6 Networks [5].
As solutions for integrating 3G and WLAN services some of the studies have fo-
cused on a gateway [6], interworking techniques and architectures [7], a roaming
and authentication service framework [8]. A feasibility study [9] was also con-
ducted by the 3rd Generation Partnership Project (3GPP). However the study
does not deal with context-aware efficient security and roaming management
techniques which are indispensable features for the next generation wireless net-
works. Recently, [10] presents an approach to use PWLANs as a complement to
the cellular data network with practical considerations to establishing a mixed
authentication(SIM- and Web-based) environment and roaming. However, in
the cellular/PWLAN networks the problem of efficient seamless security coor-
dination for the highly dynamic interoperator roaming has not been adequately
considered in respect of reducing secure handover signaling as well as satisfying
the QoS guarantees. This paper concentrates mainly on the security schemes
with Roaming Coordinator and context transfer to enforce security for seamless
interworking in 4G systems.

3 USIM-Based Secure Roaming Management Framework

One fundamental aspect of the heterogeneous networks is the ability to dynami-
cally find paths through the network for forwarding information between specific
MNs [11]. Connectivity at the physical layer is mandatory, but it does not auto-
matically solve the problem. To support interoperator roaming from pervasive
service viewpoint, extra intelligence is required so that the network can find a
specific terminal or a proper network entity and switch to the most appropri-
ate one. Primary motivation of our secure roaming management framework with
Roaming Coordinators is to quickly re-establish context transfer candidate with-
out requiring the MN to explicitly perform all protocol flows for seamless security
services. Our architecture for Roaming Coordinator and the multi-mode MN of
the interworking network is shown in Fig. 1. The Fig. 2 shows the proposed
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Fig. 1. The Proposed Reference Architecture for Seamless Roaming Services

roaming management framework. Based on interworking aspects listed in 3GPP
Technical Specification 22.934 [9] and practical considerations [10], we describe
the features implemented in our framework.

* Security and Interworking aspects: We assume that a MN is a triple-
mode terminal with three interfaces 3G, WLAN and WMAN. For secure inter-
working we considered that authentication and key management should be based
on the UMTS authentication and key agreement (AKA) and Extensible Au-
thentication Protocol (EAP)-AKA or EAP-SIM for WLAN [12]. On 3G/WLAN
interworking, a feasibility study [9] was conducted by the 3GPP with the loosely
and tightly coupled solutions. The loose coupling solution allows a customer to
access 3G packet-switched (PS) services over WLAN and to change access be-
tween 3G and WLAN networks during a service session. Tight Coupling refers
to the alignment of WLAN interfaces with the access interfaces of the 3G net-
work. WLAN is connected to Gateway GPRS support node (GGSN) in the 3G
network. The principle advantage of this solution is that the mechanisms for se-
curity, mobility and QoS in the UMTS core network can be directly reused. We
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Fig. 2. The Proposed Secure Roaming Management Framework in Mobile Networks

have also considered the interworking of the wireless metropolitan area networks
(WMANs) with IEEE 802.16[13]. For several networking interfaces we adopt the
notation and functionality specified in [14].

* Interoperator Roaming aspects: For scalable management of the inter-
working architecture, implementation of Roaming Coordinator may be done cen-
trally and in a distributed manner by the cooperation of Roaming Coordinators.
Intradomain (micro-mobility) Authentication, Authorization, and Accounting
(AAA) are handled together with Roaming Coordinator and AAA server. When
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a MN moves into a foreign network for interdomain roaming (macro-mobility),
Roaming Coordinator, AAA proxies and AAA servers take charge of reauthen-
tication process. To minimize the signaling overhead, AAA context transfer pro-
tocol [15] is used for the fast secure roaming between the AAA proxy in visited
public land mobile network (PLMN) and the AAA server in home PLMN.

* Roaming Coordinator Design aspects: We consider the following ab-
straction layers of Roaming Coordinator with re-configurable components as
addressed in [16]. Middleware platform, typically with a virtual execution envi-
ronment for distributed processing includes Roaming Decision Control interact
with that of MNs for the fast secure roaming with pre-authentication. After re-
ceiving roaming request Roaming Decision Control evaluates the roaming profile
[4] of the MN then triggers AAA context transfer. The network interface module
includes several interfaces to perform the cooperation of other Roaming Coor-
dinators, profiling with Policy Servers, and AAA management. The key figures
in our approaches are the roaming context interfaces to the lower layers and
Roaming Decision Control for identifying the next appropriate network in the
interworking network.

* Mobile Node Design aspects: The Roaming Control functions have to
be included in MNs as well for end-to-end services. Due to resource limitations,
Roaming Control Engine just collapse to one operating system platform. The
middleware layer of the MN are typically quite restricted and with a limited
virtual execution environment. Compared to Roaming Coordinator, the Smart
Card is a new component.

* Smart Card based Authentication aspects: The MN for accessing
Roaming Coordinator is installed with a Universal IC Card (UICC) reader (a
Smart Card reader implemented as a standard device on the Microsoft Win-
dows platform). The UICC reader interacts with the UMTS SIM card (i.e., the
UICC containing the SIM application) to obtain authentication information. The
Smart Card which includes subscriber identities and also user’s classified profiles
[4], can be used ideally for personal services like electronic wallet.

* USIM based Secure Roaming Protocol: We designed the intelligent
roaming protocol supporting autonomous registration and seamless session deliv-
ery. The example in Fig. 3 shows a message sequence diagram for secure roaming
in an interdomain case. First, the MN detects new access points and selects its
target Access Router (AR). Subsequently, a request from AR1 to AR2 is issued
to the current Roaming Coordinator. This Roaming Coordinator must detect
that AR2 is located in a different domain. A roaming request is subsequently
sent from Roaming Coordinator 1 to Roaming Coordinator 2 in order to request
security association(pre-authentication) from the new domain. After the valida-
tion of the request message Roaming Coordinator 2 evaluates the roaming profile
of the MN and triggers the AAA context transfer between the AAA server and
AAA proxy. Depending on the result of the pre-authentication, Roaming Coordi-
nator 2 send the corresponding message back to Roaming Coordinator 1, which
in turn informs the MN about the result. If the pre-authentication has succeeded,
Roaming Coordinator 2 waits for a roaming confirmation message from the MN.
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Fig. 3. Our Roaming Protocol Sequences for Interoperator Secure Roaming Services

If this message is not received within a certain time, the pre-authentication is
automatically released.

4 Implementation Testbed and Performance Evaluation

We developed the testbed of our secure roaming management with Roaming
Coordinator and the secure context transfer in the simulation environment as
shown in Fig. 4. Roaming Coordinator, Policy Server and ARs are running on
Solaris 8 server machines of Pentium III 933 MHz, 512 MB RAM. AAA Servers
and AAA proxies are running on the servers of Pentium III 800 MHz (Linux OS)
and the modified FreeRADIUS [17] library for RADIUS functionality. The AP
is working on a Pentium III 500MHz machines (Linux OS) with Lucent Orinoco
802.11b WLAN Network Interface Card (NIC). MNs were the 3G-WLAN dual
laptops that equips with both the same WLAN NIC and a WCDMA module.
The platform of the MNs was Pentium III 800 MHz, 256MB RAM, Windows XP
OS platform. As most of USIMs exploit the processor based on ARM7, we used
the 441fx board(ARM7TDMI) as a USIM simulation target board with USB
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Fig. 4. Testbed for the proposed Secure Roaming Management in Mobile Networks

interface that communicates to obtain the authentication information required
in both 3G network and WLAN. Programming language was GNU C(cross
compiler), C, C++ compiler and ADS(ARM Developer Suite) v1.2. The cryp-
tographic library was OpenSSL 0.9.7c [18], and data size were 1KB in token
verification and 10 KB in context transfer. During our investigation of the roam-
ing issues, we completed the a through performance analysis of the most com-
monly used security protocols both for the intradomain and interdomain roaming
services, namely EAP-TLS, EAP-AKA. The designed lightweight roaming con-
trol and TCP/IP module at our USIM target board is compatible with common
Smart Cards which use 32-bit processor and its size is about 31.28 Kbyte. Table 1
summarizes our performance experiments on the testbed.

Our roaming method sets up AAA context in advance before the handover
events and only performs token verification if the Roaming Coordinator success-
fully indicates and provides the next roaming network. The right AR for the next
handover has the authentication information of users. As the users don’t have to
gain each authentication from the AAA servers for further handovers, our mech-
anisms avoid the additional reauthentication delay. Therefore, MN experiences
low latency relatively when it uses our secure context-aware handover protocol
with the Roaming Coordinator. The strength of our AAA management based
on Roaming Coordinator and classified profiles on USIM is given its improved
security QoS which is achieved at the expense of increasing resource consump-
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Table 1. The Measured Performance of our Testbed

Entity Operation in scenario Performance
Association and Authentication

MN-AP 802.11 scan (active) 40∼300ms
MN-AP 802.11 reassociation with IAPP 40ms

MN-AAA 802.1X full authentication (EAP-TLS) 1,600ms
CDMA Full Authentication and Association 4,300ms

Handover and Context Transfer
MN-AP Fast Handover(4-way handshake only) 60ms

MN Roaming Request with authorization token of USIM 30.34 ms
Roaming

Coordinator
Context transfer trigger with authorization token 27.4 ms

Access Router Compute authorization token using parameter
(RSA encrypt on 512 bit keys)

31.201 KB/s

Access Router Install AAA context 200 ms
Access Router Token Verification

(3DES Symmetric key decryption)
1.090 MB/sec

WLAN/CDMA TCP parameter adjustment 5,000ms
AAA Proxy-AAA

Server
AAA Context Transfer Response 25ms

Roaming Delay
UMTS/WLAN Intradomain UMTS to WLAN Handover with

EAP-SIM authentication
3,313ms

UMTS/WLAN Intradomain UMTS to WLAN Handover with our
Roaming Coordinator and USIM based authentication

1,153ms

tion of Roaming Coordinator. Our experiments have indicated that, using a
roaming context gathering and setup phase of 272.74 ms, the system can have a
fast response to network changes. Although our testbed is limited in comparison
to the real systems, the results of our work show that the time taken to per-
form roaming control function is small enough not to impact the mobile transac-
tions in the interworking networks. Therefore the context-aware roaming process
in our framework may be no obstacle to its implementation on the modern
devices.

5 Conclusion and Future Work

In this paper, we presented the design of a security architecture that addresses
the specific requirements of authentication and trust establishment in the in-
teroperator roaming services for future mobile networks. Based on the context
management from Roaming Coordinators that exploit the classified profiles in
the Smart Card of users, we enable the establishment of dynamic secure as-
sociation with various network domains in the heterogeneous networks. Our
architecture solves the problems associated with the management of security
relationship in roaming services while minimizing the signaling and computa-
tional overhead at the mobile nodes. The performance and analytical results
show that our scheme can be used as an intelligent add-on model to an existing
system to obtain performance and service improvement. Our future plan is to
integrate the proposed security and mobility mechanisms with the secure Web
Services infrastructure [19] the new interworking systems [1] [2].
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Abstract. Trust is critical in P2P online communities. The traditional trust and 
reputation mechanisms lack flexibility in modeling the diversity and dynamicity 
of trust in such environment. In this paper, we try to evaluate trust with the in-
troduction of servomechanism and propose DWTrust: a trust model based on 
dynamic weights for P2P applications. DWTrust adopts a novel feedback con-
trol mechanism to realize the assessment of trust in which a set of subjective 
weights are set and adjusted in time to reflect the dynamicity of trust environ-
ment. Trust assessment is simplified by mapping the factors influencing trust to 
feedbacks on dynamic weights. A series of experiments are designed to demon-
strate the effectiveness, benefit and adaptability of DWTrust. 

1   Introduction 

P2P communities are often established dynamically with peers that are unrelated and 
unknown to each other [1]. The management of trust for peers is involved with prior 
experience, reputation, trust context, time and even emotions. Further, the manage-
ment scheme may change according to different trust phases. 

The requirement of a fully evaluation on dynamic trust in P2P online communities 
exposes the disadvantages in trust and reputation mechanisms so far. Traditional trust 
models like [2] [3] [4] focus on the centralized management of trust, do not fit P2P 
networks well in dealing with the dynamicity and the heterogeneity. Additionally, 
they become too complex when being used to analyze and model the multi-aspect of 
trust. Some distributed reputation-based trust mechanisms are also proposed for P2P 
applications in [5] [6] [7] [8]. Trust is managed in a distributed way in these models. 
While, only a few aspects of trust property are considered in them which are not suf-
ficient to reflect the diversity and dynamic of trust.  

Some efforts have been put forward to analyze and model the multi-aspects of dy-
namic trust in an efficient way in [5] [9]. In this paper, we try to solve the problem 
from another view of point and propose DWTrust: a dynamic trust model based on 
dynamic weights. In DWTrust, a set of weights are defined to describe the multi-
aspect of trust. Meanwhile, a feedback control mechanism is designed to finish the 
task of trust evaluation with the adaptive weights which can reflect the dynamic 
changes in trust relationships.  
                                                           
* Supported by the National Natural Science Foundation of China under Grant No. 60573136. 
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2   Analyzing Dynamic Trust 

Dynamic trust management is the dynamic procedure (activity) of collecting, encod-
ing, analyzing and presenting subjective and objective evidence relating to compe-
tence, honesty, security or dependability with the purpose of adapting the criteria, 
schemata and policies in trust assessment and decision-making accordingly to fulfill 
the task of trust management in Internet applications. 

The diversity and dynamicity of trust are emphasized in the definition. First, the es-
tablishment of the relationship and the propagation of trust are both dynamic. Second, 
the relationship itself is under the influence of many factors, such as the knowledge of 
trustor, the trusted property, the circumstances of trust relationship and the establish-
ment or the revocation of related relationships.  

To clarify the notion of dynamic trust management, we assign dynamic trust a life 
cycle of trust establishment, trust evolution, trust maturation and trust-based deci-
sion-making according to different phases in its relationship over time. The factors 
effecting trust are also pointed out as shown in Fig. 1. 

 

Fig. 1. A framework of dynamic trust model 

The subjective and objective factors influencing trust can be viewed as different 
trust sources that contribute to the dynamic of trust assessment. These sources are 
reflection of different kinds of evidence. Therefore, the degrees of their effects on 
trust evaluation and decision-making are differed in different trust phases. 

The management of dynamic trust requires a systematic procedure handing many 
aspects of trust to support decision-making. Meanwhile, the requirements of contain-
ing model complexity and improving efficiency are beyond the ability of traditional 
models. There is a need to develop new trust management mechanism. 

3   DWTrust: A Trust Model Based on Dynamic Weights 

DWTrust aims to reduce the complexity in modeling and assessing the multi-aspect of 
dynamic trust. The idea of servomechanism is introduced. The factors effecting trust 
are mapped into a set of dynamic weights, the modeling of each factor is avoided. 
Meanwhile, the trust assessment is implemented as a feedback system in which trust 
values are computed with the incentive of the adjustable weights. The trust based 
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decision making is also part of the feedback system. Since only limited information is 
used to create feedbacks, the computation cost is greatly reduced.  

3.1   The Feedback Control Mechanism in DWTrust 

The architecture of feedback control mechanism in DWTrust is shown in Fig. 2. Both 
trust evolution and decision-making are deeply involved with feedback control 
mechanism as illustrated. The loop of trust evolution is emphasized within a link of 
inputs, trust computation, decision-making and feedback control.  

0T

iT 1iT

 

Fig. 2. The evolution of trust in DWTrust 

The trust management schema in DWTrust is a dynamic procedure of adapting 
trust value with a set of weights. The feedback control unit is in charge of adjusting 
the weights and the thresholds in decision-making to the new trust environment. Judg-
ing unit judges the maturation of trust according to trust policy and provides feed-
backs to the control unit. The trust computing unit just adds the feedbacks (weights) 
to the former trust value to update trust state. Finial, whether a trust behavior is trig-
gered is decided by the decision-making unit. 

The adoption of feedback control mechanism simplifies the management of dy-
namic trust. First, the representations of factors relating to trust are simplified. The 
evidence relating to trust assessment, such as security policy, the current trust level, 
interacting history (direct trust), recommendation, trust environment (trust context), 
time, emotions (material trust) etc., are mapped into dynamic weights. DWTrust does 
not model them separately as most trust models. Their effects are gathered in the 
feedback control unit and are expressed as contributions to several dynamic weights. 
The reduction of trust representations decreases the complexity of the whole model 
regarding dynamic trust. Second, the computation of trust value is simplified. Trust 
value becomes the sum of different weights and the former value in DWTrust. Conse-
quently, the dependency on statistic data is avoided.  
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A formalized expression of trust assessment in DWTrust is discussed below. 

3.2   Dynamic Trust Assessment 

In DWTrust, trust is denoted with time-related opinion [10] as 
, , , , ,( , , , )

x t x t x t x t x tw b d u a≡  

where ,x tb , ,x td , ,x tu and ,x ta represent the belief, disbelief, uncertainty and relative 

atomicity functions on x  at time t respectively. The time-related opinion satisfies 

, , ,
1

x t x t x t
b d u+ + = and the expectation of an opinion is calculated with , , , ,x t x t x t x tE b a u= + .  

The priority of opinions can be decided according to Def. 10 in [4]. 
The propagation of trust can be computed with the combination of discounting op-

eration , , ,
A A B
x r B t x sw w w≡ ⊗  (recommendation) and consensus operation ,

, , ,
A B A B
x r x t x sw w w≡ ⊕  

(combination) [11].  

3.2.1   General Trust Metric 
The inputs to the evolution of trust include direct trust, trustworthy recommendations, 
context-related trust, time-related trust and etc. The design of trust assessment in 
DWTrust is based on the analysis of these factors.  

According to the mapping theory in subjective logic, each kind of inputs can be 
mapped into evidence space and viewed as a series of binary events which consists  
of either positive or negative evidence. Then the associated opinion 

, , , , ,( , , , )
x t x t x t x t x tw b d u a≡ is computed with Eq. 1 where r and s  represent positive evi-

dences and negative evidences respectively [4]. 
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In dynamic trust model, the effects of these inputs can be transferred to the transac-
tion execution results, time and the importance of transaction in trust assessment. 
Four dynamic weights are therefore defined in DWTrust to compute the effects of 
different inputs (evidences) recursively over time using feedbacks from each event in 
evidence space. The general trust metric in DWTrust is defined below. 

Definition 1 (General Trust metric) Let , ( , , , )x
y i i i i iw b d u a=  be peer x ’s opinion on 

peer y  after transaction i , and use iα , iβ , iγ and iλ to represent Success Weight, 

Failure Weight, Time-related Weight and Importance Weight respectively. Let iR  

be the binary result of transaction i where 1iR = if the transaction is successful, oth-

erwise 0iR = . Then the opinion ,
x
y iw can be computed with the Eq. 2: 
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aΔ , αΔ , βΔ and γΔ represent the changes of relative parameters after a  transac-

tion. 
Success Weight and Failure Weight indicate the different degree of influence a 

transaction has on a peer’s opinion with a binary result. They are supposed to reflect 
both the series of evidence and trustor’s trust policy. For optimists, α is assigned a 
bigger value than β  to increase the effect of a successful transaction and to incentive 

cooperation. For pessimists, α β< is adopted to slow down trust behavior. In 

DWTrust, success weight and fail weight are decided by trust policy, the series of 
interacting events, the opinions, and the mature trust. Feedback rules are defined in 
the feedback control unit to change α and β  dynamically with αΔ and βΔ .  

The context-related trust is treated as an extra factor on direct trust and is defined 
as Importance Weight. The importance weight magnifies the effect of a transaction. 
Generally 1iλ = is set to treat all transaction equally. But, together with success 

weight and failure weight, it can also be used to speed up the evolution of direct trust. 
Time-related Weight is a dynamically changed small variable simulating the effect 

of time on trust. It is also a reflection of trust policy and the tendency in direct trust. 
When 1iγ < , the uncertainty in ones opinion will increase over time. 

The mature trust has impact on dynamic weights. The probability expectation of an 
opinion and the sum of its history evidence are adopted as criteria judging mature 
trust in DWTrust. For habitual trust, the effects of the time-related functions could be 
ignored with 1iγ =  and Fail Weigh becomes quite low to ensure the stability of habit-

ual trust in the community. On the contrary, the effects of distrust equals to putting 
someone on the blacklist. The success weight and time-related weight are reset by the 
feedback control unit to keep a conservative policy.  

In conclusion, these dynamic weights are feedbacks from feedback control unit as 
reflections of the current state of trust in the relationship including trust policy, trust 
inputs and the evolution phase of a trust relationship. How these weights take effects 
in DWTrust is explained in the Chapter 3.2.2. 

The trust metric defined in DWTrust can be explained with subjective logic. 

Theorem 1.  The General Trust Metric defined in DWTrust is consistent with the 
metric in subjective logic when the dynamic of trust is ignored in trust assessment. 

Proof 1. For opinion , ( , , , )x
y i i i i iw b d u a= , ib , id  and iu  can be proved separately. 

When the dynamic of trust is ignored, only direct trust is considered. According to the 
mapping theory in [4], the trust metric in subjective logic can be expressed as Eq.1. 
Meanwhile, the subjective weights in DWTrust can be set as 0.5i iα β= = , 

1.0i iγ λ= = with 0i ≥ ; and 0 0 0.5α β= = , 0 1.0γ = , 0 0λ = , 0 1R = . 

 



 A Dynamic Trust Model Based on Feedback Control Mechanism 317 

Then, the computation of trust function in DWTrust can be expressed as: 
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Therefore, the metric for trust function in DWTrust is expressed as
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can be proved. 

3.2.2   Feedback Control for Dynamic Weights 
The feedback control rules for dynamic weights are critical for the effectiveness of 
trust assessment. As a reflection of subjective trust policy and objective constrains in 
applications, they can be concluded as two main parts: the range of dynamic weights 
and the adjusting rules. As an example, the feedback control rules for optimistic  
policy and pessimistic policy are listed below as a comparison. The assignments of 
the parameters are according to the results of experiments simulating certain  
environment. 

Table 1. The range of success weight and failure weight for optimist and pessimist 

 Optimistic Policy Pessimistic Policy 

ib  Successful 
Transaction 

Failure  
Transaction 

Successful 
 Transaction 

Failure  
Transaction 

[ )0,0.5  [ ]0.5,0.7α ∈  [ ]0.3,0.5β ∈  [ ]0.3,0.5α ∈  [ ]0.5,0.6β ∈  

[ )0.5,0.7  [ ]0.5,0.8α ∈  [ ]0.2,0.5β ∈  [ ]0.5,0.7α ∈  [ ]0.3,0.5β ∈  

[ ]0.7,1.0  [ ]0.5,0.7α ∈  [ ]0.3,0.5β ∈  [ ]0.5,0.6α ∈  [ ]0.4,0.5β ∈  

The feedback control rules limit the values in the adjustment of dynamic weights 
by the scales in Table. 1. While, the rules in Table. 2 define the timing and the degree 
of the adjustment of weights. We use T  to represent the total number of transactions. 

Since time-related weight and importance weight are associated with interactions, 
we do not discuss them in detail here.  
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Table 2. The adjusting rules for optimistic policy and pessimistic policy 

 Optimistic Policy Pessimistic Policy 
Adjust weights with 4 continued successful transactions or each 2 
continued fail transactions 

Common 
Settings 

1.0k = if 10T ≤ ; 10k T= if 10T > . 

Successful 
Transac-
tions 

0.006 kα α= + ∗ , if α is in the 
range in Table. 1; 
else boundaryα = . 1β α= − . 

0.005 kα α= + ∗ , if α is in the 
range in Table. 1; 
else boundaryα = . 1β α= − . 

Fail Trans-
actions 

0.01 kβ β= + ∗ , if β is in the 

range in Table. 1; 
else boundaryβ = . 1α β= − . 

0.015 kβ β= + ∗ , if β is in the 

range in Table. 1; 
else boundaryβ = . 1α β= − . 

3.3   The Management of Trust Community 

DWTrust uses a local trust based community management strategy to reduce the cost 
of communication. Each peer maintains a small community with dynamic size in 
which the trustworthy peers are recorded. To make the trust evaluation in small com-
munity more reliable, update procedure is designed to gather trust information in the 
larger society for a peer. With the assumption that the more trustworthy a peer is, the 
more reliable are its community, we take the community of trustworthy peers as the 
source of the recommendations. Then, a peer can periodically retrieve trustworthy 
recommendations to update its community. At the same time, the useless relationships 
are abandoned in trust revocation. The detailed discussion about the community man-
agement in DWTrust can be fount in [12]. 

3.4   Trust-Based Decision-Making 

Trust-based decision-making is the procedure of deciding the trustworthiness of peers 
in community or making trust-based choice between peers. In DWTrust, the criteria 
for trust-based decision-making among peers are defined below by priority:  

1. The peers with habitual trust should be given highest priority. 
2. The peers with distrust relationships should be given lowest priority. 
3. The peer with the greatest opinion is the most trustworthy peer. 
4. The peer with more interacting events is more trustworthy. 

As to a single trust relationship, whether the trust behavior is taken is decided by 
the thresholds defined in trust policy, which is a reflection of trust evolution and trust 
policy dynamically. 

4   Experimental Evaluation 

We performe three sets of experiments to evaluate DWTrust approach and introduce 
PeerTrust as a comparison in the last two simulations. PeerTrust is a distributed  
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reputation-based trust model proposed in [1] [5] which shares many similar ideas with 
our DWTrust. We share the same simulation setup as PeerTrust in [1] [5]. The com-
parison is between two basic trust metrics in both models where the effect of time-
related trust and context-related trust are ignored.  

In DWTrust, optimistic trust policy is taken and the parameters are set as follow-
ing: 1iγ = , 1iλ = , 0aΔ = and 0γΔ = .The feedback control rules are in Table 1 and 

Table 2. The trust threshold of trust expectation is set to 0.65 for all peers.  

4.1   Optimistic Policy vs. Pessimistic Policy 

These sets of experiments are designed to compare the optimistic policy and pessimis-
tic trust policy. To describe the dynamic of peers, the trustee’s real ability is assumed 
to follow two different distributions. In the first experiment, its ability changes from 
0.1 to 0.9 gradually. While, in the second experiment the change is from 0.9 to 0.1. 
Both experiments include 180 transactions for the initialization of trust and 90 trans-
actions in each time unit for simulating interactions. The results of the two simula-
tions are showed in Fig. 3 with subjective logic as a comparison. 
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                                       (a)                                                                       (b) 

Fig. 3. The comparison of the probability expectations among DWTrust with pessimist policy, 
DWTrust with optimist policy and subjective logic 

Both experiments reveal the following two points. First, with the increase of trans-
actions, the adaptability of subjective logic falls. As shown in Fig. 3(b), even the 
series of fail events do not make much sense in subjective logic. On the contrary, 
DWTrust adapts well to the changed trust relationship, especially when the evidence 
set becomes larger. Second, different trust policies indicate different trust behaviors.  

The results reveal that DWTrust is able to provide a close perspective about the 
dynamic of trust with appropriate feedback control rules. 

4.2   Benefit of the Trust-Based Peer Selection 

This set of experiments demonstrates the benefit of the DWTrust by choosing the peer 
with highest trust value to interact with. The results in Fig. 4 show that the successful 
transaction rates in both PeerTrust and DWTrust can reach 100 percent which reveals 
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Fig. 4. Transaction successful rate with 25% malicious peers 

the fact that trust mechanisms do benefit cooperation in P2P networks with enough 
trust information and honest peers.  

4.3   Effectiveness Against Dynamic Personality of Peers 

These experiments show how DWTrust works against the dynamic change of a peer’s 
ability. First, the peer is trying to improve its reputation. Second, the peer oscillates 
between building and milking reputation. The experiment proceeds as peers randomly 
perform transactions with each other and a good peer is selected to compute the trust 
value of the malicious peer periodically. The results include peer’s real ability and 
trust value in PeerTrust and DWTrust as showed in Fig. 5. 
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           (a) Peer Building Reputation                               (b) Peer oscillating reputation 

Fig. 5. Effectiveness against dynamic personality and reputation oscillation 

Results in Fig. 5 illustrate DWTrust adapts to the change of trustee’s ability faster 
then PeerTrust. First, with PeerTrust basic, the peer is able to take advantage of the 
transition period by cheating while still maintaining a reasonable reputation. While, 
DWTrust is able to correct the trust value much sooner by feedbacks on weights. 
Second, as shown in Fig. 5(b), continued fail transactions decrease trust value fast in 
DWTrust, and thus the chance to choose a malicious peer to interact is minimized. 
Third, there is a broken point in Fig. 5(b) which means the target peer is abandoned 
from the trustor’s community for the low trust value. After a while, the target peer 
rejoins the trustor’s community as a recommended peer from trustworthy peers. That 
is also a proof for the effectiveness of the community management in DWTrust.  
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5   Conclusion 

Compared to the contemporary distributed trust models, there are three features in 
DWTrust. First, DWTrust adopts a feedback-control mechanism to assess trust dy-
namically. Second, a direct trust based local trust management scheme is adopted in 
DWTrust. Compared to trust models with global reputation management scheme like 
EigenRep and PeerTrust, the communication overload is greatly reduced. Third, 
DWTrust is designed to model the multiple aspects and dynamicity in trust. There are 
only a few works suit for modeling dynamic trust, PeerTrust is a prominent one. 
Compared with PeerTrust, DWTrust is more flexible in representing the multiple 
aspects of trust with a lower communication overload.  

The architecture of DWTrust makes it easily tailed for different distributed applica-
tions. We are working on dynamic trust models in ad-hoc and ubiquitous computing 
based on DWTrust. 
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Abstract. Automatic goal-driven composition of information processing work-
flows, or workflow planning, has become an active area of research in recent
years. Various workflow planning methods have been proposed for automatic ap-
plication development in Web services, stream processing and grid computing.
Significant progress has been made on the definition of composition rules. The
composition rules can be specified based on the schema, interface and semantics-
driven compatibility of processes and data. Workflows must also satisfy informa-
tion flow security constraints. In this paper we introduce and study the problem
of workflow planning in MLS systems under Bell-LaPadula (BLP) policy, or a
similar lattice-based policy, such as Biba integrity model. Extending results from
AI planning literature, we show that under certain simplifying assumptions the
workflows satisfying BLP constraints can be constructed in linear time. When the
policy allows downgraders for data declassification, the problem is NP-complete;
nevertheless, with additional assumptions efficient algorithms do exist.

1 Introduction

Automatic composition of information processing workflows, or workflow planning,
has become an active area of research in recent years. Growing need of reliable and ef-
ficient application development together with the progress in modular software design
and reusable software component frameworks have fueled the interest of researchers in
this area. Automatic workflow planning tools can give end users the power to intercon-
nect the components and create new processing workflows for their tasks on demand,
based solely on the specification of requirements. Workflow planning systems such as
Pegasus [1] and Sekitei [2] can ensure that the workflows use available resources as
efficiently as possible. Furthermore, the systems that implement automatic workflow
planning are more resilient than those that rely on manual composition: the automatic
planning systems can easily adapt to changes by replanning existing workflows under
the changed conditions.

The literature on workflow planning is extensive and spans diverse application ar-
eas where compositional architectures are used, including Web services [3,4,5], grid
computing [6,1], and stream processing [7]. CHAMPS project [8] is an example of suc-
cessful practical use of planning techniques for composition of change management
workflows.
� The work was carried out while this author was with IBM T.J. Watson Research Center.

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 322–331, 2006.
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In previous work on planning, however, the practically important issue of access
control constraints on the automatically constructed workflows has not received enough
attention. In various business applications security policies place restrictions on the in-
formation flow. These restrictions naturally constrain the set of valid workflows that
can be executed in the system. The workflow planning methods designed for these en-
vironment, in addition to resource, quality, semantic and other constraints, must support
access control constraints imposed by the security policies.

In this paper we focus on access constraints defined by lattice-based access control
models [9]. One example of lattice-based access control is Bell-LaPadula policy [10]
commonly implemented in MLS (multi-level secure) systems. MLS systems can process
and store information at a variety of different sensitivity levels without disclosing sen-
sitive information to an unauthorized entity. The MLS model is based on the following
principle: 1) clearance is determined for each user; 2) information is marked with a sen-
sitivity label; and 3) access control decisions are made based upon the clearance of the
user and the sensitivity of the information. Bell-LaPadula policy requires that no high
level information should be allowed to pass to lower level users/processes and that lower
level information should be available to higher level users/processes [10]. The latter re-
striction is often considered too rigid, and can be relaxed. In that case the use of trusted
components called downgraders are allowed for declassification of data objects. We dis-
cuss the downgraders and associated planning complexity issues in Section 4.

The approaches proposed for automatic workflow composition, including [6,3,1,2,4],
use the techniques developed in the area of AI planning. Planning literature describes
methods for the composition of series of operations that transform the world of the
problem domain from the initial state to the goal state (see survey [11]).

In this paper we show that planning techniques can be used to compose workflows
under MLS security policy constraints. The basic planning framework compliant with
Bell-LaPadula (BLP) model can be extended to perform automatic workflow compo-
sition in systems with other lattice-based models, with trusted downgraders and with
Chinese Wall policy (see technical report [12]). The workflows satisfying the BLP con-
straints can be constructed by the planner very efficiently. The number of operations
performed by our algorithm grows linearly in the number of components. And, although
the general problem of planning BLP-compliant workflows with the inclusion of down-
graders is NP-complete in the worst case, efficient solutions can be given if the system
configuration and the security policy have certain structural properties.

The structure of the paper is the following: in Section 2, we formally define the work-
flow planning problem. In Section 3, we extend the model to include the constraints of
the BLP model. In section 4 we show that if trusted downgraders for data declassifica-
tion are allowed, the problem becomes much harder (NP-complete). In the same section
we describe special conditions that enable efficient planning with downgraders. Due to
space limitation, we refer to [12] for the technical proofs.

2 Basic Workflow Planning Model

In this section we will formally define the elements of the workflow planning problem
studied in this paper. The expressivity of the proposed model is limited so that only the
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Fig. 1. Operator

workflow composition constraints that are independent of the context can be modeled.
This basic model yields a simple solution: as we show below, a feasible workflow (if
one exists) can be constructed in time polynomial in the size of the problem. Despite the
seeming over-simplicity and even impracticality of the model, it captures a large family
of composition constraints arising in practice. More importantly, this model allows us
to make a clear distinction between the class of easily solvable planning problems in
the absence of access controls, and the corresponding class of NP-complete problems
under access control constraints.

To describe the context-independent constraints we will use the concept of data type
for expressing the compatibility between the inputs and the outputs of the operators.
In particular, we will assume that all data flowing through the system are described by
a type or by a set of types. We will further assume that there are a total of n distinct
data types used in formulating the problem. In the initial state, before any operators
are included into the workflow (i.e, applied), only those types that are produced by the
primal sources are available. Each operator has a set of types that must be available at
the time when the operator is applied, i.e., the precondition of the operator, and a set
of new types that become available after the operator is applied, i.e., the effect of the
operator. The workflow planning problem then is to construct a sequence (or a partial
ordering) of operators, application of which in that order will make available all types
that are included into a given goal set of types.

Throughout the paper we will follow the notation defined below. Let vector x ∈
{0, 1}n be the state vector, describing the set of currently available types. Each non-
zero component, i.e. xj �= 0, of this vector corresponds to a currently available type.
For any two vectors x and y, the ordering x ≤ y is interpreted componentwise and is
thus equivalent to xj ≤ yj for all 1 ≤ j ≤ n.

Each operator θ ∈ O is described by a pair of the precondition p(θ) ∈ {0, 1}n and
the effect a(θ) ∈ {0, 1}n, i.e. θ := 〈p(θ), a(θ)〉, with vector components denoted by
pi(θ) and ai(θ). Let m := |O| be the number of operators. Figure 1 shows a graphical
representation of an operator. When the operator θ is applied in state x, it causes the
transition to state θ(x):

θ(x) :=
{

max(x, a(θ)), if x ≥ p(θ);
x, otherwise;

(1)

According to the definition of the state transition above, if the precondition of an
operator θ is not satisfied, i.e. if x �≥ p(θ), the operator can still be applied (with our
way of writing). However, applying such an operator will not change the state.
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Fig. 2. Plan π = (θ1, θ2, θ3, θ4, θ5) ∈ P(x0, g)

A plan π is defined as a sequence of operators. If π = (θ1, . . . , θk), we will say that
the length of the plan π is k. The effect of the plan π on state x is the result of the
application of operator θ1, then θ2 and so on.

Given an initial condition x0 ∈ {0, 1}n and a goal g ∈ {0, 1}n, we will say that the
plan π achieves the goal g with the initial condition x0 if π(x0) ≥ g. We will say that
π solves (or is a solution of) the planning problem. We denote the set of all planning
problem solutions by P(x0, g), i.e., π ∈ P(x0, g).

The planning problem described above is equivalent to the propositional STRIPS
problem with empty delete lists. STRIPS is a well-known planning domain model de-
scribed, for example, in [13]. We will assume that for all operators the maximum num-
ber of nonzeros in the precondition and effect vectors is bounded by a constant C ≥ 1,
which in particular is independent of n and m. Without loss of generality the following
inequality can be assumed to hold in all problem instances: n ≤ 2mC. This bound on
n is derived from the fact that there are at most 2C nonzeros in the precondition and
effect vectors of each operator, and therefore at most 2C types are listed in operator
description.

Figure 2 shows a graphical representation of a plan. The black dots on the left side
represent the data types available in the initial state and the black boxes on the right
side represent the goal set of data types. The links between the operator rectangles cor-
responds to the types required (on the left of the operator) and produced (on the right) by
the operator. The figure shows that the plan π = (θ1, θ2, θ3, θ4, θ5) is in P(x0, g). Note
that the plan (θ4, θ1, θ2, θ3, θ5) is also a feasible solution, and therefore is in P(x0, g).

It is known that STRIPS planning problem without deletion can be solved in polyno-
mial time [14]. In fact, planners can solve this problem in time linear in n and m. The
following proposition states this result in our framework.

Proposition 1. Given a set of m operators satisfying previous conditions, for any initial
condition x0 and a goal g, in O(m) operations an element of P(x0, g) can be found
if P(x0, g) �= ∅. If such an element is not found by this procedure, then necessarily
P(x0, g) = ∅.

We refer to [12] for the description of an algorithm that finds a solution in linear time if
it exists.

As shown by Proposition 1, solving the basic planning problem is easy, thanks to the
monotonicity property: as long as possible we can produce new types and stop when
all operators have been applied. Note that the problem of finding an optimal plan (i.e. a
plan with minimal length) in P(x0, g) is a much harder task. It has been shown that it
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is an NP-hard problem (see [14]). We will not deal with this optimality criterium here
since the main purpose of our work is first to show that the introduction of the security
constraints increases the complexity of the basic planning problem and second to give
conditions that enable efficient efficient planning of secure workflows.

3 Workflow Planning with Security Constraints

In this section we add the constraints of the Bell-LaPadula security model to our basic
workflow planning model, and describe an efficient algorithm for planning with these
constraints. We further show that if the use of trusted downgraders is allowed, finding a
feasible plan under security constraints is an NP-complete problem. Due to our general
approach to modeling the constraints using a label lattice, the results of this section are
applicable not only to the Bell-LaPadula model, but to other lattice-based models, such
as the Biba integrity model [15,9].

First, we briefly review the basics of the Bell-LaPadula (BLP) model [10]. BLP is
a lattice-based access control model for information flows [16,9]. A lattice (L,≺) is a
partially ordered set with dominance relation ≺, in which an upper bound and a lower
bound are defined for each pair of elements. Let a ∨ b (resp. a ∧ b) denote the upper
(respectively, lower) bound of a and b. Under the BLP model, all users (i.e., subjects)
and all data (i.e., objects) are assigned security labels, which are elements of the lattice.
A particular user is allowed access only to the data with labels that are dominated by
the label (i.e., access class) of that user.

The BLP model defines two rules for making access control decisions based on the
object label of the data and the access class label of the user. The rules, also called
properties, are defined as follows:

– The simple security (ss-)property of the BLP model allows read access to the data,
only if the access class label of the user dominates the correspond object label (no
read up rule).

– The star (*-)property of the BLP model allows write access to the data only if the
corresponding object label dominates the access class label of the user (no write
down rule).

3.1 Workflow Planning Model with Bell-LaPadula Security Constraints

Our objective in representing the BLP constraints in the workflow planning model is to
define a problem of composing a workflow such that the output, i.e. the goal types, of
the workflow can be accessed by a specified access class. Data coming into the system
from primal sources, i.e. the types of the initial state, can be labeled with arbitrary
object labels, which are provided as input to the planner. In the process of planning, the
planner will also assign subject labels to the operators processing the data, as well as
object labels to all produced types, and do that such that the BLP policy is satisfied over
the entire workflow.

The objects in the basic workflow planning model correspond to the data types, and
therefore we extend the model by assigning a security label variable to each data type.
As a result, the state space is extended from {0, 1}n in the basic formulation to a subset
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S of {0, 1}n× Ln, where (L,≺) is a lattice corresponding to the set of security labels.
We will denote the state by a pair (x, �). With each type i ∈ {1, . . . , n} represented
by the zero-one indicator xi, we associate a label �i ∈ L. If type i is not available in
state (x, �), i.e. if xi = 0, then the corresponding label �i is set to a default value. More
precisely, we define the set S as follows

S = {(x, �) ∈ {0, 1}n × L
n, if xi = 0 then �i = �} , (2)

where � ∈ L is the top element of the lattice, defined as follows: for any � ∈ L, the
following holds: � ≺ �, � ∧� = � and � ∨� = �.

In the extended workflow planning model the operators act on the pair (x, �) and
produce another pair θ(x, �) = (x′, �′). The value of x′ is determined using (1) as
before. We will discuss the computation of �′ separately below. We denote θ(x, �) ≡
θ(x) := x′, where we suppress the � in θ(x) to stress that x′ does not depend on the
security label �. Similarly, we denote θ(x, �) := �′.

To enforce the *-property we must ensure that when a new type is made available by
the operator θ, the label corresponding to this new type dominates all labels of the input
types. In practice the upper bound of the input labels is taken and we have formally:

if [xj = 0 and aj(θ) = 1] then
∨

k, pk(θ)=1

�k = θ(x, �)j = �′j . (3)

Note that an operator produces several data types, all with the same security label.
Equation (3) corresponds to the case when an operator produces a new type j. But it

may happen that an operator produces a type that is already in x, namely xj = 1 and
aj(θ) = 1. In this case, the same type j can be obtained with two potentially different
security labels, namely �j (already associated with xj ) and �′j (defined as in equation
(3)). If we have �j ≺ �′j (or �′j ≺ �j), it is clear the lowest label �j (resp. �′j) should be
chosen as the new value of the label.

In workflow planning this corresponds to the case where the same information has
been produced by two different methods and has two different security labels. For ex-
ample one is Top-Secret because the information has been extracted from a Top-Secret
document and the other is Public because the information appears in an unclassified
document. In this case, the information should clearly be labeled Public, since a user
does not need to have a Top-Secret access class to access the same data. We defer further
discussion of related issues to the next section.

However, if we do not assume total order on L (and we refer to Section 4 for the spe-
cial case of total order), it can happen that none of the two conflicting labels dominates
the other. Hence for each type all encountered labels for which domination cannot be
determined must be stored. In the example above, we add the new label �′j to the list:
if xj = 1 and, aj(θ) = 1 then θ(x, �)j =

{
�′j, �j

}
, where �′j is defined as in equa-

tion (3). Consequently, if the data type j is used as a precondition of another operator
at a later stage, one of the possible labels from that list must be chosen to be used in
new computation (3). Therefore the plan in this extended model must be described as
follows:

π =
(
(θ1, L1 = {�i}i∈P (θ1)), (θ2, L2 = {�i}i∈P (θ2))

)
, (4)
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where each Lk contains the choice of labels that are used as input labels by the op-
erator θk. For example, suppose that at some stage in the plan the same data type i
is produced by operators u and v with two different labels � and �′ as shown in Fig-
ure 3. We must distinguish between the two different plans that can be constructed
with the operator θ taking as input (i, �) or (i, �′). This choice is shown by the double-
arrow in the figure. Using our definition of a plan, the security labels produced by θk

are
∨

i∈Lk
�i. We denote by {π(x0, �0)ij} the set of security labels obtained for type

j by plan π. To summarize, plan π produces data types j if π(x0)j = 1 and in this
case, the plan may produce different copies of this data with respective security labels
{π(x0, �0)1j , π(x0, �0)2j , . . . }.

(i, �)

θ

u

v
(i, �′) i

Fig. 3. A conflict between labels � and �′ for the same type i

To enforce the ss-property, we must ensure that security level of the user �USER

dominates the label of the output data produced by the workflow. The output data cor-
responds to the data types included in the goal vector g. As we discussed above, each
data type may be produced with different security labels and it can be disclosed to the
user only if among these security labels, at least one is dominated by �USER. Hence the
condition that must be enforced is:

if π(x0)j = gj = 1 then, there exists ij such that π(x0, �0)ij ≺ �USER. (5)

The workflow planning problem is now to find a plan that will achieve the goal g and
satisfy equation (5). In other words, the plan π must produce all data types requested in
the goal g, i.e. π ∈ P(x0, g), and each data type of the result matched to the goal must
have a security label less or equal to �USER.

3.2 Planning Algorithm for Workflows with Bell-LaPadula Security Constraints

Despite the seeming complexity of the extended workflow planning model, a minor
modification of the planning algorithm for basic model can provide an efficient solution.
Note that given Equation (3), the maximum security label of all the types within a plan
is the maximum of the input type labels used in the plan. Hence the algorithm to solve
the planning problem with security constraints is quite simple. First, we must select
all types in x0 with security labels that are dominated by �USER and remove all other
types. Then starting with this new initial state y0 we must solve the workflow planning
problem without the security constraints. In particular, it is no longer required to take
into consideration the sets Lk defined in (4) for solving the problem, and the algorithm
of Proposition 1 can be used without modification.
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Proposition 2. Finding a solution to the workflow planning problem with the Bell-
LaPadula access constraints, or proving that no solutions exists can be done in O(m)
operations.

This result implies that the problem with Bell-LaPadula constraints is not more difficult
than the original workflow planning problem without security constraints. However,
the extended workflow planning model with multiple labels for each data type that we
developed earlier will come into play in the much more complex case where the use of
downgraders is allowed.

4 Secure Workflows with Downgraders

It has been recognized that the *-property can be overly restrictive in practice. Con-
sequently, a class of trusted processes has been included in the model [17]. These
processes are trusted not to violate security policy even though they may violate the
*-property. More precisely, a trusted process can have simultaneous read access to the
objects of classification �1 and write access to the objects of classification �2, even if
the label �2 is not dominating the label �1 in the lattice.

We define new operators to model the trusted processes that we call downgraders.
Let ωi be a map from L to Ln defined by: for δ ∈ L, we have ωi(δ) = (ωi(δ)1, . . . ,
ωi(δ)n) with ωi(δ)j = � for j �= i and ωi(δ)i = δ. Downgrader di acts only on the
type i ∈ {1, . . . , n} and is defined as follows:

di(x, �) :=
{

(x, � ∧ ωi(δi)) if xi = 1
(x, �) otherwise,

(6)

where δi ∈ L is a constant label associated with the downgrader di. By convention,
if there is no downgrader that can act on the data of type i, we define δi := �. We
consider the vector of downgrader labels δ = (δ1, . . . , δn) ∈ Ln to be a part of the
extended planning problem formulation.

Note that in this model there can exist at most one downgrader per type. However this
restriction does not limit the generality of the model: if there are defined several down-
graders for the same data type, we can consider the composition of all downgraders for
this type as a single downgrader for the purpose of our model.

Proposition 3. The workflow planning problem under the constraints of the Bell-La-
Padula policy with the inclusion of trusted processes (downgraders) is NP-complete.

Although Proposition 3 above shows that in this general formulation the secure work-
flow planning problem is provably hard, we have discovered several special cases in
which the problem can be solved efficiently. We describe these special cases below.
The proof of Proposition 3 by reduction to SAT, and the proofs of results for special
cases can be found in [12].

Proposition 4. Under the assumption that the lattice of security labels is totally or-
dered, a workflow that satisfies Bell-LaPadula access policy with downgraders can be
composed in linear time O(m).
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The corresponding planning algorithm described in [12] has three steps: 1) produce
all the possible types (without taking into account the labels); 2) downgrade all the
possible labels; 3) produce the optimal labels using regular (non-downgrader)operators.
Therefore, given the initial types x0 and the goal g such thatP(x0, g) is not empty, there
exists a plan which achieves the goal g and which will give the minimal possible label
of the final state, and this plan does NOT depend on the initial labels �0.

The following proposition shows that an ordering of the downgrader labels is suffi-
cient to guarantee the existence of an efficient planning algorithm.

Proposition 5. If the set of downgrader labels is totally ordered, a workflow that satis-
fies Bell-LaPadula policy with downgraders can be composed in linear timeO(m).

For policies where labels can be described by a relatively small number of categories or
levels, the following performance bound proven in [12] can be very useful.

Proposition 6. A workflow satisfying Bell-LaPadula access policy with downgraders
can be composed in O

(
|L|2m2

)
operations.

In practice the size of the label set L is exponential in the number of security categories
C and is linear in the number of levelsH. When written in these terms, the complexity
of the algorithm described in Proposition 6 is O(22|C||H|2m2). Even if the number of
categories remains constant, in practical applications of MLS the set of categories is
typically large. To avoid the dependence on the size of category set, the complexity
bound can be expressed in terms of the number of distinct downgraders:

Proposition 7. The number of operations required to compose a workflow satisfying
Bell-LaPadula access policy with downgraders does not exceed O(22b+1 |H|2m2),
where b is the cardinality of the set of distinct downgrader labels:

b := |Δ| = |{δi, i ∈ {1, . . . , n}}|.

Proposition 7 implies that a polynomial solution exists if the number of distinct down-
grader labels is limited by a constant. Downgraders are often costly in practice due to
rigorous verification processes required to certify that the declassification is performed
safely on all possible inputs, and hence this assumption will often hold as well.

5 Conclusion

In this paper we have analyzed the computational complexity of problems arising in
workflow planning under security constraints. We have shown that in many practical
scenarios the planning problem can be solved efficiently. Our analysis framework and
a set of basic results can be easily extended for many lattice-based access control poli-
cies. In this paper we use the framework to analyze workflow planning problem under
the Bell-LaPadula policy. We describe an efficient (linear time) algorithm for plan-
ning under these constraints. We also show that if the planning problem becomes much
harder (NP-complete) if the use of downgraders is allowed; nevertheless, under certain
assumptions planning can be performed efficiently even with downgraders.
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The results we present in this paper show that the use of automatic planning tech-
niques within compositional environments with lattice-based access controls constitutes
not only an attractive, but also a practically feasible approach.

In this work we have explored only one dimension of context-dependent constraints
on workflows. This allowed us to identify and describe the classes of security con-
straints that correspond to different complexity classes of planning problems. However,
in practical systems the security constraints must be used together with other types of
context-dependent constraints, such as semantic or resource constraints. All these con-
straints further increase the complexity. For example, adding simple resource utilization
constraints based on an additive resource metric immediately makes the problem NP-
hard by reduction to SET COVER. The work in this area currently focuses, and in the
near future will continue to focus, on the design of efficient planning algorithms that
can support a wide range of composition constraints.
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Abstract. The prevalence of emerging peer-to-peer (P2P) live broad-
casting applications has practically demonstrated that they could scale
to reliably support a large population of end users. However, these sys-
tems potentially suffer from two major threats: peers generally interact
with unfamiliar partners without the benefit of trusted third party or
verification authority, resulting in poor service if meeting with unreliable
upstream nodes, while peers essentially tend to be selfish when it comes
to the duty rather than the benefits and hence undermine the system
performance. The trust and cooperation issues motivate us to investigate
the design of trust-based incentive mechanism which establishes trustful
relationship among peers and balances what they take from the system
with what they contribute. The proposed TPOD mechanism leverages
the statistical analysis to the practical service logs of client-server and
P2P systems and effectively offers incentive through service differentia-
tion. It goes beyond existing approaches in the following four desirable
properties: (1)Trust-based; (2)Practical-oriented; (3)Objective metrics
about past behaviors and (4)Distributed nature upon gossip-based over-
lay. The experiment results over PlanetLab verify its effectiveness.

1 Introduction

The growing success of peer-to-peer (P2P) networks enlightens a new arena
of provisioning data or service to a large population of end users without the
need of costly server and network infrastructure support. The concept of P2P ex-
ploits the cooperative paradigm for information and data exchange and therefore
greatly improve the system scalability with respect to traditional client-server
approach. Besides a variety of well-known file sharing and VoIP applications, the
prevalence of emerging P2P live broadcasting systems also demonstrated that
they could scale to reliably support numerous users across different administra-
tive domains and network boundaries [1,2].

However, all is not rosy. Since ”P2P reflects society better than other types
of computer architectures” [3], these systems potentially suffer from two ma-
jor threats: On one hand, peers generally interact with unknown or unfamiliar
partners without the benefit of trusted third party or verification authority, re-
sulting in poor service of quality if meeting with unreliable upstream nodes. The
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anonymous, heterogeneous and distributed nature of P2P networks means ap-
parent possibility to disseminate application-specific vulnerabilities, which poses
significant risks to the deployment of existing live broadcasting systems. On the
other hand, peers essentially tend to optimize towards their self-interests, at-
tempting to exploit services from other nodes without contributing and hence
undermine global system performance. Empirical studies show that when those
non-cooperative users benefit from so-called ”freeriding” on others [4], the
”tragedy of the commons” is inevitable [5].

Consequently, many research pioneers had recognized that the trust man-
agement and incentive mechanism might be critical to the eventual success of
P2P applications and proposed many schemes in file sharing area, comprising
token-based, reputation-based and game theoretic approaches [6,7,8,9]. How-
ever, P2P live video broadcasting systems are in particular characterized by the
stringent playback deadline for video packet delivery and high demanding real-
time bandwidth over heterogeneous underlay networks. In this paper we mainly
investigate the problem of establishing trustful relationship among peers and
encouraging them to balance what they take from the system with what they
contribute.

We first make statistical analysis to more than 10 million service traces from
traditional client-server live streaming system in CCTV1 and service logs from
a practical P2P live broadcasting system with concurrent online users about
200,000 for the Spring Festival Evening show in Jan. 2006. The practical-oriented
analysis reveals users who had enjoyed video contents for a longer time would
be willing to spend more time, regardless of various system architecture. Then
the objective metric, namely online duration, inherently reflects subjective user
behaviors and therefore motivates us to leverage it as one basis of proposed
TPOD mechanism. Besides, for streaming applications, packets arriving be-
fore the playback deadline, termed as effective traffic, are of most importance
when translating into the visual quality at end users and undoubtedly explored
as another basis of TPOD. Intuitively speaking, peers which are active for a
longer while and with more contributions are naturally deemed as more trust-
worthy and we further offer incentive through service differentiation to encourage
trustful and cooperative relationship within the community. In this way, faith-
ful peers are rewarded with better quality streaming sessions while freeriders
are limited to, if any, poor upstream nodes, resulting in low quality in return.
TPOD links the trust and incentive together and has salient properties in terms
of (1)Trust-based; (2)Practical-oriented; (3)Objective metrics about past be-
haviors and (4)Distributed nature upon gossip-based overlay. The experiments
over PlanetLab also verify its effectiveness.

The roadmap of this paper is organized as follows. Section 2 briefly reviews
related work. Section 3 presents the statistical analysis to service logs from two
practical systems and motivates us to detailedly propose TPOD in Section 4.
Section 5 exhibits performance study and experiment results over PlanetLab.
We discuss future work and end this paper in Section 6.

1 CCTV: China Central Television Station, http://www.cctv.com
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2 Related Work

Trust Management. Previous work on trust management mainly focused on
reputation-based approach [7,10,11,12] and they were proposed to discourage
maliciousness and motivate trustworthiness in P2P networks. [7] advocated ob-
jective criteria to track each peer’s contribution and differentiated peers along the
dimension of capability and behavior. However, the considerations underlying file
sharing pattern make it inapplicable for live broadcasting. By similar reasoning,
P2Prep [10], XPep [11] and EigenRep [12] studied subjective reputation-based
approach for file sharing systems, either from binary voting or transitive reputa-
tion computation. Our proposed TPOD involves objective metrics to establish
trustful relationship and encourage cooperative paradigm within the arena of
streaming applications.

Incentive Mechanism. Several incentive mechanisms have been proposed to
motivate users to contribute for improving system performance [6,9,13,14]. For
the file sharing applications, the Tit-for-Tat and optimistic choking mechanism
in the popular BitTorrent worked well for incremental block exchanges [13]. Be-
sides, a natural approach for incentive was to charge users for every download
and reward them for every upload through token-based approval of cooperation
[6], while some other pioneers advocated the promising game theory to model
users’ strategies for global outcome equilibrium while retaining individual util-
ity maximization [9]. The recent work [14] might be close to our work due to
peer-selection based service differentiation, but TPOD greatly differ from it for
the practical-oriented metric and distributed nature upon gossip-based overlay
construction.

3 Background: Statistical Analysis for User Behavior

Clearly, the terms ”trust” and ”cooperation” both exhibit the rational behaviors
of end users within P2P community. Therefore, we believe that examining the
practical service logs to see what those real users will be like is definitely the first
step towards the design of an effective trust management and incentive mecha-
nism. Accordingly, we have analyzed more than 10 million traces from traditional
client-server service and logs from a practical P2P system with concurrent online
users more than 200,000.

3.1 Client-Server Live Broadcasting Service Analysis

We first analyzed more than 10 million traces from Oct. 2004 to Jan. 2005
of client-server video servers at CCTV global websites. Tab.1 lists the basic
information of streaming service, comprising the amount of effective traces and
average online duration at each channel (CCTV-News, CCTV-4 and CCTV-9).

To understand the intrinsic characteristics within the online duration, we
intentionally depict the percentage and cumulative percentage of various online
duration distributions, as show in Fig.1. Clearly, although the populations (that



TPOD: A Trust-Based Incentive Mechanism for P2P Live Broadcasting 335

Table 1. Information of service traces

Channel Effective traces Average online Synthesized parameters
1.CCTV-News 8,314,245 772 seconds (μ, σ) = (4.421, 1.672)

2.CCTV-4 2,349,934 542 seconds (μ, σ) = (4.037, 1.464)
3.CCTV-9 676,807 704 seconds (μ, σ) = (4.161, 1.438)
In total 11,340,986 720 seconds NULL

is, effective traces) vary in different channels, all the three results substantially
follow the lognormal distribution. The last column of Tab.1 further provides the
synthesized parameters for lognormal distribution in Fig.1(a). The distinctness
of each (μ, σ) pair also indicates the differences within each channel, potentially
listing from contents, time and program duration, etc.
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Fig. 1. Analysis to online duration of practical service traces: (a)Distribution of online
duration and fitted curves; (b)Relation between elapsed online duration and expected
remaining online time

However, a characteristic of P2P networks is that peers could change their
behaviors and enter or leave the service session frequently and continuously.
Thus it is important to get a rough idea about the expected remaining online
duration. Fig.1(b) schematically shows the statistical relation between elapsed
online duration and expected remaining online time. Observe that users who have
enjoyed the service for a longer time would be statistically willing to spend more
time. It should be stressed that although this positive correlation is derived from
client-server service architecture, it will be helpful to further improve system
performance of P2P streaming applications, with the consideration that end
users have little knowledge about whether the service is provided via client-server
or P2P. In the next subsection, we also statistically analyze service logs from a
practical P2P live video broadcasting system to reveal similar characteristics of
user behavior.
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3.2 P2P Live Broadcasting Service Analysis

We have designed, implemented and deployed a practical P2P live video broad-
casting system over global Internet. As a scalable and cost-effective alternative
to client-server approach, it was adopted by CCTV to live broadcast Spring Fes-
tival Evening show at Feb. 2005 [2] and Jan. 2006. In this section, we first briefly
introduce the basic system architecture and then make a statistical analysis to
the service logs in P2P context.
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Fig. 2. Analysis to online duration of practical service logs: (a)Practical system evolu-
tion at Jan. 28th, 2006; (b)CDF of online session duration; (c)Relation between elapsed
online duration and expected remaining online time

We construct a gossip-like overlay [15] to perform distributed membership
management since it in general offers inherent resilience to accommodate topol-
ogy change in P2P networks. In such an overlay structure, each peer maintains
two lists, namely the member list and neighbor list. The video packets trans-
mit along neighbor pairs to the whole group with the aid of efficient streaming
mechanism [2], while the dynamic membership and neighborship are dissemi-
nated within the community in a gossip fashion. For the broadcasting of Spring
Festival Evening show over global Internet in Feb. 2005, there were more than
500,000 users from about 66 countries with the maximum number of concurrent
users 15,239 at Feb. 8th, 2005. In the second deployment, more than 1,800,000
users from about 70 countries subscribed the service and the maximum concur-
rent users reached its peak about 200,000 at Jan. 28th, 2006, as shown in Fig.2(a).
More details about the system architecture and deployment experiences could
be referred to [2].

We analyzed the service logs to reveal user characteristics, specifically with
respect to online duration evolution of end users. Fig.2(b) shows the cumulative
distribution function of the online session duration. Observe that nearly 50%
users spent less than 200 seconds in the community, which indicates that many
peers would not stay for a longer while, resulting in extremely high churn rate.
However, there are also roughly 20% users would like to keep online for more
than 30 minutes. Then we intentionally investigate the relation between elapsed
online duration and expected remaining online time in Fig.2(c). It is obvious
that peers who had stayed longer would be expected to spend more time to



TPOD: A Trust-Based Incentive Mechanism for P2P Live Broadcasting 337

enjoy the service, as similar to previous subsection. The main reason of this
positive correlation may reside in the ”popularity-driven” access pattern of live
video programs.

Towards this end, the practical service traces and logs of client-server and
P2P systems described above offer us insightful understandings to statistical
characteristics of user online duration. While the result is rather simple, it could
be exploited to guide the design of trust management and incentive mechanism
in the area of live broadcasting, as discussed in following section.

4 TPOD: A Novel Trust-Based Incentive Mechanism

Recall that most of existing work either sticks on file sharing applications or
advocates intuitive criteria for reputation-based trust management and incentive
mechanism. Here we aim to link trust management with incentive mechanism,
with the benefit of above practical features: by contributing more and staying
longer it is quite possible to improve a peer’s own trustworthiness and thus the
service it obtains in return. The critical questions of this design philosophy come
in two steps. One is how to effectively and objectively evaluate the contribution
and trust level of a peer in absence of central authority control or trusted third
party, while the other is how to provide differentiated service to peers with
different levels.

4.1 Design Considerations

Before we go into the details of this mechanism, let’s first discuss some critical
considerations to identify the fundamental design space for the interplay of trust
and cooperation within P2P live broadcasting arena.

Challenges and Requirements. Recognizing the general set of characteristics
in P2P networks, when designing a mechanism in the peer community, we are
often faced with two challenges, that is, large populations of users and high churn
rate of dynamic evolution. The former means that the d mechanism should scale
well while the later indicates short life time and few repeated transactions of
peers. Besides, specifically with respect to streaming applications, what deter-
mines the visual quality of service mainly reside in the packets arriving before
the playback deadline rather than the volume of total transferred bytes, and this
particular challenge poses a great need on the measurement of effective packet
transmission.

Benefits. The experiences of a practical P2P live video broadcasting system
significantly benefit us for the design of a trust management and incentive mech-
anism. On one hand, the gossip-based overlay structure advocates distributed
membership management in a gossip fashion and hence is able to be leveraged as
the basis of a scalable mechanism. On the other hand, the statistical analysis to
the service of client-server and P2P live video broadcasting systems offers us user
characteristics in terms of online duration distribution. This objective metric can
be adopted to guide the design of subjective issues: trust and cooperation.
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4.2 Proposed TPOD Mechanism

The above considerations stimulate us to clearly recognize that only the volume
of outgoing traffic measured by their own is far from enough. Therefore, as the
basis of trust management and incentive mechanism, we tentatively introduce
the composite trust index, consisting of two objective metrics, i.e. online duration
and effective upstream traffic within the proposed mechanism. The former could
be regarded as the measurement of the fidelity of peers, while the ”effectiveness”
in the later can be evaluated by the downstream partners within the horizon of
playback deadline and utilized to encourage mutual cooperation among peers.
Roughly speaking, peers are deemed as reputable or trustful when they have been
active for a long time and contribute more effective upstream traffic. They are
the ”fans” of the P2P live broadcasting service and expected to be more stably
than other short-lived peers, for instance newcomers. On the other extreme,
freeriders, representing those who have exploited quite a lot of others’ resources
without any contributions, are denoted as lower composite trust index. Formally
speaking, we denote δ as the trust factor for each node p , then the composite
trust index Ip could be calculated as

Ip =

{
CEBp

γCTp
,

CEBp

CTp
< δ;

γ1CEBp + γ2CTp,
CEBp

CTp
≥ δ;

(1)

where CEBp denotes effective upstream traffic of p, CTp denotes online duration
and γ, γ1, γ2 are the normalized factors. Note that those who had enjoyed the
service for a long time with less effective upstream traffic, in turn low cooperation
level, would be perceived by the threshold δ. As each peer subscribing the service
is required to synchronize when it joins the community, CTp could be measured
in following equation:

CT = Tcur − Tsynp (2)

where Tcur is current time and Tsynp is the synchronization time of node p. Since
node p might be involved in previous transactions, if any, with multiple peers, we
could obtain the effective upstream traffic CEB as follows. For each peer i who
received effective packets {B1

pi, B
2
pi, . . . , B

n
pi} in n rounds with p, the effective

upstream traffic between i and p could be calculated as:

CB(p,i) =
{

αnB1
pi + αn−1B2

pi + · · ·+ αBn
pi, n �= 0;

0, n = 0;
(3)

Note that the exponential aggregation (0 < α < 1) here is deployed to highlight
the most recent upstream traffic. Therefore, the aggregated effective upstream
traffic of node p could be objectively calculated as Eq.(4), where m denotes the
number of past transaction partners and wi is the weight of each partner:

CEBp =
{∑m

i=1 wi ∗ CB(p,i), m �= 0;
0, m = 0; (4)

In this way, the composite trust index of each peer has been objectively calcu-
lated without the need of central control. Now it comes to the question that
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how to aggregate and distribute this local composite trust index within thou-
sands or millions of peers. Recall that gossip-based overlay structure exchanges
a fraction of active members periodically. These composite trust indices could be
effectively disseminated and also retrieved in a gossip fashion along with mem-
bership maintenance. Although the additional trust information indeed induces
a certain number of traffic overhead, we argue that since the chief task of these
indices is to identify ”fans” as well as ”freeriders” and then encourage others
to collaborate with partners with more trustworthiness, the volume of traffic
overhead could be bounded in a small level (most of composite trust indices for
short-lived peers are zero) and is going to be measured in ongoing work.

The proposed mechanism has evaluated the trust level of peers in a distrib-
uted and objective manner with practical considerations. For the second question
posed at the beginning of this section, we aim to provide service differentiation
based on those trust indexes. We borrow the core peer-selection idea in [14]
to reward trustful peers with good upstream candidates while impose penal-
ties to those with low trust indexes. The trust-based incentive mechanism, so
called TPOD, continues to follow the line of ”fans” and freeriders”. Peers within
the ”fans” group have the freedom to choose upstream candidates, resulting in
better service quality. ”Freeriders” in another group are constrained to few op-
portunities to select first-rank candidate supplying nodes, certainly resulting in
low streaming quality. It should be stressed that these ”fans” are also required
to randomly foster newcomers to avoid monopolization and overlay division, as
similar to optimistic choking scheme in BitTorrent [13].

5 Performance Study and Evaluation

Suppose the node amount of P2P network is N , the number of each node’ neigh-
bors is M , and the total amount of live broadcasting segments is Q. We discuss
the performance of our algorithm by analyzing the computation complexity of
each node and communication overhead of overlay network at first. For the trust
level evaluation, the computation burden is to evaluate the trust level of up-
stream peer when receiving a segment, and hence the computation complexity
is O(Q). Note that the computation load on each node is unrelated with the
network size N . Similarly, the communication overhead of the evaluation is that
each time one peer receives a segment, it updates the contributions of upstream
peers and refine the corresponding member list and neighbor list. For the up-
dated information, the communication overhead of the evaluation is O(Q ∗N).

We further conduct experiments over the Planetlab [16] testbed to evaluate the
proposed TPOD mechanism. The prototype in [2] is deployed as the underlying
architecture and in total we utilize more than 300 machines as the peers in
service community. Tab.2 lists the parameters of experiment setup. Due to page
limitation, here we simply refer to the average delivery ratio as the representative
metric to exhibit the effectiveness of proposed TPOD mechanism. The delivery
ratio of each peer could be calculated as the ratio of packets that arrive before
the playback deadline to the total packets, which indicates the visual quality
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Table 2. Experiment setup over PlanetLab

Parameter Value or range
Size of community 300-350

Packet rate 30 packets/sec
Request rate (Poisson arrival) λ = 1

Online duration distribution (lognormal distribution) (μ, σ) = (4.4, 1.6)
Request and buffer map interval 1 second
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Fig. 3. Comparison of average delivery ration between with and without incentive
mechanism

at end users. Fig.3 shows that the average delivery ratio is lower when there is
no any trust management and incentive mechanism. With the proposed trust-
based incentive mechanism, rational peers are encouraged to stay longer and
make more contributions, resulting in better stability of the overlay and more
cooperation between peers, and in turn higher average delivery ratio.

6 Conclusion and Future Work

In this paper, we mainly investigate the problem of provisioning trust man-
agement and incentive mechanism in P2P live broadcasting system since such
applications rely on mutual cooperation between peers. Our contributions come
in two-fold. Firstly, we make the statistical analysis to service traces of client-
server system and logs of P2P system and then reveal characteristics of user
online duration. Secondly, we are motivated to propose TPOD which integrates
online duration information with the effective upstream traffic of each peer and
thus encourages interactions with trustful peers through service differentiation.
More profoundly, the proposed TPOD substantially has following salient fea-
tures: (1)Trust-based; (2)Practical-oriented; (3)Objective metric about past be-
haviors and (4)Distributed nature upon gossip-based overlay structure.

Future research could proceed along several arenas. One is to further eval-
uate the overhead of proposed mechanism and then to deploy it into practical
system. It is also interesting to apply scalable coding schemes into for service
differentiation.
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Abstract. In large scale P2P networks, it is less likely that repeat in-
teractions will occur between same peers for the asymmetric interests
between them. So it is difficult to establish the direct trust relationship
between peers and the network is vulnerable to malicious peers. A group
based reputation system GroupRep for P2P networks is proposed in this
paper to solve this problem. In GroupRep, the trust relationship is clas-
sified into three tiers: the trust relationship between groups, between
groups and peers, and between peers. A peer evaluates the credibility of
a given peer by its local trust information or the reference from the group
it belonging to. A filtering cluster algorithm is proposed to filter unfair
ratings provided by malicious peers. As a result, good peers are distin-
guished from malicious ones. Choosing the download source based on
the trust value of responders can make good peers happy with the high
ratio of the success query and the high satisfaction level under malicious
collusive attacks with front peers.

1 Introduction

The open accessibility of Peer-to-Peer(P2P) networks attracts users to join the
network to offer contents and services for others as well as try to obtain resources
from the network. However, it also make the P2P network vulnerable to malicious
peers which wishes to poison the network with corrupted data or harmful services
for personal or commercial gain [1]. So, ascertaining the validity of the resources
or services which peers want to obtain is very important to guarantee their profit.

As determining the validity of resources is a costly operation[1], reputation
systems have been presented to solve this problem indirectly. Studies [2][3][4]
present mechanisms that enable peers to evaluate the credibility of every file
version after they get responses about different file versions. Most reputation
systems focus on evaluating the credibility of resource providers. Some of them
([5-8]) calculate a global trust value for every peer. However, in large scale P2P
networks, the feasibility and the necessity of establishing global trust for every
peer are still doubtful. Others ([1-4], [9, 10]) allow peers to calculate a local trust
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value for other peers with shared information. Generally, the shared information
is collected by flooding reference trust requests to peers’ friends. However, in
large scale P2P networks, flooding mechanism is not scalable. In addition, such
reputation systems with shared information can’t be adopted into the partially
decentralized P2P networks where no direct management messages are allowed
between peers [8].

Enlightened by the management of companies and the cooperation between
them, a group based reputation system GroupRep is proposed in this paper.
Peers join in a group and share their ratings by the group reputation management
mechanism. The trust relationship in GroupRep can be viewed as three tiers: the
trust relationship between groups, between groups and peers and between peers.
A peer calculates a given peer’s trust value with its local trust information or the
group’s reference which it belongs to. The probability that repeat interactions
occur between the same groups is larger than that occur between the same peers.
So in GroupRep it is easy to establish the trust relationship between peers. A
cluster filtering algorithm, which is based on personalized similarity of peers
and rating importance similarity of peers on providing ratings, is proposed to
filter the unfair ratings provided by malicious peers. As a result, GroupRep can
distinguish good peers from malicious peers effectively and make them happy
with the high ratio of the success query and the high satisfaction level under
malicious collusive attacks with front peers.

The rest of this paper is organized as follows: section 2 presents related work.
The group based reputation system is defined in section 3. The simulation and
analysis of the proposed model is followed. In the final section the conclusion is
stated.

2 Related Work

Kamvar S.[5] proposed EigenTrust to calculate a global trust value for every
peer based on their behavior history. Dou W.[6] presented a similar trust model
where pre-trusted peers are unnecessary while these peers’ existence is the basic
assumption of EigenTrust. In [7] the direct trust relationship between peers is
modeled as the web page link and the global trust value of every peer is calcu-
lated by the distributed pagerank algorithm. Mekouar L.[8] proposed a reputa-
tion management scheme RMS PDN for partially decentralized P2P networks
to enable every superpeer to maintain the contribution of its leaf peers and cal-
culate their global trust value. Most of the reputation systems enable peers to
calculate a local trust value for a given peer with shared information. Marti
S.[1] evaluated the performance of P2P networks where peers choose the down-
load source based on the trust value calculated by shared information. Wang
Y. [9] proposed a Bayesian network trust model to evaluate a peer’s credibility
on different aspects according to different scenarios. NICE[10] is distinguished
from other reputation systems in the intrinsic incentive that peers are willing
to store the ratings which demonstrate themselves credible. PeerTrust[13] dif-
fers from other reputation systems in that trust value is computed based on
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three basic trust parameters and two adaptive factors. PeerTrust is effective
against malicious behaviors of peers. The main weakness of PeerTrust is that
it doesn’t suit highly dynamic environments as it requires peers cooperation for
storing the reputation information and it can’t distinguish and punish malicious
peers.

3 Group Based Reputation System

Enlightened by the management of companies and the cooperation between
them, we propose a group based reputation system for P2P networks. The file
sharing inside the group seems as peers’ providing services for this group while
that between the peers which belong to different groups can be viewed as the
cooperation between groups.

In GroupRep, the trust relationship is classified into three tiers: the trust rela-
tionship between groups, between groups and peers and between peers. Groups
establish their direct trust relationship based on the cooperation between them.
A group evaluates the credibility of members according to their behavior history
of proving services for this group and cooperating with other groups. A peer
stores limited local trust information based on the behavior history of other
peers. When it calculates the trust value of a given peer, it firstly checks its local
trust information. If there is not local trust information of the given peer, it will
ask the group which it belongs to to get a reference trust value. On receiving the
reference trust request, the group directly gives the trust value if the requested
peer is its member; Otherwise, it gets the reference trust value by asking the
group which the requested peer belonging to.

In order to clarify the idea easily, we take the P2P network as a file-sharing
network, although the proposed reputation system can be adopted by many
other P2P service environments.

In this section, the group based reputation system GroupRep is presented at
first. Then, we explain the process of trust information updating.

3.1 GroupRep

We assume peers sharing same interests voluntarily construct logic groups. When
a peer enters the network, it can use some bootstrap mechanism just as that in
Gnutella 0.6[11] to find its interested group. Then it would be accepted as a
member by the recommendation of other members in this group. There are one
or several group managers in one group. And all the trust information inside
and outside the group can be handled correctly. In addition, the communication
messages are encrypted to guarantee the integrity and confidentiality.

1. The Trust relationship between groups
Groups and their direct trust relationship form the trust network which is

modeled as a directed weighted graph GTrust = (V, E), where V = {G1, ..., GM |
M ∈ N}, Gi, 1 ≤ i ≤M is the group in P2P networks; E = {eGiGj |Gi, Gj ∈ V },
eGiGj is the direct trust relationship between Giand Gj . The weight of eGiGj is
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the trust value TrGiGj of Gi to Gj . We define Trustpath
GsGt

= (eGsGi , ..., eGjGt) as
the trust reference path from Gs to Gt , which is a path from Gs to Gt in GTrust.
Groups calculate the trust value of other groups by the following equation:

TrGiGj =

⎧⎪⎨
⎪⎩

uGiGj
−cGiGj

uGiGj
+cGiGj

, uGiGj + cGiGj �= 0

Trreference
GiGj

, uGiGj + cGiGj = 0 and Trustpath
GiGj

exists

T rGiGstrange , others

, (1)

where uGiGj≥0 and cGiGj≥0 are the utility and the cost respectively which peers
in Gj have brought to peers in Gi . When uGiGj +cGiGj = 0, if Trustpath

GiGj
exists,

TrGiGj is defined as the reference trust value Trreference
GiGj

which is calculated
based on the strongest path rule. Otherwise, TrGiGj is defined by TrGiGstrange

which is calculated according to the behavior history of strange groups that Gi

has had encountered.

The strongest trust reference path. Given a set of trust reference paths
from Gi to Gj , the strongest trust reference path is the path along the most
credible group. We define the minimal trust value along the trust reference path
as the reference trust value of this path. So Trreference

GiGj
is the reference trust

value of the strongest trust reference path. If there are multi strongest trust
reference paths, Trreference

GiGj
is the average of the reference trust values of these

paths. As shown in Fig.1, the two strongest trust reference paths from group
A to group H are ”A− > D− > C− > H” and ”A− > F− > G− > H”.
And the reference trust value of them is 0.3 and -0.5 respectively. So Trreference

GAGH

is -0.1.
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Fig. 1. The strongest trust reference path

Adaptive trust value to strange groups

TrGiGstrange =

{
uGiGstrange−cGiGstrange

uGiGstrange +cGiGstrange
, uGiGstrange + cGiGstrange �= 0

0, others
, (2)

Where uGiGstrange ≥ 0 and cGiGstrange ≥ 0 are the utility and the cost separately
which strange groups (groups that have not had transactions with Gi) have
brought to Gi .
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2. The trust relationship between groups and peers
We define TrGi

i as the trust value of group Gi to peer i :

TrGi

i =

⎧⎪⎪⎨
⎪⎪⎩

u
G(i)
i −c

G(i)
i

u
G(i)
i +c

G(i)
i

, u
G(i)
i + c

G(i)
i �= 0 and i ∈ Gi = G(i)

Tr
G(i)
strange, u

G(i)
i + c

G(i)
i = 0 and i ∈ Gi = G(i)

min{TrGiG(i), T r
G(i)
i }, i /∈ Gi

(3)

Tr
G(i)
strange =

⎧⎨
⎩

u
G(i)
strange−c

G(i)
strange

u
G(i)
strange+c

G(i)
strange

, u
G(i)
strange + c

G(i)
strange �= 0

0, u
G(i)
strange + c

G(i)
strange = 0

, (4)

where G(i) is the group that peer i belongs to, u
G(i)
i ≥ 0 and c

G(i)
i ≥ 0 are the

utility and the cost separately that i has brought to other peers. u
G(i)
strange ≥ 0

and c
G(i)
strange ≥ 0 are the utility and the cost separately that peers in G(i) have

brought to others when they upload files as the first time. Tr
G(i)
strange is adapted

according to the first uploading behavior of G(i) members against the malicious
peers which change ID join the group.

3. The trust relationship between peers
The trust value of peer i to j is defined as follows:

Trij =

{
uij−cij

uij+cij
, uij + cij �= 0

Tr
G(i)
j , uij + cij = 0

, (5)

where uij ≥ 0 and cij ≥ 0 are the utility and the cost separately which peer i
believes what peer j has brought to it according to its local trust information. If
there is no local trust information of j, defines Trij as the reference trust value
of G(i).

3.2 Trust Information Updating

In GroupRep, a peer keeps limited local trust information which is updated
based on its ratings to others. A group would update the trust information
of members, familiar groups, strange peer or strange groups weighted by the
credibility of ratings it has received.

When peer i has finished a transaction with peer j, it would firstly update
its local trust information, then it reports its rating to G(i) . If j ∈ G(i) , G(i)
updates j ’s trust information. Otherwise, G(i) updates G(j)’s trust information
and transfers this rating to G(j) to enable G(j) to update j ’s trust information.
A group would update the trust information of strange peers or strange groups
if its members firstly provide service or a strange group firstly provide service to
its members. Then the problem is how to determine the credibility of ratings. In
order to reduce the effect of unfair ratings, we define a cluster algorithm to filter
them. This filtering cluster algorithm is based on the personalized similarity
of peers and the rating importance similarity of peers on providing ratings.
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The peers which are similar both in personalized similarity and in the rating
importance similarity are taken as similar peers. These peers associated by their
similar peers within the same group form a cluster. The ratings submitted by
the maximum cluster (which is noted as the rating cluster CG ) are seemed as
credible by the group. Then we define the personalized similarity and the rating
importance similarity as following:

1) The personalized similarity of peer i and j : It is measured by the root-
mean-square of the ratings which they provide to same peers. It is defined by
equation(6)

SPS(i, j) =

{
1−
√

k∈ComSet(i,j)(Trik−Trjk)2

|ComSet(i,j)| , ComSet(i, j) �= ∅
0, ComSet(i, j) = ∅

, (6)

where ComSet(i, j) denotes the set of peers that have interacted both with peer
i and with peer j in the observed period. If SPS(i, j) > Sthreshold

PS , peer i and j
are personalized similar, where Sthreshold

PS is the threshold to determine whether
two peers have the same personalized metric.

2) The rating importance similarity of peer i and j on providing ratings : Given
the observation that peers in a malicious collusive group with front peers, front
peers give fair ratings outside the group to increase the personalized similarity
with these peers, and give high ratings selectively inside group to magnify its
partners. The ratings importance similarity of i and j on providing ratings is
measured by the relative importance difference of the ratings which they has
given to the same peers. It is defined by the following equation:

SRIS(i, j) =

⎧⎨
⎩1−

√
k∈ComSet(i,j)

|riik−rijk |
riik+rijk

|ComSet(i,j)| , ComSet(i, j) �= ∅
0, ComSet(i, j) = ∅

, (7)

where riik = Tik

l∈Rj
Tjl

is the relative importance of the rating which i has given

to k to the total ratings which j has given in the observed period, Tik, which
can be defined as uik + cik, is the importance of the rating which i has given
to k, and Rj is the set of peers to which j has given ratings in the observed
period. Similarly, rijk = Tjk

l∈Ri
Til

]. If SRIS(i, j) > Sthreshold
RIS , the ratings given

by peer i and j has the same rating importance similarity, where Sthreshold
RIS is

the threshold used to determine whether the rating importance is similar.
At the initial stage of P2P systems, there are no enough ratings to get the

rating cluster. Group G(i) would update the trust information weighted by the
trust value of the peers which give the ratings. If G(i) get the rating cluster CG(i)
periodly, it would filter the rating based on CG(i). So G(i) measures the rating
credibility given by i by the following equation:

Cr
G(i)
i =

⎧⎪⎪⎨
⎪⎪⎩

1, CG(i) �= ∅ and i ∈ CG(i)
0, CG(i) �= ∅ and i /∈ CG(i)
1, CG(i) = ∅ and there is no trust information in the group

T r
G(i)
i , others

,

(8)
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and G(j)(�= G(i)) measures the rating credibility given by i by equation (9):

Cr
G(j)
i =

{
1, there is no trust information in the group

min{Cr
G(i)
i , T rG(j)G(i)}, others

(9)
If the rating credibility is not larger than 0, the corresponding trust infor-

mation would not be updated. In addition, each group would discount all the
maintained trust information periodly to make a peer’s recent behavior always
matters and the peer has continuing incentives to behave honestly.

4 Simulation and Analysis

GroupRep is implemented based on Query Cycle Simulator[14]. At the same
time, we also implement RMS PDN and a conventional reputation system with
shared information noted as RSSI, where the trust value is calculated by the
local trust information or by the reference of friends and friends’ friends. We
evaluate the effectiveness of GroupRep, RMS PDN and RSSI against malicious
collusive attacks with front peers. The data are collected after the 100th query
cycle and the results are averaged over 5 runs.

The efficiency of the network describes how good peers can efficiently get
reliable files. They are as follows:

– The Ratio of the Success Query (RSQ): if good peers issue q requests and
qs of them are satisfied with authentic files, then RSQ = qs/q.

– The satisfaction level (Sat): if the size of authentic contents downloaded
by i is authentici , and the size of inauthentic contents downloaded by
i is inauthentici , then Sati = (authentici − inauthentici)/(authentici +

inauthentici) . The overall satisfaction level of good peers is Sat= i∈Vg
Sati

|Vg| ,
where Vg is the set of good peers.

4.1 Simulation Environment

In order to compare with RMS PDN, the simulated network is partially decen-
tralized with 1000 peers where the fraction of malicious peers fm is within the
range [0.1, 0.5]. Peers are constructed as 20 groups and assigned to groups with
the random uniform distribution. In GroupRep, we assume a logic group cor-
responds with a P2P overlay group constructed with a supernode and its leaf
nodes. The reference trust requests between peers in RSSI are forwarded by the
manage module of our simulation. In GroupRep and RSSI, the length of the lim-
isted trust information mainted by peers is 10, the TTL of flooded reference trust
requests is 3. So in the idea situation, a peer in RSSI can get the trust value of
all peers by the reference of its friends and friends’ friends. In GroupRep, groups
get the rating cluster with Sthreshold

PS = 0 and Sthreshold
RIS = 0.5 each 5 query

cycles and discount all the maintained trust information with factor 0.8 every 3
query cycles.
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There are 10000 unique files in the network. Each file is characterized by
the content category c and the popularity rank r within this category. c and r
both follow the uniform distribution. 20 content categories are hold by 20 groups
respectively. Files are distributed with the uniform random distribution based on
the content categories that peers are interested in. File sizes are randomly and
uniformly between 10MB and 150MB. We assume the files owned by malicious
peers are also owned by good peers and all the files can be located successfully.
The utility of a success file sharing or the cost of downloading an inauthentic
file is equal to the file size.

Peers are always online and issue queries. The peers in the same group share
the same interest. Good peers request files randomly in their interested category
with the probability 0.8. Malicious peers request files randomly to know other
peers. For good peers, the probability of providing inauthentic files is 5%, while
malicious peers provide inauthentic files for 80% download requests. On getting
the list of file providers, peers choose the most credible provider as the download
source based on their trust value.

4.2 Effectiveness Against Malicious Collusive Attacks with Front
Peers

Under malicious collusive attacks with front peers, malicious peers act as a col-
lusive group. Most of them upload inauthentic files to good peers while they
upload good files to peers within their collusive group. At the same time, in
GroupRep and RMS PDN, they give negative ratings to good peers and give
high positive ratings to partners which they have had a transaction with. Others
named as front malicious peers act as moles and upload authentic files just as
good peers and giving good peers fair ratings. These front malicious peers try
to cover other malicious peers behavior by give them high positive ratings. In
our simulation, the high positive rating is set as the maximum file size 150. In
addition, in GroupRep and RMS PDN we strength the attack by making mali-
cious peers randomly select another malicious peer to give high positive rating
in every query cycle except submitting a rating after a transaction. In RSSI,
on receiving reference trust requests, normal malicious peers give reference trust
value as 1 if the requested peer is malicious. Otherwise, it would be -1. Front
malicious peers would give reference trust value based on their local trust infor-
mation if the requested peer is not their partners. The peers within this collusive
group are noted as CF. In our simulation, the fraction of front malicious peers
to the whole malicious peers is 0.2. As the probability that good peers upload
authentic files is 0.95, the ratio of the success query is 0.95 and the satisfaction
level is 0.9 when there are no malicious peers.

As shown in Fig.2(a), RSQ decreases in GroupRep much more slowly than
that does in RMS PDN and RSSI. This is because in GroupRep the cluster fil-
tering algorithm can filter most unfair ratings and keep still larger than 0.7 when
fm reaches 0.5. In RMS PDN, the trust information is updated directly, so ma-
licious peers have good reputation by giving highly positive ratings each other.
Thus, RSQ of RMS PDN decrease as fm increasing quickly. In RSSI, a peer can’t
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evaluate a given peer’s trust value exactly. This is more seriously in malicious
collusive attacks with front peers as malicious peers always recommends their
partners as trusted peers. In addition, if a peer can’t calculate the trust value of
the given peer by its local information or by trust friends’ reference, it has no
discernment on good peers and malicious peers. So in RSSI decreases dramati-
cally as fm increasing. in Fig.2(b), Sat always changes with the same trend as
RSQ does. So it is concluded that GroupRep is more efficient than RMS PDN
and RSSI under malicious collusive attacks with front peers.

(a) The ratio of the success query (b) The satisfaction level

Fig. 2. Efficiency

5 Conclusion

Enlightened by the management of companies and the cooperation between
them, we propose a group based reputation system GroupRep. The trust rela-
tionship in GroupRep is classified into three tiers: the trust relationship between
groups, between groups and peers, and between peers. A peer calculates a given
peer’s trust value based on its local trust information or the reference of the
group which it belongs to. So in GroupRep the trust relationship between peers
can be established effectively because the probability that repeat transactions
occur between same groups is larger than that between same peers. Personalized
similarity and rating importance similarity can tell whether two peers are simi-
lar on providing ratings. The filtering cluster algorithm based on the similarity
between peers can filter unfair ratings given by malicious peers. As a result,
good peers can be distinguished from malicious ones. Therefore, choosing the
download source based on the trust value of responders makes good peers happy
with the high ratio of the success query and the high satisfaction level under
malicious collusive attacks with front peers.
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Abstract. There are increasing requirements for interoperation among distrib-
uted multi-domain systems. The key challenge is how to balance security and 
collaboration. A novel approach is proposed in this paper to support the trusted 
interoperation. It introduces the notions of effect scope and life condition into 
role based access control model to restrict permission to be active only in 
proper environment. Partial inheritance of role hierarchy is presented to support 
the finely granular access rights as well as the verification algorithms are  
proposed to maintain security constraints consistent. As an example, XACML-
based platform is provided to combine the existent systems for secure interop-
eration. Without compromising the collaboration, this approach can effectively 
enforce a layered security policy and can reduce the complexity of security 
management.  

1   Background 

With the development of electronic business, web-based information systems are 
widely adopted and there is a high degree of interoperation and services sharing 
among different enterprise systems. It is important to safeguard the resources while 
providing services to other systems. To support the trusted interoperation, composi-
tion of security policies is becoming an important issue for both academic and indus-
try. Many research works have devoted to this topic [1,2,3] and the significant works 
are introduced here.  

From the conceptual level, Gong and Qian [4] presents two important guide rules of 
autonomy and security: the permitted access in a system should be permitted after 
composition and the denied access should be denied after composition. The manipula-
tion algebra of access control policies is proposed [5,6], in which policies are inter-
preted as nondeterministic transformers on permissions set assignments to subjects; 
operations on policies are interpreted as set theoretical operators on such transformers. 
But these methods lack of the consistency validation of permission sets combination.  

Joachim et al. [7] describe a layered access control model, which exploits the 
SPKI/SDSI to implement and enforce a policy specification. But it limits to the sce-
nario of existence of a trusted assigner to declare policies. Song et al. [8] propose an 
aspect-oriented modeling technique that supports verifiable composition of behaviors 
described in access control aspect models and primary models. Shafiq et al. [9]  
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propose a policy integration framework for merging heterogeneous role base access 
control model (RBAC) policies. It resolves the conflicts arising among the composi-
tion by an integer programming based approach. But its complexity is a major prob-
lem in dynamic collaborative environment. Literature [10] presents core features of 
Policy Machine that are capable of configuring, combining and enforcing arbitrary 
attribute-based policies. Park et al. [11] introduce a composite RBAC approach by 
separating the organizational and system role structures and by providing the mapping 
between them. Unfortunately, these work do less on analyses of security constraints 
and many challenges still exist, mainly including appropriate access restriction to 
balance common and local objectives; consideration of environment to ensure doing 
right thing in right time and on right object; extensibility to support multi-level col-
laborations and flexible policy; reducing down the complexity of management.  

Base on RBAC, a novel approach is proposed in this paper to achieve above objec-
tives, which introduces the notions of effect scope and life condition. Life condition 
restricts permission to be active in proper environment. Effect scope supports layered 
collaborations and flexible policy. Partial inheritance of role hierarchy is presented to 
support the fine granular authorization. The verification algorithms are proposed to 
maintain the security constraints consistent. As an example, this model is applied in a 
practical system—the Property Right Exchange System (PRES)[12,13] and XACML-
based platform is provided to combine the existent application systems. Through 
analysis, this approach can effectively reduce the management complexity. 

The remainder of this paper is organized as follows. In section 2, a practical sce-
nario and basic concepts are given. Section 3 formally describes our proposed model 
and the verification algorithms. In the following section, the mechanism for secure 
interoperation is given based on PRES. At last, we draw some conclusions and future 
wok. 

2   Scenarios and Basic Concept 

2.1   Application Scenario and Secure Interoperation Requirements 

To illustrate our approach effectively, an example of property rights exchange is 
adopted through the paper. Property Rights Exchange Center (PREC) is a concession-
ary organization in China for taking on property rights exchange, i.e. enterprise assets 
exchange, the intangible assets exchange. The government of State-owned Assets 
Supervision and Administration Commission (SASAC) supervises PREC, consisting 
of the national council SASAC and many province SASACs. The business relation-
ships together with clients are shown as Fig.1.  

From the view of PREC, the interoperation requirements are summarized as five 
types: interoperation among interior departments of PREC is shown as the double 
black arrows thin line; interoperation among PRECs is shown as the thick line with 
double square nodes; interoperation between PREC and SASAC is shown as the thick 
line with double round nodes; interoperation between the PREC and exchange par-
ticipants is shown as the thin line with double white arrows. The objective is to ensure 
security and support interoperation. 
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Fig. 1. The organization architecture of PREC and SASAC 

2.2   Introduction to RBAC 

Recently RBAC model [14] is becoming a natural choice for security administration. 
The main components are user, role, permission, role hierarchy, constraint, user role 
assignment (URA) and permission role assignment (PRA) etc. Role is an abstract 
description of behavior and collaborative relation with others in an organization. Per-
mission is an access authorization to object, which is assigned to roles instead of to 
individual users. Constraints are principles used to express security policy, like least 
privilege, cardinality restriction, separation of duties (SOD) etc. Generally, SOD is 
specified as mutually exclusive roles or permissions, which can be divided into static 
SOD and dynamic SOD according to the authorization assignments at design or the 
activation in execution. The notations of U, R, P and O are adopted in our model to 
apart denote the set of users, roles, permissions and objects.  

The motivation of role hierarchy is the observation that individual roles within an 
organization often have overlapping functions. In the absence of role hierarchies, it is 
inefficient and administratively cumbersome to specify these general permissions 
repeatedly for a large number of roles, or assign a large number of users to the general 
roles. In the presence of role hierarchy, the collection of permissions that compromise 
a job function can be defined by multiple subordinate roles, each of which may be 
reused in the sharing of common permissions and formulation of other roles. Due to 
the length of the article, the other description of the RBAC is omitted. Details can be 
got in the reference [14]. 

3   Proposed Model Based on RBAC 

The proposed model, shown as Fig.2. There are many domains in a distributed envi-
ronment; each domain is with the three levels architecture of permission, role and 
user. To restrict permissions to be active only in proper environment, we introduce 
effect scope and life condition into permission and divide them into three types of 
private, territorial and public, denoted as black, bias and white nodes. Role hierarchy 
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Fig. 2. The proposed model based on RBAC 

is supported in the second role level. Different with other models, the inherited  
permissions of a senior role are partial of juniors’ depending on permission type. In 
user level, users are classified into layered domains that match to the effect scopes of 
permission, whose authorizations are restricted to be active in the appointed life con-
dition. The formal description of this model is given below. 

3.1   Effect Scope and Life Condition  

Effect scope is the activation domain of permission and is defined in form of nested 
multilayer aggregation of subjects or users, like partner and VIP partner. Generally, it 
corresponds with the organization and relationship of enterprises. Life condition de-
fines the precondition of invoking and withdrawing permission, which reflects the 
environment restriction like time, address or business restraint etc.  

Partial inheritance of role hierarchy is focused on here. Private permission cannot 
be inherited by senior roles and is used to express the personal or positional jobs, i.e. 
the right to modify a vend application is restricted to the initiator. Public permission is 
permitted to inherit by anyone and is used to express common enterprise activity. 
Territorial permission aims at the collaborative job and is restricted to be active in the 
appointed effect scope and life condition, i.e. the approval of a plan by a project man-
ager can be only inherited by the same department manager.  

Definition 1 (SCOPE): A scope is a set of subjects, where the subjects are defined 
according to an enterprise organization. Let SP denotes the set of subjects in the sys-
tem, scope ⊆ 2SP. For example: SDPREC={Finance, office, trade1, trade2}; VIPart-
ner={ZJPREC, TJPREC}; 

Definition 2 (Scope Operation S_OP): S_OP is a set of {U, , }, where U,  and  
denote the union, intersection and difference operations on scope sets. It satisfies the 
commutative law, associative law and distributive law.  
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Definition 3 (effect scope): An effect scope of permission p_scope is defined as a set 
algebra expression of SCOPE and S_OP, p_scope=scope1 | scope2 U scope3 | scope4 

 scope5 | scope6  scope7, where scopei ⊆ SP. 
For example: Partner={HBPREC, SXPREC, SHPREC} U VIPartner;  

Definition 4 (life condition): Life condition of permission p_cond is defined as a 4-
tuple <t_cond, ip_cond, b_cond, e_cond>, where t_cond is the temporal restriction 
and in form of [date1.time1: date2.time2] that gives the beginning and end of permis-
sion activation period, which can be empty to indicate no restraints. ip_cond is a set of 
IP address and each field is permitted to be  * to indicate any value. b_cond and 
e_cond are logic expressions to illustrate the precondition of invoking and withdraw-
ing permission according to business rules.  

Definition 5 (permission attribute): is an element of the set PA = {private, territorial, 
public} to describe a permission type. 

Definition 6 (permission): A permission per is defined as a 5-tupls <p_act, p_obj, 
p_attr, p_cond, p_scope >, where p_act is an operation type in the system, p_obj is 
the operated object, p_attr is the permission attribute p_attr PA, p_cond and 
p_scope are the life condition and effect scope of a territorial permission. 

Accordingly, the following mapping functions are defined: 

LCondcal(p_cond) Boolean: computes the logic value of life condition. 
PScope(per:P) SB2: counts the aggregation of effect scope for the given permis-

sion per. 
Pactive(per:P) Boolean: verifies whether the given permission per is active that 

is in life condition and effect scope.  

3.2  Role Hierarchies and Permission Inheritance 

Definition 7 (immediate inheritance): The immediate inheritance relation of two roles 
r1 and r2 is denoted as r1 > r2 only if all permissions of r2 are also permissions of r1, 
and all users of r1 are users of r2.  

Definition 8 (ancestor inheritance): The ancestor inheritance relation of two roles r1 
and r2 is denoted as r1 >* r2 only if there exist a series of roles r i1, r i2, …… r ij which r 

1>r i1> ……> r ij > r 2, j>=1. 

Definition 9 (role hierarchy): Role hierarchy RH⊆ R×R is a partial order on R. The 
inheritance relation is with the properties of antisymmetric and transmissible.  

After defining PRA, URA relations and role hierarchies, we can acquire both the 
set of permissions assigned to a role and the authorized permissions of a user by direct 
assignments and indirect inheritance via role hierarchy. The following functions are 
introduced to compute the set. 

Rperms(r:R) 2P, enumerates permissions assigned to a role. Rperms(r)= {p:p
P (p,r) PRA} {p:p P ((r>*r’) (p,r’) PRA (p.attr=Public|Territorial))}.     

PRoles(p:P) 2R mapping of a permission onto the assigned role set. PRoles(p) = 
{r: r R ( (p,r) PRA  (r’ R (r’>*r)  ( p.attr=Public |  p.attr= Territorial) ).   
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RUsers(r:R) 2U enumerates the users authorized a role. RUsers(r)= {u: u U   
( (u,r) URA  ((u,r’) URA  r’ R (r’ >* r) ) ) } 

URoles(u:U) 2R enumerates all roles assigned to a user. URoles(r)= {r: r R 
(u,r) URA  (r’ R (r >*r’)) } 

Uperms(u:U) 2P, enumerates the authorized permissions of a user. Uperms(u)= 
{p: p P  r R  r URoles(u) p Rperms(r) (p.attr=Public|(p.attr= Territorial  
u  PScope(p) )) }.     

Property1 describes the rule of permission activation. 

Property 1. A user u has the authorization of a permission p only if the following 
four conditions are satisfied. 1) There exist a role r assigned the permission. 2) u is 
assigned to r directly or inherited by role hierarchy. 3) u is in the effect scope of p. 4) 
p is in its life condition. Formally, u U, p P, authorization(u,p) => ∃r R, (p
Rperms(r) Pactive(p) ) u Rusers(r) u PScope(p).  

3.3   Consistency Verification of Security Constraints 

Security constraints of role cardinality and dynamic SOD are focused on in this paper. 
Following properties and correlative verification algorithms are introduced to ensure 
the constraints consistency. Other restraints can be discussed similarly. 

Property 2 (Role cardinality): Role cardinality restricts the number of authorized 
users to a role within an appointed boundary. Formally, r R,n N =>|Rusers(r)|  n 

     Algorithm 1. Consistency verification of role cardinality constraints 
INPUT: R, RH, U, P, PRA, URA and role cardinality constraints set CT, 
OUTPUT: SUCCESS if all role cardinality constraints are satisfied; 

FAILURE, otherwise. 
1. For every Role cardinality(r, n) in CT, do step 2 to step 4 
2. For the r of (r, n), calculate RUsers (r) 
3. Check whether the number of RUsers (r) is lager than one and not more that n. 

If |RUsers (r)| < 1 OR |RUsers (r)| > n, then return FAILURE. 
4. Return SUCCESS 

Property 3 (SOD constraint): Let SD be the set of dynamic SOD constraints.  
ps=(n ,p1, p2,…, pn) SD. If ps is required for a set of permissions p1, p2,…and pn, 
then p1, p2,…and pn should not be assigned to the same role and further more not as-
signed to the same user via different roles. Formally: for 1<i<n 

∀  ps =(n ,p1, p2,…, pn) SD, p1, p2,…, pn P, =>  PRoles(pi) = Ø and  

∀  ps =(n ,p1, p2,…, pn) SD, p1, p2,…, pn P, => Rusers(r PRoles(pi)) = Ø  

Algorithm 2. Consistency verification of SOD constraints  

INPUT: SD, R, RH, U, P, PRA and URA  
OUTPUT: SUCCESS if all SOD constraints are satisfied; FAILURE, otherwise. 
1. For every ps =(n ,p1, p2,…, pn) CT, do step 2 to step 9 
2. For each permission pi in ps do step 3 
3. Calculate PRoles (pi) to set Ri  
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4. Calculate the intersection set of Ri , to R’, 1≤i≤n 
5. If the result is not empty, R’!= , then return FAULSE 
6. For each role rj in Ri do step 7  
7. Calculate RUsers (rj) to Uij  
8. For all i and j Calculate the intersection set of Rij to U’ 
9. If the result is not empty, U’!= , then return FAULSE 
10. Return TRUE 

Suppose nc and ns be the number of role cardinality constrains and SOD constrains. 
Let npr, nur and nrh denote the number of PRA set, URA set and role hierarchy set 
respectively. The worst complexities for algorithm1 and algorithm2 are in polynomial 
time of O(nc*nur*nrh) and O(ns*npr*nrh*nur). Generally, the PRA and URA number of a 
concrete role are far less than npr and nur. It is similar to role hierarchy. So above algo-
rithms complexity can be greatly reduced down. 

4   Secure Interoperation 

The comprehensive system architecture is proposed as the thick line blocks in Fig.3. 
Each block is a domain application system that integrates the proposed model. Five 
tasks related to security policy are achieved: to define an enterprise organization, role 
and user set, relationships with others; to describe permission set together with its 
effect scope and life condition according to the business rule; to define PRA, URA 
relations and role hierarchies; to specify security constraints and verify their consis-
tency. To generate the security policies for trusted interoperation and stored in the 
rule database, which used to transform to XACML-based security rules.   

 

Fig. 3. System architecture 

The last task is focused on here due to others having been discussed in last section, 
which includes four models: policy generation and administration model (PGAM), 
policy decision model (PDM), policy attributes acquire model (PAM) and policy 
request model (PRM). These models are responsible for processing and invoking a 
request of secure interoperation. XACML is adopted, which is the extensible access 
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control marked language and is approved as OASIS Standards in 2005. It is an open 
general security policy description and decision language. Without remodeling the 
quondam information system completely, it can achieve the unified administration of 
different security policies and implement the interoperation among multidomain. 

 

Fig. 4. XACML-based access policy 

PGAM acquires rules from the rule database and generates the XACML-based se-
curity policy to assistant PDM to make decision. In the example of Fig.4, a partner 
has the right to query the brief information of a trade project and furthermore the VIP 
partner has the right to access the detailed information of the same project. When the 
security policy adjusted, the application system exports new rules to database and 
PGAM will accordingly generate the adjusted XACML-based rules and send to PDM. 
So it can support the dynamic security management.  

PRM generates a XACML-based access request to another web system that in-
cludes the subject, the requested resource and action. The example in Fig.5 shows a 
request of project manager in ZJ-PREC for querying the detailed information of a 
textile project. Its attribute is VIP partner.   
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Fig. 5. XACML-based access request 

PDM is used to acquire the environment attributes, like system time and task state. 
PDM accepts a XACML-based access request and decides whether it is permitted or 
denied. If the request matches with the security policy in PDM, it transfers the access 
to the application system and permits the correspondent operation. Otherwise the 
request will be rejected. As the above example, ZJ-PREC is a VIP partner of SD-
PREC, its subject matches “partner” and “VIP”. Then according to the environment 
attribute of the rule, PDM invokes PAM to get the system time and match it with the 
rules. If all the comparisons are match, the project manager of ZJ-PREC has the right 
to access the detailed information of the requested textile project. PDM transfer the 
access to the information system.  

5   Conclusions and Future Work 

To support the trusted interoperation among different information systems in multi-
domain environments, a novel approach based on RBAC is proposed in this paper. It 
introduces the notions of effect scope and life condition to restrict permissions to be 
active only in proper environment. Partial inheritance of role hierarchy is presented to 
support the finely granular access rights and verification algorithms are also proposed 
to maintain security constraints consistent. XACML-based platform is provided to 
combine the existent systems for secure interoperation. As an example, it is applied in 
a practical system of PRES. 

Compared with other models, there exist many advantages of this model. Permis-
sion division radically restricts the action on sensitive information. Properties of life 
condition and effect scope effectively restrict the permission activation in proper 
environment and support the reuse of policy definition. Partial role inheritance effec-
tively reduces the complexity of security management. Without compromising the 
collaboration, this approach can enforce a layered security policy. Further work can 
be done on the algebra operation of effect scope and additional restriction on role 
hierarchy for stricter security administration.  
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Abstract. The problem of identifying trustworthy information on the World 
Wide Web is becoming increasingly acute as new tools such as wikis and blogs 
simplify and democratize publications. Wikipedia is the most extraordinary ex-
ample of this phenomenon and, although a few mechanisms have been put in 
place to improve contributions quality, trust in Wikipedia content quality has 
been seriously questioned. We thought that a deeper understanding of what in 
general defines high-standard and expertise in domains related to Wikipedia – 
i.e. content quality in a collaborative environment – mapped onto Wikipedia 
elements would lead to a complete set of mechanisms to sustain trust in 
Wikipedia context. Our evaluation, conducted on about 8,000 articles represent-
ing 65% of the overall Wikipedia editing activity, shows that the new trust  
evidence that we extracted from Wikipedia allows us to transparently and auto-
matically compute trust values to isolate articles of great or low quality.  

1   Introduction 

In the famous 1996 article Today's WWW, Tomorrow's MMM: The specter of multi-
media mediocrity [1] Cioleck predicted a seriously negative future for online content 
quality by describing the World Wide Web (WWW) as a nebulous, ever-changing 
multitude of computer sites that house continually changing chunks of multimedia in-
formation, the global sum of the uncoordinated activities of several hundreds of thou-
sands of people who deal with the system as they please. Thus, the WWW may come 
to be known as the MMM (MultiMedia Mediocrity). Despite this vision, it is not hard 
to predict that the potential and the growth of the Web as a source of information and 
knowledge will increase rapidly. The Wikipedia project, started in January 2001, 
represents one of the most successful and discussed example of such phenomenon, an 
example of collective knowledge, a concept that is often lauded as the next step to-
ward truth in online media. 
    On one hand, recent exceptional cases have brought to the attention the question of 
Wikipedia trustworthiness. In an article published on the 29th of November in USA 
Today [2], Seigenthaler, a former administrative assistant to Robert Kennedy, wrote 
about his anguish after learning about a false Wikipedia entry that listed him as hav-
ing been briefly suspected of involvement in the assassinations of both John Kennedy 
and Robert Kennedy. The 78-year-old Seigenthaler got Wikipedia founder Jimmy 
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Wales to delete the defamatory information in October. Unfortunately, that was four 
months after the original posting. The news was further proof that Wikipedia has no 
accountability and no place in the world of serious information gathering [2]. 

On the other hand, Wikipedia is not only being negatively discussed. In December 
2005, a detailed analysis carried out by the magazine Nature [3] compared the accu-
racy of Wikipedia against the Encyclopaedia Britannica. Nature identified a set of 42 
articles, covering a broad range of scientific disciplines, and sent them to relevant ex-
perts for peer review.  The results are encouraging: the investigation suggests that Bri-
tannica’s advantage may not be great, at least when it comes to science entries. The 
difference in accuracy was not particularly great: the average science entry in 
Wikipedia contained around four inaccuracies; Britannica, about three. Reviewers 
also found many factual errors, omissions or misleading statements: 162 and 123 in 
Wikipedia and Britannica respectively. Moreover, Nature has stated that, among their 
scientific collaborators, 70% of them had heard of Wikipedia, 17% of those consult it 
on a weekly basis and about 10% help to update it. 

This paper seeks to face the problem of the trustworthiness of Wikipedia by using a 
computational trust approach: our goal is to set up an automatic and transparent 
mechanism able to estimate the trustworthiness of Wikipedia articles. The paper is or-
ganized as follows: in the next section 2 we review related work on trust and content 
quality issues; in section 3 we argue that, due to the fast changing nature of articles, it 
is difficult to apply the trust approaches proposed in related work. In section 4 this 
discussion will lead us to introduce our approach, that starts from an in-depth analysis 
of content quality and collaborative editing domains to give us a better understanding 
of what can support trust in these two Wikipedia related fields. In section 5 we map 
conclusions of the previous section onto elements extracted directly from Wikipedia  
in order to define a new set of sources of trust evidence. In section 6 we present our 
experiment and evaluation conducted on almost 8,000 Wikipedia articles selected 
among the most edited and visited, that by themselves represent 65% of the editing 
activity and 50% of visits of the overall encyclopaedia. Section 7 will collect our con-
clusions and future work, where we anticipate our intention to organize the method 
used in this paper into a general trust methodology that can be applied to other appli-
cation domains. 

2   Related Work 

There are many definitions of the human notion trust in a wide range of domains from 
sociology, psychology to political and business science, and these definitions may 
even change when the application domains change. For example, Romano’s recent 
definition tries to encompass the previous work in all these domains: “trust is a sub-
jective assessment of another’s influence in terms of the extent of one’s perceptions 
about the quality and significance of another’s impact over one’s outcomes in a given 
situation, such that one’s expectation of, openness to, and inclination toward such in-
fluence provide a sense of control over the potential outcomes of the situation.”[4]. 

However, the terms trust/trusted/trustworthy, which appear in the traditional  
computer security literature, are not grounded on social science and often correspond 
to an implicit element of trust. Blaze et al [5] first introduced “decentralized trust 
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management" to separate trust management from applications. PolicyMaker [6] intro-
duced the fundamental concepts of policy, credential, and trust relationship. Terzis et 
al. [7] have argued that the model of trust management [5,6] still relies on an implicit 
notion of trust because it only describes “a way of exploiting established trust rela-
tionships for distributed security policy management without determining how these 
relationships are formed”.  

Computational trust was first defined by S. Marsh [8], as a new technique able to 
make agents less vulnerable in their behavior in a computing world that appears to be 
malicious rather than cooperative, and thus to allow interaction and cooperation 
where previously there could be none. A computed trust value in an entity may be 
seen as the digital representation of the trustworthiness or level of trust in the entity 
under consideration. The EU project SECURE [9] represents an example of a trust 
engine that uses evidence to compute trust values in entities and corresponds to evi-
dence-based trust management systems. Evidence encompasses outcome observa-
tions, recommendations and reputation. Depending on the application domain, a few 
types of evidence may be more weighted in the computation than other types. When 
recommendations are used, a social network can be reconstructed. Golbeck [10] stud-
ied the problem of propagating trust value in social networks, by proposing an exten-
sion of the FOAF vocabulary [11] and algorithms to propagate trust values estimated 
by users rather than computed based on a clear count of pieces of evidence. Recently, 
even new types of evidence have been proposed to compute trust values. For example, 
Ziegler and Golbeck [12] studied interesting correlation between similarity and trust 
among social network users: there is indication that similarity may be evidence of 
trust. In SECURE, evidence is used to select which trust profile should be given to an 
entity. Thus similar evidence should lead to similar profile selection. However, once 
again, as for human set trust value, it is difficult to clearly estimate people similarity 
based on a clear count of pieces of evidence. However, the whole SECURE frame-
work may not be generic enough to be used with abstract or complex new types of 
trust evidence. In fact, in this paper, we extracted a few types of evidence present in 
Wikipedia (detailed in the next sections) that did not fit well with the SECURE 
framework and we had to build our own computational engine. 

We think that our approach to deeply study the domain of application and then ex-
tract the types of trust evidence from the domain is related to the approach done in 
expert systems where the knowledge engineer interacts with an expert in the domain 
to acquire the needed knowledge to build the expert system for the application do-
main. Lerch et al. [13] highlighted the impact of trust in expert systems advices. Ball 
et al. [14] proposed an expert system that has knowledge about the factors that are 
important in computing the trust in a certification authority used in a public key infra-
structure. It shows that there are different application domains where our approach 
could be used and may indicate that to formalize a methodology based on our ap-
proach may be useful. However, in this paper, we focus on trust computation for con-
tent quality and Bucher [15] clearly motivates our contribution in this paper because 
he argues that on the Internet “we no longer have an expert system to which we can 
assign management of information quality”. 

We finish this section by two last computational projects related to content quality 
in a decentralised publishing system. Huang and Fox in [16] propose a metadata-based 
approach to determine the origin and validity of information on the Web. They provide 
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a metadata language for expressing judgments on the trustworthiness of a proposition, 
its author or a specific field. Then, by maintaining information sources and dependen-
cies, it is possible to compute the trustworthiness of a derived proposition based on the 
trustworthiness of those composed. In this work the key hypothesis is the validity of 
the basic assertion and their maintenance. Finally, Guha [17] presents a model to inte-
grate user-driven ratings on top of e-services, as it has been done in Epinion, Amazon 
or Slashdot but not really for Wikipedia. In addition, we could not integrate our new 
types of trust evidence in Guha’s model that merely focuses on recommendations and 
reputation propagated within the social network formed by the users. 

3   The Problem of Wikipedia Articles Trustworthiness 

Wikipedia shows intrinsic characteristics that make the utilization of trust solutions 
challenging. The main feature of Wikipedia, appointed as one of its strongest attrib-
ute, is the speed at which it can be updated. The most visited and edited articles reach 
an average editing rate of 50 modifications per day, while articles related to recent 
news can reach the number of hundreds of modifications. This aspect affects the va-
lidity of several trust techniques.  

Human-based trust tools like feedback and recommendation systems require time 
to work properly, suffering from a well know ramp-up problem [7]. This is a hypothe-
sis that clashes with Wikipedia, where pages change rapidly and recommendations 
could dramatically lose meaning. Moreover, the growing numbers of articles and their 
increasing fragmentation require an increasing number of ratings to keep recommen-
dations significant. Past-evidence trust paradigm relies on the hypothesis that the 
trustor entity has enough past interactions with the trustee to collect significant evi-
dence. In Wikipedia the fact that past versions of a page are not relevant for assessing 
present trustworthiness and the changing nature of articles makes it difficult to com-
pute trust values based on past evidences. In general, user past-experience with a Web 
site is only at 14th position among the criteria used to assess the quality of a Web site 
with an incidence of 4.6% [19]. We conclude that a mechanism to evaluate articles 
trustworthiness relying exclusively on their present state is required. We thought that 
such a method could be identified by a deeper understanding of the domains involved 
in Wikipedia, namely, the content quality domain and the collaborative editing do-
main. After understanding what brings trust in those domains, we mapped these 
sources of evidence into Wikipedia elements that we previously isolated by defining a 
detailed model of the application. This resulting new set of pieces of evidence, ex-
tracted directly from Wikipedia, allow us to compute trust, since it relies on proven 
domains’ expertise. Through an evaluation phase, we exploited these new sources of 
evidence to support trust calculation and estimate the trustworthiness of articles. 

4   Wikipedia Domain Analysis 

We identified two relevant areas involved in Wikipedia: the content quality domain 
and collaborative working domain, in our case a collaborative editing. In this section, 
we analyse what can bring high quality in these two domains. 
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The quality of online content is a critical problem faced by many institutions. 
Alexander [20] underlines how information quality is a slippery subject, but it pro-
poses hallmark of what is consistently good information. He identified three basic re-
quirements: objectivity, completeness and pluralism. The first requirement guarantees 
that the information is unbiased, the second assesses that the information should not 
be incomplete, the third stresses the importance of avoiding situations in which in-
formation is restricted to a particular viewpoint. University of Berkeley proposes a 
practical evaluation method [21] that stresses the importance of considering author-
ship, timeliness, accuracy, permanence and presentation. Authorship stresses the im-
portance of collecting information on the authors of the information, accuracy deals 
with how the information can be considered good, reviewed, well referenced and if it 
is comparable to similar other Web content, in order to check if it is compliant to a 
standard. Timeliness considers how the information has changed during time: its date 
of creation, its currency and the rate of its update; permanence stresses how the in-
formation is transitory or stable. Finally, presentation concerns the layout of the text, 
the balance among its sections, the presence of images and the quality of the layout. 
In a study already cited [19], presentation resulted in the most important evaluation 
criterion with an incidence of 46%. 

The Persuasive Technology Lab has been running the Stanford Web Credibility 
Research since 1997 to identify which are the sources of credibility and expertise in 
Web content. Among the most well-known results are the ten guidelines for Web 
credibility [22], compiled to summarize what brings credibility and trust in a Web 
site. The guidelines confirm what we described so far and again they emphasize the 
importance of the non anonymity of the authors, the presence of references, the im-
portance of the layout, the constant updating and they underline how typographical er-
rors and broken links, no matter how small they could be, strongly decrease trust and 
represent evidence of lack of accuracy. 

Beside content quality domain, Wikipedia cannot be understood if we do not take 
into consideration that it is done entirely in a collaborative way. Researches in col-
laborative working [23] help us to define a particular behaviour strongly involved in 
Wikipedia dynamics, the balance in the editing process. A collaborative environment 
is more effective when there is a kind of emerging leadership among the group; the 
leadership is able to give a direction to the editing process and avoid fragmentation of 
the information provided. Anyway, this leadership should not be represented by one 
or two single users to avoid the risk of lack of pluralism and the loss of collaborative 
benefits like merging different expertises and points of view. We summarize our 
analysis with the prepositions shown in table 1: in the first column are theoretical 
propositions affecting trust, second column lists the domains from which each prepo-
sition was taken. 

Preposition 1 covers the authorship problem. Preposition 2 derives from the accu-
racy issues. Preposition 3, 4 and 5 underline the importance that the article should 
have a sense of unity, even if written by more than one author. Preposition 7 under-
lines the fact that a good article is constantly controlled and reviewed by a reasonable 
high number of authors. Preposition 8 stresses the stability of the article: a stable text 
means that it is well accepted, it reached a consensus among the authors and its con-
tent is almost complete. Preposition 9 emphasizes the risk, especially for historical or 
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Table 1. A Trust domain-compatible theory. CQ is Content Quality domain and CE is Colla-
borative Editing domain. 

 Prepositions about Trustworthiness of an articles (T). T in-
creases if the article… 

Domain  

 1 was written by expert and identifiable authors CQ 
 2 has similar features or it is complaint to a standard in its category CQ 
 3 there is a clear leadership/direction in the group directing the ed-

iting process and acting like a reference 
CE 

 4 there is no dictatorship effect, which means that most of the edit-
ing reflects one person’s view. 

CQ/ CE 

 5  the fragmentation of the contributions is limited: there is more 
cohesion than dissonance among authors  

CE 

 6  has good balance among its sections, the right degree of detail, it 
contains images if needed, it has a varied sentence structure, 
rhythm and length 

CQ 

 7  is constantly visited and reviewed by authors CQ 
 8  the article is stable CQ 
 9  uses a neutral point of view CQ 
10  the article is well referenced CQ 

 
political issues, that different authors may express personal opinions instead of facts, 
leading to a subjective article or controversial disputes among users. In order to have 
meaning, these prepositions need to be considered together with their inter-
relationships along with some conditions. For example, the length of an article needs 
to be evaluated in relation to the popularity and importance of its subjects, to under-
stand if the article is too short, superficial or too detailed; the stability of an article has 
no meaning if the article is rarely edited, since it could be stable because it is not 
taken in consideration rather than because it is complete. 

5   Mapping Domains Theories onto Wikipedia Elements 

We first need a model of Wikipedia in order to extract elements useful for our pur-
pose. Wikipedia has been designed so that any past modification, along with informa-
tion about the editor, is accessible. This transparency, that by itself gives an implicit 
sense of trust, allows us to collect all the information and elements needed. 

Our Wikipedia model is composed of two principal objects (Wiki Article and Wiki 
User) and a number of supporting objects, as depicted in fig. 1. Since each user has a 
personal page, user can be treated as an article with some editing methods like  
creating, modifying and deleting article or uploading images. An article contains the 
main text page (class wiki page) and the talk page, where users can add comments 
and judgments on the article. Wiki pages include properties such as its length, a count 
of the number of sections, images, external links, notes, and references. Each page has 
a history page associated, containing a complete list of all modifications. A modifica-
tion contains information on User, date and time and article text version. 
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Modification 

ID: integer 
Date 
WikiUser: string 

 

List of Modification 

WikiPage: string 

Confront_previous 
Confront_current 

* 

1 

List of Contributions 

WikiUser: string 

Confront_previous 
Confront_current 

* 

1 

Text 

Main text: string 
Sections: string 

Modify 
Delete 
Create 

Article Text 

Images: image_file 
References: string 
Note: string 
# External Links: integer 
Controversial: boolean 

 

Talk Page 

Featured Article: boolean 
Good Article: boolean 
Former Candidate: boolean 
Controversial: boolean 
# Archived: integer 
 

 

1 1 

Wiki Page 

Categories: string 
# Links to here: integer 
 

 

1 

1 

1 

1 

Wiki Article 

Featured Article: boolean 
Good Article: boolean 
Former Candidate: boolean 
Controversial:  
# Archived: integer 
 

 

Wiki User 

Date 
Awards 
Peer Rewieved: boolean 
Default Page: boolean 
Registered: boolean 

Modify 
Delete 
Create 
Candidate 
Vote 

1  

1 

1 

1 

1 

1 2 

1 

1 

Cadifra Evaluation
www.cadifra.com  

Fig. 1. The Wikipedia UML model 

The community of users can modify articles or adding discussion on article’s topic 
(the talk page for that article).  

We are now ready to map the proposition listed in table 1 onto elements of our 
Wikipedia model. We outlined 8 macro-areas and we identified about 50 sources of 
trust evidence. As an example, we described how we model the two macroareas  
User’s Distribution and Stability (a complete list is available here [24]). 

Users’ Distribution/Leadership (Propositions 3,5,9) 

We model this issue with following formulas. We define E(u) as the number of edits 
for user u for article w and U(w) as the set of all user u that edited the article w. We 
define: 

wwT :)(  (1) 

]1..0[:)(nP  , 
aU

uEnP )()(
 

(2) 

Where Ua is the set of n% most active users in U(w). T represent the total number of 
edits for article w while P(n), given a normalized percentage n, returns the number of 
edits done by the top n% most active users among the set U(w). Similar to P(n) is:  

:)(nPe  , 
nU

uEnPe )()(  , })(|{ nuEUuU n
 

(3) 
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that, given a number of edits n, represent the number of edits done by users with more 
than n edits. The different between P and Pe is that P considers the most active users 
in relation to the set of users contributing to the article, while Pe considers the most 
active users in relation to an absolute number of edit n. Table 3 explains our consid-
erations for each formula: 

Table 2. User Distribution Factors 

Trust Factors Comments 
Average of E Average number of edits per user 
Standard Deviation of E Standard deviation of edits 

T

nP )(  Percentage of edits produced by the most ac-
tive users 

Pe(n)

T
 Percentage of edits produced by users with 

more than n edit for that article 
Number of discussions (talk edit) It represents how much an article is discussed 

 
We explain the meaning of the functions defined: P(n)/T tells us how much of the 

article has been done by a subset of users. If we pose n equal to 5 and we obtain: 

45.0
)5(

=
T

P
 

This means that the 45% of the edits have been done by the top 5% most active us-
ers. If the value is low the leadership for that article is low, if it is high it means that a 
relatively small group of users is responsible for most of the editing process. 

We have introduced the function Pe(n)/T to evaluate leadership from a comple-
mentary point of view. Pe(n)/T is the percentage of edits done by users that did more 
than n edits for the article. If we pose n equal to 3 and we obtain:  

78.0
)3(

=
T

Pe  

The above means that 78% of the edits were done by users with more than 3 edits 
and only 22% by users that did 1, 2 or 3 edits. Thus, 1-Pe(n)/T with n small (typically 3) 
indicates how much of the editing’s process was done by occasional users, with a few 
edits. Thus, it can represent a measurement of the fragmentation of the editing process.   

The average and standard deviation of the function E(u) (total edits per user u) re-
inforces the leadership as well: average close to 1 means high fragmentation, high 
standard deviation means high leadership. Finally, we model the dictatorship effect 
(Propositions 3,9) by using the function P(n)/T keeping n very small (<1) to verify if 
a very small group of users (typically no more than 5) did a great percentage of edits. 
We also consider the standard deviation of E(u): very high values can represent a 
strong predominance of few users. 

Stability (Proposition 8) 

We define the function: 

ttN :)(  (4) 
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that gives the number of edits done at time t. Then we define: 

=
P

t

tNtEt )()(  (5) 

that, given time t, it returns the number of edits done from time t to the present time P. 
We then define: 

ttTxt :)(      (6) 

that gives the number of words that are different between the version at time t and the 
current one.  We remind that T is the total number of edits for an article, i.e. Et(0). We 
define W as the number of words in the current version. 

Table 3. Article’s Stability Factors 

Trust Factors Comments 
Et(t)

T
 Percentage of edits from time t 

Txt(t)
W

 Percentage of text different from current 
version and version at time t 

 
We evaluate the stability of an article looking at the values of these two functions. 

If an article is stable it means that Et, from a certain point of time t, should decrease 
or be almost a constant that means that the number of editing is stable or decreasing: 
the article is not being to be modified. The meaning of Txt(t) is an estimation of how 
different was the version at time t compared to the current version. When t is close to 
the current time point, Txt goes to 0, and it is obviously 0 when t is the current time. 
An article is stable if Txt, from a certain point of time t not very close to the current 
time is almost a constant value. This means that the text is almost the same in that pe-
riod of time. As mentioned above, an article can be stable because it is rarely edited, 
but this may mean it is not taken in consideration rather than it is complete. To avoid 
this, the degree of activity of the article and its text quality are used as a logic condi-
tion for stability: only active and articles with good text can be considered stable. 

6   Evaluation 

We selected a case study and developed a working prototype in C able to calculate the 
trustworthiness of a Wikipedia article. A diagram of the prototype is depicted in  
figure 2. The system, using the factors updater module, is continuously fed by 
Wikipedia, and it stores data in the Factors DB. The Wikipedia database is com-
pletely available for download here [25].  

When we want to estimate the trustworthiness of an article, the Data Retrieval 
module query the Wikipedia DB (it could retrieve information directly from the web 
site as well), and it collects the needed data: article page, talk page, modification lists, 
user’s list, article’s category and old versions. Then, the factors calculator module  
 



 Extracting Trust from Domain Analysis 371 

 

Fig. 2. The Wikipedia Trust Calculator 

calculates each of the trust factors, merging them into the macro-areas defined. Using 
the values contained in the Factors DB of pages of the same category or comparable it 
computes a ranking of the page for each macro-area. Finally, the trust evaluator mod-
ule estimates a numeric trust values and a natural language explanation of the value. 
The output is achieved by merging the partial trust value of each macro areas using 
constraints taken from the Logic Conditions module. This contains logic conditions 
that control the meaning of each trust factor in relationship to the others: 

• IF leadership is high AND dictatorship is high THEN warning 
• IF length is high AND importance is low THEN warning 
• IF stability is high AND (length is short OR edit is low OR importance is  low) 

THEN warning 

By looking at the page rank in each macro area and considering the warnings com-
ing from the logic condition module, explanations and trust values can be provided: 

We evaluated our model with an extensive calculation over almost 8,000 articles. 
The experiment was conducted on the 17th of March 2006 on 7 718 Wikipedia arti-
cles. These articles include all 846 featured articles (special articles considered the 
best of Wikipedia), plus the most visited pages with at least 25 edits. These articles 
represent the 65% of the editing activity of Wikipedia and the high majority of its ac-
cess, thus it can be considered a significant set. The results are summarized in  
figure 3. The graph represents the distribution of the articles on the base of their trust 
values. We have isolated the featured articles (grey line) from standard articles (black 
line): if our calculation is valid, featured articles should show higher trust values than 
standard article. Results obtained are positive and encouraging: the graph clearly 
shows the difference between standard articles distribution, mainly around a trust 
value of 45-50%, and the featured articles one, around 75%.  

The 77.8% of the featured articles are distributed in the region with trust values > 
70%, meaning that they are all considered good articles, while only 13% of standard 
articles are considered good. Furthermore, 42.3% of standard articles are distributed 
in the region with trust values < 50%, where there are no featured articles, demon-
strating the selection operated by the computation. Only 23 standard articles are in the 
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region >85%, where there are 93 featured ones. The experiment, covering articles 
from different categories, was conducted on an absolute scale, and it shows a minimal 
imprecision if compared with a previous experiment conducted on a set of 200 articles 
all taken from the same category “nations” [24], where we could rely on relative 
comparisons of similar articles. This shows that the method has a promising general 
validity. 
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Fig. 3. Articles and Featured Articles distribution by Trust Value 

7   Conclusion and Future Work 

In this paper we have proposed a transparent, non invasive and automatic method to 
evaluate the trustworthiness of Wikipedia articles. The method was able to estimate 
the trustworthiness of articles relying only on their present state, a characteristic 
needed to cope with the changing nature of Wikipedia. After having analyzed what 
brings credibility and expertise in the domains composing Wikipedia, i.e. content 
quality and collaborative working, we identified a set of new trust sources, trust evi-
dence, to support our trust computation. The experimental evidence that we collected 
from almost 8,000 pages covering the majority of the encyclopaedia activity lead to 
promising results. This suggests a role for such a method in the identification of 
trustworthy material on the Web. 

Our future work will be focused on the generalization of the scheme proposed in 
the paper into a formal evidence-based trust methodology called Domain ANaly-
sis/Trust Extraction (DANTE). DANTE will be centered on the idea that in a particu-
lar domain humans have developed theories and expertise that have been proved to be 
effective to guarantee gold-standard and high quality in that domain. We refer to this 
set of expert-knowledge, proven theories, modus operandi as domain-related theories. 
We trust an entity that can show evidence related to these domain-related theories. 
The more the entity proves to be associated with such evidence, the more it is trust-
worthy. Theories define what is trustworthy in that domain, entity evidence related to 
these theories allow us to compute the degree of trustworthiness.  
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Abstract.  This research promotes MTrust a reputation-based trust model that 
will ensure cooperative interactions amongst mobile agents and visited hosts in 
a mobile agent system. MTrust is composed of a reputation system and a trust 
formation system. A reputation system relies on two components; a truthful 
feedback submission algorithm and a set of distributed feedback information 
storages. A trust formation system enables a truster to compute a trustee’s 
trustworthiness. It has two components namely; a feedback aggregation module 
(FAM) and a trust computing module (TCM).  A FAM calculates a trust value 
from feedback information when there is a lack of direct experiences using Beta 
distribution. A TCM calculates a trust value using Bayesian Network (BN). 

1   Introduction 

The security of a mobile agent paradigm emphasizes on protecting and preventing a 
mobile agent from malicious hosts’ attacks by applying cryptographic functions. 
Unfortunately these countermeasures alone are not enough to protect mobile agents 
from malicious hosts.  We summarize that by deciding to visit a trustworthy host, the 
probability of a mobile agent being attacked can be reduced. MTrust aims to promote 
cooperative behavior between mobile agents and visited hosts by using trust as a 
qualitative measurement. A mobile agent utilizes a combination of a host selection 
scheme (i.e. a method of choosing a visited host based on some criteria such as queue 
length) and a calculated trust value to decide whether it will migrate and perform 
tasks on that visited host or not. By integrating a trust model into a mobile agent 
system will absolutely increase cooperative behavior and cast malicious hosts away 
from the system. MTrust provides a new truthful feedback submission algorithm 
using incentive-based timely feedback submission and a fair punishment scheme, a 
FAM for deriving a trust value from feedback information and a BN for a trust 
computing from direct experiences. The rest of this paper is organized as follows: 
Section 2 presents definition of trust and reputation. Section 3 explains MTrust 
architecture. Section 4 demonstrates a truthful feedback system. Section 5 describes a 
trust formation system. Section 6 summarizes this paper. 

2   Definition of Trust and Reputation 

In this paper, we define trust as a subjective quantified predictor of the expected 
future behavior of a trustee according to a specific agreement elicited from the 
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outcomes of the previous interactions, both from direct experiences and indirect 
experiences; also known as feedbacks. Reputation of an individual refers to certain 
characteristics related to its trustworthiness ascribed by its interactants. Reputation 
can be obtained from a set of interaction feedbacks, in a mobile agent system, where 
mobile agents describe a visited host’s performance in fulfilling its obligations. 

3   MTrust Architecture 

MTrust is composed of a reputation system and a trust formation system as depicted 
in figure 1. 

 

Fig. 1. MTrust Architecture 

We use a scenario of data retrieval mobile agents. An owner, denoted by iO  when 

i=1, 2,.., n, implements a feedback aggregation module and a trust computing module 
for calculating the list of trustworthy hosts. iO  generates a set of mobile agents (i.e. 

O O Oi i i
1 jA { ma ,...,ma }= ). Each Oi

jma represents a unique mobile agent’s name, which 

allows visited hosts to trace the agent’s owner. Each mobile agent is provided a list of 
visitable trustworthy hosts obtained from FAM and TCM computation by its owner 
and will select the visited hosts using the host selection scheme. A visited host Ivh  , 

when I=1, 2,.., m, provides files requested by the mobile agent. Each visited host is 

assigned a single feedback storage server vhIFh , which maintains all feedbacks related 
to this visited host. The objectives of assigning each visited host a feedback storage 
server are to avoid the problem of long period feedback information searching and to 
ensure originality of feedback information. Each visited host grants services to a 
mobile agent according to its reputation. Once a transaction is completed, both 

Oi
jma and Ivh must submit their feedbacks. A public key infrastructure is assumed to 

be available. The notations used throughout this paper are as follows: 

• T
iO ( R

iO ): a truster (a rater). Oi
ENC is an encryption using a public key of iO  

and Oi
Sig is a signature using a   private key of iO . H(m) is a hash of message m. 

• Reputation: A visited host has two types of reputation, namely; a good service 
provider and an honest rater. In contrary to a visited host, each mobile agent 
belonging to the same owner possesses a single (group) reputation, as an honest rater. 



376 S. Songsiri 

• Trust: M
TO vhIi

T [0,1]
→

∈ : is a trust value computed using a method from set M, 

where M ∈ {Predefined Trust value (PT), General Trust value (GT), Feedback 
Aggregation method for inexperienced truster (FAIN), Feedback Aggregation method 
for experienced truster (FAEX), Bayesian Network (BN),  A combination of FAEX and 
BN(CO)}.  
• Feedback:  It is an evaluation of its partner’s obligation. A feedback is either 0 

(i.e. dissatisfied) or 1 (i.e. satisfied). t ,idn
Oivh maI j

F
→

 denotes a feedback submitted by Ivh at 

time tn for service number “id” containing the services provided to Oi
jma  . t ,idn

Oima vhIj

F
→

 

indicates a feedback from Oi
jma comprising of Oi

jma ’s feedback on Ivh ’s quality of 

service (i.e. a mobile agent compares what has been agreed with what it actually 
receives from a visited host). 

4   Reputation System 

A reputation system [1] represents a promising method for fostering trust among 
complete strangers and for helping each individual to adjust or update its degree of 
trust towards its corresponding interaction partner.  The fundamental idea of our 
reputation system is to use an algorithm to encourage transaction participants to 
evaluate on each others’ performances on the previously concurred commitment 
engagements, by submitting truthful feedbacks. In our scenario, the service host is 
committed to cater service requested by the mobile agent and to submit feedback, 
whereas the mobile agent is obliged to submit feedback. In general, threats found in a 
reputation system are presented as follows:  

• Strategic rater: In [2], a single or a collusive group of raters strategically provide 
a set of unfair feedbacks aiming to destroy (boost) a peer’s (its partner’s) reputation. 
• Strategically malicious visited host: A host can manage its reputation according 
to its goal. For instance, it fluctuates its performance by cooperating or defecting its 
partners unevenly in an acceptable range so that it can still engage itself in future 
interactions. 
• Whitewasher: In [3], entities that purposely leave or join the system with a new 
identity in an attempt to conceal any bad reputations under their previous identity. 

   To repress strategic raters (i.e. to destroy a peer’s reputation), we apply an 
incentive-based timely feedback submission and a fair punishment scheme. In case of 
strategically malicious host, we implement BN. To control strategic raters (i.e. to 
boost their partners’ reputation), we apply feedback aggregation algorithms.  The 
prevention of whitewashers will not be discussed in this paper. 

4.1  Truthful Feedbacks Submission 

This subsection presents an algorithm, which inspires each participant in each 
transaction to faithfully provide its truthful feedback. Whitby et.al. [1] pointed out 
that elimination of unfair feedbacks can be achieved by increasing the cost of doing or 
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decreasing the incentive to lie. To avert unfair feedbacks, three relevant approaches 
could be implemented, namely; detecting-based methods [2, 4-8], incentive-based 
methods [10-13, 15] and punishment-based methods [10]. The first method attempts 
to detect or exclude unfair feedbacks using filtering concepts. The second method 
introduces incentives to motivate (or even benefit) truthful feedback submission. The 
last approach induces punishment like temporary transaction cessation for any unfair 
feedback submission found. This paper incorporates incentive-based timely feedback 
submission method and a fair punishment scheme. The argument for not 
implementing detection-based method is simply to avoid high cost accruement from 
constant observation and exclusion of unfair feedbacks. Our algorithm is explained in 
detailed in the following sub-sections. 

4.1.1   Evident of Legitimate Transaction 
Prior to any transaction engagement, an agent and Ivh have to agree upon the services 

Ivh is to provide an agent. This step is to ensure non-repudiated transactions. The 

presence of ELT does not annihilate the possibility of strategic raters, instead serves 
only as a tracking mechanism to the number of transactions performed between any 
mobile agent and Ivh . ELT can be acquired as follows: 

• Service Request: A, an agent belonging to iO , currently residing at host Ivh , 

requests I 1vh +  for services. 

M1
I+1 vh vhI+1 I

A vh :ENC [Sig (service request)]⎯⎯→                          (1) 

• Service Offer: I 1vh +  replies A with types of services and quality of services it 

will offer. 
M2

I+1 vh vhI I+1
vh A:ENC [Sig (service offer,service id#)]⎯⎯→        (2)  

• Service Agreement: In case A agrees on I 1vh + ’s services, it sends an acknow-

ledgement for the service agreement to I 1vh + and vhI 1Fh + . vhI+1’s status indicates 

whether or not vhI+1 is under probation period resulted from a recent pair of 

contradictive feedbacks containing in vhI 1Fh + ’s database. 

vh vhM3 I 1 I
I 1M4

vh vhI I 1

M3 ENC [Sig (H(M2))] (3.1)
A vh :

M4 ENC [Sig (H(M3))] (3.2)
+

+
+

=
⎯⎯→←⎯⎯ =

 

vh vh vhM5 I 1 I I 1FhvhI 1

M6
vh vh I 1I I 1Fh

M5 ENC [Sig (Sig (service offer,service id#))] (4.1)
A Fh :

M6 ENC [Sig (vh 's status)] (4.2)
+ ++

++

=
⎯⎯→←⎯⎯ =

 

• Service Acknowledgement (S_ack): After receiving message M3, I 1vh + sends a 

service agreement M3 and M4 to vhI 1Fh + .  

 
vh vhM 7 I 1 I 1FhvhI 1

I 1 M8
vh vhI 1 I 1Fh

M7 ENC [Sig (H(M3 || M4)] (5.1)
vh Fh :

M8 ENC [Sig (H(M7))] (5.2)
+ ++

+
+ +

=
⎯⎯→←⎯⎯ =

 

After ETL has been completed, A migrates to I 1vh + to perform tasks for its owner. 
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4.1.2   Incentive-Based Algorithm 
Once I 1vh + has performed its obligations for A, both of them are liable to submit 

feedbacks. Jurca et al. [12] pointed out that an incentive-compatible scheme for 
truthful feedback submission ensures that it is for the best interests of a rational rater 
to actually report truthful feedbacks. From [11], the first issue to be considered is the 
choice of appropriate incentive, which effectively stimulates truthful feedback 
submission behaviour. Wu et al. [13] summarized choices of incentives used in Ad-
hoc networks to be reputation-based and price-based. This work classifies feedbacks 
from two raters as follows. 

• A pair of consistent feedbacks:  Both raters provide feedbacks in the same 
direction (i.e. either satisfied or dissatisfied).  It can be interpreted that both raters are 
honest or collusive. Klein et al. [14] pointed out the high occurrence tendency of 
feedback reciprocity. In contrast, feedback retaliations are relative rare. 
• A pair of contradictive feedbacks: It is occurred when one rater contributes a 
feedback, which is opposite to another rater’s feedback. This means that one 
participant is dishonest. 

The elimination of feedback reciprocity and retaliation can eventuate if both raters 
are unaware of each other’s feedbacks prior to their feedback submission 
demonstrated in section 4.1.3. By integrating a fair punishment scheme, the number 
of contradictive feedback pairs can be reduced. It will be discussed in section 4.1.4. 

4.1.3   Timely Feedback Submission Algorithm 
The concepts of a timely feedback submission rely strongly on an invisibility of 
feedback submission and a continuity of future transactions. After a transaction is 

done, vhI+1 submits its feedback to vhI 1Fh + . However, A submits its feedback to its 

owner to be used as direct experience and vhI+1Fh to be compared with I 1vh + ’s 

feedback, only after migrating to the next host I 2vh + . This is to prevent I 1vh + from 

snooping on A’s feedback. If any participant fails to submit its feedback, it will be 
banned from engaging itself in any future transaction. Both I 1vh + and A’s feedbacks 

will be legally obtainable from vhI+1Fh  only, once vhI+1Fh  has received them. 
vhI+1Fh will then compare the feedbacks for consistency or contradiction. For 

contradictive feedbacks, a fair punishment scheme must be exercised. 

4.1.4    A Fair Punishment Scheme 
The common punishment scheme prohibits both participants from engaging in new 
transactions for a period of time.  This scheme will discourage a ‘victim’ host or 
mobile agent from making any future transactions with those specific raters. In 
addition to the common punishment scheme, the fair punishment scheme exerts the 
following: 

• On mobile agent: temporary transaction cessation for all mobile agents belonging 

to iO .Upon receiving contradictive feedbacks, vhI+1Fh immediately notifies iO  about 

its mobile agent and vhI+1 participating in the contradictive feedback and broadcasts to 
all service providers and their storage servers that all iO ’s mobile agents are under 

probation, which implies that no services from any visited host should be provided to 
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them. The reason of punishing all mobile agents belonging to iO is that iO , if it is a 

malicious owner, might produce a set of malicious mobile agents attempting to 
provide contradictive feedbacks after interacting with target visited hosts. 

•  On service host: From eq.(4.2) , vhI+1Fh reveals I 1vh + ’s probation status, thus 

discouraging all mobile agents from transaction with I 1vh + . 

    Furthermore, the probation status engenders impairment of the continuity of future 
transaction prospects especially for both all of iO ’s mobile agents and I 1vh + , as they 

would most probably evade any future transactions with each other. The scheme is 
further enhanced if all service hosts collaborate in declining transaction engagements 
requested by iO ’s mobile agents under probation. The fair punishment scheme also 

introduces collaboration incentive for service hosts, which deny transactions with 
mobile agents under probation. The incentive is chosen to be reputation. Engaging a 
transaction with an agent under probation will not improve their reputation, as the 
feedback submitted to their dedicated storage server will be ignored. A probation 
period is a function of the number of contradictive feedback pairs that both raters 
have implicated together. 

                           k
O iA ,vh I

P rP (k ) = α                                             (6) 

k is the number of contradictive feedback pairs between both raters and α is any 
appropriate integer.  

5   Trust Formation System 

A reputation-based trust value can be computed using many methods [16]. To 
calculate a trustee’s trust value, the types of a truster and status of a trustee towards a 
truster should be considered. A truster can be categorized into an inexperienced 
truster; i.e. a truster who is new to the system or an experienced truster; i.e. a truster 
who has had some transactions with some trustees. Status of a trustee towards a 
truster can be explained as a newcomer to the system (type1), never transacts with a 
truster but not new to the system (type2), or has committed some transactions with a 
truster (type3). The set of methods used by a truster according to a combination of 
types of a truster and status of a trustee is summarized in the following table 1 and 2.  

Table 1. Methods for an inexperienced truster Table 2. Methods for an experienced truster 

  

5.1   Predefined Trust Value(PT) 

A predefined trust value is the one most difficult to calculate, because there is no 
information about a trustee for a truster to consider. Actually, a predefined trust value 
is a trust value deduced from a truster’s behavior. 



380 S. Songsiri 

5.2   General Trust Value (GT) 

A general trust value is a trust value concluded from each trust value a truster assigns 
to each trustee. A general trust value is computed from an averaging of all trustees’ 
trust values. 

5.3    Bayesian Network Method (BN) 

In [17], Pearl stated that Bayesian methods provide reasoning about partial beliefs 
under conditions of uncertainty. The heart of Bayesian techniques lies in this formula. 

p(e | H)*p(H)
p(H | e)

p(e)
=                                                  (7) 

   An advantage of using BN to compute trust is that it can infer trust in various 
aspects from the corresponding conditional probabilities. Every owner develops a 
simple BN model as described in figure 2. Root node T has two stages; satisfying and 
unsatisfying, denoted by 1 and 0 respectively. The leaf nodes Q, ST and FS each have 
two stages; “good” and “bad”, “fast” and “slow” and “honest” and “biased”, which 
are represented by 1 and 0 respectively.  

 

Fig. 2. Bayesian Network  

    Evidence cannot pass between all the children of T only if the state of T is known. 
A feedback contains an evaluation (i.e. satisfying or unsatisfying) given the result of 
interaction shown in eq. (8). 

t ,idn
Oima vhIj

F ={1or 0|result of interaction}
→

                     (8) 

    A satisfying evaluation is obtained when Q+ST+FS 2≥ . The value of FS is initially 

assumed to be 1, conferring to truthful feedback submission. An owner updates its 
BN once a feedback is received. In case of contradictive feedback occurrence 

broadcast from vhIFh , the owner re-evaluates the feedback with FS=0, and updates its 
BN again. BN trust computing allows computation of various conditional 
probabilities For instance, p(T=1|Q=1,FS=1)  is a probability that a trustee is 

trustworthy in providing good file quality and being an honest rater. To conform to 
the trust defined in section 2, a trustee’s trust value equals the specific conditional 
probability computed by a truster akin to its interests, as demonstrated in the 
following equation.  

                                   BN
TO vhIi

T = p(T=1|specific interest)
→

                                  (9) 
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    The following experiments have been conducted to demonstrate the calculation of 
trust values using BN. Figures 3.1 and 3.2 illustrate the simulation of a trustee’s trust 
value whose transaction feedbacks are evaluated to be “satisfying” even though it 
provides a set of fluctuating services. Figure 3.1 demonstrates that if a trustee always 
commits satisfying transactions (T=1) with good file quality (Q=1), its trust value will 
increase. However, if a trustee commits satisfying transactions (T=1) with bad file 
quality (Q=0), its trust value (i.e. p(T=1|Q=1) ) generally remains the same as the 
previous ones. Figure 3.2 presents a trustee who always satisfies transactions with bad 
file quality, its trust value is equal to its initial trust value. 

 

                       

                  Fig. 3.1.                                                                            Fig. 3.2. 

    From the experiments conducted, it is obvious that if a trustee can manipulate its 
performance such that the evaluation result always comes out to be satisfying, then its 
trust value would increase with good file quality or remains equal with bad file 
quality. To evade such exploitations, both p(T=1|Q=1) and p(T=1|Q=0) must be 
considered when assigning trust value. A trust value is acquired according to the 
following equation 

                              BN
currentTO vhii

T p (T 1| Q 1) p(T 1| Q 0)
→

= = = − Δ = =                 (10) 

The second term denotes the difference between the latest and previous values of 
p(T=1|Q=0). By applying eq. (10), a trustee’s trust value will not remain unchanged; 
instead will vary with the quality of service provided to a truster. 
 

  
 
                         Fig. 3.3.                                                                            Fig. 3.4. 

 
    Figure 3.3 and 3.4 elucidate the cause for the deterioration of trust value and how a 
strategically malicious trustee manipulates its trust value. In this scenario, each agent 
either evaluates each result of transaction to be 1 or 0 with good file quality.  
Deterioration in trust value eventuates when a mobile agent declares a result of 
evaluation to be dissatisfying when file quality was good. Figure 3.3 exhibits a pattern 
of service evaluations such that a trustee is voted to be satisfying for three consecutive 
transactions and dissatisfying for two consecutive transactions. If a trustee maintains 
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this pattern, its trust value will slightly decrease. A strategically malicious trustee can 
also boost its trust value by appending a pattern of service, which contained a higher 
number of satisfying transactions and a lower number of unsatisfying transactions, as 
shown in figure 3.4 with pattern (4,1). To handle a strategically malicious trustee, a 
truster must take an observation on trustee’s file quality. The assignment of trust 
value to a strategically malicious trustee is performed as follows: 

                                             BN current
TO vhIi R

p (T 1| Q 1)
T

N→

= =
=                                  (11) 

Where NR is the number of repeated patterns. This way, a strategically malicious 
trustee’s trust value will be reduced, thereby rendering no incentive for a trustee to 
perform a repeated pattern of services. This protocol still lacks in capability to prevent 
a strategically malicious trustee who dynamically changes its pattern of service.  

5.4    Feedback Aggregation Algorithm  

We demonstrates an algorithm to aggregate feedbacks from different raters and to 
form a single trust value representing trustworthiness of a trustee based on the 
trustee’s reputation. In [18], Shi et al. present an average algorithm. They argue that 
averaging feedbacks simplifies the algorithm design and provides low cost in running 
the system.  From [19], Wang suggests that averaging should be used with feedbacks 
from unknown sources and weighing should be used from known sources. Xiong et 
al. [20] propose weighing feedbacks by using personalized similarity between rater 
and source of feedbacks. Yu et al. [21] only use feedbacks from witnesses who have 
interacted with a target peer. From [22], the authors use beta distribution model to 
calculate a trust value.  Our algorithm is described as follows; 

• FAIN: It is applied to a scenario where a trust value is computed from received 
sets of unknown raters’ history of feedbacks about a trustee. Firstly; a truster requests 

sets of history of feedbacks about Ivh  from vhIFh . With the histories in hand, a truster 

computes a trust value of Ivh . Firstly, a truster analyzes each history of feedbacks 

received. This is to ensure that the trust value will be computed according to truster’s 
standards, as each rater’s degree of requirements may be different. Subsequently, a 
truster summarizes each analyzed history of feedbacks belonging to each rater into a 
number of positive (negative) consistent feedbacks NP (NN). A trustee’s reputation 
value is then calculated using beta distribution shown in eq.(12).             

                            1 1( )
f (b | , ) b (1 b)

( ) ( )
α− β−Γ α + βα β = −

Γ α Γ β
                                   (12) 

for 0 b 1≤ ≤ , where b is trustee’s behavior (i.e. trustworthy or untrustworthy) towards 
rater and , 0α β > . A truster computes each trustee’s reputation perceived by each 

rater as an expectation of beta distribution shown in eq. (13).  

                                    RO vhIi

Re p E[b | , ]
→

α= α β =
α + β

                                    (13) 

where PN 1α = + and NN 1β = + . To determine the accuracy of reputation values, 

which share the same values, variance is applied (i.e. shown in eq.(14)) 
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     2
2( ) ( 1)

αβσ =
α + β α + β +

                                              (14) 

Then, a graph of mean (y-axis) versus variance (x-axis); where x-axis is divided into 
N (integer) equal ranges to represent the groups of least accuracy deviating reputation 
values, is plotted. Finally, a trustee’s trust value is calculated as a summation of a 
normalized reputation from each raters group. A general form of a trustee’s trust 
value is presented in eq.(15). 

                           
Num

FAIn
k kTO vhI k 1i

T w rep
→ =

=  and  
RO vhi I

Nk

i 1
k

k

Re p
r e p

N

→==                          (15) 

where Num is the number of ranges, wk is the weight for range k, krep  is the  average 

reputation represented by range k and Nk is the number of raters in range k.  wk is a 
function of the average variance and the number of raters in the range k. By 
multiplying repk with wk, the average trustee’s reputation derived from a range 
containing a large number of raters with a small value of average variance is more 
reliable than a range containing a less number of raters with a larger value of average 
variance. wk is derived as follows: 

                              
'

2 k
k k Num

'
k

k 1

w
w f ( , N )

w
=

= σ =  and ' k
k 2

total

N
w

N
=

σ
                            (16) 

Where Ntotal is the total number of raters, and the number of raters dedicated to each 
range is Nk . For the purpose of simulation, a set of histories of feedbacks containing 
19 pairs of positive and negative feedbacks from different raters have been used.  

 

 

Fig. 4. A graph of mean versus variance 

    From figure 4, calculation of reputation from range 1 (variance between 0 and 

0.005) results in the following: Ntotal=19, Num=5, N1=8, krep 0.681= , 

2 0.000253σ = , 1w 0.92= . The trust value results in FAIn
TO vhIi

T 0.63
→

= . 

• FAEX: It is applied to a scenario where a truster receives a set of known and 
unknown raters’ history of feedbacks about a trustee. FAEX is designed to assist a 
truster in giving each history of feedbacks from different rater a weight factor ( fw ) 

which represents the certainty of each history of feedbacks. Certainty means 
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reliability of history of feedbacks in predicting a trustee’s future behaviour.  The 
assignment of a weight factor to each history of feedbacks requires consideration of 
types of rater (known and unknown). Initially, each unknown rater possesses a weight 
factor of 1.  After an interaction with a trustee, a truster updates all weight factors. 
The weight factor can be updated such that if a derived reputation value from a rater 
implies a trustworthy trustee but the result of transaction is dissatisfying, then a truster 
decreases a weight factor, otherwise it increases it. We assign a weight factor as an 
average of correctness in predicting all trustees’ future behaviour. 

                                              
R MOi

f j
j 1

w p M
=

=                                                         (17) 

where M is the total number of histories of feedbacks that a truster has considered so 

far from a rater R
iO  and jp  is the percentage of having successful transactions from 

total transactions with a trustee “j”. Each jp must be updated once a transaction with 

trustee “j” has been completed. The weight factor is then multiplied with a reputation 
of trustee calculated from a rater’s history of feedbacks, shown in eq. (13), to form a 
weighted reputation of the trustee. To use FAEX, there are three situations a truster 
must consider. The first, if all raters are unknown, then the truster applies FAIN with  
a weight factor of 1 for each rater. The second, if all raters are known, FAIN is utilized 
with weighted reputation value. The third, if the raters consist of a combination  
of known and unknown raters, then a truster separates raters into an unknown and  
a known group, and applies the appropriate methods as described previously. 
Subsequently, a truster combines trust values from both groups as shown in eq.(18). 

                                              FAEX
unknown knownTO vhIi

T T T
→

= φ + ϕ                                       (18) 

Where 1,φ + ϕ = ϕ > φ . Both φ and ϕ must be adjusted according to a truster. 

5.5   Combination Method (CO) 

An experienced host uses FAEX to enhance its trust value computed by BN. Assuming 
that a truster has computed a trustee’s trust value using its direct experiences at time tx 
without receiving any new feedback from its agent, subsequently at time ty, when 
tx<ty, a truster requires to calculate this trustee’s trust value again. A truster retrieves 
only histories of feedbacks, which have been committed between its latest feedback 
with a trustee at time tz(tz<tx) and the last feedback of another rater with a trustee 
before the requesting time tv(tx<tv<ty). A retrieved history of feedbacks will be used to 
compute a risk using FAEX algorithm. A truster concludes a trustee’s trust value a 
s eq. (19). 

                               FACO BTEX
T TTO vh O vhO vhI IIi ii

T T T , 1
→ →→

= ξ + ζ ξ + ζ =                         (19) 

where 
t tz v

e
−
θζ = and θ  is the largest time interval between two consecutive 

feedbacks from its mobile agents about this trustee. 
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6   Conclusion 

This paper proposes a reputation-based trust model for a mobile agent system. It 
contains a new incentive-based timely feedback submission algorithm and a fair 
punishment scheme, which enforce truthful feedback submissions. We present a 
Bayesian Network based trust computing, its vulnerabilities and propose two 
algorithms for strategically malicious trustee prevention.  
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Abstract. In recent years, a variety of new computing paradigms have been 
proposed for various purposes. It is true that many of them intend to and really 
can gratify some of the people sometime, somewhere; a few of them can even 
gratify some of the people anytime, anywhere. However, at present, none of the 
computing paradigms intend to gratify all the people anytime, anywhere. With 
the rapid advance of information technology and the spread of information ser-
vices, the IT disparity in age, social standing, and race of the people has been 
expanding and has become a critical social problem of the 21st century. Thus, 
we have a fundamental question: Can we construct, in a unified methodology, a 
computing environment that can gratify all the people in all situations, all places 
and all the time? We propose a novel and inclusive computing paradigm, named 
ubisafe computing, for studying and providing possible solutions to the above 
problem. The ultimate goal of ubisafe computing is to build a computing envi-
ronment in which all people and organizations can benefit from ubiquitous ser-
vices anytime anywhere with assured and desired satisfaction without worrying 
or thinking about safety. That is, the ubisafe computing vision emphasizes two 
basic aspects: ubiquitous safety and ubiquitous satisfaction to all people in all 
situations. This paper presents the motivations for the ubisafe computing vision 
but focuses on one basic aspect of ubiquitous safety that covers reliability, secu-
rity, privacy, persistency, trust, risk, out of control, and other watchfulness 
while considering novel, essential ubicomp or percomp features of unobtrusive 
computers, diverse users/people and life-like systems. 

1   Introduction 

Computers are becoming available anytime and anywhere in many different forms. 
They are distributed ubiquitously, pervasively and unobtrusively throughout the 
every-day environments in forms of small or large, visible or invisible, attached or 
embedded or blended, simple or complex, and so on. Wired or wireless networks 
connect these computers locally or globally, coordinated or ad hoc, continuously or 
intermittently, etc. Ubiquitous computing and networking has created tremendous 
opportunities to provide numerous novel services and applications that are built in 
both real world and cyber spaces. We are working, learning, traveling, entertaining, 
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and doing almost everything with the help of computers. Increasingly, all of us will 
live in a real-cyber integrated world in which countless physical objects including 
human bodies will be armed with computers and networks. 

Due to the excitement for this new real-cyber integrated world, ubicomp has re-
cently received wide attention from researchers worldwide. Inspired by Weiser’s 
ubicomp vision [1], many new computing paradigms have been proposed, such as 
pervasive [2], AmI [3], universal, embedded, wearable, invisible, hidden, context-
aware [4], context-sensitive [5], sentient [6], proactive [7], autonomic [8], amorphous 
[9], spray [10], organic [11], persistent [12], or “whatever it is called” computing.  
Indeed, these new computing paradigms have pushed ubicomp research further by 
identifying some specific problems and emphasizing some special aspects in the 
ubiquitous computing world. Although the computing paradigms are for varying 
purposes with different focuses and approaches, they share a common any-oriented 
vision, i.e., ubiquitous computers as well as services anytime, anywhere and by any 
means. 

Besides the any-oriented service vision, what else are commonly shared or lacked 
in these computing paradigms? It is apparent that they certainly share safety problems 
that are severe due to the ubiquitous presence of computers. Also, they share a general 
goal to offer novel services with some level of satisfaction to their users. Eventually 
ubiquitous computing will be extended to everyone, which, as a whole, has not been 
addressed thus far by these computing paradigms. The IT disparity in age, social 
standing, and race of the people has been expanding and has become a critical social 
problem of the 21st century. Ubicomp as well as the above computing paradigms 
address the provision of  novel services by arming the computers with a variety of real 
objects and environments in the real world that is intrinsically rich, changing and 
uncertain. However, the complexity of various real situations has not been fully real-
ized and studied [13].  

Thus, we have a fundamental question: Can we construct, in a unified methodol-
ogy, an any-oriented computing environment that can gratify all the people in all 
situations with (almost) perfect safety and satisfaction? To study and provide possible 
solutions to the above question, we propose a novel and inclusive computing para-
digm, named ubisafe computing, based on the visions of ubiquitous safety and ubiqui-
tous satisfaction to diverse people in complex situations. The ultimate goal of ubisafe 
computing is to build a computing environment in which all people and organizations 
can benefit from the any-oriented ubiquitous services with assured and desired satis-
faction without worrying or thinking about safety. 

Due to the broad applicability of ubisafe computing, this paper is focused primarily 
on one aspect of ubisafe vision: ubiquitous safety. Although computer and network 
safety has been studied for several decades, we still have several basic questions to 
answer: (1) Do we really understand all kinds of new risks in using novel com-
puters/networks that are attached, embedded or blended into real objects and envi-
ronments? (2) Do we really have efficient and effective solutions to precisely predict 
and further prevent the risks under various situations in the complex computing envi-
ronment? (3) Can we create risk-less computing environments in which all people can 
really enjoy ubiquitous services without any anxiety about safety problems covering 
reliability, security, privacy, persistency, trust, disaster, out of control, and so on? A 
series of challenges exist to make ubiquitous safe artifacts, systems, and environments 
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so as to let everyone benefit from ubiquitous services, and simultaneously guarantee 
their desired safety. 

The rest of this article is organized as follows. The next section defines some basic 
concepts and terminologies used in this paper. In Section 3, we briefly review the 
state-of-art of safe/safety related computing technologies as well as corresponding 
fundamental characteristics, then discuss some essential changes and brand new fea-
tures brought from the ubiquitous or pervasive computing trends, which necessarily 
call for broader vision for next generation safe computing. Section 4 presents several 
representative visions/scenarios for ubisafe computing in terms of safety and from 
different viewpoints. Section 5 further clarifies the safety related ubisafe concepts, 
and discusses the research challenges and issues towards the ubisafe vision. We con-
clude the paper in Section 6 with some final thoughts.  

2   Definitions of Terminologies 

To discuss the safe/safety problem in a unified way, we need a common language. In 
this section, we define some terminologies that will be used throughout this paper. 
The vocabulary given here is more safety related and by no means complete. It will be 
updated with the progress of ubisafe technology. 

Since we are talking about ubiquitous computing environment(s), we first define 
the concept of u-objects (or u-things). Anything in a ubiquitous computing environ-
ment is a u-object, whether it is a human user, a computer, a computer network, a cell 
phone, a car navigation system, a sensor, or an RFID tag. We can classify the  
u-objects hierarchically. An un-decomposable u-object is called a u-atom, and a  
u-object made up from many u-atoms or smaller u-objects is called a u-complex. A  
u-complex can be used to build a larger u-complex.  

The u-objects can be also categorized based on their functions. For example, a ba-
sic computing element is called a u-element or u-artifact, a computing system con-
sisting of the basic elements is called a u-system, and the computing environment 
containing all u-elements, u-systems, and other related u-objects is called the  
u-environment. Note that these definitions are relative, because a u-system can be a 
u-element in a larger u-system. A u-environment can also be a u-system in a larger  
u-environment. A u-system or u-environment is a u-complex. A u-element may be a 
u-atom or a u-complex.  

Since the human beings play an important and special role in a u-environment, we 
call a person involved in a u-environment/u-complex a u-person. Since a u-person 
cannot be decomposed, he/she is a u-atom, although he/she can be much larger in size 
than a cell-phone, which may be seen as a u-system/u-complex consisting of many 
smaller processors. Note that a u-person can be an ordinary user, a programmer, a 
system manager, or someone else. We say a u-person is non-negative if he/she does 
not attack other u-objects (include u-persons and u-systems). We can also define 
(although not absolutely necessary) strictly positive u-persons as those who never 
even think about attacking other u-objects and may probably be able to help others. In 
our common sense, non-negative u-persons are good persons. Similarly, negative u-
persons are those who (sometimes, often or always) try to attack other u-objects. We 
can also define positive, non-negative and negative u-objects in a similar way. 
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A u-complex can be defined as a directed graph. Each node is a u-atom or a smaller 
u-complex. The nodes are related or connected by edges. The relation between two 
nodes can be passive (follow others’ instruction) or active (take own action), positive 
(help) or negative (attack), steady (fixed) or dynamic (changed), and so on. Normally, 
all nodes in a u-complex should be non-negative or cooperative and there should be 
no negative relation between the nodes. In practice, however, we cannot expect that 
all nodes are reliable or trustable, especially when some nodes are u-persons or life-
like agents as well as smart/intelligent u-things.  

We say a u-object is absolutely safe if it does not have negative relation with any 
other u-objects in the same u-complex, or if it does not have any relation with any 
negative u-objects. For example, an absolutely safe u-person does not get attacked 
directly by any u-object. This u-person is surrounded by some kind of firewall, and all 
kinds of attacks/dangers are blocked and invisible. In practice, however, it is difficult 
to keep a u-object away from all kinds of attacks. We say a u-object is relatively safe 
or simply safe if it functions well even if there are some negative u-objects (or related 
to negative u-objects). A relatively safe u-object should have the ability to detect 
various attacks. When an attack is detected, this u-object can call some other anti-
attack u-object(s) for help. An anti-attack u-object can be embedded into other u-
objects, and can be used when needed.  

Note that negative relation or negative u-objects is not the only source of risk. In 
many (or most) cases, the attack/dangers may come from the failure, mistake or trou-
ble of a positive or non-negative u-object. This is why we must study reliability when 
we talk about safety since the two are closely related. We say a u-object is reliable if 
the quality of service provided by this u-object is acceptable to related u-objects in the 
same u-complex. A u-object is reliable only if it is safe. If it is not safe, it can be a 
troublemaker even if it is positive or non-negative. In fact, a u-object can be harmed 
or even damaged by its positively related u-objects. This can happen when the non-
negative u-objects make some mistakes or have some trouble themselves. Thus, if a u-
object strongly depends on some other non-negative u-objects, it is safe only if all 
these non-negative u-objects are reliable. We may say a reliable u-object is trustable 
to other u-objects only if it is non-negative and reliable. In this sense, most u-persons 
are not trustable. This is not because u-persons are negative, but because they often 
make mistakes, and thus they are not reliable in many situations. 

In a u-environment, a reliable u-object should be able to provide services with high 
enough quality to other u-objects, anytime within the lifetime of the u-environment 
and anywhere in physical or virtual space spanned by the u-environment. For this 
purpose, a reliable u-object should not stop working during the lifetime of the u-
environment. This is obviously too strong a requirement. In practice, we may just 
employ many u-objects to provide the same kind of services. These u-objects can 
work together in an asynchronous mode. Some can work, some can sleep, and some 
can even die. This is called fault tolerance in reliability engineering. It is actually a 
simple idea borrowed from nature. The question is: how to build a u-system that is 
reliable as a whole from un-reliable and un-safe u-elements under uncertain  
situations?  

The above u-things related definitions and discussions are the base for depicting 
our ubisafe vision and presenting some ideas to achieve the ubisafe computing envi-
ronment. But before that, let us first give an overview of existing representative  
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computing techniques as well as their trends and novel features in the next section. 
These techniques appear somewhat disparate but actually share many things in com-
mon, although they are called by different names and proposed and studied by differ-
ent communities or groups. 

3   Computing Trends and Profound Novel Features 

Safe/safety related computing is not new and has been studied in various computer 
and computer-based systems for decades. It is related to many technical aspects such 
as reliability, security, fault tolerance, survivable computing, dependable computing 
and so on. Some non-technical aspects covering social and human factors have also 
been studied.  

Trusted/trustworthy computing (TC) [14] recently garnered great attention and is 
intending to build a unified framework or general computing paradigm to cover or 
integrate various safety related aspects including security, privacy, reliability, risk, 
reputation, and so on. The United States Department of Defense has defined that a 
trusted system or component is one that can break the security policy. In fact, as dis-
cussed in the last section, a trusted u-object may be the most dangerous source to 
result in very serious or fatal security problem in a u-environment, in case the trusted 
u-object is not really reliable.  

Trust is indeed very important and greatly expected especially in cooperation 
among hardware, software, services, etc. In our life experience, trust is only one of the 
key elements in cooperative processes. The cooperation is just one relationship be-
tween entities in the real world. Actually there are many other relationships, such as 
loosely coupled, mutual use, non-cooperation, competition, fight, and so on. No mat-
ter what relationships exist, what users often desire is that they can get things done 
satisfactorily and safely. 

It is a fact that computers and networks have permeated more places and areas in 
the real world and our life. Thus, the computing environments and features are chang-
ing continuously. The computing technology has to accordingly evolve to fit the new 
environments and features. To predict the next possible computing evolutionary direc-
tion or stage must be, therefore, to first identify fundamental changes of computing 
environment and then find out basic features brought due to the trends of ubiqui-
tous/pervasive computing. In terms of safety impacts, the following three profound 
features are considered the most essential. 

A. Unobtrusive computers attached/embedded/blended to real objects/ environ-
ments  

The computing systems (the u-systems) are developing in two extreme directions. 
One is to become bigger, so that the whole world can be covered. The other is to 
become smaller, so that ordinary u-persons are even not aware of their existence in 
surroundings. Talking about the latter, nowadays various kinds of computing 
chips/devices for information acquisition, storage, processing and communication, 
have become so small that they can be attached/embedded/blended (AEB) to real 
physical objects and environments. Such AEB computers are often unobtrusive and 
even invisible. These computers are parts of real object (artifacts, instruments, goods, 
etc.) to enhance their usages with adding some kinds of information functions. Due to 
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the small size and power consumption restriction, an AEB computer may have low 
CPU speed with very limited ROM/RAM and short communication distance. Thus, 
one AEB computer may be functioned only in a single simple or very limited task, 
and many of the AEB computers can be interconnected via networks and organized 
together to complete a large u-complex or high-level u-system. These u-systems will 
eventually be pervasive in real physical environments of the world. In this sense, the 
AEB computers are true u-objects, and they are making u-systems truly ubiquitous. 

Perhaps the first of the most fundamental factors related to safe/ubisafe in terms of 
the ubiquity or pervasiveness of the unobtrusive computers is from physical charac-
teristic oriented aspects since the u-objects (the AEB computers) would be in envi-
ronments that may be open, changed, or leading to worse conditions, etc. Let us take 
some examples. (1) Suppose the working conditions of some u-objects are not good 
(such as being outside and suffering sunshine, rain and so on), the u-objects may 
sometimes not work normally or even fail with a high probability. How to quickly 
detect the anomaly/failure and then take proper actions to make the whole u-system 
and/or associated u-persons still safe? The hardware redundancy is one of the fault 
tolerant approaches to improve system reliability. The point is: What is a suitable 
redundant method to put these various u-objects together, and form a well-organized 
or even self-organized reliable u-system? (2) Suppose the u-objects are in some open 
space (indoor or outdoor) in which some people harboring malicious intent can also 
enter. They may possibly communicate with the u-objects, move/steal/damage them, 
or put some bad-intent u-objects in the same u-environment. How to guarantee that 
the system is working correctly/safely/reliably as well as serving true user privacy 
under such unavoidable malicious behaviors? (3) Generally, the strength of a crypto-
graphic algorithm is related to its complexity, which needs more computations. Due 
to physical restrictions of size and energy, the computational and communicational 
resources of AEB computers are often very limited, and thus it is unfeasible to adopt 
very complex security schemes and protocols. The problem is how to use the limited 
computing resources to provide enough security/safety protection in a barely control-
lable u-environment? 

 
B. Diverse users covering all (ubiquitous) people with different features/demands  
Computers and their corresponding environments were originally designed for ex-

perts, later extended to technical people and now to ordinary people who posses or 
can gain certain knowledge about computer usages. One of the profound changes for 
AEB computers is that they are integrated into real things to form u-objects to serve 
various u-persons including very young children and even babies who have no com-
puter related knowledge at all. That is, the u-persons are to be eventually extended to 
all people including babies, school children, aged people, disabled persons, men and 
women who have different professions, etc. However, the usages of AEB computers 
will be totally different from the conventional ones such as PCs, and the u-objects will 
be used by u-persons consciously or unconsciously. A person, whether he/she likes or 
dislikes, may not be able to escape completely from with the presence of computers 
since the u-objects are becoming ubiquitous in the real ambient environments sur-
rounding us. 

Perhaps the second most fundamental factor related to safe/ubisafe in terms of the 
ubiquity of various users is from human characteristic oriented aspects. It has been 
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realized that a very large proportion of safety incidents in IT related systems is caused 
by human mistakes or incorrect usages. An example is the recently publicized inci-
dent where a stock staff’s mistaken data input led to huge money loss. The incorrect 
usages would become very common in a u-environment since some kinds of u-
persons may have no computer knowledge at all, no intention to follow the pre-
defined usage instructions, no awareness of possible dangers approaching, no ability 
to deal with occurring dangers, and so on. In addition, whether a circumstance is safe 
or not is relative, varied, and greatly dependent upon the associated people’s situa-
tions and backgrounds such as ages, states, needs, etc. How to generally describe the 
complex scenarios of safety and correctly judge concrete safe/unsafe situations is 
really hard due to the relative and varied safety demands of diverse humans and their 
characteristics. 

 
C. Life-like systems, i.e., smart/intelligent u-things from small to large scales 
Most traditional computers such as conventional PCs and PDAs, although with 

many functions, are relatively passive. They often wait for the users’ inputs, take 
some actions, and send outputs to the users. They usually have no information about 
users’ physical situations and social statuses as well as ambient states. In contrast, the 
u-systems are becoming relatively active by sensing users and/or physical environ-
ments and possibly taking some autonomous actions according to the sensed informa-
tion. Such active character is an outcome of the following three features of the u-
systems: (1) computers are too small to be visible when they are attached/embedded/ 
blended in u-objects; (2) too many computers exist to be interact-able simultaneously 
by a human user; (3) computer systems are too complex to be managed by human 
users especially for non-technical people. It is expected that the active u-objects may 
possess some smart behaviors, such as context-aware, reactive, proactive, adaptive, 
automated, autonomic, organic, sentient, perceptual, cognitive, thinking, or intelli-
gent. The u-systems with the above behaviors seem becoming life-like systems. A 
large scale u-systems may include many small scale u-elements and other u-objects, 
all of which may form various kinds of relationships, passive or active, positive or 
negative, loosely or tightly, static or dynamic, locally or globally, etc. 

Perhaps the third most fundamental factor related to safe/ubisafe in terms of the 
ubiquity of active/smart u-systems is from life-like system characteristic oriented 
aspects. Being life-like, a u-system should be able to sense necessary information, i.e., 
so-called contexts. However, the sensed contexts are usually some approximations to 
states of the real environment surrounding a u-system because the real world is con-
stantly changing, intrinsically uncertain, and infinitely rich. Therefore, the contextual 
information acquired may not be sufficient and precise enough to characterize a real 
environment. Due to the incomplete and uncertain contexts, it would be not rare for u-
systems to have misjudgments and incorrect decisions, which may probably result in 
un-safety of their users (other u-objects or u-persons). It is also expected that u-
systems can somehow understand their users’ needs. The question is how much can 
be expected to correctly and promptly know the users’ true needs? Detecting users’ 
physical states and activities is one thing, while knowing users’ needs is a much 
harder task. When a u-system involves many associated u-objects and u-persons, an 
event occurring in one u-object may generate a sequence of cascaded events or 
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consequences to others. How to know if a small local event initiated by something 
will make other things or even the whole system unsafe? 

It can be seen from the above that AEB computers and networks based u-systems 
have to face many fundamental and hard issues that are novel but crucial to build 
ubiquitous safe computing environments to offer ubiquitous safe services to all peo-
ple, at all places, at all times, and under all situations. These call for radically re-
thinking safety related computing, and natural emergence of ubisafe computing. 

4   Ubisafe Vision Related to Ubiquitous Safety 

One of main purposes of ubisafe computing is to provide a unified solution for solv-
ing various safety problems related to all kinds of u-objects. In the last section, we 
discussed three fundamental safety-related factors and some new unsafe sources faced 
by tiny u-objects, by u-systems built from these tiny u-objects, by global u-systems, 
by life-like systems, and so on. There will be infinitely many issues if we consider the 
safety problems faced by all kinds of u-objects. Thus, instead of talking about specific 
u-objects, we talk about the safety problem using a general language in this section.  

First of all, the ultimate goal of ubisafe computing is to build a u-environment in 
which any u-person, an ordinary user, a programmer, a system manager, or others, 
can get satisfactory services safely anytime and anywhere in any situations. Other 
non-human u-objects should also be safe in order to guarantee the safety of u-persons. 
However, as will be discussed latter, some u-objects should be in un-safe 
states/positions so as to provide a safe environment to guarantee the safety of u-
persons. Ideally, we should provide a u-environment in which all u-persons are abso-
lutely safe. From the definition of Section 2, a u-person is absolutely safe if it is not 
directly related to any negative u-objects. That is, all kinds of attacks or risks are 
(should be) invisible to an absolutely safe u-person. When all u-objects in a u-
environment are both non-negative and reliable (thus trustable), there will be no risks 
and attacks. This kind of u-environment is an extremely ideal vision for ubisafe. 

However, in practice, some of the u-objects are neither non-negative nor reliable. 
Most u-persons are non-negative but not reliable. A non-negative u-person can also 
“attack” other u-objects and make trouble due to their mistakes (although he/she is a 
good person, and does not intend to hurt others). The risks/attacks may come from 
negative u-persons or u-objects; they can also come from a u-person him/herself. 
Thus, to guarantee the absolute safety of all u-persons, we must have a specialized u-
systems to detect, prevent, and avoid the risks/attacks. For these u-systems, the 
risks/attacks should be visible, observable, predictable, and counter-able. Thus, a 
modified vision for ubisafe is as follows. The goal is to build some anti-risk/attack u-
systems in the u-environment that are so powerful that any u-person can be isolated 
from risks/attacks from outside; and all kinds of risks/attacks from a u-person 
him/herself can be predicted and prevented. In this u-environment, all u-persons can 
receive guaranteed safe services anytime, anywhere, and do not have to think about 
the safety problem at all.  

This poses another question: shall we trust the anti-risk/attack u-systems com-
pletely? The answer unfortunately is NO. In fact, no system (existing one or to be 
developed) can predicate and detect all kinds of risks/attacks produced by many  
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different u-objects. The most powerful computer systems employed in some of the 
largest banks cannot even predict some trivial mistakes made by some users. Al-
though an anti risk/attack u-system may make mistakes with a low probability, the 
cost or consequence as the result of the mistake might be very high or serious. Thus, 
to make a safe u-environment, it is not a good idea to make just a few giant anti-
risk/attack u-systems. It might be better to distribute the risks to many u-objects. In 
this case, it is inevitable that some of the u-objects related to a u-person are not abso-
lutely safe. If so, neither will the u-person be absolutely safe. Thus, instead of requir-
ing absolute safety, we should build a u-environment in which all u-persons are rela-
tively safe, i.e., getting requested safety level of service. This is a more practical 
vision for ubisafe. 

To make all u-persons in a u-environment relatively safe, it is necessary to embed 
some small-scale risk/attack detection/warning u-systems into the u-objects that are 
connected or related to each u-person. These small-scale u-systems serve as some of 
kind of firewalls, and they are not powerful enough to make all kinds of risks/attacks 
invisible, but should at least be able to detect the risks/attacks. Proper actions can be 
taken by more powerful u-systems whenever necessary. Note that it is impossible and 
not necessary to guarantee the safety of all u-objects. If we want to guarantee the 
safety of u-persons, some u-objects must be un-safe. That is, in order to isolate u-
persons from attacks, some u-objects must receive the attacks, and they may face 
dangers all the time.  

In the above discussion we highlighted some vision for ubisafe in terms of safety. 
The most practical one is to guarantee the relative safety of all u-persons in the u-
environment. So far we have not considered the specific risks or attacks faced by a u-
person. To make the discussion more concrete, we present some scenarios. 

In most cases a u-person is an ordinary user. Let us take a scenario in which a u-
system is a health-care system, the u-person is a patient with, say heart disease. In a 
ubisafe u-environment, the u-system should monitor the u-person anytime and any-
where, so that whenever his/her condition changes, proper advice/instruction/action 
can be provided. Here, the risk mainly comes from the u-person himself (even if there 
is no attack from other u-objects). What we meant by ubisafe computing is to provide 
an infrastructure in which the u-person can get high quality safety service anytime and 
anywhere. That is, the related u-system should be available anytime and anywhere 
and it should not stop working anytime. 

A similar scenario is the kids-care system. Here, the u-persons are young kids, say 
less than 10 years old. The risks may come from the kids themselves due to inappro-
priate actions (e.g. trying to jump down from a high place or go across a road with 
heavy traffic); or come from negative u-persons (e.g. people who want to kidnap the 
kids). The u-system should be able to monitor the kids anytime anywhere, and take 
proper actions or give proper instructions to protect the kids.  

Another simpler scenario is the case when the u-system is a home computer, and 
the u-person is a human user. There are many possible risks and attacks. The person 
may play Internet game for too long, and get tired or sick; the personal information 
might be observed by some other u-objects through spy-ware; the password of his 
bank account might be stolen by some fishing email; and so on. Ubisafe computing 
should provide some way to protect the u-persons as well as their privacy/properties.  
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Besides the above scenarios, there are many situations in which various safety-
related problems are important and fatal. Imagining that the safety-critical systems, 
such as the traffic systems, the flight control systems, the power plant, the financial 
system, and so on, are all controlled by computers, what will happen if some of them 
are attacked by some negative u-objects? What will happen if the attack comes from 
the mistakes of a positive u-person? As described in the last section, since the u-
objects are becoming smaller in one extreme, and the u-systems are becoming larger 
in another, it is becoming difficult to have everything under control.  

5   Ubisafe Computing Issues and Challenges  

Now let us talk about some technical issues related to ubisafe computing, mainly from 
safety aspects. In fact, the most important thing is to detect the risk/attack. In the case 
of heart disease, we can understand the change of the patient’s condition using some 
sensors, and the sensor outputs can be obtained via wired or wireless communica-
tions. This is relatively easy. In the case of kids-care, however, this is very difficult. 
How can we know a kid is going to jump from a high place? In the case of home 
computer, how can we know the user is too tired and should rest? Some risks look 
trivial but they are actually very hard to detect by computing machines. Some artifi-
cial intelligent (AI) and soft computing techniques are useful, but it seems inadequate 
to solve these kinds of challenging problems related to real daily life. 

Another challenge is that, how can we detect new risks/attacks? A simple example 
is to detect a virus and kill it from the computer. Usually, we can remember all virus 
patterns, and can detect a virus through pattern matching. However, this method can-
not prevent new viruses from infecting our computers. Thus, before killing the virus, 
our computers must be infected first. One approach to solve this problem is to learn 
from the immune system of our bodies. The basic idea is to produce some small risks 
or weak attacks, and distribute them to all u-objects. These risks/attacks serve as the 
vaccine and the u-objects, especially the anti risk/attack u-systems can learn from 
them and improve their immune system. The questions are: How to produce the vac-
cines and how to improve the immune system? These questions are related to artificial 
evolution (AE) computation, or biological computing in general. 

To offer ubiquitous services, it is necessary to acquire contextual information ubiq-
uitously from the ambient and surroundings, both in physical and cyber worlds. As 
mentioned in Section 3, the AEB computers can serve both as data collectors and 
processors. However, since they are not so capable, we must have some mechanism to 
integrate the information. There can be two approaches. First, we can just transmit the 
results (after some limited pre-processing) of many AEB computers to a relatively 
large-scale host computer, and ask the host computer to make the final decision. As 
mentioned before, this kind of centralized, giant-system approach can have serious 
safety problems. The second approach is a distributed approach, in which all AEB 
computers are used to construct a network, and this network can make decisions di-
rectly. To allow quick decisions and reactions, the AEB computer network should be 
decomposable, so that each part (or any part) can be autonomous, and can make deci-
sions based on local information. This is a self-symmetric network, in which each part 
(any part) is again a complete system that can make decisions. Results obtained from 
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cellular automaton (CA) might be helpful to build up such a network. Further, since 
many nodes (a node is an AEB computers or a collection of AEB computers) of the 
network may provide incorrect results (due to limited processing capability) or may 
not provide any information at all (due to some kind of failures), the network should 
be able to make decisions based on incomplete and ambiguous information.  

In practice, the network considered above can be a hybrid of many different com-
puters. The construction of this kind of heterogeneous and asynchronous systems 
might be easy (just put some kind of computer somewhere in the u-environment); 
their control, management, and maintenance can be a very hard task. This is another 
challenge for ubisafe computing. The point is, even if each node or each sub-network 
may change during the lifetime of the network, the network as a whole should be safe, 
and should be able to provide high quality services to all its users. These issues are 
also addressed in security computing, non-stop computing, persistence computing, 
autonomic computing, organic computing, amorphous computing, and so on. 

There are lots of challenges to create such expected ubisafe environments. Many 
new issues and hard challenges are basically from the three essential ubicomp/percomp 
features: unobtrusive AEB computers, diverse people and life-like u-things. The most 
fundamental and urgent research is to study all possible unsafe sources of various  
u-objects from the three aspects of physical, human and life characteristics. The safety 
related issues become harder when the above three aspects are interwoven with the 
diversity and complexity of the real world. Ubisafe, or “you-be-safe” or “all-be-safe”, 
is ideal. How about the two fighting sides in a military battle? Here ubisafe becomes 
“you be unsafe, I am safe”. Most people in the world are good but bad persons are not 
few and they can also use the ubisafe technologies/ environments to do bad things. It is 
absolutely necessary to study how to prevent malicious uses of the ubisafe technolo-
gies to do bad/criminal acts “safely”. It would not be enough to only rely on engineer-
ing technologies to fully guarantee all safety in the ubiquitous world, which is certainly 
needed to combine social forces including law, regulation, ethics, and so on, but these 
are beyond our engineering research. 

6   Concluding Remarks 

In this paper, we have tried to present the vision for ubisafe computing mainly from 
safety aspects, although it is very difficult to do so due to both novelty and complex-
ity of the ubisafe concept. Through the discussions presented in this paper, we should 
at least agree with the following points. First, a unified theory or methodology is 
needed for systematically solving a variety of conventional and new safety problems 
faced by different u-objects. Second, the safety guarantee (although relatively) should 
be offered to all (non-negative) u-persons no matter what the age, sex, race, profes-
sion, culture, preference and so on. Third, the study of ubisafe computing itself may 
motivate some revolutionary progresses in computing technology. We hope that in the 
not far future, all persons can become (non-negative) u-persons, and all of them can 
fully enjoy the u-environment provided by ubisafe computing – without talking about 
the safety problem any more. This is similar to invisible computers that disappear 
from human eyes as dreamed by Mark Weiser. We are working on the ubiquitous 
satisfaction aspect of ubisafe vision, which would be more challenging. 
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Abstract. We propose an efficient multicast source authentication pro-
tocol called Chains of Iso-hash Clusters scheme (CIC), which shows
more lossy resistibility, less communication cost, less average delay at re-
ceivers. The CIC scheme is based on combination of single Chain scheme
and Hash Tree Chains scheme, and integrates the advantages of both.
In this scheme, stream is firstly divided into blocks with n packets, and
each block consists of m clusters, everyone of which contains a tree of
packets. All clusters are chained together. Through CIC, packets of one
cluster can be authenticated by any packet of the previous cluster. Com-
pared to other multicast authentication protocols, the proposed scheme
has the following advantages: 1) dramatically improves the resistance to
burst packets loss, 2) low computation and communication overhead, 3)
imposes low delay on the sender side and no delay on the receiver side,
assuming no loss occurs.

1 Introduction

Data confidentiality, authenticity, integrity, and non-repudiation are basic con-
cerns of securing data delivery over an insecure network, such as the Inter-
net [1][2]. Our concerns are data authenticity, integrity and non-repudiation for
delay-sensitive packet flows, particularly flows transferred on application-level
multicast. To assure non-repudiation of a multicast stream origin, flows should
be signed.

In multicast communication, two types of communication exist: pre-recorded
and real-time data. In pre-recorded data, the content is known in advance, such
as films. On the other hand, for real-time data, the content is produced in real-
time, such as financial stock quotes. In the present paper, an effective scheme
for authenticating pre-recorded data applications is proposed which overcomes
burst loss and long-run loss with a low communication overhead.

Current digital signature mechanisms are very computationally expensive.
Therefore, it is not practical to sign each packet of the multicast stream. Some
proposals amortize signature over several packets for providing multicast au-
thentication [3]. However, these signature amortization schemes don’t focus on
resisting packet loss, especially on resisting burst loss.
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For multicast, packets loss can not be avoided, due to that TCP/IP is based
on best-effort service. Some solutions proposed introduce redundancy in the
authentication information, in a way that even if some packets are lost, the
required authentication information can be recovered in order to verify received
packets’ authenticity [2][4][5][7][8][9][10]. But the proposals are inapplicable for
P2P media streaming.

In application-level multicast system, a stream is exchanged by lots of peers
over an insecure overlay network. The vicious peers should be detected and re-
stricted. So peers must forward only ”good” data to other peers. In P2P topol-
ogy, verification latency at receivers and verification probability are key factors
which affect scalability of multicast system. We pay more attention to the fol-
lowing three requirements: loss tolerance, less average latency at receivers, less
communication overhead. We highlight that authenticity of every packet must
be verified, which will be transferred to other peers.

We propose a novel scheme called Chains of Iso-hash Clusters scheme (CIC),
which is based on combination of single Chain scheme and Hash Tree Chains
scheme. Delay at receiver side can be decreased using signature tree technology
and communication overhead can be decreased due to signature chain technol-
ogy. Compared to other multicast authentication protocols, the proposed scheme
has the following advantages: 1) dramatically improves the resistance to burst
packets loss, 2) low computation and communication overhead, 3) imposes low
delay on the sender side and no delay on the receiver side, assuming no loss
occurs.

In the next section, we give a brief overview of the previous work about
multicast message authentication. The basic solution for our approach, along
with the detailed authentication/verification procedure, is given in Section 3. In
Section 4, we discuss the authentication probability and average latency of our
scheme using two different loss models. In Section 5, we evaluate the performance
of our technique, comparing it with three previous proposed schemes. Finally,
the paper is concluded in the last section.

2 Related Work

Multicast authentication is an active area of research, and researchers have sug-
gested many schemes. Early work about amortizing signature over several pack-
ets was done by Gennaro and Rohatgi [3]. The stream is divided into blocks of
m packets and a chain of hashes is used to link each packet one by one. The
hash of the last packet is signed. Each receiver must buffer all of m packets and
the signature packet, then checks the signature of the sender and uses the chain
of hashes to authenticate subsequent packets. Although this approach solves the
computation and communication overhead problem, it has a major drawback
that, in case of any packet loss, the authentication chain is broken and subse-
quent packets cannot be authenticated.

Efficient multi-chained stream signature (EMSS), which was proposed by Per-
rig et al. [4][7], is an extension of Gennaro and Rohatgi’s stream signing technique
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[3]. The basic idea is that multiple hashes with each packet are sent to tolerate
packet loss. Other similar proposals were proposed in [8][9]. EMSS stores same
number of hashes in packets (besides the tail of chains), while augmented chain
[8] is combination of hash chains scheme and hash list scheme. The latter achieves
higher verification probabilities compared to EMSS (with the same communica-
tion overhead) at the cost of increased delay on the sender side. Piggybacking
scheme [9], is specifically designed to resist multiple bursts within a block. In the
scheme, n packets are partitioned into r equal-sized priority classes, and hence
each class is of size z = n/r. It is assumed that the packets in the highest priority
class are spaced evenly throughout the block, so that, two consecutive packets
of the highest priority class are located exactly r packets apart. By constructing
hash chains in the special manner, packet Pi can tolerate xi bursts of size at
most bi = ki ∗ r. Our scheme is also similar to these multi-hash chains schemes,
but more efficiently to resist packets loss.

Wong and Lam [2] proposed another solution to solve the problem of packet
loss. In their proposal, the stream is divided into blocks of m packets and a tree
of hashes of degree 2 is constructed. The hashes of the m packets correspond
to the leaves of the tree and only the root of the tree needs to be signed. Each
parent corresponds to the hash of its children. Since each packet carries the
information required for its authentication, any packet loss will not affect the
ability of the receiver to authenticate packets arrived after the loss. On the other
hand, this solution suffers from a high communication overhead, since it requires
the appending of logm

2 hashes to each packet. We benefit from this option to resist
bursty packets loss and to reduce authentication delay at receivers.

SAIDA [10] was proposed by Jung et al., which is to encode the hash values
list and the signatures with Rabin’s Information Dispersal Algorithm (IDA) to
construct an authentication scheme that amortizes a single signature operation
over multiple packets. This strategy is especially efficient in terms of space over-
head, because just the essential elements needed for authentication (i.e, one hash
per packet and one signature per group of packets) are used in conjunction with
an erasure code that is space optimal. The scheme efficiently solves the prob-
lem about signature information’s reliable transmissions, which is other schemes’
weakness. But SAIDA increases total delay on the sender side and on receiver
side.

3 Proposed Solution

3.1 CIC (Chains of Iso-hash Clusters)

We focus on a probabilistic model of packet loss within the network. According
to several studies [6], packet loss on the Internet is often bursty in nature. We
propose a novel way to process burst loss.

The following steps describe the authentication procedure in detail:

1) Let || denote concatenation. A stream of packets is first divided into blocks.
We denote a stream as B = B1||B2|| . . ., and Bi is a block which includes n
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packets (i.e, Bi = M(i−1)n|| · · · ||Min−1). The same operations are performed on
every group, so we will only focus on the first group.

2) We divide each block into strips, we call the strips clusters, whose size
is powers of 2. We denote B = (C1, C2, . . . , Cm), m = n/c, c = 2k, k ∈
(1, 2, . . . , logn

2 ), and Ci includes c packets(i.e., Ci = (M (i)
1 , M

(i)
2 , . . . , M

(i)
c ). As

shown in Fig. 1, same cluster’s packets are evenly distributed over whole block.
3) We denote D(i) as digest of hashes of cluster Ci. We first compute D(m),

then compute other D(i) with sequence of (D(m−1),D(m−2),. . .,D(1)) . As shown
in Fig. 1, the steps to compute D(i) follow below(k = 3,c = 8):

a) D
(i)
j =

{
h(M (i)

j ) i = m

h(M (i)
j ||D(i+1)) i < m

b) D
(i)
1−2 = h(D(i)

1 ||D
(i)
2 ); D(i)

3−4 = h(D(i)
3 ||D

(i)
4 ); · · ·

c)D(i)
1−4 = h(D(i)

1−2||D
(i)
3−4); D

(i)
5−8 = h(D(i)

5−6||D
(i)
7−8)

d)D(i) = D
(i)
1−8 = h(D(i)

1−4||D
(i)
5−8);

4) As shown in Fig. 1, for every block, C1 is the first cluster, and Cm is the
last cluster. D(1) is signed by an asymmetric-key signature scheme using the
sender’s private key.

5) Each packet needs to carry 1+k hashes, one is for D(i+1) while other k is
for siblings’ digests. For example, P

(i)
5 includes following sequence: M

(i)
5 , D(i+1),

D
(i)
6 , D

(i)
7−8, D

(i)
1−4.

Fig. 1. Up:Constructing Digest of Cluster i(D(i)) with c=8. Down:Constructing
Chains of Hash Clusters with c=2.

We assume that signature information is received, D(1) can be decoded, and
authentications of packets belong to C1 can be immediately verified. Each packet
of C1 carries D(2), so we get trusted D(2), and so on. A Hash Buffer (HB) for D(i)

is introduced to our implement due to convenience of verification. On receiving
a packet, 3 steps of verification will be employed are stated below (assume P

(i)
5

is received ):
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a) Compute D
′(i) = h(D(i)

1−4||h(h(h(M (i)
5 ||D(i+1))||D(i)

6 )||D(i)
7−8));

b) Check if D
′(i) = D(i) in HB. If it is true, the received packet is authenti-

cated.
c) If D(i+1) does not exist in HB, get D(i+1) from the packet and add it to

HB.

3.2 Resisting Loss

In a scheme constructed as in Sections 3.1, these are two parameters associated
with each packet P

(i)
j : the max size of bursts that P

(i)
j can tolerate(b), and long-

run loss rate(p). As shown in Fig. 2, c=2, n=2m, b=n-n/c=m. Even if continuing
m packets, assuming from 2 to m+1, the remained m packets (1, m+2,. . . ,2m)
can be verified. For any loss model, including multi-burst loss model, if n is large
enough, only long-run loss rate is our concern.

Fig. 2. Resisting bursty loss and random loss (n=2m,c=2)

4 Analysis and Simulations

4.1 Loss Model

The authentication probability is directly affected by the loss model used in the
analysis. In our simulations analysis, two different loss models are used to test
our scheme. One is random loss model, and the other is burst loss model. In
[10], a 2-state Markov Chain (2-MC) loss model was introduced. It is defined as
follows: The loss process is modeled as a discrete-time Markov chain with two
states-0 and 1-representing no loss and loss, respectively. It is defined by four
transition probabilities (i.e. p00, p11, p01, and p10). The stationary probabilities
(the long-run proportion of transitions in a given state) are denoted as π0 and
π1 = 1 − π0. The expected burst-loss length , and probability of loss q can be
expressed using the four parameters of the Markov chain. The four transition
probabilities can be expressed using β, π0 and π1 as follows:

p10 = 1/β, p01 = π1/(βπ0), p11 = 1− 1/(β), p00 = 1− π1/(βπ0).

As burst loss model, the 2-MC loss model is uesd in our simulations. We call the
2-MC loss model as MC for convenience.
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4.2 Verification Probability

We denote P
(i)
j as packet j of Ci. If P

(i)
j is received without authentication, then

none packet of C(i−1) is received or C(i−1) cannot be authenticated. Only if all
packets of one cluster lose, the chains of iso-hash clusters will break. So CIC is
similar to single chain of hashes. There are two basic differences comparing with
single chain of hashes:

1) Probability of D(i) loss is very low, which is pc.
2) Length of chains is n/c. For single chain of hashes, the average probability

that Pi is received and authenticated is:

Pr = 1−
∑n−1

i=0 p(1 − p)i(n− 1− i)(1− p)
n(1− p)

= 1−
∑n−1

i=0 p(1− p)i(n− 1− i)
n

.

(1)
For CIC scheme, the probability is:

Pr = 1−
∑n/c−1

i=0 pc(1− pc)i(n/c− 1− i)
n/c

. (2)

Because pc ≥ 0, 1 ≥ 1− pc ≥ 0, we can get:

Pr ≥ 1− pc

∑n/c−1
i=0 (n/c− 1− i)

n/c
= 1− 1

2
(
n

c
− 1)pc. (3)

Substitute 2k for c in (3),

Pr ≥ 1− 1
2
(

n

2k
− 1)p2k

. (4)

When k = logn
2 , Pr = 1, CIC is equivalent to Hash Tree; when k=0,Pr ≥=

1 − 1
2 (n − 1)p, CIC is equivalent to single hash chain. With k increasing, Pr is

not sensitive with n. For example, when k=4, p=0.20, Pr > 0.99, we can get
n < 48, 000, 000, 000.

According to (4), Table 1 lists some parameters when Pr is more than 0.99.
Instead of computing the probability precisely, we wrote a program to perform

simulations. Our simulation (with 5000 samples simulating different loss rate,
0.005-0.64) runs on 3 case: k=1,2,3, with random model and MC model. The
following simulation parameters were used:

1) Block size (n): 128 packets
2) Average length of burst loss (β): 8 packets (for MC model)

We also computed analytical result according to (2). As shown in Fig. 3(Left),
the empirical results (random loss model) are similar to computed results. More-
over, the verification probability running on MC model is higher than the result
running on random model.

In Fig. 3(Right), we show the verification probability (i.e., the fraction of
verifiable packets) on different burst length (from 0.625 to 12.625) with c=4,
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Table 1. Appropriate parameters (n = 128, P r > 0.99)

Number of hashes per packet Degree(c) n/c Loss rate(p)
1 1 128 ≤ 0.00016
2 2 64 ≤ 0.02
3 4 32 ≤ 0.16
4 8 16 ≤ 0.43

p=0.2, MC model. It is apparent in the figure that the verification probabili-
ties increase gradually with β increasing. So our scheme has high capability for
resisting burst loss.

Fig. 3. Left:Comparing computed result with empirical. Right:Verification probabil-
ities with increasing bursty loss.

4.3 Delay Analysis

In our scheme, delay at sender is n, and delay at receiver is 0, assuming no loss
occurs. In case of loss, delay will be variable. Let la (average latency) denote the
variable. Two factors affect la, which are n and k. la is larger while n increases
and k decreases. To reduce la, just replace n with n/2 .

5 Performance Evaluation

Compared with other multi-chain schemes, CIC is more effective to authenticate
other packets. In other multi-chain schemes, one hash value can verify only one
packet. In our scheme, as shown in Table 1, one packet that carries 4 hashes can
verify 8 packets.

In our comparison, we only consider the schemes that amortize a signature
over multiple packets in general. This class of schemes is more space efficient
than other approaches. We compare our solution with three other previously
proposed schemes-Authentication tree, EMSS, and SAIDA. In order to conduct
the comparison, the following general assumptions are considered:
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– the stream to be authenticated is divided into blocks of n packets,
– in order to provide authentication, one signature is needed for each block,
– hash size (h) is 16 bytes and hn is the number of hashes per data packet,
– signature size(s) is 128 bytes.

The comparison will be undertaken according to the following criteria:
Sender delay: delay on the sender side (in number of data packets) before the

first packet in the block is transmitted.
Receiver delay: delay on the receiver side (in number of data packets) before

verification of the first packet in the block is possible.
Average latency: average latency of all received packets on the receiver side

(in number of data packets) before the packets is verified.
Computation overhead: number of hashes and signatures computed by the

sender per block.
Communication overhead (bytes): size of the authentication information re-

quired for each packet.
Verification probability: number of verifiable packets of the entire stream di-

vided by the total number of received packets of the stream.
Max length of burst loss: max length of burst loss (in number of data packets)

can be resisted.
Table 2 summarizes the four authentication schemes based on the performance

criteria explained above. Its values were obtained based on the general assump-
tions explained above and the following assumptions: Communication overhead
of the authentication tree is obtained for a binary tree. For EMSS, b is aver-
age number of hashes per data packet. For SAIDA, n is the number of encoded
pieces, and m is the minimum number needed for decoding. For CIC, c is the
degree of a hash cluster, where c = 2k, k ∈ (0, 1, . . .).

Table 2. Comparison between Authentication tree, EMSS, SAIDA, and the proposed
scheme (CIC)

Tree EMSS SAIDA CIC
Sender delay n 0 n n

Receiver delay 0 n [m,n] [0,n-n/c]

Average latency at receiver 0 n−1
2

m(m−1)
2n

0
(no loss occurs)

Average latency at receiver 0 variable variable variable
(in case of loss)

Computation overhead 2n-1, 1 n+1, 1 n+1,1 n
c
(2c-1),1

Communication overhead s + h logn
2 , s + h, hn+s

n
n
m

, s + h logc
2,

- hnh - h(logc
2 +1)

Verification probability 1.0 variable variable variable
Max length of burst any variable n-m n-n

c
loss can be resisted
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The authentication tree technique has the favorable property of guaranteeing
the verification of every received packet, but at the cost of a larger communi-
cation overhead-an overhead on the order of several hundred bytes would be
required for practical block sizes. The authentication tree technique can also be
converted to a probabilistic method by simply inserting the block signature in
a subset of the packets instead of all the packets within the block. Even with
this variation, the authentication tree method requires a larger communication
overhead compared to other schemes, because each packet must include all path
hash values needed to compute the authentication tree.

Fig. 4(Left) shows the change in verification probability as the communication
overhead is kept constant, and the packet loss probability is increased. The
following parameters were used:

General parameters: n=128; β = 8 (for MC loss model). Parameters for EMSS:
number of hashes in signature packet: 5; hn = 3, 4. Parameters for CIC: number
of hashes in signature packet: 1; hn = 3, 4. Parameters for SAIDA: m = 42, 31.

Curves for EMSS drop steeply to unacceptable levels, when the loss rate is
increased. In contrast, the curves for CIC and SAIDA drop much more moder-
ately. With same hashes per data packet, it shows that verification probability
for our scheme is much higher than EMSS, but is lower than SAIDA.

Fig. 4. Left: Verification probability with increasing loss. Right:Average latency with
increasing loss.

As shown in Table 2, average latency in our scheme is zero, assuming no
packet loss occurs. Fig. 4(Right) shows the change in average latency (in number
of data packets) while the packet loss probability is increased. This depicts that
average latency for our scheme is much lower than SAIDA even if the packet loss
probability is very high.Our scheme can dramatically reduce average latency on
receiver side.

6 Conclusions

In this paper, the problem of securing multicast communication is discussed.
Many solutions proposed to solve the multicast authentication problem can be
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classed as hash tree, hash chain(s), and hash list. Hash tree scheme has the lowest
delay on receiver side and the highest verification probability while hash chain
scheme and hash list scheme have lower communication overhead. Our proposed
CIC scheme is based on combination of single Chain scheme and Hash Tree
Chains scheme. It integrates the advantages of both.

Mass simulation demonstrates that CIC is an efficient authentication method
that is highly robust against packet loss, especially against burst loss. With
the same amount of communication overhead, it achieves higher verification
probability than other hash chain authentication schemes, and least average
delay at receivers than other probabilistic authentication schemes.

Table 2 suggests that there is no single scheme that is superior in all aspects.
Depending on the delay, computation, and communication overhead require-
ments, different schemes are appropriate for different applications. Our scheme
is more applicable to source authentication in peer-to-peer media streaming.
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Abstract. In this paper, based on self-certified mechanism, we propose a novel 
mutual authentication and key exchange protocol for roaming services in the 
global mobility network. The main new features included in the proposed pro-
tocol are (1) identity anonymity, which protects location privacy of mobile  
users in the roaming network environment; (2) one-time session key renewal, 
which frequently updates the session key for mobile users and hence reduces 
the risk of using a compromised session key to communicate with the visited 
network. The performance analysis shows that the computational complexity of 
our protocol is low and suitable to be used on mobile equipments. 

Keywords: Self-certified, authentication, roaming services. 

1   Introduction 

The widely deployment of Global mobility network (GLOMONET) [1] increases the 
possibility of illegal access from malicious intruders. Several authentication protocols 
for global roaming service have been developed for GLOMONET. Suzuki et al. de-
veloped an authentication protocol for roaming service [1]. They introduced a chal-
lenge/response interactive authentication mechanism with a symmetric cryptosystem 
to construct their authentication protocol. Buttyan et al. pointed out that there are 
several drawbacks of Suzuki’s authentication protocol vulnerable for attacking, and 
further proposed a modified protocol to eliminate these drawbacks and made it resis-
tant against the presented attacks [2]. Subsequently, Hwang et al. [3] introduced a 
new mechanism, named self-encryption, to simplify Buttyan’s protocol. 

There is no support of identity anonymity in Hwang’s scheme, however. The secu-
rity of the long-term shared key 

MH
K  between the mobile user M and his home net-

work H could be compromised, since the shared key
MH

K  is calculated as 

( )
MH M

K f ID= , where 
M

ID  is the identity of user M, and f is a secure one-way function. 

This limitation may permit some attacks once the user identity is illegally obtained by 
intercepting the exchanged messages, and then the advantage of self-encryption 
mechanism is counteracted. Moreover, the disclosure of user identity will allow  
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unauthorized entities to track the user’s moving history and current location. The 
identity anonymity is one of the important properties that should be considered in 
roaming service environment. 

Generally, a secure protocol design for roaming services requires the following 
properties, as pointed out in [5]: (1) Prevention of fraud by assuring that the mobile 
user and network entity are authentic; (2) Assuring mutual agreement and the fresh-
ness of session key; (3) Prevention of replaying attack; (4) Privacy of information 
about mobile user’s locations during the communication, i.e., to provide an identity 
anonymity mechanism. Additionally, since the protocols are partially implemented on 
the mobile devices, there are two more factors to be considered. First, the low compu-
tational power of mobile devices makes unfeasible the security protocols which re-
quire very heavy computations [6]. Second, the low bandwidth and high error rate in 
wireless networks result that the security protocols should be designed to minimize 
the message size and also the number of exchanged messages. 

In this paper, aiming at enhancing the security of existing authentication protocols 
for roaming service in GLOMONET environment, we propose a mutual authentica-
tion and key exchange protocol. Our scheme is based on self-certified scheme [8]. We 
present two mechanisms for roaming service, which are identity anonymity and one-
time session key renewal. The identity anonymity property prevents the disclosure of 
mobile users’ real identities and protects their privacy in the roaming environment. 
The one-time session key renewal can assure the mutual authentication and the fresh-
ness of session key. It provides a way for a mobile user to update his session key with 
visited network frequently, and therefore, reduces the risk of using a compromised 
session key to communicate with visited networks. Note that although we increase 
such security features, the computational complexity of our protocol is not high. 

The rest of paper is organized as follows. In section 2, the basic self-certified 
scheme is briefly reviewed. In section 3, we propose our new authentication and key 
exchange protocol for roaming service. In section 4, we give the security analysis. In 
Section 5, the performance comparisons between previous roaming protocols and our 
proposed protocol are investigated. Finally, we conclude our work in Section 6. 

2   Basic Self-certified Scheme 

Self-certified scheme combines the advantages of certificate-based and identity-based 
public key cryptosystems, and also provides a mechanism for authenticating a user’s 
public key [8-10]. We briefly introduce a simple self-certified scheme in this section.  

First, the Trusted Third Party (TTP) chooses a modulus n as the product of two 
numbers p and q where 2 ' 1p p= + , 2 ' 1q q= + , 'p  and 'q  are primes. TTP generates 

a base element 1≠g  of order '' qpr ⋅= , and then chooses a large integer u < r. Let 
*
uZt ∈  be an element of *

uZ  of order u. A one-way function f will output positive 

integers less than 'p  and 'q . The TTP makes g, u, f, and n public, and keeps r secret. 

Then p and q are discarded. Next, any user iU  can register with TTP by performing 

the following steps: 
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Step 1) User iU  chooses a random {2,3, , 1}ix u∈ −  as his secret key, computes 

(mod )ix
iy g n=  as his public key and sends y to the TTP. 

Step 2) The TTP prepares a string iI  associated with the personal information 

(Name, Address, etc.) of iU ,  computes 
1( ) (mod )if I

i iw y n
−

=  as a witness 

for user iU , and sends message },{ ii wI  to iU . 

Step 3) User iU  verifies iI  and witness iw  by checking whether the equation 

)(mod nwy iI
ii =  holds. 

Regarding to the security strength of self-certified scheme, Saeednia [7] claimed 
that forging a valid witness iw  for user iU  is equivalent to breaking an instance of 

RSA cryptosystem. 
Suppose that users iU  and jU  intend to exchange a secret key used for secure 

communications. To achieve this, they can perform the following protocol based on 
the well-known Diffie-Hellman key distribution system. 

Step 1) iU  send }||{ ii Iw  to jU , where 
1( ) (mod )if I

i iw y n
−

=  is a witness for iU . 

Step 2) jU send }||{ jj Iw  to iU , where 
1( )
(mod )jf I

j jw y n
−

=  is a witness for jU . 

Step 3) iU  can compute the secret key shared with jU  as ( ) (mod )i if I x
jk w n⋅= . 

Step 4) jU  can compute the secret key shared with iU  as 
( )

(mod )j jf I x
ik w n

⋅= . 

There are two weaknesses in the basic self-certified key exchange scheme. One is 
that the secret session key exchanged in this protocol is invariant. The second is that 
the witness iw  computed by TTP is not self-certified. This defect makes is possible 

for a cheating user to have the chance of getting a forged self-certified witness. 

3   The Proposed Protocol for Roaming Services 

The security of our scheme is based on the intractability of the problem of discrete 
logarithm problem (DLP) [11]. Given a large prime p , a generator over nZ , and 

(mod )xy g n= , it is computationally infeasible to get x . 

Our proposed protocol is based on the above Self-Certified scheme. It includes two 
phases: (Phase I) Mutual authentication protocol; (Phase II) Session key renewal 
protocol. A summary of notations used in this paper is shown in Table 1. 

In Phase I, the visited network V authenticates a roaming user M through M’s home 
network H. The key idea is to regard H as a temporary TTP for roaming services. 
When user M roams into a visited network V, both of them will initialize a registration 
procedure with H, where V acts as an access agent for M. If M and V have success-
fully registered with H, each of them will obtain a witness from H respectively; and 
then the trust relation between M and V can be established. Afterwards, M can directly 
establish or negotiate the session key with V without accessing H. 



 Self-certified Mutual Authentication and Key Exchange Protocol 411 

In phase II, the user M can establish or renew a session key with V. Then, M can 
directly visit V and V can provide responding services for M. Here we also introduce a 
novel mechanism called “one-time session key renewal” to assure the mutual authen-
tication and the freshness of session key. 

Table 1. Notations 

M mobile user 

H the home network 

V the visited network 

T the timestamp 

MID  the identity of mobile user M 

MTID  the temporary identity of mobile user M 

⊕  bitwise XOR operation 

|| concatenation operation 

( )f ⋅  A one-way function used for self-certified scheme 

( )h ⋅  a one-way hash function used for key renewal protocol 

( )kE ⋅  symmetric encryption  with key k  (e.g. DES, AES) 

( )kD ⋅  symmetric decryption with key k  (e.g. DES, AES) 

3.1   Mutual Authentication Protocol (MAP) 

The aim of MAP protocol is to provide a mechanism for user M and V to authenticate 
mutually and then establish a trusted relation between them. 

Our MAK protocol for roaming services is shown in Fig. 1. Compared with the 
previous roaming protocols, we mainly introduce a new feature, identity anonymity, 
which can efficiently prevent unauthorized entities from tracing the mobile user’s 
roaming history and his current location. Our solution for identity anonymity is to 
replace the real identity MID of a mobile user M with his temporary identity MTID . 

Suppose )(mod ngy Mr
M = and )(mod ngy Vr

V = , where random numbers Mr  and 

Vr  are generated by user M and V respectively. Let MI  and VI  be two strings associ-

ated with the information (Name, Address, etc.) of M and V respectively. In addition, 
let Mw  and Vw  be the witness of  M and V, which are calculated by H as: 

)mod())((
1)( nIyw MIf

MMM

−
⊕=    (1) 

)mod())((
1)( nIyw VIf

VVV

−
⊕=     (2) 

In Fig. 1, the temporary identity MTID  is generated as follows: First, M calculates 

key MHK  as Mr
HMH PKK )(= , where HSK

HPK g=  is the public key of H  which is 

known by M in advance ( HSK  is the secret key of H). Second, the temporary iden-

tity MTID  is calculated as follows: 
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)( M
r

KM IDgETID M

MH
⊕=     (3) 

We will show that H can recover the real identity of M, i.e., MID , based on MTID . 

Message 1. M V: MHM TIDIDy ,,  

Message 2. V H: )||||||(,, VMVVKVM TTIDIDyEyy
VH

 

Message 3. H V: )||||(),||( VMMKVVK IDIwEIwE
MHVH

 

Message 4. V M: )||||( VMMK IDIwE
MH

 

Fig. 1. Mutual Authentication and Key Exchange Protocol for Roaming Services 

Now, let us describe our proposed MAP protocol in detail according to the mes-
sage exchange order as follows: 

Step 1) The mobile user M does the followings: (1) Generates a random }1{\*
uM Zr ∈  

and computes Mr
M gy = ; (2) Computes the shared key MHK  by 

Mr
HMH PKK )(=  and uses it to compute )( M

r
KM IDgETID M

MH
⊕= ; (3) Sends 

My , HID , and MTID  to V. 

Step 2) The visited network V chooses a random }1{\*
uV Zr ∈ , computes Vr

V gy = , 

and sends message )}||||||(,,{ VMVVKVM TTIDIDyEyy
VH

 to H. VT  is a 

timestamp. We assume VHK  is the shared key between V and H. 

Step 3) H first decrypts )||||||( VMVVK tTIDIDyE
VH

. If the timestamp VT is reason-

able and the decrypted value *
Vy  is equal to the clear-text Vy , H computes the 

shared key MHK  by HSK
MH MK y= . Notice that, ( )H M HSK r SK

My g= = 

( ) ( ) (mod )H M MSK r r
Hg PK n= . Then H decrypts )( M

r
KM IDgETID M

MH
⊕=  

with MHK . Therefore H can get the real identity of user M by computing the 

following formula: 

( ) M

MH

r
M K MID D TID g= ⊕ .    (4) 

 Afterwards, H can verify the authenticity of MID . If it is legal, H does the 

following: (1) Prepares two strings MI and VI associated with the information 

(Name, Address, etc.) of user M and V, respectively; (2) Computes the wit-
ness Mw and Vw  for M and V according to Eq.(1) and (2). Then, H sends 

)||( VVK IwE
VH

 and )||||( VMMK IDIwE
MH

 to V. 

Step 4) V decrypts )||( VVK IwE
VH

, then verifies witness Vw  and VI  by checking 

whether the following equation holds: 

 ))mod()(( )(
V

If
VV Inwy V ⊕= .     (5) 

 If true, then V successfully registers with H and it believes that M is an au-
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thorized user of H. Subsequently, V forwards )||||( VMMK IDIwE
MH

to M. 

Step 5) Similarly, M decrypts )||||( VMMK IDIwE
MH

and verifies MI  and witness Mw  

by checking  

 ))mod()(( )(
M

If
MM Inwy M ⊕= .   (6) 

If true, M successfully registers with H and he believes that the trust relation 
between M and V has been established with the help of home network H. 

3.2   One-Time Session Key Renewal Protocol (SKRP) 

The main functions in phase II are to establish or renew a session key between M and 
V. As compared with traditional roaming protocols, we introduce a novel mechanism 
called “one-time session key renewal”. This new feature allows mobile user M to 
establish or renew his session key frequently and reduces the risk that he uses a com-
promised session key to communicate with V. 

Suppose that a mobile user M requires renewing his session key MVK  with V for 

the thi  time period. He can obtain the new session key after he has exchanged the two 
messages shown in Fig. 2 with V. 

Message 1. M V: Mt
MM gIw ,,  

Message 2. V M: Vt
VV gIw ,,  

Fig. 2. One-time Session Key Renewal Protocol 

In Fig. 2, random numbers *, uVM Ztt ∈  denote two different elements of *
uZ  of or-

der u. The session key MVK  can be calculated respectively by user M and V, respec-

tively. For mobile user M, the session key can be computed as 

V
If

VV Inwy V ⊕= ))mod(( )( ,    (7) 

)mod()( nggyK VMMVMVM trtrrtt
VM

+=⋅= ,   (8) 

)( MMV KhK = .      (9) 

For V, the session key is acquired similarly: 

M
If

MM Inwy M ⊕= ))mod(( )( ,               (10) 

)mod()( nggyK VMMVVMV trtrrtt
MV

+=⋅= ,               (11) 

)( VMV KhK = .                  (12) 

Evidently, the session keys calculated by M and V  are the same, owing to: 

( ) ( mod( )) ( )V M M Vr t r t
M Vh K h g n h K+= =       (13) 

where h is a hash function. Key confirmation is done implicitly during the session. 
Moreover, this protocol can yield a different key for each session renewal. 

The security of the key exchange is especially enhanced by using this approach, 
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since every session key is used for only once. Moreover, as compared with the previ-
ous protocols, the number of message exchanges is decreased to only two. 

4   Security Analysis 

The security requirements for mobile communication have been introduced in Section 
1. Here we give an analysis of whether these requirements can be satisfied. 

4.1   Identity Anonymity and Intractability Analysis 

As shown in Fig. 1, the real identity MID  of mobile user M is replaced with his tem-

porary identity MTID , which is computed as ( )M

MH

r
M K MTID E g ID= ⊕ , where 

( ) Mr
MH HK PK= . Since only home network H knows its own secret key HSK , no-

body else can calculate the shared key MHK  as ( )M Hr SK
MHK g= . Hence, only H can 

decrypt MTID  with key MHK  and obtain the real identity MID  by comput-

ing ( ) M

MH

r
M K MID D TID g= ⊕ . Since an illegal tracker cannot obtain the shared 

key MHK , it is impossible for him to extract the real identity MID from MTID and then 

trace the location of a mobile target user. 
The identity untraceability is assured by two measures: (1) When user M roams in 

different visited networks, MTID is different in each session due to the different ran-

dom Mr ; (2) The shared key ( ) Mr
MH HK PK= is one-time-use so that there is no direct 

relationship between these shared keys. The change of random Mr guarantees the 

freshness of MTID and the shared key in different roaming domains. 

4.2   Prevention of Relaying Attacking 

In this section, we analyze the relaying attacks in session key renewal protocol  
(Fig. 2). Consider the case that an adversary pretends to act as M and tries to ex-
change a secret key with V such that V intends to share the secret key with M. The 

adversary can randomly choose an integer *
uZ∈α ; then he sets )(*

MM Ifr ⋅= α as a 

fake secret key for M and replace M’s original public key My with )mod(
** ngy Mr

M = . 

However, the adversary cannot compute a valid witness *
Mw for M, because the origi-

nal witness )mod())((
1)( nIyw MIf

MMM

−

⊕=  for user M is self-certified. Therefore 

although the adversary can intercept the message },,{ Mt
MM gIw , he still cannot  

forge the correct message },,{ * Mt
MM gIw which satisfies the following relation 

)mod())((
1)(** nIyw MIf

MMM

−

⊕= . So it can be seen that the proposed protocol is able 

to resist such replaying attacks. Similarly, an adversary that impersonates V also can-
not obtain the same secret key with mobile user M. 



 Self-certified Mutual Authentication and Key Exchange Protocol 415 

4.3   Mutual Agreement and the Freshness of Session Key 

In our scheme, the mutual key agreement mechanism is evident. Consider such 
mechanism in SKRP protocol. The new session key MVK is obtained with the mutual 

agreement mechanism. The reason is that according to Eqs. (8) and (9) we can derive 

key MVK  as ))mod(( nghK VMMV trtr
MV

+= , where the two random Mt  and Vt  are 

respectively determined by M and V independently. In addition, the two numbers, 

Mr and Vr , are also randomly selected by M and V, respectively. 

Finally, the freshness of session key is evidently assured, since the exchanged Mes-
sage 1 and 2 in SKRP protocol safeguard the freshness of the two numbers Mt and Vt , 

which are randomly selected by M and V, respectively (See Fig. 2). 

4.4   Prevention of Fraud 

Firstly, our MAP scheme can efficiently prevent an intruder from impersonating at-
tacks, since our scheme provides secure mutual authentication mechanisms between 
mobile user M and V, M and H, or V and H. Consider the following impersonation 
attack scenarios in MAP Protocol (See Fig. 1). 

Case 1) An intruder has no way to impersonate H to cheat V, since he does not pos-
sess the long-term secret key VHK . Hence it is impossible for an intruder to 

generate the response )||||( M

VH

r
VVK gIwE  to V. 

Case 2) V has no way to impersonate H to cheat M. Since the shared key MHK is un-

known to V, and V cannot generate )||||||||( VM

MH

rr
VMMK ggIDIwE where 

Mw  contains My  generated by user M. 

Case 3) An intruder also has no way to impersonate M since he cannot know the real 

identity of M. If the intruder uses a phony identity '
MID , the corresponding 

spurious temporal identity '
MPID can be identified by H, since H can obtain 

the '
MID by computing M

MV

r
MKM gTIDDID ⊕= )( ''

' and then H can detect the 

spurious identity '
MID . Moreover, the real identity is secret in our scheme. 

Hence nobody except the user himself and his H can know his real identity. 

Similarly, we can also consider the impersonation attack scenarios in SKRP Proto-
col (Fig. 2) as follows. 

Case 1) An adversary has no way to impersonate M to cheat V. Since it is impossible 
for an adversary to obtain the secret Mr unless he can resolve the problem of 

computing discrete logarithm modulo a large composite. Hence, the adver-
sary can not pretend to act as user M to share or obtain the same session key 

MVK with the visited network V, even though any adversary can easily  

compute an authenticated pair ),( MM Iw  for user M satisfying the following 

equation )mod()( )( nIwgy M
If

M
r

M
MM ⊕== . 
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Case 2) Owing to the same mechanism, an adversary also has no way to impersonate 
V to cheat mobile user M. 

Compared with the basic self-certified scheme, we only replace the witness 

)mod())((
1)( nIyw MIf

MMM

−
⊕= with the original )mod(

1)( nyw MIf
MM

−
=  . Our im-

provement provides a self-certified mechanism to prevent a cheating user from having 
a chance to get forged self-certified witness, while it only requires one more XOR 
operation than the original step. 

5   Complexity Analysis 

In this section, we compare the algorithm complexity of our protocol with that of 
previous protocols. The results are shown in Table 2 and 3, for Phase I and Phase II 
respectively. We mainly compare the following metrics: number of hash operation, 
symmetric encryption/decryption, and exponential operation in different protocols. 
Moreover, the number of transmissions (message exchanges) is also compared. Since 
ASPeCT [4] protocol cannot provide session key renewal mechanism, we only com-
pare with Hwang et al.’s protocol in Table 3. 
According to Table 2 and 3, it can be generally concluded that though the identity 
anonymity capability, session key renewal mechanism, and distributed security man-
agement scheme are introduced into our schemes for roaming service, the complexity 
of our protocols is still less than or equal to Hwang et al.’s protocol, and the computa-
tion requirement for mobile device is quite low. 

 
Table 2. Performance Comparison (Phase I) 

Comparison Item Protocol in [3] ASPeCT [4] Our Protocol 

Exponential operation M N/A 2 1+2Pre. 

Hash operation M 1 (Step 1) 1 1 (step 1) 

Symmetric Encryption M 1 (step 1 or 5) 2 1 (step 1) 

Symmetric Decryption M 1 (step 5) N/A 1 (step 5) 

Transmissions M ↔ V 3 3 2 

Anonymity  No No Yes 

Session Key Renewal  Yes No Yes 

         Note: M: Mobile; V: Visited Network; Pre: Pre-computation exponentiation operation 

Table  3. Performance Comparison (Phase II) 

Comparison Item Protocol in [3] Our Protocol 

Exponential operation M N/A 1+2Pre 

Symmetric Encryption M 1 N/A 

Symmetric Decryption M 1 N/A 

Transmissions M ↔ V 3 2 

Anonymity  N/A Yes 
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6   Conclusions 

In this paper, we propose a new mutual authentication and key exchange protocol for 
roaming service in GLOMONET. With the goal of enhancing the security and further 
simplifying previous protocols for roaming service, we introduce two new mecha-
nisms in our protocols: identity anonymity and one-time session key renewal mecha-
nism. For anonymity, we generate the temporary identity by encrypting the real  
identity with the shared key. For one-time session key renewal, we update the session 
key by utilizing a modified self-certified scheme based on the Diffie-Hellman system. 
The performance comparisons between our protocol and previous roaming protocols 
show that, although we provide such new security mechanisms, the complexity of our 
protocol is still not higher than previous protocols. 
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Abstract. Password authentication has been accepted as an easy-to-
use solution in network environment to protect unauthorized access to
a remote server. Although many schemes have been proposed, none of
them can achieve survivability in case of compromise of a server. Once
a server’s secret key is leaked, the system is totally broken, and all the
legally registered users have to be rejected for security reason, which is
the most undesirable tragedy in business applications. In this paper, we
propose a remote authentication scheme with forward security to reduce
the potential damages caused by key exposure problem in authentication
schemes. In our scheme, an intruder can not masquerade as an legal user
registered at previous periods even if he has obtained server’s secret keys.

1 Introduction

Password authentication is one of the most popular methods to guarantee that
resources provided by remote servers could only be accessed by legal users. Since
the needs for authentication grow tremendously, password authentication has
found numerous applications in many areas such as computer networks, wireless
networks, remote login, operation systems, and database management systems
[1]. Over the past few years, considerable research efforts [1,2,3,4,5,6,7,8,9,10,
11,12,13,14,15,16,17,18,19,20,21,22,23,24] have been made to minimize the time
and storage requirements of the authentication protocols, as well as to maximize
their robustness in the face of various attacks [4,6,8,9,16,18,20,21,22,24,25], such
as stolen-verifier attack [25], replay attack, and impersonation attack. However,
few scheme has survivability in case of compromise of a server. Once the server’s
secret key is leaked, the whole system collapses, and all the registered users
have to be rejected for security reason, which is the most undesirable tragedy
in business applications. This paper addresses the above issue and proposes a
password remote authentication scheme with forward security, which guarantees
that even if an intruder has obtained a system secret key, he can not masquerade
as a previous registered user.

1.1 Key Exposure Problem

In traditional authentication schemes, a user first registers himself at a remote
server by submitting his identity ID and a password PW to the server, and
� Corresponding author.

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 418–427, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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the server will store ID and PW pair in local database for later authentication
with the registered user. It has been pointed out that such approach suffers from
complex maintenance of a growing password table and the risk of stolen verifier
attack [1,25]. So, numerous schemes have been proposed to remove the password
table from the server, where the server stores only a secret key. When a new user
submits his ID and PW , the server will compute a user-dependent information
from ID and PW using the secret key, and then store the information into a
smart card. The smart card is issued to the user.

The security of these schemes depends heavily on the assumption that the se-
cret key of the server is not exposed. Thereby, many solutions have been proposed
to minimize the chance of key exposure, such as threshold authentication [27,28].
But those solutions which minimize the risk of key exposure do not guarantee
the secret key will never be leaked [29]. Once the key is obtained by an in-
truder, the intruder could impersonate any user. And a more severe consequence
is that all the previously registered users have to be rejected during the system
recovery and have to re-register as new users after the system is restored. Such
consequence of key exposure is a real disaster in business applications.

1.2 Forward Security

To address key exposure problem, forward security was put forward to reduce the
potential damage caused by key leakage [31]. Forward security was first proposed
in key agreement protocol to ensure that past session key could not be learned
even if an intruder had obtained two parties’ long term private keys [30]. And
a signature scheme is called forward secure if an intruder who has learned the
private key of a victim singer could not forge a signature of past periods [31,32].
In this paper, we introduce forward security into authentication schemes, where
an intruder can not impersonate any previous registered users or register himself
as an old user, even if he obtains the current system key.

Forward-security is often achieved by key evolution. The idea of key evolution
[33] is illustrated in Fig.1. In a forward-secure scheme, the time during which a
remote server is supposed to be functional is divided into T periods. And during
these periods, the server holds an evolving secret key SKi (i = 0, · · ·, T ) with
other information fixed. The secret key of current period is computed from the
secret key of last period, using an one-way function f(), so the leakage of current
key does not lead to exposure of previous keys.

f f f fSK0 SK1 SK2 SKT
� � � �

Period 0 Period 1 Period 2 Period T

Fig. 1. Key evolving scheme
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1.3 Related Work

In 1981, Lamport [14] proposed the first well-known password authentication
scheme. The scheme uses a password table at the server end to achieve user au-
thentication. Therefore, Lamport’s scheme suffers from the risk of stolen-verifier
attack [25] and the high cost of protecting and maintaining the password table.
To overcome the weakness, Hwang and Li [13] proposed a new smart card based
remote user authentication scheme in 2000, in which the remote system only
keeps a secret key and doesn’t need to maintain password tables. However, in
their scheme, users can not freely choose their passwords, but receive strong cryp-
tography keys returned by the server. These keys are too difficult for people to
remember. Therefore, schemes that alow user to choose their own passwords are
most desirable. In 1999, Yang and Shieh [19] presented a timestamp-based pass-
word authentication scheme that allows users to freely choose their passwords.
And examples of such user-friendly schemes are those in [7], [23]. However, all
these schemes don’t possess the property of forward security.

Up to now, the only authentication scheme aimed to address the key exposure
is proposed by Awasthi and Lal [2] in 2003. However, their scheme is pointed
out incorrect since the server can not validating a given equation [37, 38].

In this paper, we propose a remote password authentication scheme with
forward security. Our scheme does not need password table at the server side
and allows user to choose their own passwords. The rest of paper is organized as
follows. In Section 2, we give a brief review of some basic concepts and tools used
in our scheme. In Section 3, we present our concrete scheme. Then we discuss
the scheme’s security in Section 4. A conclusion is drawn in Section 5.

2 Preliminary

In this section, we recall some basic concepts and tools used in our scheme.

2.1 One-Way Hash Function

An one-way hash function H is said to be secure, if the following properties are
satisfied [34]:

– Given x, it is easy to compute H(x) = y, while inverting H() is hard, that
is, it is hard to compute H−1(y) = x, when given y.

– Given x, it is computationally infeasible to find x′ �= x such that H(x′) =
H(x).

– It is computationally infeasible to find any two pair x and x′ such that x′ �= x
and H(x′) = H(x).

Note that if the output of H() is sufficient long, then, given x, it is computa-
tionally infeasible to find x′, such that H(x′) = aH(x) with an integer a.
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2.2 RSA Problem

Let p and q be two large prime numbers, satisfying p = 2p′ + 1 and q = 2q′ + 1,
with p′, q′ themselves primes. Then a RSA modulus is computed as N = p× q.

The RSA problem is the following [35]: given a randomly generated RSA
modulus N , a random A ∈ Z∗

N , an exponent a, to find g ∈ Z∗
N such that

A = ga mod N .
It is assumed that it is computational infeasible to solve RSA problem.

2.3 Guillou-Quisquater’s Practical Zero-Knowledge Protocol

We recall Guillou-Quisquater’s practical zero-knowledge protocol (GQ protocol)
[36] to provide intuition for our construction.

In GQ protocol, to prove the knowledge of a v-th root A of J over RSA
modulus N , i.e, J = Av mod N , a prover (P ) will interact with verifier (V ) as
follows:

1. P randomly selects r ∈ Z∗
N , computes T = rv mod N , then sends T to V .

2. V returns P a random challenge integer d.
3. P computes and sends t = r(1/A)d mod N .
4. V checks whether T = Jdtv mod N holds.

The above interactive scheme could be readily converted to non interactive
(signature) scheme by letting the challenge b be a hash value of some designated
information, such as identity, time stamp.

3 Forward Secure Remote Authentication Scheme

In this section, we start by presenting our new forward secure remote authenti-
cation scheme, then show how to change user’s password without re-registration.

3.1 The Proposed Scheme

The scheme is composed of five phases: set up phase, key evolution phase, regis-
tration phase, login phase and authentication phase. Our scheme uses the key-
evolving technique to obtain forward security, and the whole server-valid time is
divided into T +1 periods, starting from period 0 to period T . Server S initiates
at period 0 in set up phase, generating some system parameter and secret key
(g0, s0), where the subscript 0 denote period 0. In key evolution phase, S up-
dates the secret key without changing system parameters. In registration phase,
S will issue a smart card to new user U . In login phase, a request message will be
generated by smart card of user U , and be sent to S. Then the request message
will be validated by S in authentication phase.

In our scheme, we use three distinct collision free one-way hash functions
H(.), h1(.), h2(.) for illustration purpose. Indeed, these hash functions could be
implemented using MD5 or SHA-1.
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The details are described below.

Set up: Taking in the number of total periods T at period 0, remote server S
prepares system parameters as follows:
1. generate two large prime p and q, such that p = 2p′ +1, and q = 2q′ +1,

where p′, q′ are also two large primes, compute N = p× q.
2. randomly select g0 ∈ Z∗

N , satisfying g0 is a primitive element in both
GF (p) and GF (q).

3. compute s0 = g
T
j=1 H(j)

0 mod N and V = 1/g
T
j=0 H(j)

0 mod N , then
discard p, q. Note, here s

H(0)
0 = 1/V mod N .

After set up phase, server S holds system parameter < N, V, T, H(), h1(),
h2() >, and maintains master key (g0, s0).

Key Evolution: At the end of period j(j = 0, · · ·, T ), S updates the master
key as follows:
If j = T , then S gives a warning that it has reached the maximum period
number. Otherwise S computes the new master key of period j + 1 as

gj+1 = g
H(j)
j (modN), sj+1 = g

T
k=j+2 H(k)

j+1 (modN),

then discards (gj, sj).

It is worth pointing out that, since gj = g
H(j−1)
j−1 = ... = g

j−1
k=0 H(k)

0 , then:

s
H(j)
j = g

H(j)· T
k=j+1 H(k)

j

= g
j−1
k=0 H(k)·H(j)· T

k=j+1 H(k)
0

= g
T
k=0 H(k)

0 = 1/V (modN) (1)

Registration Phase: When a new user U submits his identity ID and a pass-
word PW to the remote server for registration at period j (0 ≤ j ≤ T ),
the remote server first checks the validity of ID and then computes user-
dependent information as follows, see Fig. 2:
1. randomly select z ∈ Z∗

N , and compute Z = 1/zH(j) mod N .
2. compute Y = zs

h1(ID,Z,j)
j mod N and Y ′ = Y − h2(PW ) mod N .

Then, server S stores the parameters (Y ′, Z, j, N, T, H(j), h1(.), h2(.)) to a
smart card. Finally, S issues the smart card to the user U via a secure channel.

Login Phase: When U wants to login to the remote server, he attaches his
smart card to the login device and keys in his ID and PW . Then, the smart
card will perform as follows, see Fig.3:
1. select a random number r ∈ Z∗

N , and compute R = rH(j) mod N .
2. pick up the current date and time t of the login device, and compute

σ = h1(ID, R, Z, j, t)

C = r(Y ′ + h2(PW ))σ = r(zs
h1(ID,Z,j)
j )σ mod N (2)

3. send the request message M = (C, σ, Z, j, t, ID) to the remote server.
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U S(gi, si)

�2. ID, PW

� 4. smart card

1. Choose ID, PW 3. Z = 1/zH(j) mod N ,
Y ′ = zs

h1(ID,Z,j)
j − h2(PW ),

(Y ′, Z, j, N, T, H(j), h1(.), h2(.))
→smart card

Fig. 2. Registration phase at period j

U S
�

2. M = (C, σ, Z, j, t, ID)

1. R = rH(j) mod N ,
σ = h1(ID, R,Z, j, t),
C = r(Y ′ + h2(PW ))σ

= r(zs
h1(ID,Z,j)
j )σ

3. R′ = CH(j)(ZV h1(ID,Z,j))σ mod N ,
verify σ

?= h1(ID, R′, Z, j, t) ,

Fig. 3. Login and authentication phase

Authentication Phase: Suppose that the remote server receives the request
message M at t′, where t′ is the current date and time of the system. Then
the following operations are performed to facilitate the authentication:

1. check the validity of identity ID, if the format is incorrect, the login
request will be rejected;

2. check the time interval between t and t′, if (t′ − t) ≥ Δt, where Δt is
the expected legal time interval for transmission delay, the remote server
will reject the login request;

3. compute R′ = CH(j)(ZV h1(ID,Z,j))σ mod N

4. check σ = h1(ID, R′, Z, j, t). If it does hold, the remote server will accept
the login request. Otherwise, the request will be rejected.

The correctness could easily be checked:

R′ = CH(j)(ZV h1(ID,Z,j))σ

equation(2)
= (r(zs

h1(ID,Z,j)
j )σ)H(j)(ZV h1(ID,Z,j))σ

= rH(j)(zH(j)s
H(j)h1(ID,Z,j)
j )σ(ZV h1(ID,Z,j))σ

equation(1)
= R(

1
ZV h1(ID,Z,j) )σ(ZV h1(ID,Z,j))σ = R

therefore σ = h1(ID, R, Z, j, t) = h1(ID, R′, Z, j, t).
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3.2 Changing Password

In our scheme, the password could be changed freely by user without regis-
tration again. That is, after receiving the current password PW and the new
password PW ∗, the login terminal will first confirm the validity of PW (e.g.
by interacting with S), if PW is valid, then the login terminal replaces Y ′(=
zs

h1(ID,Z,j)
j − h2(PW )) with Y ′ + h2(PW )− h2(PW ∗), otherwise, the changing

password request is rejected.

4 Discussion

In this section, we examine the property and security of our scheme in terms
of the following security properties: Stolen-verifier attack, Replay attack, Guess-
ing attacks, Impersonation attack, and Forward-security in case of server key
exposure.

• Stolen-verifier attack: Traditional authentication schemes maintain a ver-
ification table at the server side to store all the registered users’ passwords.
Therefore, an intruder can impersonate a legal user by stealing the user’s ID
and PW from the verification table. However, such attack does not work in
our scheme, since there is no password or verification table stored in servers.
• Replay attack: Our scheme can defeat replay attack. The messages trans-

mitted over the network in our scheme can not be intercepted for reuse,
because of the involvement of time stamp. And the server could check the
freshness of a received message by testing whether the transmission time is
within legal transmission delay �t.
• Guessing attacks: In general, guessing attack could be mounted online

or offline [26]. In online attacks, the attacker may enumerate all possible
passwords to log into a remote server. When an attacker has got a victim
user’s smart card, he may generate a trial request message with a guessed
password PW ∗. However, such trial-and-error method could be detected by
the server. The server may lock the account for a few minutes after detecting
a consecutive number of login failures, which may prevent the attacker from
checking sufficiently many passwords in a reasonable time. Therefore, our
scheme resist online guessing attacks.
Unfortunately, our scheme only resists weak off line guessing attacks, but
not resist strong off line guessing attacks. In weak off line attack, the at-
tacker may manager to learn the secret information stored in a victim user’s
smart card, including (Y ′ = zs

h1(ID,Z,j)
j − h2(PW ), Z, j, N, T, H(j)). And

he may continue to compute Y ′′ = Y ′ + h2(PW ∗), however, without know-
ing value V , which is stored in remote server, he can not further validate
Y ′′, thus can not determine the validity of PW ∗. In strong off line at-
tack, the attacker may additionally eavesdrop a request message, including
(C = r(zs

h1(ID,Z,j)
j )σ, σ), and thus can determine the validity of PW ∗ by

checking σ
?= h1(ID, CH(j)(Y ′′H(j))σ, Z, j, t) mod N .
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In order to resist strong off line guessing attacks, tamp-proof smart cards
are required in our scheme.
• Impersonation attack: No one can impersonate a legal user to login the re-

mote server in our scheme. In our scheme, an attacker may have already pos-
sessed a registered user’s secret information, such as (zs

h1(ID,Z,j)
j , Z, ID, j).

However, because of the hardness of RSA problem, it is computationally in-
feasible for the attacker to calculate server’s secret key sj if the RSA modulus
N is long enough (|N | > 1024 bit). And without sj , it is hard for the attacker
to forge a new registered information on any ID∗ other than ID. Indeed, the
security of our scheme is closely related to that of Guillou-Quisquater’s zero-
knowledge of h(j)-th root protocol. So our scheme can resist impersonation
attack.
• Forward-security: Suppose that an intruder breaks into a remote server

at periods j + 1 and obtains system secret key (gj+1, sj+1). Now he wants
to masquerade as a previously registered user of periods j. As we have dis-
cussed, the intruder has to calculate a secret key of periods j, namely sj ,
to masquerade as such a user. Recall that gj+1 = g

H(j)
j mod N , it is in-

feasible to calculate gj from gj+1, which prevents the intruder from com-
puting sj directly. Another way to learn sj is to check whether there ex-
ists an integer a, such that H(j + 1) = aH(j). If so, sj = sa

j+1 mod N

since s
H(j)
j = s

H(j+1)
j+1 = s

aH(j)
j+1 = V mod N . However, the probability that

H(j + 1) is a multiple of H(j) is neglectable if the output length of hash
function H() is long enough. Therefore, the intruder can not obtain any se-
cret key of past periods, and can not masquerade as an old user. Our scheme
possesses the property of forward security.

5 Conclusion

In this paper, we analyze the key exposure problem in authentication schemes,
and propose a concrete password authentication scheme with forward security.

In our scheme, an intruder could not able to masquerade as a registered user
of past periods even if he has obtained current secret key of server. Moreover,
our scheme does not require password table stored in a remote server, and allows
user to choose and change their own passwords.
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Abstract. Currently, RSA is a very popular, widely used and secure
public key cryptosystem, but the security of the RSA cryptosystem is
based on the difficulty of factoring large integers. The General Number
Field Sieve (GNFS) algorithm is the best known method for factoring
large integers over 110 digits. Our previous work on the parallel GNFS
algorithm, which integrated the Montgomery’s block Lanczos algorithm
to solve the large and sparse linear systems over GF(2), has one major
disadvantage, namely the input has to be symmetric (we have to sym-
metrize the input for nonsymmetric case and this will shrink the rank).

In this paper, we successfully implement the parallel General Num-
ber Field Sieve (GNFS) algorithm and integrate with a new algorithm
called the biorthogonal block Lanczos algorithm for solving large and
sparse linear systems over GF(2). This new algorithm is based on the
biothorgonal technique, can find more solutions or dependencies than
Montgomery’s block Lanczos method with less iterations. The detailed
experimental results on a SUN cluster will be presented as well.

1 Introduction

Currently, Rivest-Shamir-Adleman (RSA) algorithm [16] is the most popular
algorithm in public-key cryptosystem. It also has been widely used in the real-
world applications such as: internet explorer, email systems, online banking,
critical electronic transactions and many other places. The security of this al-
gorithm mainly relies on the difficulty of factoring large integers. So far, many
integer factorization algorithms have been developed such as: Trial division [18],
Pollard’s p-1 algorithm [14], Lenstra Elliptic Curve Factorization (ECM) [9],
Quadratic Sieve (QS) [15] and General Number Field Sieve (GNFS) [1,2,3,11]
algorithm.

Although GNFS algorithm is the fastest integer factoring algorithm over 110
digits so far, it still takes a long time to factor large integers. In order to reduce

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 428–438, 2006.
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the execution time, one natural solution is to distribute jobs to parallel comput-
ers. The GNFS algorithm contains several time consuming steps. The most time
consuming one is the sieving part which is used to generate enough relations.
This step is very suitable for parallelization because the relation generations are
independent. Another possible step is, in GNFS, the Montgomery’s block Lanc-
zos algorithm [12]. It is used to solve large and sparse linear systems over GF(2)
generated by the GNFS algorithm. This block Lanczos algorithm has two draw-
backs: 1. The input of this algorithm is restricted to a symmetric matrix. For
the nonsymmetric inputs, we have to make them symmetric first by multiplying
the coefficient matrix A with AT . However over GF(2), the rank of the product
AT A is, in general, much less than that of A. Thus, when applied to find ele-
ments of the nullspace of A, the Montgomery’s block Lanczos method may find
many spurious vectors. 2. It will break down for some case. The biorthogonal
block Lanczos [5] has overcome the first drawback and can find more solutions
or dependencies than Montgomery’s block Lanczos method with less iterations.
In this paper we have successfully implemented the biorthogonal block Lanczos
algorithm and integrated together with the GNFS algorithm.

The rest of this paper is organized as follows: First we briefly describe the
original GNFS algorithm in section 2. Then we present two block Lanczos algo-
rithms, namely the Montgomery’s block Lanczos algorithm [12] and the biorthog-
onal block Lanczos algorithm [5] in section 3 and 4 respectively. Section 5 shows
the detailed implementation and corresponding parallel performance results.

2 The GNFS Algorithm

The General Number Field Sieve (GNFS) algorithm [2,3,11] is derived from the
number fields sieve (NFS) algorithm, developed by Lenstra et al [10]. It is the
fastest known algorithm for integer factorization. The idea of GNFS is from the
congruence of squares algorithm [8].

Suppose we want to factor an integer n where n has two prime factors p and
q. Let’s assume we have two integers s and r, such that s2 and r2 are perfect
squares and satisfy the constraint s2 ≡ r2(mod n). Since n = pq, the following
conditions must hold [2]:

pq|(s2-r2) ⇒pq|(s-r)(s+r)
⇒p|(s-r)(s+r) and q|(s-r)(s+r).

We know that, if c|ab and gcd(b,c) = 1, then c|a. So p, q, r and s must satisfy
p|(s-r) or p|(s+r) and q|(s-r) or q|(s+r). Based on this, it can be proved that
we can find factors of n by computing the greatest common divisor gcd(n,(s+r))
and gcd(n,(s-r)) with the possibility of 2/3 (see [2]).

Therefore, the essence of GNFS algorithm is based on the idea of the factoring
n by computing the gcd(n, s+r) and gcd(n, s-r). There are six major steps [11]:

1. Selecting parameters: Choose an integer m∈Z and a polynomial f which
satisfy f(m) ≡ 0 (mod n).
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Table 1. The composite number n and the results after integer factorization

Name Number
tst10030 727563736353655223147641208603 =

743774339337499•978204944528897
F739 680564733841876926926749214863536422914 =

5704689200685129054721•59649589127497217
tst15045 799356282580692644127991443712991753990450969 =

32823111293257851893153•24353458617583497303673
Briggs51 556158012756522140970101270050308458769458529626977 =

1236405128000120870775846228354119184397•449818591141
tst20061 1241445153765162090376032461564730757085137334450817128010073 =

1127192007137697372923951166979•1101360855918052649813406915187
tst25076 3675041894739039405533259197211548846143110109152323761665377505538520830273 =

69119855780815625390997974542224894323•53169119831396634916152282437374262651

2. Defining three factor bases: rational factor base R, algebraic factor base A
and quadratic character base Q.

3. Sieving: Generate enough pairs (a,b) (relations) to build a linear dependence.
4. Processing relations: Filter out useful pairs (a,b) that were found from siev-

ing.
5. Building up a large and sparse linear system over GF(2) and solve it.
6. Squaring root, use the results from the previous step to generate two perfect

squares, then factor n.

3 Montgomery’s Block Lanczos Algorithm

In 1995, Montgomery proposed an algorithm for solving linear systems over
GF(2) named Montgomery’s block Lanczos algorithm [12]. This block Lanczos
algorithm is a variant of standard Lancozs method [6,7]. Both Lanczos algorithms
are used to solve linear systems. In the standard Lanczos algorithm, suppose we
have a symmetric matrix A∈R

n×n. Based on the notations used in [12], the
algorithm can be described as follows:

w0 = b,

wi = Awi−1 −
i−1∑
j=0

wT
j A2wi−1

wT
j Awj

. (1)

The iteration will stop when wi=0. {w0, w1, . . . wi−1} are basis of span{b,
Ab, A2b, . . .} with the properties:

∀0 ≤ i < m, wT
i Awi �= 0, (2)

∀0 ≤ i < j < m, wT
i Awj = wT

j Awi = 0. (3)
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The solution x can be computed as follows:

x =
m−1∑
j=0

wT
j b

wT
j Awj

wj . (4)

Furthermore the iteration of wi can be simplified as follows:

wi = Awi−1 −
(Awi−1)T (Awi−1)

wT
i−1(Awi−1)

wi−1 −
(Awi−2)T (Awi−1)

wT
i−2(Awi−2)

wi−2. (5)

The time complexity of the Standard Lanczos algorithm is O(dn2)+O(n2), d
is the average nonzero entries per row or column.

The Montgomery’s block Lanczos algorithm is an extension of the Standard
Lanczos algorithm by applying it over GF(2). There are some good properties on
GF(2), for example, we can apply matrix to N vectors at a time (N is the length
of computer word) and we can also apply bitwise operations. Instead of using
vectors for iteration, we using subspace instead. First we generate subspace:

Wi is A− invertible,

WT
j AWi = {0}, {i �= j}, (6)
AW ⊆ W, W =W0 +W1 + . . . +Wm−1.

Then we define x to be:

x =
m−1∑
j=0

Wj(WT
j AWj)−1WT

j b, (7)

where W is a basis of W . The iteration in the standard Lanczos algorithm
will be changed to:

Wi = ViSi,

Vi+1 = AWiS
T
i + Vi −

i∑
j=0

WjCi+1,j (i ≥ 0),

Wi = 〈Wi〉, (8)

in which
Ci+1,j = (WT

j AWj)−1WT
j A(AWiS

T
i + Vi). (9)

This iteration will stop when Vi
T AVi=0 where i = m. The iteration can also

be simplified as follows:

Vi+1 = AViSiS
T
i + ViDi+1 + Vi−1Ei+1 + Vi−2Fi+1.
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where Di+1, Ei+1, Fi+1 can be computed:

Di+1 = IN −W inv
i (V T

i A2ViSiS
T
i + V T

i AVi),
Ei+1 = −W inv

i−1V T
i AViSiS

T
i ,

Fi+1 = −W inv
i−2(IN − V T

i−1AVi−1W
inv
i−1)(V T

i−1A
2Vi−1Si−1S

T
i−1 + V T

i−1AVi−1)SiS
T
i .

Si is an N × Ni projection matrix (N is the length of computer word and
Ni < N ). We can reduce the iteration time from O(n2) to O(n2/N) (n is the
matrix’s row or column size) using the block Lanczos algorithm.

4 Biorthogonal Block Lanczos Algorithm

The Biorthogonal block Lanczos algorithm is from standard biorthogonal scalar
Lancozs algorithm. The idea of standard biorthogonal scalar Lancozs algorithm
is proposed by Lanczos [7]. Like the symmetric case we described in section 3,
first we choose two vector u0 and υ0 from Kn form two basis {u0,...um−1} and
{υ0,...υm−1}, and the following conditions must be held [5]:

∀0 ≤ i < m uT
i Aυi �= 0,

∀0 ≤ i < j < m uT
i Aυj = uT

j Aυi = 0. (10)

Then the solution will be:

x =
m−1∑
i=0

uT
i b

uT
i Aυi

υi. (11)

With the condition (10), now we are ready to give the new iterations:

ui+1 := AT ui −
i∑

k=0

(AT ui)T Aυk

uT
k Aυk

uk,

υi+1 := Aυi −
i∑

k=0

(AT uk)T Aυi

uT
k Aυk

υk. (12)

Proposition 1. If u0,....,ui and υ0,....,υi are defined in (12), then uT
i A2υk =

uT
k A2υi = 0 for all 0≤k<i-1 [5].

According to the Proposition 1, all the projections will be vanished except the
last two, the iterations are simplified to follows:

ui+1 := AT ui −
(AT ui)T Aυi

uT
i Aυi

ui −
(AT ui)T Aυi−1

uT
i−1Aυi−1

ui−1, (13)

υi+1 := Aυi −
(AT ui)T Aυi

uT
i Aυi

υi −
(AT ui−1)T Aυi

uT
i−1Aυi−1

υi−1. (14)
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Instead of using scalars in real fields, now we extend this standard biorthog-
onal scalar Lancozs algorithm to our problem over GF(2). The input of this
algorithm can be either symmetric or nonsymmetric. Montgomery’s block Lanc-
zos algorithm only takes a symmetric matrix as the input. For the nonsym-
metric matrix, some preconditioning must be performanced first, such as AT A.
Generally speaking, The rank of AT A is much less than the rank of A, Thus,
when applied to find elements of the nullspace of A, the Montgomery’s block
Lanczos method may find many spurious vectors, then lose some solutions
accordingly.

The procedure of biothogonal block Lanczos algorithm are: first we choose
u0, v0 ∈ Kn×N randomly and uniformly. (here u and v are block vector). Then
we compute u1, u1,...um−1 and v1, v1,...vm−1. Two matrices ξi and ωi are also
computed by the columns of ui and vi.

The following conditions must be hold through the whole algorithm:

1. K(AT , u0) =
⊕m−1

i=0 〈ξi〉.
2. K(A,v0) =

⊕m−1
i=0 〈ωi〉.

3. for all 0≤i<m, ξT
i Aωi is invertible.

4. for all 0≤i, j<m with i �= j, ξT
j Avi = uT

i Aωj=0.

Assuming all the conditions are held, we can give the biorthogonal Block Lanc-
zos iterations. Let ξi and ωi be two projection matrices and define by ξi=uisi

and ωi=viti.
The iterations for ui+1, vi+1 are:

ui+1 := AT ξis
T
i + ui −

i∑
k=0

ξk(ωT
k Aξk)−1ωT

k AT (AT ξis
T
i + ui), (15)

vi+1 := Aωit
T
i + vi −

i∑
k=0

ωk(ξT
k Aωk)−1ξT

k A(Aωit
T
i + vi). (16)

We also want to simply the iterations like what we did in standard biorthog-
onal scalar Lanczos algorithm. In every iteration, we pick out as many columns
as possible from the previous iteration results ui, vi then project them into the
Krylov basis [5].

We also have: when 0≤k<i<m,

ξT
k A2ωi = sT

k skξT
k A2ωi

= sT
k (AT ξksT

k )T Aωi

= sT
k (uk+1 − uk +

k∑
j=0

ξj(ωT
j Aξj)−1ωT

j AT (AT ξksT
k + uk))T Aωi

= sT
k uT

k+1Aωi − sT
k uT

k Aωi

= sT
k uT

k+1Aωi. (17)

So ξT
k A2ωi can be simplify to sT

k uT
k+1Aωi, and similarly, we can simplify

ωT
k (AT )2ξi to tTk vT

k+1A
T ξi. This tells us that for some j<i, if all the columns
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of uk+1 have been chosen and projected into ξk+1,...ξj , this term will be van-
ished which means uT

k+1Aωi = 0.

5 Implementation Details

As we mentioned before, the most time consuming part in GNFS is the sieving
part. This part has already been parallelized in our previous work [19,20]. An-
other part in GNFS program can be improved is to solve the large and sparse
linear systems over GF(2) by biorthogonal block Lanczos algorithm, instead of
using the Montgomery’s block Lanczos algorithm which only takes symmetric
input. With the new algorithm, we would not lose any solutions. Our parallel
code is built on the sequential source GNFS code from Monico [11].

5.1 Parallel Sieving

The sieving step in sequential GNFS is very suitable for parallel. The purpose
of sieving is to find enough (a,b) pairs. The way we do sieving is: fixing b, let a
change from -N to N (N is a integer, usually larger than 500 ), then we check
each (a,b) pair whether it smooth over factor bases. The sieving for next b can
not start until the previous sieving is finished. After we got enough relations
from the sieving step, we start building a linear system over GF(2). This linear
system’s coefficient could be either symmetric or nonsymmetric, both can be
solved by the biorthogonal block Lanczos algorithm.

In parallel, we use several processors do sieving simultaneously, each slave node
takes a small range of b, then send results back to master node. The detailed
parallel sieving implementation can be found in [19,20].

5.2 Hardware and Programming Environment

The whole implementation uses two software packages, the sequential GNFS
code from C. Monico [11] (Written in ANSI C) and sequential biorthogonal block
Lanczos code from Hovinen [5] (Written in C++). For parallel implementation,
MPICH1 (Message Passing Interface) [17] library is used. In order to do arbitrary
precision arithmetic, the GMP 4.x is also used [4]. We use GUN compiler to
compile whole program and MPICH1 [13] for our MPI library. The version of
MPICH1 is 1.2.5.2. The cluster we use is a Sun cluster from University of New
Brunswick Canada whose system configurations is:

– Model: Sun Microsystems V60.
– Architecture: x86 cluster.
– Processor count: 164.
– Master node: 3 GB registered DDR-266 ECC SDRAM.
– Slave node: 2 to 3 GB registered DDR-266 ECC SDRAM.

In the program, Each slave node only communicates with the master node. Fig.
1 shows the flow chart of our parallel program.
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Main Program

MPI_Init

Slave Slave Slave SlaveMaster

MPI_Finalize

Main Program

Fig. 1. Each processors do the sieving at the same time, and all the slave nodes send
the result back to master node

6 Performance Evaluation

We have six test cases, each test case have a different size of n, all are listed in
Table 1.

The sieving time increases when the size of n increases. Table 2 shows the
average sieving time for each n with one processor. Table 3 shows the number of
processors we use for each test case. Fig. 2 and Fig. 3 show the total execution
time for each test case in seconds.

The total sieve time for test case: tst100, F7, tst150, Briggs and tst200 are
presented in Fig. 4. Fig. 5 gives the total execution time, sieve time, speed-
up and parallel efficiency with different processor numbers for test case tst250.
Fig. 6 gives the speed-up and parallel efficiency for each test case with different
processor numbers.

Table 2. Average sieving time for each n

name number of sieve average sieve time(s)
tst10030 1 35.6

F739 1 28.8
tst15045 5 50.6
Briggs51 3 85.67
tst20061 7 560.6
tst25076 7 4757.91
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Table 3. Number of processors for each test case

name number of slave processors
tst10030 1,2,4,8,16

F739 1,2,4,8,16
tst15045 1,2,4,8,16
Briggs51 1,2,4,8,16
tst20061 1,2,4,8,16
tst25076 1,2,4,8,16
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Abstract. This paper proposed an access control policy based on sharing 
resource management for a multi-domain environment, where multi-domains 
have coalesced to achieving a common goal and furthermore a root organization 
domain is trusted by the multi-domains. Role association is defined and used 
which set up the foundation for our approach. Each domain unifies the 
management of shared resources via role associations. A new sharing security 
domain is established, which is based on the extended hierarchy of roles in the 
root organization domain. The formation rules of the roles and the way of 
construction of the roles hierarchy in sharing security domain are also 
introduced. The role association conflicting issues and rules for role 
maintenance are also analyzed. Our approaches have enhanced the security 
measures of shared resources and resolved the problems of the domain crossing 
and covert promotion which exist in other approaches. 

1   Introduction 

With the rapid proliferation of the Internet and the Intranet, complicated isomerism 
features appeared in the distributed computer systems, which issue a rigid challenge 
of security in distributed systems. As the main features of distributed systems are 
distribution, autonomic and open, there is an urgent need for providing a new access-
control strategy as traditional technologies cannot deal with new problems.  
    A number of previous work has been in the decentralized, independent and 
autonomous multi-domains environment. Kapadia presented a secure interoperability 
model I_RBAC2000[6] for multi-domains based the principle of Dynamic Role 
Translation. Although it resolves the interoperation problems between two domains 
where their structures are equivalent to each other, but it has problems when the 
number of domains increases. It would cause the domain crossing and covert 
promotion problems, by which a subject could cross the boundary of domains and 
return to its initial domain with a higher privilege than its initial role so as to promote 
its privileges covertly. Although I_RBAC2000 use certificates appending the initial 
domain information for subjects to prevent these two problems, it still needs 
cooperation of all domains participating in the interoperation, otherwise the two 
problems can’t be resolved. Inspired by the idea of ARBAC97 [9], Al-Muhtadi 
proposed the AIRBAC2000 model [4] and resolved the management problem for the 
roles among domains after transformations. But the two problems mentioned above 
still exist. Mohamed Shehab [7] presented a secure role mapping technique between 



440 H. Zhu et al. 

two domains. It attached a user's access path to the user's access requests. The 
administrator of the domain, in which the user belongs to, updates the user's path and 
forwards the request to the target domain. The administrator of the target domain 
extracts the user's path, checks the path's authenticity and evaluates the user's request. 
If the user passes the check and the evaluation, the user acquires a role in target 
domain. The secure role mapping technique is suitable to such an environment where 
there are less domains participating in interoperations, because the administrators of 
the domains should responsible for request evaluation, path verification and update. 
The workload of administrators would be increased when the number of the domains 
is large. Joon S. Park and Keith P. Costello et al presented a composite Role-Based 
Access Control (RBAC) approach [5], by separating the organizational and system 
role structures and then by providing the mapping between them. It still uses the role 
mapping technique among domains. Basit Shafiq and James B.D. Joshi proposed a 
policy integration framework for merging heterogeneous RBAC policies of multiple 
domains into a global access control policy [1]. They proposed an integer 
programming (IP)-based approach to resolve the conflicts that may arise among the 
RBAC policies among individual domains. However, it makes a trade-off between 
seeking interoperability and preserving autonomy. Vijayalakshmi Atluri et al 
proposed a coalition-based access control policies [10] over the shared resources for 
dynamic coalition environment. It consists of multiple levels: coalition, role, and 
user-object layer. They used a coalition policy translation protocol as the policy to 
percolate to the coalition level. It is suitable for dynamic, ad-hoc formations of 
information sharing systems for coalition domains that share objects based on object 
attributes and credential attributes. Freudenthal proposed a distributed dRBAC model 
[3] for dynamic coalition environments. It uses role authorization and monitor to 
implement dynamic coalitions. The work in [3] and [10] is suitable for the 
environment in which the status of all the domains participating in coalition is equal. 
Actually, there exists an application in which multi-domains have coalesced to 
achieving a common goal and furthermore a root organization domain is trusted by 
the multi-domains. This scenario appears in many places, such as the systems for 
government, military and large corporations. For example, many large companies 
have their subsidiary companies in different areas. And every subsidiary company has 
its own domain. When some employees' posts in subsidiary companies need to be 
changed within the company, or when the domains for some subsidiary companies 
collaborate to complete a project or a task and the director of the project is the parent 
company, the parent company will manage the variation of the employee's posts or 
the schedule of the project or task. At this time, the domains for the subsidiary 
company need to open their local resources and at the same time keep their original 
security policies. The domain for the parent company becomes the root organization 
domain which is trusted by domains for subsidiary company. The solutions for this 
scenario on sharing resource management have not been addressed in above work.  
This paper focuses on the problem of access-control policy for the multi-domains 
environment; our efforts can be summarized as follows. 

(1) An access-control policy based on shared resources management is proposed. 
Every coalition domain submits some of their shared resources and roles to root 
organization domain. Based on the role hierarchy and the extensions of the root 
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organization domain, a new sharing security domain is established via role 
associations.  
(2) The formation rules of roles and the way of construction of the roles hierarchy in 
sharing security domain are proposed. The role association conflicting issues and 
rules for role maintenance are also analyzed. 

The rest of this paper is organized as follows: Section 2 describes the secure domain 
based on RBAC. Section 3 presents the access-control policy via role association. 
Section 4 analyzes the security and presents summaries. 

2   The Description of the Secure Domain Based on RBAC 

2.1   Basic Hypotheses 

(1) A root organization domain is trusted by all of other coalition domains. The 
status of other domains participating in coalition is equal. The coalition domains 
cannot interoperate each other while they interoperate with the root organization 
domain. Each domain including root organization domain is autonomous. 
(2) Every domain uses the RBAC model as in [8] to manage the roles and defines its 
roles and a role hierarchy. In the distributed environment, the privileges and 
assignments of privileges-roles are local autonomous, but not global.  
(3) All of the domains provide the security for network transmission and the data 
encryption to ensure the confidentiality and integrity. 

2.2   The Description of the Secure Domain 

There are n domains in the coalition environment and they are D’={D1,…,Dn}. We 
call them secure domains.  
The ith(i∈N) RBAC secure domain is a seven-tuple: i = (Ui, Ri, Pi, Mi, UAi, PAi, 
RHi). The meanings of these seven components are: 

(1) The user set in domain Di is Ui. 
(2) The role set in domain Di is Ri. 
(3) The resource set in domain Di is Mi. 
(4) The privilege set in domain Di is Pi.  
(5) UAi ⊆ Ui×Ri is a many-to-many relationship from a user set Ui to a role set Ri in 
domain Di. UAi is the assignment relationship of the users and roles. For any user 
u∈Ui and a role r∈Ri, if (u, r) ∈UAi, then user u has privileges of role r. 
(6) PA i ⊆ Pi×Ri is a many-to-many relationship from a privilege set Pi to a role set Ri 
in domain Di. PAi is the assignment relationship of the privileges and roles. For any 
privilege p∈Pi and role r∈Ri, if (p, r) ∈PAi, then role r has privilege p. 
(7) RHi ⊆ Ri×Ri is a role hierarchy relationship in domain Di, which is an partial-
order relationship in Ri, and denoted by ≥ . For any r1, r2∈Ri, r1 ≥ r2(i.e. r1 dominates 
r2 in domain Di), if and only if the following two conditions are satisfied:  

(I) For any p∈Pi, if (p, r2) ∈PAi, then (p, r1) ∈PAi; 
(II) For any u∈Ui, if (u, r1) ∈UAi, then (u, r2) ∈UAi. 
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Definition 1. The role-role graph in domain Di. The role-role graph in domain Di is 
a directed graph Gi=(Vi, Ei). Every vertex in Vi is a role in Ri. For any two roles r1, 
r2∈Ri, if r2 ≥ r1 and if there does not exist a role r3 such that r2 ≥ r3 ≥ r1, then there 
exists a directed edge from vertex r2 to r1 in Ei. We call r2 is the parent of r1 and r1 is 
child of r2. And the role hierarchy of r2 is higher than that of r1 in role-role graph.  

Definition 2. Assume n is the number of domains participating in coalition. The 
coalition domain set is ( ){ }},...,2,1{,,,,,,,| niRHPAUAMPRUDDCD iiiiiiiii ∈== .  

Assume the root organization domain is D0=(U0, R0, P0, M0, UA0, PA0, RH0). Our 
work on constructing a sharing secure domain is based on it.  

3   The description of Access-Control Policy 

3.1   The Role Association 

When we discuss the concept of role association, a secure domain D= (U, R, P, M, 
UA, PA, RH) denotes a domain, which is different from Di. 

Definition 3. The equivalent role association. Assume there are a domain Di in 
coalition domain set CD and a secure domain D. The role rik and role rl belong to Di 
and D respectively. In order to make the role rik in domain Di has privileges to access 
the shared resource accessed by r1 in D and let them have same privileges in D, we 
create a relationship between two roles. The relationship is called equivalent role 
association, and is denoted by {rik, rl}. 

Fig.1 shows an example of an equivalent role association between r1 and rik. There 
are two arrows on the dashed line between r1 and rik in the role-role graph in Fig.1. 
The role rik can be added to the role set R in domain D and make r1=rik after an 
equivalent role association is created. 
 

 
 

 
 

 

Fig. 1.  The equivalent role association                        Fig. 2.  The downwards role association 

Definition 4. The minimal role  association. For ∀ Di∈CD, if r∈Ri and there exists 
a minimal role Guest∈D, the equivalent role association {r, Guest} is called minimal 
role association. 

Obviously, the minimal role association is an equivalent role association between r in 
Domain Di and the Guest role in R. Then the role in Di can obtain the privileges of 
minimal role Guest in a secure domain D via the minimal role association. This type 
of role association is simple. However, it cannot satisfy the requirement of opening 
more shared resource among domains and it is not flexible enough.  

r1 

rik Domain D 

Domain Di 

r1 

rik Domain D 

Domain Di 
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Definition 5. Downwards role association. Assume Di is a domain in a coalition 
domain set CD and D is a secure domain. The role rik and role rl belong to Di and D 
respectively. In order to make the role rik in the domain Di has the privilege to access 
the shared resource accessed by r1 in D and let the role hierarchy of rik is higher than 
that of r1 in D, we create a relationship from rik to r1. We call this relationship as 
downwards role association, and it is denoted by (rik, rl).  

Fig.2 illustrates an example of downwards role association. After the downwards role 
association is created, role rik can be added into the role set R in domain D such that rik 
≥ r1. The downwards role association is illustrated by single arrow on the dashed line 
from rik to r1 in the role-role graph. 
    Assume rik∈Ri, according to the semantic of rik, in secure domain D we cannot 
create a suitable role association. We have two methods for this scenario. The first, 
there are two roles ra and rb in domain D and rb is the parent of ra. If the privileges of 
rik needed are higher than that of ra and lower than that of rb, we create a new role rm 
in D such that rb≥rm≥ra and rm has the same privileges with rik, and then create an 
equivalent role association between rik and rm. The second, we split the role ra into 
two roles; the one is rm which has the same privileges with rik, and then create an 
equivalent role association between rm and rik. 

Definition 6. The mediacy role association. Assume there are two roles r1, r2∈R in a 
domain D and r1 is parent of r2. We create a new role rm in D, such that r1≥rm≥r2 and 
the privileges of rm are equal to privileges of rik, and then we create an equivalent role 
association between rik and rm. We call it mediacy role association. 

 

 
 
 
 
 
 

Fig. 3.  The example of mediacy role association  

Fig.3(a) shows a role-role graph before role association is created. According to the 
semantic of the role and the requirement of shared resource, we can create rm whose 
privilege is equal to that of rik. Then we create an equivalent role association between 
rik and rm. Fig. 3(b) is an example of mediacy equivalent role associations. 

Definition 7. The ramify role association. Assume there are two roles r1, r2∈R in 
domain D, and r1 ≥ r2. We split role r1 into r1 and r12 and keep r1 ≥ r2, such that r12 ≥ r2 
and r1 ≠ r12 and the privileges of r12 are equal to privileges of rik. Then we can create 
the role association between rik and r12 and call it ramify role association. 

Fig.4 illustrates an example of ramify equivalent role association between rik and r12 

after r1 is split into role r1 and r12. The new roles, which are produced when we create 
medicay and ramify role association, are visible to other domains after we create new 
role associations between domain D and other domains. 
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    It is not difficult to image the scenario in which one of the role associations 
conflicts with another one. Fig.5 shows an example. After we create an equivalent 
role association {r1, ri3}, {ri1, r2}, the vertex r1 and ri3 will be combined into one vertex 
in domain D, r2 and ri1 will also combine into another vertex. Now in the domain D, 
vertex r1 and ri3 will become the parent of vertex r2 and ri1. But in domain Di, ri1 is 
parent of ri3. If we still keep the partial-order relationship ri1≥ ri3 in domain D, the role 
association confliction occurred. For example, it is enigmatical for role manager in a 
subsidiary company to acquire a role in the parent company which is lower than the 
role acquired by the role staff in the subsidiary company via another role association.  
 
 
 
 
 

Fig. 4. Example of ramify role association       Fig. 5. Example of confliction of role association 

Definition 8. The confliction of role associations. Assume roles r1, r2∈Ri are roles in 
a domain Di, the roles r3, r4∈R are roles in a secure domain D and r3 ≥ r4. If one of 
the following conditions is true, then following two pairs of role associations are 
conflicted with each other. 

(1) If r2 ≥ r1, or r1 and r2 are incomparable, the equivalent role association {r1, r3} 
and {r2, r4} are created. 
(2) If r2 ≥ r1, or r1 and r2 are incomparable, the downwards role association (r1, r3) 
and equivalent role association {r2, r4} are created. 

We use the policy to resolve the conflictions: the association for the role in higher 
hierarchy in Di is preferential. It is described as follows in detail: 
(1) If there is a confliction between role associations {r1, r3} and {r2, r4}, we create a 
role association {r1, r3}. 
(2) If there is a confliction between role associations (r1, r3) and {r2, r4}, we create a 
role association (r1, r3). 

3.2   Definition of Sharing Secure Domain 

Definition 9. Sharing secure domain. Assume that there is a coalition domain 
set ( ){ }},...,2,1{,,,,,,,| niRHPAUAMPRUDDCD iiiiiiiii ∈== , and a root organization 

domain D0 is trusted by coalition domains in CD. The sharing secure domain is D= 
(U, R, P, M, UA, PA, RH) whose components are described as follows. 

(1) M=M1p … Mip … Mnp M0p, Mip⊆Mi, i.e. some resources in sharing 
secure domain come from coalition domains, i∈{1, 2, …, n}; 
(2) R = R1p R2p … Rnp R0p, Rip⊆Ri, i∈{1, 2, …, n}; 

(3) U = U1p U2p … Unp U0p, Uip⊆Ui, and Uip={u|∃rk∈Rip, such that (u, 

rk)∈UAi}, i.e. some users in the sharing secure domain come from coalition domains; 
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(4) P is a set of privileges, which comes from the privileges of sharing resources in 
coalition domains. UA is the assignments of users to roles. PA is the assignments of 
privileges to roles. The set of role hierarchy is RRRH ×⊆ .  
    We construct the sharing secure domain based on the root organization domain. We 
integrate the resources and privileges from coalition domains, and create new roles or 
role associations to form a new global sharing roles hierarchical relationship RH. 
(5) The procedures for construction of role hierarchical relationships are as follows: 

      (I) If the resources accessed by a role r1 in a domain D is shared by a role rik in a 
domain Di and an equivalent role association {rik, rl} is created between role rik and r1, 
then r1 and rik are the same roles, i.e. the two vertexes are superposition in a role-role 
graph of RH. 

(II) If the resources accessed by a role r1 in a domain D is shared by a role rik in a 
domain Di and a downwards role association (rik, rl) is created from the role rik to the 
role r1, and then r1 is child role of rik in a role-role graph of RH. 

(III) If the relationship of two roles in domain Di is parent-child, then their 
relationship will be kept in domain D, i.e. for ∀rm∈R (or after rm is added into R), if 
rik , rm∈Ri(rik ≥ rm), and there does not exist role rij in domain Di such that rik ≥  rij ≥  
rm, then if rik is added into R in domain D, then (rik, rm)∈RH, i.e. there exists an 
directed edge from rik to rm in role-role graph of  domain D.   

(IV) The mediacy, ramify, and minimal role associations which can be converted 
into corresponding equivalent role associations, their process is the same as (I). 

3.3   The Construction of Role Hierarchical Relationships in a Sharing Secure 
Domain 

(1) The expanded rule 
If a sharing secure domain D does not have minimal role Guest, then we expend R' = 
R {Guest}, such that ∀r∈R', r ≥ Guest. Namely, we add a minimal role Guest for 
sharing secure domain D if it does not have minimal role. 
(2) The specific rule 
We can specify a role association between the role in sharing secure domain and the 
role in coalition domains. We have following sub-rules. 
(I)We can create an equivalent role association such that rik in Di is equivalent to some 
shared role r1 in sharing secure domain, then rik and r1 will be superposition in D. 
(II) We can create a downwards role association such that rik is parent of role r1 in D. 
(III) We can create a minimal role association such that rik is equivalent to the 
minimal role Guest in D. 
(IV) We can create a mediacy role association such that rik is equivalent to a role rm 
newly created.  
(V) We can create a ramify role association such that rik is equivalent to a role rm 
newly split.  
(VI) The (x, y)NT and {x, y}NT denote untransferable downwards and equivalent role 
association respectively. We explain the untransferabe property of role association as: 
when we create RH, for downwards role association (rik, rl)NT, rik will be added into R 
and rik is parent of r1; for equivalent  role association {rik, rl}NT, rik will be added into R 
and let rik = rl; for any minimal, mediacy and ramify role association, they can be 
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converted to corresponding equivalent role association. But for ∀ril∈Ri, if ril ≥ rik, ril 

cannot be added into R for all of the untransferable role associations.  
    In Fig.6, domain D1, D2, …, Dn make up of coalition environment, and a root 
organization domain D0 is trusted by them. The role hierarchies in coalition domains 
are RH0, RH1, RH2, ……, RHn. The arrow in real line from x to y in a domain indicates 
that x is parent of y. These domains have coalesced to achieving a common goal and 
need to open local resources and at the same time keep their original security policy. 
Domain D1, D2, …, Dn submit their shared resource and privileges to D0. Then we 
create a new role hierarchy based on original role hierarchy in D0. Some of the users 
in coalition domains also share the resources of roles in D0. Then a sharing secure 
domain D is constructed (in Fig.6, assume that D0 doesn’t open its role, and the 
sharing secure domain D illustrated in dashed line frame). 
    We create three role associations in Fig. 6 to form a sharing secure domain D. Role 
r02 in domain D0 permits the role r12 share its resource and create the equivalent role 
association {r12, r02}NT. That indicate the role r11 who is parent of r12 cannot have 
privileges of r02 even if r12 is added into D0. The roles are added into root organization 
domain via role associations and then sharing secure domain is formed. 

rn3

Domain  Dn
RHn

Domain  D0
RH0

r11

r12

r13 r14

Guest1

r01

r02 r03

r05

Guest

ri1

ri2 ri3

Guesti

Domain D1
RH1

Domain  Di
RHi

ri5

ri4

rn1

rn2

Guestn

1

…

3

2

 

Fig. 6. Construction of role hierarchy in sharing secure domain   

(3) Partial specific rule 
The partial specific rule can create transferable role association and keep the partial-
order relationship of roles in D. Therefore, the roles on which no specific role 
associations are created can be added into the set of roles in sharing secure domain by 
transferability of role association.  
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(I) If ri1 is a role in domain Di, for any role r2∈R, we create an equivalent role 
association {ri1, r2}, then ri1 will be added into R and such that ri1 = r2. At the same 
time, for ∀y∈Ri, if y ≥ ri1, y will also be added into R and kept y ≥ r2 in R. 
(II) If ri1 is a role in domain Di, for any role r2∈R, we create a downwards role 
association (ri1, r2), then ri1 will be added into R such that ri1 is parent of r2. At the 
same time, for ∀y∈Ri, if y ≥ ri1, y will also be added into R and kept y ≥ r2 in R. 
(III) The minimal, mediacy and ramify role association can be converted to 
corresponding equivalent role association and can be processed like (I). 
    For the downwards role association (rn2, r05) in Fig.6, because the privileges of role 
rn2 is inherited by its ancestor, all the shared resource accessed by r05 can be accessed by 
ancestor of rn2. Then we can add rn1 into sharing secure domain impliedly and keep their 
original role hierarchical relationship. That is the transferability of role association. 

3.4   The Deletion of Roles 

If we delete role rik in Di = (Ui, Ri, Pi, Mi, UAi, PAi, RHi), we should inform sharing 
secure domain to maintain its roles. For the role rik∈R in domain D = (U, R, P, M, 
UA, PA, RH), we use following rules to add or delete role associations between roles 
in sharing secure domain D and roles in coalition domain. 

(1) If ∃rm∈R in domain D such that rm = rik and rm∉Rj (j∈{1, 2, ... , n}), i.e. rm is not in 
coalition domains, then rik is added into R by an equivalent role association when the 
sharing secure domain is constructed. So far as role rik is deleted from R, for ∀r∈Ri 
and r∉R, if r ≥ rik and there does not exist y∈Ri, such that r ≥ y ≥ rik in Ri, then we 
create an equivalent role association {r, rm} and add r into R, let r = rm in R. Namely, 
we can delete role association between rik and rm(rm ∈ R and rik = rm) and add a series 
of new equivalent role associations between the parent of rik and rm.  
(2) If ∃rm∈R in domain D such that rik ≥ rm and rm∉Rj (j∈{1, 2, ... , n}), i.e. rm is not in 
coalition domains, and at the same time there does not exist x∈R such that rik ≥ x ≥ rm, 
then rik is added into R by downwards role association when the sharing secure 
domain is constructed. So far as role rik is deleted from R, for ∀r∈Ri and r∉R, if r ≥ 
rik and there does not exist y∈Ri, such that r ≥ y ≥ rik in Ri, then we create a 
downwards role association (r, rm) and let r is parent of rm in R. Namely, we delete 
downwards role association between rik and rm (rm ∈ R and rik = rm) and add a series of 
new downwards role associations between the parent of rik and rm. 
(3) If ∃rm∈R in domain D and rm is created when a mediacy and ramify role 
association are created, we delete rm after all the role associations on it are deleted. 
(4) If it is not the case in (1) and (2), then the role is added into R because of the 
transferability of the role association. We only delete rik in R and adjust the role 
hierarchy because of deletion. 

4   Summaries 

An access-control policy based on shared resources management for multi-domains 
environment is proposed. It is suitable for the application environment where multi-
domains have coalesced to achieving a common goal and furthermore a root 
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organization domain is trusted by the multi-domains. The features of the policy can be 
summarized as follows:  

(1) The centralized management of the sharing resource enhances the security 
measures amongst multi-domains. Because a new sharing secure domain is created to 
manage the shared resource, there only exists interoperation between sharing secure 
domain and coalition domains. Our policy doesn’t change the security measures in 
coalition domains and keeps the original partial-order relationship of role hierarchy in 
sharing secure domain. Thus the autonomous property and security of coalition 
domains is kept. Compared with other models, our policy avoids the problem of 
domain crossing and covert promotion. And the workload of administrators in 
coalition domains is alleviative.   
(2) The policy is very flexible because it does not compulsively require all of the roles 
in coalition domains should share the resource in sharing secure domain. It also 
doesn’t require the role associations must be transferable or untransferable, and 
doesn’t require which type of role associations must be created.  

References 

1. Basit, S., James, B.D., Joshi, M., Elisa, B., and Arif, G.: Secure Interoperation in a Multi-
domain Environment Employing RBAC Policies, IEEE Transactions on knowledge and 
data engineering, vol.17, No.11, Nov. 2005. 

2. Franco, A.,  Fabio, F.,  Enrico, N.,  Maurizio, T.: a Layered IT Infrastructure for Secure 
Interoperability in Personal Data Registry Digital Government Services. In Proceedings of 
the 14th International Workshop on Research Issues on Data Engineering: Web Services 
for E-Commerce and E-Government Applications (RIDE'04). 2004:95 - 102. 

3. Freudenthal, E., Pesin, T., Port, L., Keenan, E. et al: dRBAC: Distributed Role-based 
Access Control for Dynamic Coalition Environments. In: Edward, K.(eds.): Proceedings 
of the 22nd IEEE International Conference on Distributed Computing Systems (ICDCS). 
Vienna, Austria. Los Alamitos, CA, USA: IEEE Computer Society, 2002: 411-420. 

4. Jalal, A., Apu, K., Roy, C., Dennis, M.:The A - IRBAC2000 Model: Administrative 
Interoperable Role-Base Access Control. ACM Transactions on Informatin and Systems 
Security, 2001, 3(2): 173 - 182. 

5. Joon S. Park, Keith, P. C., Teresa, M. N., Josh, A. D.: A composite rbac approach for 
large, complex organizations. ACM Symposium on Access Control Models and 
Technologies, 2004: 163-172. 

6. Kapadia, A., Muhtadi, J.A., Campbell, R.H. et al:IRBAC 2000: Secure Interoperability 
Using Dynamic Role Translation. In Proceedings of The 1st International Conference on 
Internet Computing (IC 2000), Las Vegas, Nevada, Jun. 2000: 231-238.  

7. Mohamed, S.,  Elisa, B.,  Arif, G.:SERAT : SEcure role mApping technique for decentra-
lized secure interoperability, in Proceedings of the tenth ACM symposium on Access 
control models and technologies. Jun. 2005: 159-167. 

8. Ravi, S., Edward, C., Hal, F., et al: Role-Based Access Control Models. IEEE Computer, 
1996, 29(2): 38-47. 

9. Ravi, S., Venkata, B., and Qamar, M.: The ARBAC97 Model for Role-Based 
Administration of Roles. ACM Transactions on Information and System Security, 
Feb.1999, 2(1): 105-135. 

10. Vijayalakshmi, A., Janice, W.: Automatic Enforcement of Access Control Policies Among 
Dynamic Coalitions. ICDCIT (2004): 369-378. 



Efficient Signcryption Without Random Oracles�

Qianhong Wu1, Yi Mu1, Willy Susilo1, and Fangguo Zhang2

1 Center for Information Security Research
School of Information Technology and Computer Science

University of Wollongong, Wollongong NSW 2522, Australia
{qhw, wsusilo, ymu}@uow.edu.au

2 Department of Electronics and Communication Engineering
Sun Yat-sen University, Guangzhou 510275, P.R. China

isszhfg@mail.sysu.edu.cn

Abstract. Signcryption is an asymmetric cryptographic method that si-
multaneously provides confidentiality and authenticity at a lower compu-
tational and communication overhead. A number of signcryption schemes
have been proposed in the literature, but they are only proven to be se-
cure in the random oracle model. In this paper, under rational computa-
tional assumptions, we propose a signcryption scheme from pairings that
is proven secure without random oracles. The scheme is also efficient and
comparable to the state-of-the-art signcryption schemes from pairings
that is secure in the random oracle model.

1 Introduction

One of the most important applications of cryptography is to build a trusted
computing environment by providing confidentiality and authenticity. Usually,
these properties are achieved by independent cryptographic primitives such as
public key encryption and signature. However, in many applications, both secu-
rity services are required. A simple combination is usually an inefficient solution.
Moveover, such a simple combination may potentially be insecure.

To address such issues, a separate primitive, named signcryption, has been
introduced by Zheng in [19]. The original motivation is to achieve a tailored,
more efficient solution than a simple composition. Most of these initial work on
signcryption are lacking of formal definition and analysis. In [1,9], the formal
definitions of signcryption were independently presented. Subsequently, a num-
ber of signcryption schemes (e.g. [7,15,11,16,17]) have been proven secure in the
random oracle models introduced in [8].

Although the random oracle methodology leads to the construction of efficient
and provably secure schemes, it has received a lot of criticism, that the proofs
in the random oracle model are not proofs. They are simply a design validation
methodology capable of spotting defective or erroneous designs when they fail
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[2,3,10,13]. Hence, due to the importance of signcryption, it is essential to have
signcryption schemes that are secure in the standard model.

We also note that it is possible to construct a signcryption scheme in the stan-
dard model by combining signature schemes with the Cramer-Shoup encryption
schemes [12] by using one of the suitable generic composition methods considered
by An, Dodis and Rabin in [1]. In fact, another generic construction suggested
by Malone-Lee [14] does not make use of random oracles. However, such generic
constructions mainly concentrate on a secure combination of encryptions and
signatures and hence, such generic constructions are usually not more efficient
than a simple combination of the underlying signature and encryption schemes.

Following the original work due to Zheng’s signcryption scheme [19], we in-
vestigate special effort into designing a more efficient solution than a mere com-
position of signature and encryption. The main contribution of this paper is
an efficient signcryption scheme from pairings. Our construction is based on
variants of the Boneh-Boyen signature [4] and the ElGamal encryption. Under
the q-Strong Diffie-Hellman (q-SDH) assumption and a candidate Double Deci-
sion Diffie-Hellman (DDDH) assumption, the confidentiality and authenticity of
the signcryption scheme are proven without using random oracles. For perfor-
mance evaluation, compared to the underlying original ElGamal cryptosystem,
the scheme requires only 2 more modular exponentiations in the sender side and
3 more modular exponentiations plus a pairing computation in the receiver side.
The ciphertext is about 2 times of that of the original ElGamal cryptosystem.
The performance is comparable to the state-of-the-art signcryption scheme from
pairings in the random oracle model.

2 Security Definitions

We review the security definitions of signcryption in [1] with a slight extension.
In [1], the user’s key to produce signature can also be used to receive and decrypt
ciphertext. In the following, we distinguish the key to signcrypt messages from
the key to de-signcrypt ciphertext.

Definition 1. A signcryption scheme SC consists of four algorithms: SC =
(GenS(·), GenR(·), SigEnc(·), VerDec(·)):
– (SKS, PKS) ← GenS(1λ) is a polynomially probabilistic time (PPT) algo-

rithm which, on input a security parameter λ, outputs the sender’s pri-
vate/public key pair (SKS, PKS).

– (SKR, PKR)← GenR(1λ) is PPT algorithm which, on input a security para-
meter λ, outputs the receiver’s private/public key pair (SKR, PKR).

– σ ← SigEnc(m, SKS, PKR) is a PPT algorithm which, on input a message
m from the associated message space M , the sender’s private key SKS and
the receiver’s public key PKR, outputs a signcryption ciphertext σ.

– m/ ⊥← VerDec(σ, SKR, PKS) is a polynomial-time deterministic algorithm
which, on input a signcryption ciphertext σ, the receiver’s private key SKR

and the sender’s public key PKS, outputs m ∈ M or ⊥, where ⊥ indicates
that the message was not encrypted or signed properly.
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Definition 2. (Correctness.) For any m ∈ M , (SKS, PKS) ← GenS(1λ),
(SKR, PKR)← GenR(1λ), m = VerDec(SigEnc(m, SKS, PKR), SKR, PKS) holds.

Definition 3. (Confidentiality.) An SC scheme is semantically secure
against chosen ciphertext outsider attack (SC-IND-CCA) if any PPT adversary
A has a negligible advantage in the following game with the challenger CH:

1. CH runs GenS(1λ) and GenR(1λ) to generate the sender and the receiver’s
private/public key pair (SKS, PKS) and (SKR, PKR), respectively. SKS and
SKR are kept secret while PKS and PKR are given to adversary A.

2. In the first stage, A makes adaptive queries to the following oracles:
– Signcryption oracle: A prepares a message m ∈ M , and queries CH for

the result of SigEnc(m, SKS, PKR).
– De-signcryption oracle: A provides a signcryption ciphertext σ and

queries for the result of VerDec(σ, SKR, PKS.
3. A chooses m0, m1 ∈ M and sends them to CH. CH flips a coin b ← {0, 1}.

It computes and sends σ∗ ← SigEnc(mb, SKS, PKR) to A.
4. A makes a number of new queries as in the first stage with the restriction

that it cannot query the de-signcryption oracle with σ∗.
5. At the end of the game, A outputs a bit b′ and wins if b′ = b.

The advantage of A is defined as AdvIND−CCA(A) = Pr[b′ = b]− 1
2 , and the

probability that b′ = b is called the probability that A wins the game.

Definition 4. (Unforgeability.) An SC scheme is said to be existentially un-
forgeable against chosen-message outsider attack (SC-EUF-CMA) if any PPT
forger F has a negligible advantage in the following game with CH. (1) This step
is the same as Step 1 of the SC-IND-CCA game. (2) This step is the same as
Step 2 of the SC-IND-CCA game. (3) F produces a signcryption ciphertext σ′

and wins the game if VerDec(σ′, SKR, PKS) ∈M , where σ′ is not the output of
the signcryption oracle. The advantage of F is defined as AdvEUF−CMA(F) =
Pr[VerDec(σ′, skR, pkS) ∈M ]. It is called the probability that F wins the game.

3 Mathematical Aspects

3.1 Bilinear Pairings

In recent years, the bilinear pairings have been found in various applications in
cryptography. We adopt the notations from [5,6], and briefly review the necessary
facts about bilinear pairings as follows. Let PairingGen be an algorithm that,
on input a security parameter 1λ, outputs Υ = (p, G1, G2, GT , g1, g2, e), where
G1 = 〈g1〉 and G2 = 〈g2〉 have the same prime order p, and e : G1 × G2 → G3
is an efficient non-degenerate bilinear map such that e(g1, g2) �= 1 and for all
h1 ∈ G1, h2 ∈ G2 and u, v ∈ Z, e(hu

1 , hv
2) = e(h1, h2)uv.
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3.2 Computational Assumptions

Let Υ = (p, G1, G2, GT , g1, g2, e)← PairingGen where 2p + 1 and (p− 1)/2 are
both primes. Let the binary length of the element in G1 be �1 and G3 a cyclic
group of prime order p′, where p′ > 22�1 > p2. Assume that there exists an
efficient encoding method π : G1 → Zp′ but we do not require that the decoding
procedure is efficient. For instance, we can simply set G3 as any finite cyclic
group of prime order p′ > 22�1 > p2 such that the discrete logarithm is difficult
in G3. In this case, the binary representation of an element in G1 can be naturally
viewed as the binary representation of certain element in Z∗

p′ . Accordingly, for
the generator g1 of G1, if we view g1 �= 1 ∈ Z∗

p′ as an element of Z∗
p′ , it is also a

generator of Z∗
p′ since 1 < g1 < p′ and p′ is prime. Without confusion, we denote

g
π(ga

1 )
3 by g

ga
1

3 for simplicity and so on.
In [4], Boneh and Boyen presented the q-Strong Diffie-Hellman (q-SDH) as-

sumption to prove the security of their short signature. In their assumption, the
attacker is given gxi

2 , gxi

1 for i = 1, · · · , q. The attacker is required to output
a pair (c, g1/x+c

1 ). In this paper, we slightly extend the q-Strong Diffie-Hellman
problem by additionally providing q-Strong Diffie-Hellman problem attacker hxi

1
for i = 1, · · · , q, where h1 is an independent generator of G1. Meanwhile, the
attacker is required to additionally output h

1/x+c
1 .

Definition 5. (Extended q-SDH Assumption) The extended q-Strong
Diffie-Hellman assumption in (G1, G2) states that for any PPT algorithm A,

Pr

⎡
⎢⎣ x← Z∗

p

∣∣∣∣∣∣ (c, g1/x+c
1 , h

1/x+c
1 ) = A

⎛
⎜⎝g1, g

x
1 , gx2

1 , · · · , gxq

i

h1, h
x
1 , hx2

1 , · · · , hxq

1

g2, g
x
2 , gx2

2 , · · · , gxq

2

⎞
⎟⎠
⎤
⎥⎦ ≤ ε.

Clearly, the above extended version of q-SDH Assumption is slightly weaker
than the original q-SDH Assumption: By simulating the input of the above
extended q-SDH Assumption and running the according attacker, we can also
solve the original q-SDH Assumption. We also require a security assumption
related to the standard DDH assumption. But it is potentially weaker than the
DDH assumption.

Definition 6. (DDDH Assumption) The Double Decision Diffie-Hellman as-
sumption in (G1, G2, G3) states that for any PPT algorithm A,

|Pr
[

a, b← Z∗
p, c1 ← Z∗

p′ ,

c0 = gab
1 , ρ← {0, 1}

∣∣∣∣ ρ′ = A(g1, g2, g3, g
a
1 , gb

1, g
a−1

2 , g
cρ

3 )∧ρ′ = ρ

]
− 1

2
| ≤ ε.

Clearly, as gab
1 can be calculated out by a CDH adversary, an CDH adversary

can be efficiently converted into a DDDH adversary. On the other hand, as gab
1

is masked in the discrete logarithm form g
gab
1

3 , a DDH oracle cannot be used to
solve the DDDH problem efficiently for a proper group G3. Hence, it is possible
to define a group G3 such that the DDH problem in G2 and/or G1 is easy while
the DDDH problem in (G1, G2, G3) is difficult.
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4 Proposed Signcryption Without Random Oracles

4.1 The Scheme

Let Υ = (p, G1, G2, GT , g1, g2, e)← PairingGen where 2p + 1 and (p− 1)/2 are
both primes. Assume that the binary length of the element in G1 is �1. G3 is
a cyclic group generated by g3 with prime order p′, where p′ > 22�1 > p2. The
discrete logarithm problem in G3 is assumed difficult. We remind the reader that
if necessary, the binary representation of the element in G1 will be viewed as the
binary representation of the element in Z∗

p′ as specified in the previous section.

Receiver’s Key Generation: s, z ← Z∗
p, h1 = gs

1, w = gz
1 . The receiver’s pub-

lic key is (h1, w). Its secret key is (s, z).
Sender’s Key Generation: x, y ← Z∗

p, u = gx
2 ∈ G2, v = gy

2 ∈ G2. The
sender’s public key is (u, v). Its secret key is (x, y).

Signcryption: Given a message m ∈ Z
∗
p, choose a random r ← Z

∗
p and compute

σ1 = g
1/x+my+r
1 , σ2 = h

1/x+my+r
1 , σ3 = (m||r) ⊕ gw1/(x+my+r)

3 . When x +
my + r = 0 mod p, try again with a different random r. The signcryption
ciphertext is (σ1, σ2, σ3).

De-signcryption: Given secret key z and a signcryption ciphertext (σ1, σ2, σ3),
compute (m||r) = σ3⊕g

σz
1

3 . Verify that e(σ1, uvmgr
2) = e(g1, g2) and σs

1 = σ2.
If both equations hold, output m; otherwise output ⊥.

Note that G1 and G2 are in a symmetric status and the public keys of the
sender and receiver are in the same shape. When the receiver wishes to send
another signcypted message to the sender, they can simply exchange their role
and the scheme still works.

4.2 Security Analysis

Now we consider the security of the scheme. The correctness of the scheme is ob-
vious. Before proceeding to the confidentiality of the signcryption against adap-
tive active attackers, we consider a weak security notion of signcryption, namely
the chosen-plaintext security. In this notion, the adversary has to distinguish
signcryption ciphertexts of two messages without having any access to a sign-
cryption or de-signcryption oracle. We show the original signcryption is seman-
tically secure against a chosen-plaintext attacker. In the this case, the signcryp-
tion ciphertext is (σ1 = g

1/x+my+r
1 , σ2 = h

1/x+my+r
1 , σ3 = (m||r)⊕ gw1/x+my+r

3 ),
where m ∈ Z∗

p is the plaintext and r is a random number in Z∗
p. We prove the

following claim by paying additional attention to the encrypted randomizer r.

Lemma 1. The signcryption scheme is semantically secure against chosen
plaintext attack under the DDDH assumption in (G1, G2, G3).

Proof. We show that an attacker B can break the DDDH assumption by running
an signcryption distinguisher A. Suppose that attacker B is challenged by a
DDDH challenge (g1, g2, g3, g

α
1 , gα−1

2 , gβ
1 ) and cρ, where ρ ∈ {0, 1} is the bit
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that B is trying to compute, α, β ∈ Z∗
p, c0 = g

gαβ
1

3 and c1 is random in G3. B
provides A with public parameters g1, g2, g3. Then B chooses random δ, γ, y ∈
Z∗

p and runs A on input PKS = (u = gx
2 = gα−1−γ

2 , v = gy
2 ) and PKR =

(h1 = gδ
1, w = gβ

1 ). Given the challenge plaintext pair (m0, m1) ∈ Z∗
p × Z∗

p, B
chooses a random bit b ∈ {0, 1} and produces the challenge ciphertext (σ1 =
gα
1 , σ2 = σδ

1, σ3 = (mb||r) ⊕ cρ), where α plays the role of 1/(x + mby + r)
and r = γ − mby. Then B outputs 0 if and only if A outputs b. Note that
e(σ1, uvmbgr

2) = e(gα
1 , gα−1−γ

2 (gy
2 )mbgr

2) = e(gα
1 , gα−1−γ+mby+r

2 ) = e(gα
1 , gα−1

2 ) =
e(g1, g2). Similarly, e(σ2, uvmbgr

2) = e(h1, g2). The reduction works because ρ = 0
produces a perfect real attack simulation, while ρ = 1 produces a ciphertext
independent of b.

Now prove the confidentiality of the signcryption defined in Definition 3.

Theorem 1. (Confidentiality) If the DDDH assumption in (G1, G2, G3) and
the extended q-SDH assumption in (G1, G2) hold, the signcryption scheme is
semantically secure against chosen ciphertext attack.

Proof. To prove the theorem, we will prove that under the extended q-SDH
assumption, a chosen ciphertext adversary A interacting with a challenger B
defined in the game of Definition 2 cannot do better than a chosen plaintext
adversary. Hence, combined with Lemma 1, the scheme is secure in the active
attack defined before.

Assume that B is challenged by a random instance of the extended q-SDH
problem in (G1, G2, G3). Given a tuple

(g1, gx
1 , gx2

1 , · · · , gxq

1 ; h1, hx
1 , hx2

1 , · · · , hxq

1 ; g2, gx
2 , gx2

2 , · · · , gxq

2 )
for unknown x ∈R Z∗

p, B is required to output a tuple (α, g
1/x+α
1 , h

1/x+α
1 ), where

α ∈ Z∗
p, and g1, h1 are independent generators of G1 and g2 generator of G2.

We assume that the signcryption queries qSC = q−1 without lost of generality.
B plays the role of the challenger in the SC-IND-CCA game and interacts with
A as follows. The approach is similar to those in [4,18].

Preparation phase: B picks randomly α1, α2, · · · , αq−1 ← Z
∗
p. Let f(y)

be the polynomial f(y) =
∏q−1

i=1 (y + αi). Expand f(y) =
∑q−1

i=0 aiy
i where

a0, · · · , aq−1 ∈ Zp are coefficients of the polynomial f(y). Let Ai = gxi

2 ∈
G2, Bi = gxi

1 ∈ G1, Di = hxi

1 ∈ G1 for i = 1, · · · , q. Compute:
h2 =

∏q−1
i=0 (Ai)ai = g

f(x)
2 , u =

∏q
i=1(Ai)ai−1 = g

xf(x)
2 = hx

2 .
Let fi(y) = f(y)/(y + αi) =

∏q−1
j=1,j �=i(y + αj). We expand it as fi(y) =∑q−2

j=0 bjy
j. Compute for i = 1, · · · , q − 1:

g̃1 =
∏q−1

i=0 (Bi)ai = g
f(x)
1 , Si =

∏q−2
j=0(Bj)bj = g

fi(x)
1 = g̃

1/(x+αi)
1 ∈ G1.

h̃1 =
∏q−1

i=0 (Di)ai = h
f(x)
1 , si =

∏q−2
j=0(Dj)bj = h

fi(x)
1 = h̃

1/(x+αi)
1 ∈ G1.

Randomly select a generator h3 of G3. B provides A with public parameters
(G1, G2, GT , G3, g̃1, h2, h3, e, p).

Public key generation: B picks randomly y ∈ Z∗
p. It sets the sender’s public

key PKS = (u, v = hy
2). B picks randomly z1, z2 ∈ Z

∗
p and sets the receiver’s
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public key PKR = (h̃1, w = g̃z1
1 h̃z2

1 ). B provides A with the valid public keys
PKS and PKR of the sender and the receiver, respectively.

Signcryption simulation: Assume that adversary A accesses signcryption
oracle up to qSC = q− 1 queries in an adaptive fashion. B maintains a list L-list
of tuples (mi, ri, Wi) and a query counter t which is initially set to 0. Upon
receiving a query for m, B responds as follows and increments t by one.

Check if h−m
2 = u. If so, B obtains the secret value in the challenge and can

compute the pair (α, g̃
1/(x+α
1 , h̃

1/(x+α)
1 ) for any α ∈ Zp. Hence, B can answer

the extended q-SDH challenge and terminates the simulation. Otherwise, set
rt = (αt−my) ∈ Z∗

p. If rt = 0, B reports failure and aborts (In the q−1 queries,
at least one such bad event happens with probability at most (q − 1)/p and
negligible). Otherwise, B computes σ1,t = St, σ2,t = st, σ3,t = (m||rt) ⊕ h

S
z1
t s

z2
t

3 .
This is a valid signcryption since the following de-signcryption checks hold:

e(σ1,t, uvmhrt
2 ) = e(St, h

x
2hmy

2 hαt−my
2 ) = e(g̃1/(x+αt)

1 , hx+αt
2 ) = e(g̃1, h2),

e(σ2,t, uvmhrt
2 ) = e(st, h

x
2hmy

2 hαt−my
2 ) = e(h̃1/(x+αt)

1 , hx+αt
2 ) = e(h̃1, h2).

If B does not stop, it adds the tuple (m, rt, v
mhrt

2 ) to the L-list.
De-signcryption simulation: Given a signcryption ciphertext (σ1, σ2, σ3),

compute (m||r) = σ3 ⊕ h
σ

z1
1 σ

z2
2

3 . Output m if both e(σ1, uvmhr
2) = e(g̃1, h2) and

e(σ2, uvmhr
2) = e(h̃1, h2) hold; otherwise output ⊥.

Challenge ciphertext: After a series of adaptive signcryption and de-
signcryption queries, A provides B with two message m0, m1 ∈ Z∗

p which have
never been queried to the signcryption oracle. B randomly picks b ∈R {0, 1} and

computes r = αq−1 − mby, σ∗
1 = Sq−1, σ

∗
2 = sq−1, σ

∗
3 = (mb||r) ⊕ h

S
z1
q−1s

z2
q−1

3 . B
sends (σ∗

1 , σ∗
2 , σ∗

3) to A as the challenge signcryption ciphertext.
A is still allowed to access the signcryption and de-signcryption oracles if

t < q−1. But A cannot query (σ∗
1 , σ∗

2 , σ∗
3) to the de-signcryption oracle. Finally,

A outputs b′ ∈ {0, 1}. We analyze the probability that b = b′ happens.
We here prove that, in the above game, for A’s query (σ1, σ2, σ3) to the

de-signcryption oracle, if B outputs m, then (σ1, σ2, σ3) is an output of the
signcryption oracle except a negligible probability. Note that (σ1, σ2, m, r) should
satisfy that e(σ1, uvmhr

2) = e(g̃1, h2) and e(σ2, uvmhr
2) = e(h̃1, h2). Let W =

hr
2v

m. B searches the L-list and there are two cases:

Case 0: No tuple of the form (·, ·, W ) appears in the L-list.
Case 1: The L-list contains at least one tuple (mj , rj , W ).

Case 0 implies that m = −x or r+my = α /∈ {α1, · · · , αq−1}. Let the queries
to the de-signcryption oracle be less than q− 1. During the game, m = −x hap-
pens with probability at most (q − 1)/p and negligible. As e(σ1, h

x+r+my
2 ) =

e(σ1, uhr
2v

m) = e(g̃1, h2), we have σ1 = g̃
1/(x+r+my)
1 = g̃

1/(x+α)
1 = g

f(x)/(x+α)
1 .

Let the polynomial f(x) = δ(x)(x + α) + γ, where δ(x) =
∑q−2

i=0 δix
i and

γ �= 0 ∈ Zp. We have f(x)/(x + α) = γ/(x + α) +
∑q−2

i=0 δix
i. Then we can

compute g
1/x+α
1 = (σ

∏q−1
i=0 (Bi)−δi)1/γ . Similarly, we can compute h

1/x+α
1 =

(σ
∏q−1

i=0 (Di)−δi)1/γ . (α, g
1/x+α
1 , h

1/x+α
1 ) is a solution to the extended q-SDH
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problem. It happens with negligible probability under the extended q-SDH as-
sumption. Hence, case 0 happens with negligible probability.

Case 1 implies that r+my ∈ {α1, · · · , αq−1}. It follows that r+my = ri+ymi

for some i ∈ {1, · · · , q−1}. Note that m �= mi as m has never been queried by A.
It follows that y = (r− ri)/(m−mi). Due to the discrete logarithm assumption
(implied by the extended q-SDH assumption), it happens with probability at
most (q − 1)/p. Hence, case 1 happens with only negligible probability.

Hence, we conclude that for A’s query (σ1, σ2, σ3) to the de-signcryption or-
acle, if B outputs m, then (σ1, σ2, σ3) is an output of the signcryption oracle
except a negligible probability. That is, except a negligible probability, A can-
not provide a valid ciphertext except the output of signcryption oracle. Hence,
except the same probability, these queries contribute no information for A to
answer the challenge signcryption ciphertext. Therefore, except this negligible
probability, the probability for A to win this game is the same as that to win
the semantical security game of the signcryption against the chosen plaintext
attack. Under DDDH assumption, the latter probability is negligible. Hence, A
wins the above game with negligible probability and the scheme is SC-IND-CCA
secure.

Theorem 2. (Unforgeability). Under the q-SDH assumption, the signcryption
scheme is existentially unforgeable against chosen-message outsider attack.

Proof. We prove that a chosen message adversaryA interacting with a challenger
B defined in the unforgeability game of Definition 4 can be run as a subroutine by
B to break the q-SDH assumption. It is similar to the existentially unforgeability
proof of the short signature in [4].

Assume that B is challenged by a random instance of the q-SDH problem in
(G1, G2). Given a tuple (g1, gx

1 , gx2

1 , · · · , gxq

1 ; g2, gx
2 , gx2

2 , · · · , gxq

2 ) for unknown
x ∈R Z∗

p, B is required to compute a tuple (α, g
1/x+α
1 ), where α ∈ Z∗

p, and g1 is
a generator of G1 and g2 generator of G2.

Similar to the proof of Theorem 1, B picks randomly α1, α2, · · · , αq−1 ← Z∗
p.

Let f(y) =
∏q−1

i=1 (y + αi), Ai = gxi

2 ∈ G2, Bi = gxi

1 ∈ G1 for i = 1, · · · , q. B can
compute h2 = g

f(x)
2 , u = hx

2 , g̃1 = g
f(x)
1 and Si = g̃

1/(x+αi)
1 .

B randomly selects a generator h3 of a proper finite cyclic group G3. B provides
A with public parameters (G1, G2, GT , G3, g̃1, h2, h3, e, p), where G1 = 〈g̃1〉,
G2 = 〈h2〉 and GT have the same prime order p, and e : G1 × G2 → GT is an
efficient non-degenerate bilinear map.
B picks randomly y ∈ Z∗

p. It sets the sender’s public key PKS = (u, v = hy
2). B

picks randomly δ, z ∈ Z∗
p and sets the receiver’s public key PKR = (h̃1 = g̃δ

1, w =
g̃z
1). B provides A with the valid public keys PKS and PKR of the sender and

the receiver, respectively.
Whenever A requests a signcryption ciphertext with message mi, B computes

σ1,t = St, σ2,t = Sδ
t , σ3,t = (mi||rt) ⊕ h

Sz
t

3 , where rt = (αt −my) ∈ Z∗
p. Clearly,

this is a valid ciphertext on mi since the corresponding de-signcryption checks
hold. The simulation is successful except a negligible probability.
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Assume that A made q−1 queries. Finally, A will output a valid signcryption
ciphertext (σ1, σ2, σ3) on message m, where m has never been queried. Now B
can de-signcrypt (σ1, σ2, σ3) and obtain (m, r). If r + my ∈ {α1, · · · , αq−1}, it
means that y = (r − ri)/(m−mi). As the discrete logarithm problem (implied
by the q-SDH assumption) is difficult, this bad event happens with probability
negligible. Hence, α = r + my /∈ {α1, · · · , αq−1}. Similar to Theorem 2, let
the polynomial f(x) = δ(x)(x + α) + γ, where δ(x) =

∑q−2
i=0 δix

i and γ �=
0 ∈ Zp. It follows that f(x)/(x + α) = γ/(x + α) +

∑q−2
i=0 δix

i. Then B can
compute g

1/x+α
1 = (σ

∏q−1
i=0 (Bi)−δi)1/γ . Hence, B obtains a solution to the q-

SDH problem. It contradicts to the q-SDH assumption.

4.3 Efficiency Comparison

We compare our scheme with the state-of-the-art signcryptions from pairings
and assume the same pairings and security parameters are used.

Table 1. Comparison of the state-of-the-art signcryption schemes

ciphertext length (bits) signcryption de-signcryption
[7] 2�1 + � 4Exp + 1P 2Exp + 4P
[15] �1 + 2� 4Exp + 2P 2Exp + 4P
[11] 2�1 + � 3Exp + 1P 1Exp + 3P
[16] �1 + 2� 2Exp 2Exp + 1P
Our scheme 2�1 + 2� 4Exp 4Exp + 1P

In the above table, the ciphertext length does not include the bits to represent
the sender’s identity or public key. �1 is the binary length of the element in
group G1. � is the binary length of the message to be sent. Exp represents a
exponentiation and P a pairing computation. There is a two-base exponentiation
in the de-signcryption of our scheme. It requires slightly more computations than
a single-base exponentiation. As the pairing computation is much more inefficient
than the exponentiation in pairing-based cryptography, it is important to reduce
the number of pairing computations. From the above table, our scheme is one
of the most efficient schemes. Furthermore, our scheme is in the standard model
while others are in the random oracle model.

5 Conclusions

In electronic transactions such as secure e-mails and electronic commerce, the
confidentiality and authenticity are simultaneously required to enable a secure
and trustable communication and computation environment. It is essential to in-
tegrate the services of traditional encryption and signature into the new primitive
of signcryption for not only efficiency reason but also security reason. This pa-
per presented a signcryption scheme from pairings that is secure in the standard
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model (without random oracles). The scheme is very efficient and comparable
to the state-of-the-art signcryption scheme from pairings that is secure in the
random oracle model.
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Abstract. Two novel packet marking schemes, the non-Repeated Varying-
Probability Packet Marking (nRVPPM) and the Compressed non-Repeated 
Varying-Probability Packet Marking (CnRVPPM), are presented. To solve the 
repeated marking problem, we propose in the nRVPPM that one packet is 
marked by routers only one time with the probability which is varying with the 
distance the packet has traveled. Besides, the nRVPPM makes the victim  
receives the packets marked by each router with the same probability. Based on 
the nRVPPM, we bring forward the CnRVPPM by employing the redundancy 
brought about by the similarity of IP addresses. Our simulation studies show 
that the proposed schemes offer high precision and efficiency, and can dramati-
cally reduce the number of packets required for the traceback. 

1   Introduction 

Distributed denial of service (DDoS) attack is one of the greatest threats to the Inter-
net today. Unfortunately, Internet has not been equipped with proper defense mecha-
nisms against DDoS attacks. IP traceback [1], the subject of this paper, has emerged 
as a promising solution to DDoS attack problem. 

Savage et al. [2] proposed Probabilistic Packet Marking (PPM), which divides each 
router’s IP address and redundancy information into several fragments and marks the 
IP packets with one of the fragments probabilistically. Once the victim gets enough 
marked packets, it can extract the marked fragments from IP packets and reconstruct 
the full path, even though the IP address of the attacker is spoofed. According to the 
coupon collecting problem [3], Tao Pen et al. [4] developed a technique to adjust the 
probability for routers to mark packets, for the purpose of reducing the number of 
packets needed by the victim to reconstruct the attack paths. These methods, however, 
do not solve the repeated marking problem. 
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In this paper, we present a novel packet marking scheme, the non-Repeated Vary-
ing-Probability Packet Marking (nRVPPM). According to the nRVPPM, packets are 
marked only one time along the forwarding path, which solves the repeated marking 
problem. Routers mark a packet with the probability of 1/(33-i) (i denotes the distance 
the packet has traveled). In this way, the victim would receive the packets marked by 
each router with the same probability, which will be proved later. Then, on the basis 
of the nRVPPM, we employ the redundancy caused by the similarity of the IP ad-
dresses in a path to reduce the fragments of a sample node, thereby to decrease the 
packets required for IP traceback, and propose another scheme, the Compressed non-
Repeated Varying-Probability Packet Marking (CnRVPPM), which is greatly im-
proved in reducing the number of packets required for traceback. We evaluate the 
effectiveness of the proposed schemes through simulation studies. Our studies show 
that the proposed schemes offer high precision and efficiency, and dramatically re-
duce the number of packets required for the traceback process. 

The rest of this paper is organized as follows: section 2 and Section 3 explain the 
nRVPPM and CnRVPPM respectively, Section 4 shows the experimental results of 
the two schemes, Section 5 gives the conclusions. 

2   nRVPPM 

We assume that there are d  routers (
dRRR ,......,, 21

) on the path from an attacker to 

the victim in a Denial of Service (DoS) scene. Router 1R  is the closest to the attacker 

and Router 
dR  is the closest to the victim. )1( diP i

R ≤≤  denotes the marking 

probability of router iR , )1( diP i
V ≤≤  denotes the probability of the victim 

receiving the packets marked by router iR . To avoid repeated packet marking 

problem, a router does not mark a packet which has been marked. Then we obtain the 
following equitation: 

11
RV PP =  

)1( 122
RRV PPP −=  

)1)(1( 2133
RRRV PPPP −−=  

…… 

)1(,)1(
1

>−= ∏
<≤

dPPP
di

i
R

d
R

d
V  

The ideal case for packet marking is to receive packets marked by each router with 
the same probability: ............21 ==== i

VVV PPP . Therefore, when the length of the 

path is d , 

111 RV
d PP ==  

)1( 1221 RRV
d PPP −==  
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)1)(1( 21331 RRRV
d PPPP −−==  

…… 
)1(,)1(

1

1 >−== ∏
<≤

dPPP
di

i
R

d
R

d
V

d
 

We can summarize the marking probability formula for router iR  as: 

),......,2,1(,)1(
1 diP idi

R == −+ . 

From the formula above, it is clear that to implement this marking scheme, we have 
to know the length of the path d  and the distance i  from the attacker to the router iR . 

However, before a packet arrives at its destination, the routers along the forwarding path 
are unaware of the exact length of the path d . According to the statistics of distances of 
the internet [5], the lengths of almost all network paths are smaller than 32. So we 
assume that the distance from the attacker to victim is 32 hops, namely 32=d . 

For the distance i , we propose to use a marking field to record the number of hops 
than the packet has been traveled, and to tell the router its position in this forwarding 
path. The initial value for this field is 0 when a packet enters network at 

1R . Each time 

the router receives a packet which is not marked, it extracts the distance i  from the 
packet and marks the packet with probability )33(

1
iiP −= . If the router decides not to 

mark this packet, it increases this value by 1 and forwards this packet. Once a packet 
is marked, the following routers can never make any changes to the marking field in 
the packet. It seems that the nRVPPM induces more computational overhead for the 
routers than the PPM[2] do, because they need to calculate the iP  for every unmarked 

packet that they receive. However, this is neglectable compared with the expense of 
the generation of pseudo numbers, which is used by all PPM schemes to simulate 
probabilities. 

Usually, PPM schemes overload the 16-bit IP Identification field to store the trace-
back information, and then the marked packets can’t be reassembled. So, the Frag-
ment Offset field is useless. Then, in the nRVPPM, routers overwrite the Identifica-
tion field, the Fragment Offset field and the reserve field in IP header with their IP 
information. But we must remember that: after having extracted the traceback infor-
mation marked in the packets and before these packets are passed to the IP reassem-
bly routine, we must set the reserve field and the Fragment Offset field back to zero. 

We divide this 30-bit space into four marking fields, as shown in figure 1. 

1. HASH (15 bits): this field stores the encoded 32-bit IP address, acting as the 
“identification” of a segment. The segments with same HASH field will be 
collected for reconstruction of the IP address. It should be noted that different IP 
addresses may have the same encoded HASH value. 

2. SEGMENT (8 bits): this field keeps a part of an IP address. Several packets with 
different Segments but with the same HASH field can be used to reconstruct the 
encoded 32-bit IP address. 

3. OFFSET (2 bits): this field indicates the offset of the segment in IP address. 
4. DISTANCE (5 bits): this field shows the distance (in hops) from the attacker to the 

marking router. 
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Fig. 1. IP packet format and marking fields 

In the nRVPPM, an IP address is divided into four segments whose OFFSET values 
are 0,1,2,3 respectively. Each segment is stored in the SEGMENT field in a packet. The 
victim uses DISTANCE and HASH field to identify all segments belonging to the same 
IP address, and assemble them into many IP addresses according to their OFFSET val-
ues, then use HASH value to verify whether the reconstructed IP is correct. 

3   CnRVPPM 

In an autonomy area, adjacent routers may have similar IP addresses. For example, 
there may be two directly linked routers whose IP addresses are 1.2.3.4 and 1.2.3.127. 
This similarity of IP addresses is employed to reduce the number of segments 
required to reconstruct IP address, and eventually the number of packets for needed 
for IP traceback would be decreased. Note that routers can easily learn the IP 
addresses of their adjacent routers by various routing protocols. 

Suppose two directly linked routers, 
1−iR  and iR , their IP addresses are 

1
0

1
1

1
2

1
3 ... −−−− iiii SegSegSegSeg  and iiii SegSegSegSeg 0123 ... ,respectively; and ii SegSeg 3

1
3 =− . 

Therefore, with the knowledge of
1−iR ’s IP address and iii SegSegSeg 012 ,, , we can 

reconstruct the IP address of iR  without knowing iSeg3
. 

The router 1R  can easily know that it is the first router on the path from the fact 

that the DISTANCE field equals to 0. Therefore, it must mark all the four segments of 
its IP address, while the following routers just need to mark some segments of their IP 
addresses. When the victim reconstructs the path and segments are not enough to 
reconstruct an IP address, it needs to extract the missing part from the preceding 
router’s IP address. For example, in the case of a DDoS which has 2000 attack 

sources, when the victim only finds two segments of iR ’s IP address, ii SegSeg 01 , , it 

needs to extract the other two parts ii SegSeg 23 , from those already reconstructed 

addresses whose corresponding distance fields are 1−i , rebuild the addresses and 
validate them. It should be noted that the rebuilding process is carried out only 2000 
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times rather that 4,000,000 times, since the extracted two segments ii SegSeg 23 ,  are 

treated as a whole to reconstruct the address. 

4   Simulation Results 

To evaluate our schemes in real settings, we conduct experiments on simulated 
attacks with a real network topology database from CAIDA [6]. This topology 
database contains about fifty thousand different paths from a single source. In the 
experiments, we set this single source as the victim, and the paths in the topology 
database as the DDoS attack paths. We randomly select a number of paths from the 
database and simulate the routers that mark the packets along these paths. The 
marking is implemented randomly, too. In the end, we also simulate the victim which 
reconstructs the attack paths using the marked information from the collected packets. 
To obtain genuine results, for every datum in the figures we carried out many 
independent experiments and obtained the average result. 
    The platform for our experiment is: AthlonXP 1700+, 512M DDR266, Windows XP 
professional with sp2, JDK1.5.03, MySQL 4.1.12a. The simulation program is 
encoded in Java, and the MySQL database acts as the marked information base (MIB), 
which stores the traceback information marked in the packets collected by the victim. 

The number of packets required for IP traceback in the nRVPPM is shown in 
figure 2. 

Compared with uniform marking probability in [2], the nRVPPM can dramatically 
reduce the number of packets required for reconstructing the paths, especially the long 
ones. 

We name the ratio of the number of packets required when using the nRVPPM to the 
number when the CnRVPPM is used for the same path the compression ratio of this 
 

 

Fig. 2. The number of packets required to reconstruct the path using the nRVPPM and PPM [2] 
with different marking probabilities (p=0.01, p=0.04, p=0.10) 
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path. According to our statistic, the compression ratios for most paths in the database [6] 
are between 0.6 and 0.9, which suggests that the CnRVPPM can indeed reduce the 
number of packets required for IP traceback, as shown in figure 3. When combining the 
nRVPPM with CnRVPPM, we can further reduce the packets for IP traceback. 

The nRVPPM offers very high precision, nearly zero false positive, but the 
CnRVPPM induces many errors during the reconstruction, as shown in figure 4. 

 

Fig. 3. The Compression Ratio 

 

Fig. 4. The number of False Positives in the case of different number of attack sources 
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The reason is that according to the CnRVPPM, the victim needs to search all the 
packets marked by the preceding routers on all paths (no information marked about 
paths) to find out the missing part of an IP address if  the IP address can not be 
reconstructed. Therefore, the CnRVPPM is much more time-consuming than the 
nRVPPM. 

As shown in figure 5, when using the nRVPPM, the victim only needs 30 seconds 
to reconstruct all the necessary IP addresses for traceback under a major DDoS, which 
has 4000 attack sources. As for the CnRVPPM, however, 700 seconds are required to 
finish the same work. 

 

Fig. 5. The time (seconds) required by the nRVPPM and CnRVPPM with different numbers of 
attack sources 

5   Conclusions 

In this paper, we propose two novel and efficient packet marking schemes for IP 
traceback, the nRVPPM and CnRVPPM, which can evidently decrease the false 
positive errors. These schemes are very useful in identifying Distributed Denial of 
Service attack sources. The main advantages of employing the nRVPPM/CnRVPPM 
are that the repeated marking problem is eliminated and the number of packets needed 
by the victim for the traceback process is significantly reduced, which leads to faster 
and more scalable identification of attack sources. Simulation studies show that the 
proposed schemes are highly accurate and efficient for tracing DDoS attacks. 
Furthermore, We can get higher accuracy and efficiency using a combination of the 
nRVPPM and CnRVPPM. 
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Abstract. Distributed denial-of-service attack is one of major threats to Internet 
today. Rate limit algorithm with max-min fairness is an effective countermeasure 
to defeat flooding-style DDoS attacks under the assumption that attackers are 
more aggressive than legitimate users. However, under a “meek” DDoS attack 
where such an assumption is no longer valid, it will fail to protect legitimate 
traffic effectively. In order to improve the survival ratio of legitimate packets, an 
IP traceback based rate limit algorithm is proposed. Simulation results show that 
it could not only mitigate the DDoS attack effect, but also improve the 
throughput of legitimate traffic even under a meek attack. 

1   Introduction 

A denial-of-service (DoS) attack is characterized by an explicit attempt to prevent the 
legitimate use of a service. Distributed denial-of-service (DDoS) attacks can cause 
more damage by exploiting a group of zombie hosts. By sending a large number of 
spoofed requests, flooding-style DDoS attacks could overwhelm the victim’s limited 
resources. Due to lack of a simple way to distinguish good requests from bad ones, it is 
extremely difficult to defend against these flooding-style attacks [1]. 

There are two fundamental reasons to make flooding DDoS attacks possible [2]. 
First, the victim’s susceptibility to DDoS attacks depends on the security of the rest of 
the global Internet. Second, resources are always limited. These limit resources are 
common targets of flooding attacks. As we all known, if all machines on the Internet 
were secured correctly, then no hosts could be exploited to launch attacks. But it is 
unrealistic. So we deem that the key to defeat flooding-style attacks is to make sure that 
aggregate traffic will not overwhelm the resource bottleneck and improve the 
throughput of legitimate traffic as possible as we can. Rate limit is a most direct 
measure to reach this goal. 

A good rate limit algorithm should have following three properties. (1) It should be 
able to control aggregate traffic destined for the victim under the limit of resource 
bottleneck. (2) Legitimate traffic should be passed to the victim as possible as we can. 
(3) The rate limiter should be deployed as close to attackers as possible. While near the 
victim, attack and legitimate traffic will aggregate together to be a very huge volume, 
normal routers could not distinguish attack traffic from legitimate traffic, and even 
neither afford so great traffic volume. In contrast, if performing rate limit closer to 
                                                           
* Supported by the National Natural Science Foundation of China under Grant No. 60373021. 
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attackers, it could regulate attack traffic ahead of time and avoid collateral damage on 
legitimate traffic. 

Max-Min based rate limit algorithm proposed by Yau et al is an effective rate limit 
measure under the assumption that the attacker is much more “aggressive” than the 
legitimate user, i.e. the rate of one attacker is significantly higher than that of one 
legitimate user [5,6,7]. However, under a “meek” DDoS attack where aforementioned 
assumption is no longer true, it will cause collateral damage on legitimate traffic to a 
comparable extent as well as attack traffic. 

In this paper, we propose an IP traceback based rate limit algorithm, which can not 
only mitigate the DDoS attack effect closer to attack source end, but also improve the 
throughput of legitimate traffic even under a meek attack. 

2   Related Work 

Since DDoS attacks came forth, many countermeasures have been proposed, such as IP 
traceback, rate limit, filtering and so on [3]. In this paper, due to space limitation, we 
only review the related work about the rate limit techniques. 

Mahajan et al [4] viewed flooding-style attacks as congestion events, which are due 
to traffic aggregation. Local Aggregate-based Congestion Control (Local ACC) is a 
local mechanism for detecting and controlling high-bandwidth aggregates. 
Furthermore, a Pushback mechanism has been proposed to ask adjacent upstream 
routers to control an aggregate. However, because pushback starts resource sharing 
decision at the congestion point, legitimate traffics might be severely punished [7]. 

Yau et al [5,6,7] viewed DDoS attacks as a resource management problem and 
proposed a router throttle algorithm. This algorithm needs an assumption that attackers 
are significantly more aggressive than regular users [7]. But when this assumption does 
not hold, it will fail to protect legitimate traffic effectively. 

Sung et al proposed to leverage the attack graph educed by IP traceback to 
preferentially filter out packets that are more likely to come from attackers [8]. AITF 
(Active Internet Traffic Filtering) [9] is a similar mechanism. It leverages recorded 
route information in place of IP traceback to block attack traffic. However, these two 
filtering techniques have not taken into account of fairness when allocating resources. 

DefCOM [10] is a distributed cooperative DDoS defense system via an overlay to 
detect and stop attacks. DefCOM leverages classifier nodes near attack sources to 
distinguish attack packets from legitimate ones. However, if attack packets have no 
distinct signature, then classifier nodes will not work. Unfortunately, the flooding-style 
attack traffic produced by modern attack tools usually has no distinct characteristics at 
the attack source end. 

3   Analysis on Max-Min Based Rate Limit Algorithm 

The basic mechanism of Max-Min based rate limit algorithm is for a server under stress 
to install throttles at selected upstream routers to proactively regulate the contributing 
packet rates to more moderate levels before attack packets can aggregate to overwhelm 
the server [7]. And when allocating the server’s capacity among the throttles, the 
level-k max-min fairness is complied with. To simplify analysis, we transform the 
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adaptive throttle algorithm [7] into the algorithm 1 (Max-Min based rate limit 
algorithm). Table 1 lists related variables and their descriptions. 

Table 1. Related variables in Max-Min based rate limit algorithm (Algorithm 1) 

Variables Description 
C max capacity of the victim’s resource bottleneck 
Cs spare capacity which could be allocated 
T set of throttles 
N |T|, number of elements in set T 

Rate(i) rate of the flow passing through the throttle i to the victim, i.e. 
amount of resources desired by the throttle i 

Limit (i) amount of resources allocated to the throttle i (zero initially) 

As algorithm 1 show, upon detecting an attack, the rate limit decision maker (i.e. the 
victim here) will allocate the limited resource among throttles according to their 
requirements with max-min fairness. The rate information of one throttle can be 
obtained by some packet flow monitor tools, such as Cisco’s NetFlow [16]. 

Algorithm 1. Max-Min based Rate Limit Algorithm 

Let Cs = C; 
While( T    AND  Cs > 0 ) 
    N = |T|;  
    Share = Cs / N;  
    For each i in T 
      If( Rate(i)  (Limit(i)+Share) )  
          Limit(i) = Rate(i); 
          Cs = Cs – Limit(i);  
          T = T – {i}; 
      Else 
          Limit(i) = Limit(i) + Share;  
          Cs = Cs – Share;  
      End If 
    End For 
End While 

After algorithm 1 performed, the throttle i can drop the packets destined for the 
victim with a certain dropping probability (p), which can be obtained by the following 
equation (1). If Limit is more or equal to Rate, then p will be 0, i.e. it is unnecessary to 
drop any packets. Through probabilistic packet dropping, the throttle can restrain the 
rate below the rate limit. 

)/1  ,0max( RateLimitp −=  (1) 

Router throttling with max-min fairness is fair effective under the assumption that 
attackers are significantly more aggressive than legitimate users, because attackers 
could not occupy more resources even though they send more attack traffic. However, 
this assumption is not always valid. Some subtle attackers could “dilute” each of attack 
flows by recruiting more zombie hosts to launch a same volume of attack. For example, 
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network worms provide chances for attackers to recruit more zombies in a shorter time. 
Related research has shown that nowadays network worms can infect all vulnerable 
hosts on Internet within several minutes [11]. And the DDoS attack using reflectors 
could also result in dilution [12]. In such a “meek” DDoS attack, each zombie behaves 
like a normal user. The experimental results in [7] have shown that max-min fairness 
may fail, and punish both attackers and legitimate users equally. 

Next we give an example to illustrate the drawback of max-min fairness. Figure 1 
shows a simple topology. We suppose that throttles have been installed on routers 
R1~R8. Each router connects to a traffic generator (Si) which sends packets to the victim 
(V). The limited resource of the victim is the bandwidth (1Mbps) of the bottleneck link 
between R9 and V. If there is no special claim, in the rest of this paper the limited 
resource of the victim always means the bandwidth of the bottleneck link. 

 

Fig. 1. A simple topology 

When V is suffering from an attack, it will allocate the bottleneck link bandwidth 
among throttles according to the algorithm 1. Table 2 shows two different scenarios. In 
these two scenarios, each legitimate user sends 0.2Mbps traffic. 

Table 2. User distribution in two scenarios 

 User distribution 
 Attackers Legitimate users 

Scenario I S1, S2 S6, S7, S8 
Scenario II S1, S2, S3, S4, S5 S6, S7, S8 

In scenario I, attackers whose individual rate is 1Mbps are more aggressive than 
legitimate users. Table 3 shows bandwidth allocation among 8 throttles according to 
algorithm 1. By Eq. (1), only throttles connected with attackers need to rate limit. 

Table 3. Bandwidth allocation in scenario I 

 R1 R2 R3 R4 R5 R6 R7 R8 
Rate(i) 1 1 0 0 0 0.2 0.2 0.2 
Limit(i) 0.2 0.2 0 0 0 0.2 0.2 0.2 

 
In scenario II, the total attack traffics keep the same volume (2Mpbs) as that of 

scenario I. But the number of attacker increases to five, and each individual attack flow 
is diluted to 0.4Mbps, which is as “meek” as a legitimate flow. Table 4 shows the 
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bandwidth allocation under such a meek attack. By Eq. (1), the legitimate users will 
also be penalized unreasonably. So under a meek DDoS attack, max-min fairness will 
fail to protect legitimate traffic and cause more collateral damage. 

Table 4. Bandwidth allocation in scenario II 

 R1 R2 R3 R4 R5 R6 R7 R8 
Rate(i) 0.4 0.4 0.4 0.4 0.4 0.2 0.2 0.2 
Limit(i) 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125 

The realistic topology is much more complex than that depicted in Fig. 1, but 
above-mentioned analysis results are enough to indicate max-min based rate limit 
algorithm can not work well under a meek DDoS attack. The reason is that it 
excessively emphasizes fairness but neglects the priorities of legitimate flows when 
allocating bandwidth. Hence, if we know the throttles through which only legitimate 
flows are passing, we could preferentially satisfy the bandwidth requirement of these 
throttles to avoid collateral damages because of max-min fairness. 

4   IP Traceback Based Rate Limit Algorithm 

IP traceback technique allows the victim to identify the sources of DoS or DDoS 
attacks even in the presence of IP spoofing. Although IP traceback itself could not 
mitigate DDoS attack effect, it can assist other countermeasures such as router throttle 
to distinguish legitimate traffics from attack traffics and to be deployed in the best 
places. Since DDoS attacks came forth, a number of approaches have been proposed 
for IP traceback, such as link testing, ICMP-based iTrace, probabilistic packet marking 
(PPM), and so on [13]. The detail of IP traceback process is out of the scope of this 
paper. Our focus is on how to use IP traceback results to improve the performance of 
rate limiting. 

By leveraging one concrete IP traceback technique such as PPM, the victim could 
reconstruct a traffic tree rooted itself and identify the attack sub-tree. By utilizing 
traceback results, we could not only install throttles closer to attackers (i.e. at the leaf 
nodes of the traffic tree), but also identify those “clean” throttles that should 
preferentially obtain the bandwidth allocation. Algorithm 2 shows the IP 
traceback-based rate limit algorithm. 

Algorithm 2. IP Traceback based Rate Limit Algorithm 

Let Cs = C;  
For each i in T 
    If( i.isPolluted == FALSE  AND  Cs  > 0 )  
        Limit(i) = Rate(i);  
        Cs = Cs – Limit(i);  
      

   T = T – {i}; 
    End If 
End For 
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While( T    AND  Cs  > 0 )  
    N = |T| ;  
    Share = Cs / N;  
    For each i in T 
      If( Rate(i)  (Limit(i)+Share) )  
          Limit(i) = Rate(i);  
          Cs = Cs – Limit(i);  
          T = T – {i}; 
      Else 
          Limit(i) = Limit(i) + Share;  
          Cs = Cs – Share;  
      End If 
    End For 
End While 

As algorithm 2 shows, we add a variable isPolluted for each throttle to indicate 
whether there is attack traffic passing through it. If isPolluted equals to FALSE, it 
means that there is only legitimate traffic passing through it, i.e. all users connected to it 
are legitimate users. Hence, we preferentially allocate bandwidth to these clean 
throttles. After that, the remained bandwidth will be allocated to those “polluted” 
throttles still according to max-min fairness. By algorithm 2, we could protect 
legitimate traffics and avoid collateral damage caused by max-min fairness. 

5   Simulation Results 

We use following two performance metrics to evaluate the performance of the rate limit 
algorithm. 

• Aggregate Traffic Rate at Bottleneck Link. This metric reflects whether the rate limit 
algorithm could regulate the victim’s load within its limit. 

• Survival Ratio. It is the percentage of legitimate packets received by the victim in all 
legitimate packets. This metric reflects the extent to which one rate limit algorithm 
causes collateral damage on legitimate packets. The higher is the survival ratio, the 
smaller collateral damage will be. 
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Fig. 2. Experimental topology from Pushback experiments [4] 
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Because max-min based rate limit algorithm has been compared with pushback 
approach in [7], we only compared algorithm 1 with 2 on survival ratio of legitimate 
packets. We implemented algorithm 1 and 2, and conducted experiments on NS-2 (Ver 
2.27) [15]. Figure 2 shows the experimental topology, which is same as that of 
pushback approach [4].  

As Fig. 2 depicts, there are four levels of routers. The links between four levels have 
20 Mbps bandwidth. Each router at level 4 connects to four sources (Si) with bandwidth 
2Mbps. The victim (V) is connected with R1.1 by a 3Mbps bottleneck link. In the 
following experiments we only allocate 4/5 bandwidth (i.e. 2.4Mbps) of the bottleneck 
link, while the remainder is preserved for the possible new accessing users. Rate limit 
decision is made by a centralized control point, which may be a server deployed by ISP. 
In order to adapt to the dynamic changes, rate limit decision is refreshed every 2 
seconds. This parameter can be tuned according to different application scenarios. 

Table 5 lists parameters of 2 groups of experiments. Each group includes A and B 
experiments, in which different attack traffic patterns are used. ICBR (intermittent 
CBR) pattern means each attacker independently chooses a random interval to 
intermittently send a double rate of CBR traffic. For a long run, the average rate of 
ICBR is similar to that of CBR. The ICBR pattern is mainly used to simulate the 
fluctuating rate attack [3]. In each experimental scenario, there are 10 legitimate users 
who send 0.2Mbps of UDP CBR traffic individually. All users including attackers and 
legitimate users begin to send packets at an independent random time between 0 and 4 
seconds. Suppose an attack is detected at 3rd second and then rate limit takes effect. 

Table 5. Parameters of two groups of experiments 

Parameters 
User distribution 

Exp 
ID 

Attackers Legitimate users 
Attack traffic 

pattern 
E1.A 4 users from S1 every 3 10 users from S17 every 3 1Mbps CBR 
E1.B 4 users from S1 every 3 10 users from S17 every 3 2Mbps ICBR 
E2.A 16 users from S1 every 1 10 users from S33 every 1 0.25Mbps CBR 
E2.B 16 users from S1 every 1 10 users from S33 every 1 0.5Mbps ICBR  

For each experiment, there are a, b two figures to show results. Figure (a) includes 
three curves: (1) solid line “Aggregate Traffic” represents theoretic aggregate traffic 
rate arriving at the bottleneck link, (2) “No Rate Limit” denotes aggregate traffic 
arriving at the bottleneck link with no rate limit mechanism, (3) “With Rate Limit” 
denotes the aggregate traffic rate at the bottleneck link with IP traceback based rate 
limit mechanism. Figure (b) also includes three curves, which respectively demonstrate 
the survival ratio under three different cases: (1) “No Rate Limit”, (2) “Max-Min” 
based rate limit. (3) “IP Traceback” based rate limit. 

E1 scenario is intended to simulate a DDoS attack where a few aggressive attackers 
are sending attack traffic individually at 1Mbps rate on average, which is five times of 
legitimate users. These 4 attackers and 10 legitimate users are distributed sparsely and 
separately. Figure 3 and Figure 4 show simulation results of experiment E1.A and E1.B 
respectively. As Fig. 3(a) and Fig. 4(a) show, our algorithm can successfully regulate 
aggregate traffic under the limit of the bottleneck link no matter what the attack traffic 
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pattern is. And Fig. 3(b) and Fig. 4(b) both show that the survival ratio of IP traceback 
based algorithm is higher than that of max-min based algorithm, reaching over 90%. 

E2 scenario is intended to simulate a “meek” DDoS attack. While keeping the same 
total attack traffic volume (4Mbps) as previous scenario, the traffic rate of each attacker 
is diluted to 0.25Mbps on average. As table 5 shows, in E2 16 attackers and 10 
legitimate users are distributed sparsely and separately. Figure 5 and Figure 6 show 
simulation results of experiment E2.A and E2.B respectively. As Fig. 5(a) and Fig. 6(a) 
show, under a meek attack our algorithm could still regulate traffics well. As Fig. 5(b) 
and Fig. 6(b) show, however, the survival ratio of max-min is very low, even lower than 
that of no rate limit (Fig. 5(b)). In contrast, the survival ratio with IP traceback is very 
high, reaching over 90%. So through these two experiments, we can see that under a 
meek attack the IP traceback based algorithm could not only regulate the traffic for the 
victim successfully, but also protect legitimate traffic more effectively than the 
max-min based rate limit algorithm. 
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Fig. 3. A few sparsely distributed aggressive attackers send 1Mbps CBR attack traffics (E1.A) 
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Fig. 4. A few sparsely distributed aggressive attackers send 2Mbps ICBR attack traffics (E1.B) 

6   Discussion 

6.1   Impact of the Underlying IP Traceback Scheme 

Traceback speed and accuracy of the underlying IP traceback scheme has the direct 
impact on the performance of the IP traceback based rate limit algorithm. Fortunately, 

(a) (b) 

(a) (b) 
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with the development of IP traceback technique, more and more schemes with higher 
speed and accuracy have come forth, such as the FIT (Fast Internet Traceback) scheme 
[14]. On the other hand, although IP traceback has not been deployed widely on 
Internet now, those partial deployment can still play an assistant part when rate 
limiting. Its usefulness will increase greatly along with the widespread deployment. 
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Fig. 5. Many sparsely distributed meek attackers send 0.25Mbps CBR attack traffics (E2.A) 
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Fig. 6. Many sparsely distributed meek attackers send 0.5Mbps ICBR attack traffics (E2.B) 

6.2   Control Policy of the Rate Limit Algorithm 

In this paper, we adopted a centralized control policy, i.e. the rate limit decision making 
is delegated to a credible third party, such as ISP. Although it will bring extra 
management and communication costs, we believe these costs are controllable. For 
example, the third party need only monitor a few specific flows on demand of the 
victim, rather than monitor all flows whenever. The centralized policy has following 
two advantages. First, it could enhance the security of the rate limit decision-making 
process and throttle installation, because the third party is trustworthy. Second, it is 
easy to enable cross-domain rate limit by establishing trust relationships between 
trustworthy third parties in various domains, while it is challenging in [7]. 

6.3   Transformation of Other Limited Resources 

Because the victim’s resource bottleneck might be other forms, such as CPU, memory 
and so on, we have to transform these limited resources into bandwidth metric. Note 

(a) (b) 

(a) (b) 
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that it is not necessary that transformation is perfectly precise, as long as the 
transformed quantity could equivalently reflect the processing capability of traffic. 

7   Conclusion 

In this paper, we analyzed the drawback of the max-min based rate limit algorithm 
under a meek DDoS attack. Then in order to improve the survival ratio of legitimate 
packets, we proposed an IP traceback based rate limit algorithm, which leverages the IP 
traceback technique not only to mitigate the attack near the attack source end, but also 
to improve the throughput of legitimate traffic. Simulation results under a variety of 
parameters were presented to show this algorithm could improve the survival ratio of 
legitimate packets effectively to different extents under various attack scenarios. 
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Abstract. Most intruders used to make use of stepping-stones to launch their 
attacks for safety reason. Some of them even evade stepping-stone detection by 
conducting manipulations. Most of the approaches proposed to detect stepping-
stone are vulnerable in detecting intruders’ evasion, such as time perturbation, 
and chaff perturbation. In this paper, we propose a new algorithm to detect 
stepping-stone by comparing the self and cross packet matching rates of a 
session. The analysis and simulation results show that this algorithm detects not 
only stepping-stone without misdetection, but also intruder’s evasion with less 
limitation. It can resist to intruders’ time perturbation completely, as well as 
chaff perturbation.  

1   Introduction 

Most intruders usually use stepping-stones [1] to attack other computers, hosts or 
networks indirectly. The main purpose of using stepping-stones is to make them safe 
and avoid being detected. There are many methods proposed to detect stepping-stone 
in the past ten years. The first one is thumbprint [2] which is proposed by Staniford-
Chen in 1995. Its main idea is to compare the thumbprints of two connections to see if 
they are close enough. Thumbprint is the summary of the contents flowing in a 
connection during a period of time. The major problem of this method is that it does 
not work for encrypted sessions, which are used often in recent years.  

In 2000, there are two methods proposed to detect stepping-stone no matter a 
session is encrypted or not. One is proposed by Zhang [1] and another one is proposed 
by Yoda [3]. Zhang’s main idea is to compare the ON and OFF time between two 
connections. If the two connections are in a same chain, the ON and OFF time 
between the two connections should be almost the same or very close, otherwise they 
should be different. Yoda’s main idea is to compute the deviation between two 
connections to determine if they are in a same chain. If the deviation is very small, the 
chance that the two connections are in a same chain is very big, otherwise it is not. 
Both ON, OFF time and deviation have a fatal problem that is they are very easy to be 
manipulated. That means an intruder can maneuver a connection to make whatever 
ON, OFF or deviation are different from that of another connection even if the two 
connections might be in a same chain, and thus evade detection.   
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Wang [4] and Peng [5] proposed watermark-based methods to detect stepping-
stone. Even if these two methods have better performance in detecting intruders’ 
evasion than the above two, but they still have some problems. First they are active 
methods, the watermark needs to be injected into an incoming connection and 
decoded from an outgoing connection. The computation cost is a problem, further-
more, there is no guarantee if the watermark embedded is affected by intruders’ 
manipulation even though the author claimed that the computation cost is low and 
there is a low chance that the watermark can be affected. Another problem of the 
method in [5] is that the chaff packets must obey Poisson distribution. The fact is that 
an intruder can conduct chaff perturbation by inserting meaningless packets into a 
connection with any way he/she wants, not necessary to be Poisson distribution.  

Donoho [6] proved by using Wavelet theory that a stepping-stone can be detected 
even if the session are jittered by implementing time or chaff perturbation as long as 
sufficient packets are observed. The problems of this method are 1) it did not show us 
how sufficient it is; 2) the analysis on chaff perturbation is still based on the 
assumption that the chaff must obey Poisson distribution. Blum [7] continued 
Donoho’s work and proposed the number of send packets is observed necessarily in 
order to obtain given confidence. His method does not need to assume that chaff must 
obey Poisson distribution. Blum’s method can detect time perturbation well, but for 
detecting chaff perturbation, its resistibility is low. According to Theory 7 in [7], chaff 
perturbation can be detected by the method in [7 ] as long as no more than x packets 
inserted in every 8(x+1)2 packets. It indicates that for every 200 packets in a session, 
an intruder only needed to insert more than 4 packets, his detection system would be 
bypassed. Blum’s method is very weak in detecting intruder’s chaff evasion.  

In this paper, we propose a novel algorithm, which is called round-trip time (RTT) 
based algorithm (RTT-Algorithm), to detect stepping-stone. With the RTT-Algorithm, 
all the send and echo packets of each connection are matched first and their matching-
rates are computed. Then we compare the matching-rates between an incoming 
connection and an outgoing connection to see if they are close enough to determine if 
the two connections are in a same chain. The advantage of this method is that it can 
not only detect stepping-stone, but also detect intruders’ evasion. Whatever a session 
is chaffed or time perturbed, even though the matching-rate for each connection might 
be changed, but the difference of the matching-rates between two connections in a 
same chain should be very small. Moreover, this method does not care what kind of 
distribution the chaff is; it can be any distribution. The simulation result showed that 
this method can resist to time perturbation completely, as well as chaff perturbation to 
a high degree, which is much better than Blum’s approach.    

The RTT-Algorithm was motivated by the ideas proposed in papers [8], [9], [10], 
[11]; these methods can be used to detect stepping-stone, as well as stepping-stone 
intrusion. Actually they are mainly focusing on detecting intrusion. RTT-Algorithm is 
mainly used to detect stepping-stone. So we do not want to go further about the ideas 
in papers [8], [9], [10], [11]. But there is one thing we must mention is that being used 
as a stepping-stone does not equal to an intrusion. The methods proposed in detecting 
stepping-stone always have false alarms when they are applied to detecting intrusion. 
The packet matching algorithm used in this paper is the one proposed in paper [12], 
which is a clustering, standard deviation based packet matching algorithm.  
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The rest of this paper is arranged as following. In Section 2, problem statement is 
given, and some concepts are defined in this section. Section 3 presents the RTT-
Algorithm to detect intrusion and evasion. In Section 4, we discuss the resistibility of 
this algorithm to intruders’ time perturbation. And in Section 5, we further discuss the 
resistibility to chaff perturbation. Finally, in Section 6, the whole work is summarized, 
and future work is presented. 

2   Problem Statement 

A network intruder may compromise some hosts h1, h2, …, hn , called stepping-stones, 
to invade any other host hn+1, which is assumed the victim site, from host h0. For any 
two hosts hi and hi+1, the flow hi hi+1 is called one connection, which is an outgoing 
connection of host hi, as well as an incoming connection of host hi+1. The sequence of 
connections h0 h1 … hi hi+1 … hn+1 is called a connection chain, or a chain. 
Each connection of a host, no matter it is an incoming connection or an outgoing 
connection, must have two streams: request stream and response stream. Request 
stream is composed of Sends (defined below), and response stream is composed of 
Echoes (defined below). We use symbol  )1(

iC  to represent the ith incoming connection 

of host hi, where the superscript is used to distinguish an incoming connection or an 
outgoing connection. Similarly, symbol )2(

iC can be used to represent the ith outgoing 

connection of host hi. Symbol )(k
iS is used to represent the request stream of the ith 

connection of host hi, where k=1 represents incoming connection, and k=2 represents 
outgoing connection. Similarly, symbol )(k

iE is used to represent the response stream 

of the ith connection. Fig.1 shows all of them and their relations, where solid arrow 
represents request stream and dash arrow represents response stream. In this paper, we 
only focus on TCP Send and Echo packets, which are defined as the following, 
 

Host hi

)2(
iS)1(

iS
2
iC1

iC
)2(

iE)1(
iE  

Fig. 1. Demonstration of connections and streams of a host 

Send: A TCP packet is defined as a Send if it propagates downstream and has 
either both flags ‘Push (P)’ and ‘Acknowledgement (A)’ or only flag ‘P’ [13]; 

Echo: A TCP packet is defined as an Echo if it propagates upstream and has either 
both flags ‘Push (P)’ and ‘Acknowledgement (A)’ or flag only ‘P’. 

Each host might have more incoming connections, as well as more outgoing 
connections. To detect if a host is used as a stepping-stone is to determine if an 
incoming connection and an outgoing connection of the host are in a same chain. As 
Fig.1 shows that if we can determine )1(

iC and )2(
iC are in a same connection chain, 

then host hi is used as a stepping-stone. Therefore, the statement of detecting 
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stepping-stone becomes the statement of determining if there is one incoming and 
outgoing connection pair in a same chain; this pair is called a stepping-stone pair, 
otherwise it is called a normal pair.        

At a same period of time, we collect all the Sends and Echoes in each connection, 
then we have streams )1(

iS , )2(
iS , )1(

iE , and )2(
iE . We suppose that in the ith incoming 

connection n Sends, m Echoes are captured, then in the ith outgoing connection n 
Sends and m Echoes are supposed to be captured if we assume there is no packet 
drop, combination, insertion, and generation. If the connections are not manipulated, 
the simplest way to determine if the incoming and outgoing connections are in a same 
chain is to check if the elements of )1(

iS , and )2(
iS  have the same or close timestamps, 

or the same number of elements [7]. However, under time and chaff perturbation, this 
way does not work obviously. In order to detect intruder’s evasion, we propose the 
RTT-Algorithm in the following section. 

3   RTT-Algorithm 

3.1   The Basic Idea 

Given the request stream of the ith incoming connection },...,,{ 21
)1(

ni sssS = , and the 

response stream of the ith outgoing connection of host hi, },...,,{ 21
)2(

mi eeeE = , 

correspondingly, we capture the same request packets stream )2(
iS as )1(

iS at the 

outgoing connection, and the same response packets stream )1(
iE  as )2(

iE  at the 

incoming connection if the two connections are in a same chain because we have 
assumed that there is no packet drop, combination, insertion, and generation.   

If we match the packets between )1(
iS and )1(

iE , and the packets between 
)2(

iS and )2(
iE , ideally, the number of the matches between them should be the same if 

the two connections are in a same chain; it is called self matching. However, it does 
not mean if the numbers of the self matches between an incoming connection and an 
outgoing connection are the same, then two connections are in a same chain. The 
reason is that if we collect n Sends for each connection, ideally, the number of 
matched packets should be n. So even if two connections are not in a same chain, but 
it is still possible they have the same number of matches.   

To reduce the false positive errors, we take a different way to correlate the ith 
incoming connection and one outgoing connection. We match )1(

iS and )1(
iE of the ith 

incoming connection, and denote the number of matches )1(
iN , as well as matching 

)2(
iS and )2(

iE of the ith outgoing connection, the number of matches is denoted as )2(
iN . 

In addition, we also match the packets between )1(
iS and )2(

iE , as well as matching the 

packets between )2(
iS and )1(

iE , and denoted them as )2,1(
iN and )1,2(

iN , respectively; it is 

called cross matching. Now we compare the four numbers )1(
iN , )2(

iN , )1,2(
iN , and )2,1(

iN , 

if the two connections are in a stepping-stone pair, then ideally they are equal each 
other, and vice versa. For a normal pair, even though it is still possible that the above 
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relations are satisfied, but the probability is very small. The false positive error to 
detect stepping-stone could be decreased as low as zero by checking self and cross 
packet matching together.   

3.2   RTT-Algorithm 

Based on the idea we have discussed, we propose the RTT-Algorithm to find a 
stepping-stone pair between all the incoming connections and all the outgoing 
connections of a host. We assume there are n Sends captured, and 0< <1. 

RTT-Algorithm ( )1(
iS , )1(

iE , )2(
iS , )2(

iE ,ε ): 

1. Call the matching algorithm in [12] between )1(
iS and )1(

iE , )1(
iS and )2(

iE , 
)2(

iS and )1(
iE , )2(

iS and )2(
iE , and get the number of matches )1(

iN , )2,1(
iN , )1,2(

iN , 

and )2(
iN , respectively;  

2. Computing the ratios: rnNrnNrnNr iii ,/,/,/ 22
)1,2(

21
)2,1(

12
)1(

11 ====  

nNi /)2,2(= ; 

3. Compare the ratios among
22211211 ,,, rrrr   to see if the following inequalities are 

satisfied, 
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4. If all the inequalities in Step 3 are satisfied, then output stepping-stone pair 
and exit; otherwise continue to check other connections until no one is left. 

End 

The computation cost of this algorithm is dominated by the computations in Step 1 
which is used to match Sends and Echoes. Paper [12] points out that the time 
complexity of the efficient clustering algorithm is O(nm2), where n is the number of 
Sends, and m is the number of Echoes. We assume that we have p incoming 
connections and q outgoing connections at a host, in the worst case, the time 
complexity of detecting stepping-stone is 4*O(nm2)*p*q O(pqnm2). 

3.3   Experimental Verification 

In this section we evaluate the performance of the RTT-Algorithm through 
experimental result. We set up four connection chains which passed through Acl08, 
which is a local host under control. We did the experiments hundreds of times under 
different situations, each time it can give us the expected results. Here we show a 
typical one. We monitored all the four incoming connections )1(

1C , )1(
2C , )1(

3C , and )1(
4C , 

as well as the four outgoing connections )2(
1C , )2(

2C , )2(
3C , and )2(

4C , and captured all the 
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Sends and Echoes of each connection in the same period of time. The number of 
Sends and Echoes of each connection are (1140, 1351), (890, 1043), (991, 1256), and 
(741, 975), respectively. Here the first element of each pair represents the numbers of 
send packets of each incoming and outgoing connection, and the second element 
represents the echo packets number.  

Table 1. The results of the RTT-Algorithm for the four chains 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1 shows the computation result by applying the RTT-Algorithm. This result 
is exactly the same as what we expect: )1(

1C and )2(
1C are in one chain, and so are 

)1(
2C and )2(

2C , )1(
3C and )2(

3C , )1(
4C and )2(

4C . From the result of this table, we also know 

that only comparing the matches in each connection will not uniquely identify the 
stepping-stone pair, which might introduce false alarms. But by taking the cross 
matches into consideration, false positive rate is decreased largely. This result is under 
an assumption that the sessions are not manipulated. Most intruders like to conduct 
time and chaff perturbation to evade stepping-stone detection. In Section 4, and 5, we 
discuss the resistance of the RTT-Algorithm to intruders’ evasion. 

4    Resistance to Time Perturbation   

We have proposed the RTT-Algorithm to detect stepping-stone by comparing the self 
matches and the cross matches between incoming and outgoing connections. The 
experimental results showed that it works perfect without any perturbation on the 

Outgoing 
Incoming 

)2(
1C
 

)2(
2C  )2(

3C  )2(
4C  

 
)1(

1C  
 

r11=0.951 
r22=0.951 
r12=0.951 
r21=0.951 

r11=0.951 
r22=0.937 
r12=0.011 
r21=0.063 

r11=0.951 
r22=0.891 
r12=0.001 
r21=0.002 

r11=0.951 
r22=0.922 
r12=0.000 
r21=0.006 
 

 
)1(

2C  
 

r11=0.937 
r22=0.951 
r12=0.001 
r21=0.032 

r11=0.937 
r22=0.937 
r12=0.937 
r21=0.937 

r11=0.937 
r22=0.891 
r12=0.007 
r21=0.000 
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r22=0.922 
r12=0.002 
r21=0.063 
 

 
)1(

3C  

 

r11=0.891 
r22=0.951 
r12=0.007 
r21=0.012 

r11=0.891 
r22=0.937 
r12=0.004 
r21=0.000 

r11=0.891 
r22=0.891 
r12=0.892 
r21=0.891 

r11=0.891 
r22=0.922 
r12=0.051 
r21=0.023 
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r12=0.923 
r21=0.922 
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session. How does it work under perturbation? In this section, we center on analyzing 
the performance of the RTT-Algorithm under time perturbation. 

An intruder could manipulate an interactive TCP session at any host along the 
chain, even conduct manipulation concurrently. To simplify our analysis, we assume 
that an intruder can only manipulate a session on any one host of the session. Based 
on the effects of manipulation to packet matching, there could be three places along a 
chain, they are as Fig.2 shows: one is the place before a monitor point (MP) where our 
detecting program resides (including the incoming connections of the MP); second 
one is at the outgoing connections of the MP; and the third place is at any host after hi, 
but before the victim host.         

Host hi

2
iC1

iC

)1(
iS )2(

iS

)2(
iE)1(

iE

Second place Third placeFirst place  

Fig. 2. An intruder’s possible manipulation positions 

If an intruder conducted time perturbation at any host of the first place, it would 
not affect the performance of the RTT-Algorithm to detect stepping-stone. The main 
reason is that it would not affect the packet matching rate, even the packet matching. 
Assume that a manipulation occurs at host hj (j<i) which is before host hi, the intruder 
can delay each send packet with time i (1 i n) in the outgoing connection of hj with 
any way he wants.  When this perturbation propagates to host hi, it affects the 
timestamps of Sends and Echoes of incoming connection at the same time with the 
same quantity. And thus it does not affect the RTT of each Send. We draw the same 
conclusion for the outgoing connection of the host hi. If the two connections are in a 
same chain, the self matches and cross matches remain the same no matter where the 
perturbation is conducted within the range of the first place.  

However, if a time perturbation is performed at any host of the third place, the 
packet matching is affected, and thus affects the packet matching rate. But it does not 
affect the performance of the RTT-Algorithm to detect stepping-stone because the self 
matching rate and cross matching rate still keep the same under the time perturbation. 
This kind of time perturbation can only affect the timestamps of echo packets of 
incoming and outgoing connections of the host hi. The following equations (1) and 
equations (2) represent the timestamps of Sends and Echoes of hi before and after 
time manipulation is performed, respectively. 
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The two equations show that after time perturbation, the RTTs are changed 
because the timestamp of each Echo is changed. It means that we will not get the self 
matching rate and cross matching rate which are the same as ones unperturbed 
because we use clustering method to match the Sends and Echoes, some gaps that 
represents the real RTTs might not involved into the RTT cluster. But the matching 
rates among ( )1()1( , ii ES ′′ ), ( )2()1( , ii ES ′′ ), ( )1()2( , ii ES ′′ ), and ( )2()2( , ii ES ′′ ) remain the same 

ideally. So we still can identify stepping-stone pair by comparing these rates. 
The complex situation occurs when a manipulation is conducted at the second 

place. The timestamps of the Sends of the outgoing connection are changed, which 
are different from the timestamps of the Sends of the incoming connection. The 
timestamps of the Echoes of both incoming and outgoing connections are affected, 
but they are almost same. In this case, the four matching rates could not be the same. 

But the matching rate between ( )1()1( , ii ES ′′ ) and ( )2()1( , ii ES ′′ ) should be same, as well 

as the other matching rates between ( )1()2( , ii ES ′′ ) and ( )2()2( , ii ES ′′ ). So sometimes we 

do not need to check all the matching rates, just need to check one side self and cross 
matching rates to detect stepping-stone. Our conclusion is the RTT-Algorithm can 
detect time perturbation completely. 

5   Resistance to Chaff Perturbation 

Another attack used by an intruder is chaff perturbation which means an intruder 
could manipulate an outgoing connection by inserting some meaningless packets into 
the original Send sequence with purpose of evading stepping-stone detection system. 
It is possible that an intruder could manipulate the hosts of a session concurrently. To 
simplify our analysis, we assume that an intruder can conduct his chaff manipulation 
at only one host of a session. Chaff cannot be echoed because they must be removed 
before reaching the destination host. Based on the places to conduct chaff and remove 
them, there are four cases: 1) inserting and removing chaff either before the MP or 
after the MP; 2) inserting chaff before the MP and removing them after the MP; 3) 
inserting chaff before the MP and removing them at the outgoing connection of the 
MP; 4) inserting chaff at an outgoing connection of the MP and removing them at any 
host after the MP.  

In case 1, chaff perturbation does not affect the RTT-Algorithm at all because the 
packet matching including self matching and cross matching at the MP is not affected. 
In case 2, chaff perturbation affects the packet matching and matching rate, but does 
not affect the RTT-Algorithm to detect stepping-stone. If chaffs are inserted before 
the MP and removed after the MP, then there are some meaningless packets in both 

)1(
iS and )2(

iS ; these packets are not matched ideally because chaffs are not echoed. If 

the gap between chaff and an echo is within the RTTs range, it is possible this chaff is 
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matched. This chaff appears at both )1(
iS and )2(

iS , even if the packet matching is 

affected, but the matching rates keep same among ( )1()1( , ii ES ), ( )2()1( , ii ES ), ( )1()2( , ii ES ), 

and ( )2()2( , ii ES ).  

In case 3, the chaff perturbation affects the packet matching at incoming 
connection of the MP, but it does not affect the packet matching at an outgoing 
connection of the MP. Thus we can still apply the RTT-Algorithm to detect stepping-
stone. Chaffs are inserted before the MP, but are removed exactly at outgoing 
connection of the MP. This results in )1(

iS and )2(
iS  having different contents and thus 

the four matching rates cannot remain the same. The contents in )1(
iE are the same as 

the contents in )2(
iE , so the matching rate between )1(

iS and )1(
iE is the same as that 

between )1(
iS  and )2(

iE . Similarly, the matching rate between )2(
iS and )1(

iE is the same 

as that between )2(
iS  and )2(

iE . So in this situation, the RTT-Algorithm can still detect 

stepping-stone. 
The analysis of case 4 is similar to case 3. Our conclusion is that the RTT-

Algorithm can detect intruders’ chaff evasion. Comparing to Peng’s method [5], this 
algorithm does not care the distribution of chaff packets; comparing to Blum’s 
method [7], there is no limitation on the number of inserted packets.   

6   Conclusions and Future Work 

In this paper, we have proposed the RTT-Algorithm to detect stepping-stone, as well 
as analysis the resistance of this algorithm to intruders’ time and chaff perturbation. 
The main idea of this algorithm to detect evasion is that even though send packets can 
be easily manipulated, but the self and cross matching rate cannot be changed easily if 
two connections are in a same chain. Our conclusion is that the RTT-Algorithm can 
not only detect stepping-stone efficiently, but also resist to intruders’ evasion 
completely.  

It might have been bewared that we did not take a situation into consideration that 
an intruder could manipulate a session at more hosts concurrently. And we assume 
that only send packet stream can be manipulated, rather than both send and echo 
streams. In fact, intruders can manipulate both of them. If we took all the above 
situations into consideration, the RTT-Algorithm would not work well. In the future, 
one work is to modify this algorithm to make it meet all the challenges. Even though 
there are some deficits of the RTT-Algorithm, but at least this algorithm makes 
intruders manipulate a session harder than before. 
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Abstract. This paper presents a new efficient identity-based broadcast 
encryption scheme using bilinear mapping. Both private-key storage for one 
authorized user (only two group elements) and communication transmission 
bandwidth (three group elements) in our scheme are of constant size regardless 
of the number of colluders. In terms of efficiency and security, our scheme is 
very efficient with lower encryption and decryption computational cost and 
more secure against k number of colluders by introducing self-enforcing 
protection strategy. 

1   Introduction 

Broadcast encryption is a mechanism that allows a data provider to securely distribute 
data contents to authorized users. In a broadcast encryption scheme, the data provider 
or the broadcast center encrypts the messages and broadcasts them to some subset S 
of authorized users who are listening on a broadcast channel. Any authorized user in S 
can decrypt the encrypted broadcast using his private key. However, even if all users 
outside of S collude they cannot obtain any information about the messages of the 
broadcast. Broadcast encryption plays a very important role in pay-TV, online 
database, and DVD content protection, etc. Since it was first proposed in [1] and 
formally defined and researched in [2], broadcast encryption has become a key topic 
in cryptography and got extensively studied in the literatures [3-5].  

Key management is a critical issue in broadcast encryption system. As we may 
encounter the special case where some authorized users may leak their private keys to 
someone else or even collude to create new decryption keys to construct a pirate 
decoder, and the resulting pirate decoder allows non-subscribers to extract the digital 
content. A number of techniques have been suggested or are currently employed to 
make pirate either inconvenient or traceable. Dwork[6] introduced the concept of self-
enforcing protection strategy which would efficiently deter one authorized user from 
leaking his private key and contributing to a pirate decoder by relating his decryption 
key to his personal sensitive information (e.g. credit card number, signature key in 
public key infrastructure).  And to simplify the key management in broadcast 
encryption system and to eliminate the need for directories and certificates, retyping, 
many identity-based broadcast encryption schemes were proposed using bilinear 
mapping [7, 8]. However, both proposed schemes cannot realize key self-enforcing 
protection, and the communication transmission bandwidth of [7] is linearly 
dependent of the user size. In this paper, we present a new efficient ID-based 
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broadcast encryption scheme in which both the private keys and communication 
transmission bandwidth are independent of the number of the users in the system. The 
proposed scheme makes pirate more inconvenient and is more secure against k 
number of colluders by introducing self-enforcing protection strategy. 

The rest of the paper is organized as follows. Section 2 recalls the background 
concepts of bilinear mapping and some mathematical problems. Our proposed ID-
based encryption broadcast scheme is presented in section 3. In section 4, we give the 
security and performance analysis of the scheme. The last section is the conclusion of 
our paper.  

2   Preliminary 

In this section, we briefly review the basic concepts of bilinear mappings and some 
related mathematical problems with the security of our proposed scheme. 

2.1   Bilinear Mapping 

Let 1G  and 2G  be two multiplicative cyclic groups with the same large prime order 

q and g is a generator of 1G . We assume that the discrete logarithm problems in 

both 1G  and 2G  are hard. A cryptographic bilinear mapping e is defined as 

1 1 2:e G G G× →  with the following properties: 

1. Bilinearity: 1 ,P Q G∀ ∈  and  , qa b Z∀ ∈ , we have ( , ) ( , )a b abe P Q e P Q=  

2. Non-degeneracy: for any point 1P G∈ , ( , ) 1e P Q =  for all 1Q G∈ iff P O= . 

3. Computability: there exists an efficient algorithm to compute ( , )e P Q  for 

any 1,P Q G∈ . 

Admissible bilinear mapping can be constructed from Weil or Tate pairings 
associated with super-singular elliptic curves or Abelian varieties. 

2.2   Mathematical Problems 

Let G be a bilinear group of prime order q  and g be a generator of 1G . We define the 

Extended Bilinear Diffie-Hellman Inversion (k-BDHI) assumption and k-CAA 
problem as follows. 

Definition 1: Extended Bilinear Diffie-Hellman Inversion problem (k-BDHI) 

Given
2 1 *

1( , , , , ) ( )
kt t t kg g g g G

−

∈ , compute
1

*
2( , ) te g g G∈ .  

Definition 2: k-BDHI Assumption  

Given
2 1 *

1( , , , , ) ( )
kt t t kg g g g G

−

∈ , no probabilistic polynomial time algorithms exist 

that can efficiently compute 
1

*
2( , ) te g g G∈ with non-negligible probability under the 

assumption that solving elliptic curve discrete logarithm problems is NP hard. 
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Definition 3: k-CAA (collusion attack algorithm with k traitors)  

An algorithm that computes 0 0

1

( )x yv H IDg + from 1 1 2 2

11 1
( )( ) ( ), , , k kx yv H IDx yv H ID x yv H IDg g g ++ + , 

where
1

( )i ix yv H IDg + , 1, 2, ,i k= are different from each other. 

3    New ID-Based Broadcast Encryption Scheme 

3.1   ID-Based Public Key Infrastructure 

ID-based public infrastructure involves a trusted Key Generation Center (KGC) and 
users. The basic operations consist of Setup and Private Key Extraction.  

Setup: KGC runs BDH parameters generator[9] to generate two groups 1G and 2G of 

prime order q  and a bilinear mapping 1 1 2:e G G G× → , chooses two random elements 
*, qx y Z∈ and a secret generator 2g  of 1G as his secret master keys and defines a 

cryptographic hash function: *
1:{0,1}H G→ . 

Private Key Extraction: User i  submits his identity information iID  and 
*

i qv Z∈ to KGC, where iv  is his secret information (e.g. credit card number or 

password) or randomly chosen as his secret signature and encryption key in Public 

Key Infrastructure. KGC computes
1

( ( ))

2 1
x yv H IDi i

iK g G+= ∈  and sends ( , )i iv K to user i  

as his private keys. KGC stores 1 2( , , , , )G G q e H as public system parameters 

and 2( , , )x y g as system private keys. 

3.2   Our Proposed Scheme 

In this section, we describe a new ID-based broadcast encryption scheme. Assume 
there are 1n +  participants in our proposed scheme: a data provider and n users. We 
denote the identity number of users are iID , 1, 2, ,i n= , respectively, and assume the 

data provider can obtain both public system parameters and system private keys from 
ID-based PKI. The data provider also selects a conventional symmetric encryption 
function ( , )E ⋅ ⋅ (e.g. AES), ( , )D ⋅ ⋅ the corresponding decryption function, to encrypt 

the data contents with a session key. If the data provider wants to broadcast the digital 
content m  to the authorized users, he does as follows: 

Encryption: The data provider randomly chooses a generator 1g  of 1G and a 

random number *
qr Z∈ , and computes 1

xrX g= and 1
yrY g= . He also randomly selects 

a session key *
qs Z∈  and computes the controlling header H  as follows: 

1 2( , , ( , ) )rH X Y se g g=  
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Encrypt the digital content m using ( , )E ⋅ ⋅ with session key s : 

( , )C E s m=  

And broadcast ( , )H C . 

Decryption: After having received ( , )H C , user i firstly decrypts m using his 

private keys ( , )i iv K and decrypts m from C as follows: 
( )

1 2( , ) / ( , ( ) )i iv H IDrs se g g e K X Y=  

( , )m D s C= . 

Secure subsequent broadcasts can be achieved with different session key s when 
encrypting different digital contents. 

4   Analysis of Proposed Scheme 

4.1   Security Analysis 

We will firstly show that our scheme is collusion-free for any coalition of non-
authorized users. In our proposed scheme, if one wants to compute s , he should 

get 1 2( , )re g g . However, as 1g and 2g are both kept secret in the scheme, so it is 

impossible for the non-authorized users to compute 1 2( , )re g g  from the broadcast 

information and further get the session key s .        
For coalition of authorized users to collude a pair of decryption keys, we have the 

following theorem. 

Theorem 1: Under the (k-BDHI) assumption, no k-CAA (collusion attack algorithm 
with k traitors) exists, i.e. no coalition of at most k traitors can collude out a pair of 
decryption keys. 

Proof. Assume k-CAA exists, and 
2 1 *

1( , , , , ) ( )
kt t t kg g g g G

−

∈ is given. As *
i qv Z∈  is 

used as the secret signature and encryption key of user i  in Public Key Infrastructure, 

user i  would not like to leak *
i qv Z∈  in contribution to the construction of a pirate 

decoder. By implementing self-enforcing protection strategy in [8], our scheme will 
be more secure against collusion attack. Here we take into account the rare case where 
all k users in the coalition of pirate will leak their secret keys, so the colluders can 

compute 1 1 2 2

11 1
( )( ) ( )

2 2 2, , , k kx yv H IDx yv H ID x yv H IDg g g ++ + . Denote ' ( ) ( )i i iH ID yv H ID= , 

1, 2, ,i k= where ' ( )iH ID  is different each other.  Set '
0( )x t H ID= − , and Let 

'

1

( ( ))

2

k

i
i

x H ID

g g =

+∏
=  

By substitution, we will have the followings: 

' ' '
0

' 1 1( )

( ( )) ( ( ) ( ))1

2

k k

i i
i ix H ID j i j i j

x H ID t H ID H ID

g g g
= =+ ≠ ≠

+ − +∏ ∏
= = , 1, 2, ,j k=  
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In each equation, the power of g  is a polynomial of degree 1k −  in the variable t . 

As k-CAA exists, we get
' ( )0

1

2

x H ID
g

+
, and further we can compute 

' ( )0

1 1

2 2

x H ID tg g
+ =

'

1

1
( ( ))

k

i
i

x H ID
t

g =

+∏
= 1

k
i

i
i

a t

g =−=  

As 
2 1 *

1( , , , , ) ( )
kt t t kg g g g G

−

∈  are given, and ' ( )iH ID , 0,1,2, ,i k=  are different 

from each other, we will easily compute ia in at most 2( )O k  of time, and 1 0a− ≠ . By 

computation, we have 

' 1( )0 0 1

11

2( / )

k
i

i
x H ID

i

a t
atg g g

−+ = −= . 

And we can compute 
1 1

( , ) ( , )t te g g e g g= . 

Thus the k-BDHI problem is solvable.                                                                       

4.2    Efficiency Analysis 

 In terms of efficiency, we note that the controlling header size is only three group 
elements. The main computational cost of encryption for the data provider includes 
three exponential computations in 1G and one paring computation. However, by 

selecting the same 1g  and pre-computing 1 2( , )e g g , we need not do the paring 

computation any more. The main decryption cost requires only one exponential 
computation in 1G  and one pairing computation, if the computational cost of 

multiplication and division in 1G , compared to paring computation or exponential 

computation, is negligible. 

5   Conclusion 

We describe a new efficient ID-based broadcast encryption scheme of which the 
security is based on k-BDHI assumption. By introducing self-enforcing protection 
strategy, the resulting scheme is even more secure against k number of colluders and 
needs smaller transmission size than the previous ID-based broadcast encryption 
scheme presented in [6]. An interesting open problem is how to construct efficient 
Black-box traitor tracing schemes using our proposed ID-based broadcast encryption 
scheme. 
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Abstract. This paper describes a diagnostic system designed to aid an
investigator to determine how a computer intrusion was accomplished.
This wants to be a decision support by figuring out how a hacker cre-
ated an unauthorized computer account. The diagnostic of this system is
based on automated abduction. Abduction is inference that begins with
data describing some state and produces an explanation of the data.
Since abduction is ampliative and plausible reasoning may not be cor-
rect. The plausibility of an explication depends on how much better it
is than the alternatives, how good it is independent of the alternatives,
how reliable the data is. Therefore, abduction is nonmonotonic. To solve
the problem of intrusion we consider the relationship between abduction,
default logic and circumscription.

1 Introduction

The Artificial Intelligence offers today an alternative to intrusion detection prob-
lems. Basically, the expert systems contains rules for intrusion detection. They
face difficulties in acquiring and representing knowledge. In this paper we present
and describe an abductif reasoning approach to intrusion detection. An intrusion
is an unauthorized access or usage of the resources of a computer system. Within
a distributed system two types of intrusion could be find out: external which
can be detected by auditing login records and internal intrusion detected by re-
sources access attempt. The expert systems provide alarms by attaching meaning
to situations and appropriate responses to the perceived security threats. Exam-
ples of intrusion detection detection expert system include MIDAS, NADIR and
USTAT. The objective of our research is a decision support system for com-
puter diagnosis. Diagnosis is the process of deducing the most likely mechanism
that caused an observed condition. Discovering how a hacker created an unau-
thorized computer account is an example of diagnosis. Diagnosis is a type of
abduction.

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 493–499, 2006.
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2 Knowledge Expertise in Databases

The emerging field of data mining and knowledge discovery in databases has re-
cently attracted significant attention. It is an area that deals with automatic or
semi-automatic ways to discover significant, valid, novel, potentially useful, and
ultimately understandable patterns in massive data sets (or in short, data min-
ing attempts to extract knowledge from data). Data mining builds on techniques
from several disciplines including machine learning, statistics, pattern recogni-
tion, databases, knowledge representation, visualisation and graphics, optimisa-
tion, computational mathematics, and the theory of algorithms. The emergence
of the field is triggered by the fact that while more and more data becomes
available in corporate and private databases and on the internet our resources
to interpret and extract information from available data remains relatively con-
stant. Few people or businesses today (at least in the industrialised part of the
world) suffer from lack of access to data, but rather from an overload of it. It
has therefore become essential to find efficient ways to automatically analyze and
extract useful information from these large data sets. The ease of understanding
as well as the expressive power of the pattern language is a strong motivation
for the use of ILP for expertise in databases.

2.1 Inductive Logic Programming

Inductive Logic Programming (ILP) is the part of machine learning where the
underlying model is described in term of first-order logic. We briefly outline here
the standard definitions and notations. Given a first-order language L with a set
of variables V ar, we build the set of terms Term, atoms Atom and formulas as
usual. The set of ground terms is the Herbrand universe H and the set of ground
atoms or facts is the Herbrand base B. A literal l is just an atom a (positive
literal) or its negation ã (negative literal). A substitution s is an application
from Var to Term with inductive extension to Atom. We denote Subst the set
of ground substitutions. A clause is a finite disjunction of literals and a Horn
clause is a clause with at most one positive literal. A Herbrand interpretation
I is just a subset of B : I is the set of true ground atomic formulas and its
complementary denotes the set of false ground atomic formulas. We can now
proceed with the notion of logical consequence. Given A an atomic formula, I,
s # A means that s(A) belongs to I. As usual, the extension to general formulas
F uses compositionality. I # F means : ∀s, I, s # F we say I is a model of F # F
means : ∀I, I # F. F # G means that all models of F are models of G.

Stated in the general context of first-order logic, the task of induction is to find
a set of formulas H such that: B∪H # E given a background theory B and a set
of observations E (training set), where E, B and H here denote sets of clauses.
In this paper, E is always given as positive examples, but negative examples can
also be introduced as well. A set of formulas is here, as usual, considered as the
conjunction of its elements. Of course, one may add two natural restrictions :
(B # E) since, in such a case, H would not be necessary to explain E. (B∪H #⊥)
: this means B ∪H is a consistent theory.
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B

H

ILP machine

E=E+ U E-

Fig. 1. The principle of ILP Machine

In the setting of relational databases, inductive logic programming (ILP) is
often restricted to Horn clauses and function-free formulas, E is just a set of
ground facts. The main reason of this restriction is due to easiness for handling
such formulas. An extension to non-Horn clauses in B, E, and H is, however, use-
ful in many applications. For example, indefinite statements can be represented
by disjunctions with more than one positive literals, and integrity constraints are
usually represented as clauses with only negative literals. A clause-form example
is also useful to represent causality. The inductive machinery developed by [2]
can handle all such extended classes. There are two other remarks on the logic for
induction. The distinction between B and E is a matter of taste. In fact, some in-
duction problems which often be seen in data mining do not distinguish between
B and E, and extracts rules merely from the whole knowledge base. However,
the distinction is important from practical viewpoints (Inoue and Saito 2004).
When we already have our current knowledge B and then a new observation E is
obtained to update B, this E should be assimilated into our knowledge in a way
that E should change the current theory B into the augmented theory B ∪H
such that B ∪H # E holds. In this case, background knowledge is intrinsic to
knowledge evolution. We cannot realize continuous and incremental learning if
we merely treat examples without any prior knowledge. When we investigate
induction deeper, some subtlities appear according to the properties of induc-
tion (e.g., whether the closed-world assumption is applied or Mathematical logic
has always been a powerful representation tool for declarative knowledge and
Logic Programming is a way to consider mathematical logic as a programming
language. A set of first order formulae restricted to a clausal form, constitutes a
logic program and as such, becomes executable by using standard mechanisms
of theorem proving field, namely unification and resolution. The data and their
properties, i.e. the observations, are represented as a finite set of logical facts E.
E could generally been discomposed into the positive examples E+ and the neg-
ative ones E−. In case of background knowledge, it is described as a set of Horn
clauses B. This background knowledge is supposed to be insufficient to explain
the positive observations and the logical translation of this fact is : B |=\E+ but
there is no contradiction with the negative knowledge: B ∪ E− |=\⊥. S.
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2.2 The Choice of the Covering Clause

An ILP machinery [6] like Progol , with input E and B, will output a program H
such that B∪H |= E. So H constitutes a kind of explanation of our observations
E. Expressed as a set of logical implications (Horn clauses) c→ o, c becomes a
possible cause for the observation o ∈ E.

Initialize : E′ = E (initial set of examples)
H = ∅ (initial hypothesis)

While E′ �= ∅ do
Choose e ∈ E′

Compute a covering clause C for e
H = H ∪ {C}
Compute Cov = {e′ | e′ ∈ E, B ∪ H |= e′}
E′ = E′ \ Cov

End while

Fig. 2. General Progol scheme

The main point we want to update is the choice of the relevant clause C for
a given training example e. Let us precise here how this clause is chosen.

It is clear that there is an infinite number of clauses covering e, and so Progol
need to restrict the search in this set. The idea is thus to compute a clause Ce

such that if C covers e, then necessarily C |= Ce. Since, in theory, Ce could have
an infinite cardinality, Progol restricts the construction of Ce using mode dec-
larations and some other settings (like number of resolution inferences allowed,
etc...). Mode declarations imply that some variables are considered as input vari-
ables and other ones as output variables : this is a standard way to restrict the
search tree for a Prolog interpreter.

At last, when we have a suitable Ce, it suffices to search for clauses C which θ-
subsume Ce since this is a particular case which validates C |= Ce. Thus, Progol
begins to build a finite set of θ-subsuming clauses, C1, . . . , Cn. For each of these
clauses, Progol computes a natural number f(Ci) which expresses the quality
of Ci : this number measures in some sense how well the clause explains the
examples and is combined with some compression requirement. Given a clause
Ci extracted to cover e, we have :

f(Ci) = p(Ci)− (c(Ci) + h(Ci) + n(Ci))

where :

– p(Ci) = #({e | e ∈ E, B ∪ {Ci} |= e}) i.e. the number of covered examples
– n(Ci) = #({e | e ∈ E, B ∪ {Ci} ∪ {e} |= ⊥}) i.e. the number of incorrectly

covered examples
– c(Ci) is the length of the body of the clause Ci

– h(Ci) is the minimal number of atoms of the body of Ce we have to add to
the body of Ci to insure output variables have been instantiated.
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The evaluation of h(Ci) is done by static analysis of Ce. Then, Progol chooses
a clause C = Ci0 ≡ arg maxCif(Ci) (i.e. such that f(Ci0) = max{f(Cj) | j ∈
[1, n]}). We may notice that, in the formula computing the number f(Ci) for a
given clause Ci covering e, there is no distinction between the covered positive
examples. So p(Ci) is just the number of covered positive examples. The same
computation is valuable for the computation of n(Ci) and so success and failure
could be considered as equally weighted.

To abbreviate, we shall denote Progol(B, E, f) the output program P cur-
rently given by the Progol machine with input B as background knowledge, E
as sample set and using function f to chose the relevant clauses.

It is important to note that a logic program is inherently non deterministic
since a predicate is generally defined with a set of distinct clauses. In the field
of classification, it is known that this approach, minimizing the error rate over
the sample set (here we have zero default on the sample set) does not always
guaranty the best result for the whole concept C. Nevertheless, as far as we
know, no alternative induction principle is used for ILP.

2.3 Inverting Entailment for Abduction

Abduction is one of the three fundamental modes of reasoning characterized by
Pierce, the other being deduction and induction. Therefore, according to Pierce
abduction is ”the only kind of reasoning which supplies new ideas, the only kind
which is , in this sense synthetic”. An important issue involved in abduction is the
problem of hypothesis selection : what is the best explanation, and how can we
select it from a number of possible explanation which satisfy some rules. So what
is an explanation ? Explanation give causes; to explain something is to assert its
cause. But more of that we want the ”best” explanation which means the true
one. To figure out the criteria one of the possibilities is the traditional maxim
of Occam’s razor, which adopt the simple hypothesis. Abduction is elegantly
characterized by consequence finding as follows. Let E1, E2, ..., En be a finite
number of observations. We want to explain the observations the observation
the E = E1 ∧ ...∧En from an abductive theory (B, Γ ). Then, H = H1 ∧ ...∧Hk

is an abductive explanation of E from (B, Γ ) if :

1.B ∧ (H1 ∧ ... ∧Hk) |= E1 ∧ ... ∧En (1)
2.B ∧ (H = H1 ∧ ... ∧Hk) is consistent (2)

3.Hi ∈ Γ (3)

An explanation H of E is minimal if no proper sub-conjunction H ′ of H
satisfies B ∧H ′ |= E.

3 A System for Diagnosis of Computer Intrusions

An intrusion scenario is a sequence of commands that results in an unauthorized
access. Acquiring information about these scenarios is not an easy task.
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The key aspect of any reasoning system is the domain representation. In our
case the domain description defines a list of predicates that define the state
representation. These predicates are used for situation, action, and problem de-
scriptions. We define : R1 R2 Router, h1 h2 unix-host, A B C - Network and
the predicate ”connected”.

connected(h1, A)
connected(R2, C)

Another kind of predicates is represented by action grouping the commands
in the operating system. We have defined the next actions:

ACCESS()
DUPLICATE()

CREATE()
EXECUTION()

Hypothesis generation is the most important part of automated diagnosis.
The problem is specified by the user based on an unauthorized access to partic-
ular resources. We implemented in our hypothesis generation system based on
ILP machine the capability to make assumption about attacker formulated in
the given examples. The final step of our diagnosis is to match log entries from
ILP hypothesis to records from the victim system. Current intrusion detection
knowledge is neither easily created nor update. In general background knowl-
edge is non-intuitive and requires the skills of system administrator and security
analyst to define scenario and key events that are threats to the security of the
target system.

The main problems that need to be addressed when applying ILP techniques
to extract useful knowledge from such databases are the following:

1. Efficiency - When a large number of examples and background predicates are
available, most current ILP systems have problems with efficiency. Methods
are needed for restricting and efficiently exploring the search space.

2. Noise - Most current ILP methods have only limited abilities to handle noise,
and this is a significant problem for knowledge discovery in real world data-
bases, as it is not to be expected that useful hypotheses are consistent with
all training data.

3. Continuos-valued attributes - Continuous-valued attributes are used fre-
quently in many real world databases, which requires that the applied ILP
methods should be able to efficiently and effectively handle such attributes.

In learning there is a constant interaction between the creation and the recog-
nition of concepts. Therefore in the feature work we will develop a hybrid intru-
sion model by combining ILP with Fuzzy Logic.
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4 Conclusion

In this paper, we proposed an architecture which can deal with intranet et inter-
net communications by performing speculative computation in problem solving.
This approach is useful in practice in intrusion analysis where the traffic changes
over the time. The goal of this methodology is to obtain a model of intrusion,
which can be used in a supervisory system for condition monitoring. The main
problem with model-based diagnosis is its computational complexity. To make
this approach practical it is necessary to make a number assumptions about the
domain.The complexity of this model imposes the co-operation of data mining
techniques along with the expert knowledge. Therefore the problem of relevance
of information imposes the retrieval and selection among the hypothesis.
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Abstract. Although security has been recognized as an increasingly important and 
critical issue for software system development, most security requirements are 
poorly specified: ambiguous, misleading, inconsistent among various parts, and 
lacking sufficient details. In this paper, a framework for specifying unambiguous, 
interoperable security requirements and detecting conflict and undesirable emer-
gent properties in collaborative systems is presented. The framework includes a 
core ontology representing hierarchical security requirements, an ontology-based 
security requirement specification process, a set of security requirement refining 
rules, an algorithm for automatic security requirement refinement and an analysis 
algorithm to detect inconsistent security requirements. In this paper, the specifica-
tion and refinement of security requirements are emphasized.   

Keywords: Software security, security specification, hierarchical security re-
quirements, framework, collaborative systems, ontology, requirement refine-
ment algorithms   

1   Introduction 

Software development is traditionally driven by satisfying functional requirements: 
what the system must do. However, non-functional requirements, such as security, 
performance, and interoperability, are often as important as functional requirements. 
Today, people increasingly rely on information systems, which often consist of soft-
ware systems running on many interconnected computers with various capabilities, 
such as servers, desktops, laptops, cell phones and PDAs [1]. The pervasive connec-
tivity has not only enhanced our ability to quickly exchange information and share 
computation resources, but also increased the chances for attackers to launch  
malicious attacks on information systems. With the growing concerns over system 
availability, data integrity and privacy, security has become an increasingly critical 
issue for most software systems [2, 3].  
    It is well recognized that requirement engineering is both important and economical 
to successful software development. The later the security is addressed in the devel-
opment cycle, the costlier it becomes [4]. To build secure software, accurate and con-
sistent security requirements must be specified.  Despite its importance, little research 
has been done on integrating security in software development. Security requirements 
are usually generated in an ad-hoc manner, and the specified requirements may have 
the following undesirable properties [3]: 
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• Ambiguous: Requirements are specified in natural languages, which are usually 
vague and difficult to validate.  

• Misleading: Two collaborating developers may use different terms for the same 
meaning or use the same term for different meanings.  

• Inconsistent: To address different functional requirements, different developers 
may generate contradictory security requirements. 

• Lacking of sufficient detail information: Some security requirements stay at very 
high level and lack sufficient information for them to be enforced or evaluated.  

    Most efforts in non-functional requirements have focused on well-specified  
requirements like real-time or usability, and security issues are likely left for mainte-
nance in the infamous penetrate and patch manner [5]. Because various security re-
quirements may be related, the method chosen to address a security requirement may 
impact other security requirements. Increasing complexity and extensibility of soft-
ware, as well as dynamic operational environments, make it difficult to generate well-
specified security requirements.  
    Although there have been several approaches to generating security requirements 
specification and refinement, so far no approaches can provide unambiguous seman-
tics, automated or semi-automated refinement, and situation-awareness simultane-
ously. Several product-oriented approaches have tried to formally address non-
functional requirements by quantifying them [6] and evaluating a system to what 
degrees it meets its requirements. However, quantitative approaches may not be suit-
able for addressing security requirements. For example, the possible risk of a pro-
gramming bug in the core module, which can cause to a system, is much greater than 
that caused by the same bug in a peripheral module. A process-oriented approach [2] 
specifies security requirements as goals and refines them to specific sub-goals based 
on design knowledge captured.  The correlation rules address how one goal may af-
fect some other goals. This approach can adopt an agent-oriented requirements mod-
eling paradigm to capture social relations among different entities and actors in a 
system as intentional dependency [7]. Both approaches cannot handle operational 
environment changes, where conflicting or harmonious goal interactions may change 
or actors may change from allies to enemies. An aspect-oriented approach based on 
UML [8] can encapsulate solutions to satisfy certain non-functional requirements as 
aspects, which can be integrated with a primary model based on predefined composi-
tion directives. Composed system module can be analyzed to detect any conflict or 
inconsistency among various aspect models and the primary model. This approach 
reduces the complexity of requirement engineering and facilitates fast system evolu-
tion. However, it does not address qualitative requirements and is difficult to handle 
large complicated systems, especially when it involves multi-party collaboration be-
cause it requires a name-match during composition. Other UML extensions [9] tried 
to accommodate access control in UML, but they have focused only on static design 
model, which is close to implementation, not security requirements. 
    To fully incorporate security concerns in software development, new approaches are 
needed to systematically address security requirement specification and management. 
In this paper, we present a framework to facilitate parties in large-scale collaborative 
systems to specify unambiguous, interoperable security requirements for software 
development. It can detect and remove all four undesirable emergent properties men-
tioned before and be used as an add-on component for other trust management frame-
works [10, 11].  
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2   Overview of Our Approach 

Our framework consists of the following five major components as shown in Figure 1: 

C1) A core ontology for representing hierarchical security requirements. 
C2) An ontology-based security requirement specification process for formally 

specifying security requirements based on C1). 
C3) A set of security requirement refining rules and an algorithm to decompose and 

organize the specified security requirements into application-specific tasks ac-
cording to a given operating environment. 

C4) A feedback agent that records user feedbacks if the generated result is different 
from what the user wants, and uses this knowledge in future refining process. 

C5) Inconsistency checking algorithms.  

   It is noted that C2 will unambiguously specify security requirements of collaborat-
ing parties based on C1 and its extensions. The refining process carried out based on 
C3 can establish interoperable 
security requirements by unify-
ing the use of certain terminol-
ogies among multiple parties, 
and take care of underspecified 
security requirements by de-
composing them into applica-
tion specific subtasks with 
more domain knowledge and 
operational information. Since 
refinement results are auto-
matically generated based on 
predefined refining rules, they 
may not be exactly what the 
users want.  C4 records user 
feedback about the generated 
results and update refining 
rules accordingly. After the 
refining process, C5 will be 
used to detect possible contra-
dictions or inconsistencies in 
requirements. If a developer 
wants to use a commercial off-
the-shelf (COTS) module, the 
security requirements for the 
candidate module will be 
treated same as the new  
modules, except their imple-
mentations which are already 
completed.  
    The major innovations in 
our approach are the use of the 

 

Fig. 1. Overview of our framework 
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core ontology and the security requirements refining rules. Our framework provides 
the following support: 

• Semantic interoperation support:  A core ontology and its extensions serve as a 
common base of understanding, which can help multiple collaborative parties to 
establish unambiguous, easy-to-understand security requirement specification. 

• Requirements management support: The specified security requirements should 
be easy to trace, refine, reuse and prioritize.  

   In the following sections, we will provide detailed discussions on these components 
and an example to illustrate the use of our framework. 

3   Security Requirement Specification 

An ontology is in general a description of concepts and their relationships [12]. Because 
it is infeasible to list all the security concerns of possible applications in our framework, 
based on some common system security evaluation criteria, such as those in the “Or-
ange Book” [13],  we can only incorporate common high-level security concerns and 
their relations into an ontology.  This ontology, which serves as a core component of our 
framework and can be extended by developers to address more application-specific 
security requirements, is referred as the core ontology of our framework.  
    The generic classes in the core ontology shown in Figure 2 are defined as follows: 

• anything is the top of the class hierarchy for security requirement specification. It 
does not have any real meaning, but serves as a root class for other classes. 

• entity is a generic security entity class which is derived from anything.  
• actor is a class derived from entity to represent active entities within a system   

that carry out actions to achieve certain goals. 
• resource is a class 

derived from entity to 
represent system com-
ponents that need to 
be protected. 

• attribute is a class de-
rived from anything to 
describe those named 
values. 

• situation is a class de-
rived from attribute to 
identify a situation ex-
pression used in security requirement specifications. The value of a situation ex-
pression is determined by situation-aware processors [14]. 

• securityMechanism is a class specifies which security mechanism should be used. 
• security is a generic class derived from anything to address security concerns, 

which can further be divided into confidentiality, integrity and availability. 

    A security requirement is essentially a goal about adding some security properties 
to certain parts of a system. These goals, often specified in a natural language, are 

 

Fig. 2. The core ontology 
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usually ambiguous. This problem is exacerbated when multiple parties are involved, 
where different uses of the same term may create confusing statements. Based on the 
core ontology, a security requirement R in our framework is specified as a quadtuple: 

R = (E, P, M, S), (1) 

where E∈ entity, P∈ security feature, M∈ securityMechanism, and S∈ situation. The 
quadtuple is interpreted as follows: security requirement R implies that entity E has 
security property P by using security mechanism M under situation S. M can be omit-
ted when users do not care about which security mechanism the system adopts. S can 
be omitted if property P applies to all situations. For example, R1= (account_no, con-
fidentiality, encryption, __) means that account numbers stored in a system should 
always be encrypted to ensure confidentiality. If a project is intended to use some 
plug-in COTS modules since the COTS modules are usually developed for some other 
purposes, even if they can satisfy the new functional requirements needed by the 
project, the COTS modules may not meet the security requirements of the project.  
Hence, the security requirements of the candidate COTS modules should also be 
specified and analyzed in the framework. Our approach to specifying security policies 
is summarized as follows:  
 

RS1) Describe security requirements in a natural language.  
RS2) Generate an ontology for the specified security requirements based on the 

core ontology as follows: 
2.1) Determine what kinds of situations we need to consider in RS1). 
2.2) Specify entities and create corresponding subclasses of entity in 

RS1). 
2.3) Specify security properties and security mechanisms in RS1), and  

generate subclasses for each of security and securityMecha-
nism. 

RS3) Specify requirements as quadtuples (1) using the results generated in RS2). 
 

    Because all four elements are specified based on our core ontology, each element is 
clearly defined. There is only one interpretation for a quadtuple, and thus a specified 
security requirement can only have one unambiguous meaning. However, confusing 
statements may still exist since different parties can derive and use their own terms 
based on the core ontology. Underspecified statements may also exist if a user only 
uses the general concepts in the core ontology, instead of extending them to express 
more detailed application-specific information. These two problems are taken care of 
by security requirement refinement which will be discussed in Section 4. 

4   Security Requirements Refinement 

In this section, we will discuss components C3 and C4 and the process of using them 
to refine security requirements. The security requirement refining rules specify how 
security requirements can be transformed.  In our framework, there are three types of 
refining rules: substitution, decomposition and combination. 
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The substitution rules are used to provide interoperability among parties. In large 
collaborative systems with multiple developers involved, these developers may spec-
ify the same security requirement using different terms, or they may interpret one 
term with different meanings. Arranging meetings with all parties involved and speci-
fying requirements together is one way to solve this problem. However, this approach 
is costly, inefficient, and sometimes infeasible.  In our framework, we address this 
problem using the core ontology and its user-defined extensions. We assume that each 
team has its well-defined terminologies that all developers in the team will follow.  
Instead of getting all developers in all teams to work together, each team can work 
independently and specify its security requirements. Before the framework integrates 
all security requirements together, the common understanding of different teams on 
various terminologies can be established by a group with a representative from each 
team. This common understanding is defined as substitution rules and our framework 
will automatically apply these rules during security requirement integration among 
different parties. A substitution rule specifies that if the two terms T and T’ have the 
same meaning, and for any two security requirements R1 and R2, if the only difference 
is one uses T and the other uses T’, we can substitute R1 with R2, vice versa. If T and 
T’ appear to be entities, the substitution rule is expressed as follows: 

R1: (T, P, M, S) → R2: (T’, P, M, S). (2) 

Similar rules can be specified for security properties, security mechanisms or situa-
tions. 
    The decomposition rules decompose general, high level security requirements into 
more specific individual tasks. Security requirements specified by various developers 
vary in levels of detail.  Some stay at very high level, like “Accesses to the account 
should be controlled”.  Some include great details like “Access to the account can 
only be granted to those people listed in the access control list during normal business 
hours”.  This phenomenon sometimes is referred as local heroes [5], which means the 
specification relies heavily on individual expertise.  This means that if a developer 
knows the area well, he is likely to put down more detailed and complete specifica-
tions. Comparing the above two requirements, the second requirement is much easier 
to implement, test and evaluate.  But, not everyone in a development team is a local 
hero. Thus, from time to time, we have to deal with underspecified security require-
ments.  In our framework, we summarize the expertise from those local heroes into 
decomposition rules. Based on these rules, a general, underspecified security require-
ment will be automatically refined by adding application-specific constraints or de-
composing it into several individual sub-goals. A decomposition rule is specified as 
follows: 

R0:(E0, P0, M0, S0) → R1:(E1, P1, M1, S1)∧ R2: (E2, P2, M2, S2), (3) 

which means requirement R0 can be satisfied by satisfying both R1 and R2. 
    The combination rules are used to reorganize individual tasks generated by decom-
position rules. In a collaborative system, security requirements specified by different 
users may be interrelated. After applying decomposition rules, we may have several 
individual requirements concerning the entity with the same E. Although they may 
not be exactly the same, it is still helpful if we can combine all interrelated security 
requirements and address them together. When E1 = E2 = E, since R1 and R2 both 
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concern with entity E, the combination of R1 and R2 can be carried out by combining 
the security mechanisms used, or by satisfying both security properties required in R1 
and R2.  If R1 and R2 require the same entity to use the same security mechanism un-
der the same situation to satisfy two different security properties, the combined result 
should require the entity to satisfy both properties P1 and P2. In this case, a combina-
tion rule can be specified as follows: 

R1:(E1, P1, M1, S1) ∧ R2:(E2, P2, M2, S2) ∧ (E1 =E2) ∧ (M1 =M2) ∧ (S1 =S2)  
→ R’:(E1, P’, M1, S1),    P’= P1 ∧ P2. 

(4) 

Similar rules can be specified for security mechanisms or applicable situations. 
    For a large, distributed collaborative system, we can have hundreds of these refin-
ing rules. The number of specified security requirements for such a large system can 
also be very large, and hence manually applying each suitable refining rule to the 
specified security requirements will not be feasible.  Thus, we develop the following 
algorithm to automatically applying suitable refining rules:  

Initialization: 

Store all refining rules in a database table TR,       
Store each security requirement Rj in a list L R, n is 
the number of nodes, and L R[i] is the ith node in L R.    
 

Refinement process:   
int count, head = 0, tail = n-1; 
   while ( head ≠ tail){ 
    count = 0;                                            
    for(int: i from head to tail){  
      while(found L R[i]→ Ri’ in TR) 
        L R[i] = Ri’;       
      if(found L R[i]→ Ri1 ∧ Ri2 in TR){  
        delete L R[i] from L R; 
        append Ri1 and Ri2 to the end of L R;           
        count ++;}  
    } 
    head = tail+1 – count;  

tail = tail + 2*count-1;  
} 

  for (int:i from 0 to tail) 
  for (int:j from i to tail) 
    if((L R[i]∧L R[j]→ Rk)or(L R[j]∧L R[i]→ Rk) in TR){ 
       delete L R[i] and L R[j] from L R; 
       append Rk to the end of L R; 
       tail --; 
    } 

   After the refinement, a feedback agent will record user feedback on the generated 
results and update refining rules so that future refining results can be closer to what 
users expect. For example, one refining rule R1 states that security requirement R1: 
(E1, P1, M1, S1) should be decomposed into R2 and R3. But, there is a specific situation 
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S1’, which is a special case in situation S1 and has not been carefully examined in R1. 
For situation S1’, users want R1 to be decomposed to R2’ and R3’.  Based on this user 
feedback, a new refining rule R2 shown in (5) specifically addressing S1’ can be added 
to the repository: 

(E1, P1, M1, S1’) → (E2, P2, M2, S2’) ∧ (E3, P3, M3, S3’). (5) 

5   An Example 

To show how to use our framework for specifying and refining security requirements, 
let us consider an example of collaborative software development project for a credit 
card management system. This system is being developed by two teams: TeamA and 
TeamB. It is desirable to use a COTS module developed by CompanyC in the project.  

TeamA is responsible for developing the POS purchase authorization module, and it 
has specified one security requirement: the credit card numbers must always be en-
crypted during communication between the POS machine and the central server. 

TeamB is responsible for developing the online account management module and it 
has specified two security requirements. The first requirement is that the account 
information must not be stored in plain text for confidentiality reason under any cir-
cumstances. The second requirement is that when a cardholder first registers, he must 
choose a password more than 6 characters long with at least one letter and one  
number. 

The COTS module that developers want to reuse was developed to allow cardhold-
ers to access their accounts by phone.  The only security requirement is that the  
system must ask the caller to enter his/her password before releasing any account  
information.  
Following the three steps in Section 3, we have 

RS1) Security requirements have already been described in natural languages as 
given above. 

RS2) Generate the ontology from RS1) as follows: 
2.1) Determine the situations we need to consider 

• SA1(pos_comm) :: situation: SA1 specifies situation when a POS machine 
is communicating with the server. 

• SB2(pass_requirement1) :: situation: password requirement for SB2. 
• SC1(pass_requirement2) :: situation: password requirement for SC1. 

2.2) Specify the entities in the requirements by corresponding subclasses of the 
entity class. There are two entities in this example. Hence, we have 

•  account_info[account_no, other_info] :: resource. 
• creditcard_no :: resource, 

2.3) Specify the security features we need to address and the security mecha-
nisms we want to adopt. In this example, we have 

• encryption :: securityMechanism: the encryption class 
• authentication :: securityMechanism: the authentication class 
• password :: authentication: authentication can be done through password 
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RS3) Specify the requirements as quadtuples (1) as follows: 
• RA1: (creditcard_no, confidentiality, encryption, SA1) 
• RB1: (account_info, confidentiality, encryption, __) 
• RB2: (account_info, integrity, password, SB2) 
• RC1: (account_info, integrity, password, SC1) 

Then, the refining process is carried out according to the algorithm in Section 4: 
 
Initialization: Store all refining rules in TR. First, when the system is for a credit 

card company, the “account number” is the same as the “credit card number”. We 
also know that the account information is stored as the account number plus other 
information. Thus, in this example, we have the following rules:   

 (creditcard_no, P, M, S) → (account_no, P, M, S); (R1) 

(account_info, P, M, __) → (account_no, P, M, __) ∧ (other_info, P, M, __); (R2) 

(E, P, M, S1) ∧ (E, P, M, S2) → (E, P, M, S’),    S’= S1 ∧ S2. (R3) 

Store all four security requirements specified in RS3) in a list LR. Thus we have: 
n =4 and LR [0] = RA1, LR [1] = RB1, LR [2] = RB2, LR [3] = RC1.  

Refinement process: Automatically apply suitable refining rules to specified secu-
rity requirements. At the beginning, head=0, tail=3. We enter the while loop, go over 
all four security requirements in LR,search and apply suitable substitution and decom-
position rules. For the first round, LR [0] = RA1 matches R1, and LR [1] = RB1 matches 
R2.  Thus, we have 

RA1 → RA1’: (account_no, confidentiality, encryption, SA1). (6) 

   RB1→ RB1’: (account_no, confidentiality, encryption, _ )∧                  
RB1’’: (other_info, confidentiality, encryption, _). 

(7) 

We have the following operations: LR [0] = RA1’; delete RB1; add RB1’ and RB1’’to LR as 
LR [3] and LR [4]; count++, so now count =1. In the second round, the while loop only 
starts at the newly added requirements: RB1’ and RB1’’.  But, none of them matches 
any substitution or decomposition rule in TR, the while loop stops.   
   Now, LR has: LR [0] = RA1’, LR [1] = RB2, LR [2] = RC1, LR [3] = RB1’, and LR [4] = 
RB1’’. We begin to traverse LR again to apply suitable combination rules. When LR [0] 
= RA1’ and LR [3] = RB1’, LR [0]∧ LR [3] matches (R3), we have: 

RA1’∧ RB1’→ R1:(account_no, confidentiality, encryption, S1), S1=SA1∨ __  

and the following operations: delete RA1’ and RB1’; add R1 to LR. When LR [1] = RB2 
and LR [2] = RC1, LR [1]∧ LR [2] matches (R3), based on RS3) we have: 

RB2 ∧ RC1 → R2: (account_info, integrity, password, S2), S2= SB2 ∧ SC1  

and the following operations: delete RB3 and RC1; add R2 to LR. 
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    Note that for R1, S1 =SA1∨_= SA1, and it is a satisfiable situation. But for R2, SC1 
requires users to enter password from a phone, which implies it can only be numbers.  
But SB2 requires a password to have at least one letter. Thus, S2=SB2 ∧ SC1 =∅, which 
means this situation can never happen. This indicates there could be a conflict. No 
further refinement rules could be applied and the refining process is completed. 

6   Conclusion and Future Work 

In this paper, we have presented a framework for security requirement specification 
and management for collaborative systems. Our approach to specifying security re-
quirements is easy to follow, and developers can easily adopt our approach without 
much effort. Our refining process is automatic. But because the complexity of this 
process is O(n2), where n is the number of security requirements generated in RS3), 
this process may take a long time to complete when n is very large. The processing 
time may be reduced by sorting and rearranging the security requirement list to de-
crease the number of iterations in the algorithm. We will complete the security re-
quirement analysis for inconsistency detection in the framework by considering the 
class hierarchy among entities, security mechanisms being adopted and possible ef-
fects of satisfying each security requirement as well as under what situations these 
effects will occur. In addition to formalizing these correlation effects and performing 
system analysis, we will also focus on developing algorithms for the feedback agent. 
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Abstract. In this paper, we have designed and modeled the ubiquitous RFID
healthcare system architecture and framework workflow, which are described by
six classified core players or subsystems, and have also analyzed by an economic
value-chain model. They consist of the patient and wearable ECG sensor, net-
work service, healthcare service, emergency service, and PKI service providers.
To enhance the security level control for the patient’s medical privacy, individ-
ual private and public keys should be stored on smart cards. All the patient and
service providers in the proposed security control architecture should have suit-
able secure private and public keys to access medical data and diagnosis results
with RFID/GPS tracking information for emergency service. By enforcing the
requirements of necessary keys among the patient and service providers, the pa-
tient’s ECG data can be protected and effectively controlled over the open medical
directory service. Consequently, the proposed architecture for ubiquitous RFID
healthcare system using the smart card terminal is appropriate to build up medical
privacy policies in future ubiquitous sensor networking and home networking en-
vironments. In addition, we have analyzed an economic value-chain model based
on the proposed architecture consisting of RFID, GPS, PDA, ECG sensor, and
smart card systems in large-scale wireless sensor networks and have also derived
customer needs in the proposed service architecture using the value-chain model.
Therefore, we also conclude that the business and technology issues for the ser-
vice providers should exist in the networks.

1 Introduction

Recently, electronic healthcare systems have extended to ubiquitous healthcare systems
such as personal home networking healthcare. They enable medical professionals to
remotely make real-time monitoring, early diagnosis, and treatment for potential risky
disease, and to provide the medical diagnosis and consulting results to the patient via
wired/wireless communication channels. In addition to new ubiquitous medical equip-
ments for patients (e.g., wearable healthcare sensor systems), smart home/sensor net-
works, radio frequency identification (RFID), public-key infrastructure (PKI), and Grid
computing technology for large-scale physiologic and electrocardiogram (ECG) signal
analysis have been studied and developed [1]-[8].

In spite of all the research and development in ubiquitous healthcare systems for a
variety of applications, the system should still have to address both access control and

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 511–520, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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privacy protection issues for the patient’s individual medical data. These problems are
serious when unauthorized persons or groups trying to monitor and access to the sys-
tems, remotely and stealthily. The problem can be complicated since it is possible to
collect the patient’s medical data from a wide variety of ubiquitous sensor nodes and to
track an individual patient’s location in ubiquitous networking world. To address those
issues systematically, advanced study of privacy and security control architecture is
critical. We have designed and modeled an architecture based on RFID and smart card
technologies for ubiquitous healthcare in wireless sensor networks. Our novel architec-
ture can effectively protect personal medical data and diagnosis results [4],[9]-[11].

Additionally, a need for an efficient method of storing personalized medical data,
while providing security, reliability and portability, has arisen for ubiquitous RFID
healthcare system in large-scale wireless sensor networks. The current PC-based smart
card terminal should not only be designed to interface with smart cards and to control
the retrieval or storage of data on the card but should also consist of several hardware
components [12]. The microprocessor, memory, and the other hardware components
needed for data encryption are embedded in the IC chip of the smart card. Therefore,
smart cards are usually used in the area of wireless sensor networks. There is a need
for smart card terminal-based systems with technical specifications for specific IC card
operations [13],[14].

Finally, most research for new system architectures has only focused on technical
aspects. In this paper, however, we have described not only the technical approach but
also performed economic evaluation of the architecture using a value chain model. The
value chain is a systematic approach to examining the development of competitive ad-
vantage and it was introduced by M.E.Porter [16]. The chain consists of a series of
activities that create and build value. Moreover, it serves a useful analytical tool of
emerging new system or service, particularly under rapidly changing telecommunica-
tions environments [17]. Thus, this paper describes that a value chain of the healthcare
system and core players of each stage exist for value creation of RFID wearable sensor
healthcare systems.

2 Architectural Design Process

2.1 Ubiquitous RFID Healthcare System

In the proposed security control architecture for ubiquitous healthcare system, we use
radio frequency identification (RFID) tag, wearable electrocardiogram (ECG) sensor,
smart card, Grid computing, PhysioNet, wired/wireless networks, and public-key in-
frastructure (PKI) technologies. The system architecture and framework are described
by six classified core players or subsystems as shown in Figure 1.

They consist of the patient (PAT) and wearable ECG sensor provider (WSP), network
service provider (NSP) with encrypted medical database and Grid computing, health-
care service provider (HSP) with PhysioNet database, emergency service provider
(ESP), and PKI service provider (PSP) with certificate and directory databases. The
individual private and public keys should be stored on the smart card and be used to
enhance security level control for the patient’s medical privacy.
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Fig. 1. The schematic diagram consisting of six core player or subsystems with their individ-
ual components and functions at privacy and security control architecture for ubiquitous RFID
healthcare system

The WSP supplies its wearable ECG sensor system with RFID tag to the PAT, whose
tag has unique identification information for the wearable sensor node. In order to pro-
tect the patient’s privacy, all of the providers only recognize and use the tag information,
instead of directly accessing to the patient’s personal data. In addition, unique RFID tag
information can be also used to track a patient in wearable RFID sensor system for
emergency service by the ESP under ubiquitous RFID terminal network environments.

All individual public keys with correspondence to each private key should be stored
on the PKI key server at the PSP. To verify the unique identification of each player or
subsystem, the certificate of each public key should be issued by using the private key
of the PSP and be stored on the PKI directory server. Then, both the certificates and the
public key with correspondence to the private key of the PSP should be in service to all
of the patient and providers via wired/wireless secure communication channels.

2.2 Security Features of Healthcare Smart Card

Digital Signature. A smart card can carry all the data needed to generate the holder’s
digital signature in sensor networks. The main components are encryption and decryp-
tion keys (private/public key pair) and a signed digital certificate. Digital signatures use
a method of encryption and decryption known as ‘asymmetric.’ This method uses two
keys, one to encrypt and the other to decrypt. If a message is encrypted using one key,
it can only be decrypted using the other. These key pairs need not both be secret.

In ‘public-key encryption’ systems, one key is private, the users, and the other is the
public domain. Note that in these cases, key distribution is trivial since the private key
is never conveyed to anyone and the public key is available to everyone. An electronic
signature cannot be forged. It is a computed digest of some text that is encrypted and
sent with the text message. A digital signature ensures that the document originated
with the person signing it and that it was not tampered with after the signature was
applied.
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Fig. 2. The first processing sequence required to generate a digital signature for authentication
purposes in ubiquitous RFID healthcare systems

Smart Card Authentication. As shown in Figure 2, you have to have access to that
public key. Not only do you need that access, but you also need to be sure that the public
key you obtain really is the public key for the person in question. One way to verify the
validity of a public key is to sign it with yet another key, whose public key you know to
be valid. Thus, it belongs to a trusted third party and a patient’s smart card. This is the
‘signed’ digital certificate [15].

Public-Key Infrastructure. A Public-Key Infrastructure (PKI) is a collection of ser-
vices that enables the use of public-key encryption techniques. The functions of a PKI
include creating digital certificates, storing public keys, and tracking expiration dates
of certificates. A public key obtained through a PKI is trustworthy. By managing these
keys and certificates, an organization, such as the National Health Service (NHS), es-
tablishes and maintains a trustworthy networking environment. The existence of a PKI
is therefore a critical factor in the use of the HPC in the NHS.

As commonly used, a digital certificate contains: (1) an expiration date, (2) the name
of the certifying authority that issued the certificate, (3) a serial number, (4) the digital
signature of the certificate issuer and the Certification Authority (CA), (5) the identity of
the registered holder, and (6) the holder’s public key. Using smart cards in conjunction
with a PKI implies that the CA issues the card with certificates and key pairs already
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Fig. 3. The second processing sequence required to generate a digital signature for authentication
purposes in ubiquitous RFID healthcare systems

written on it. This would apply both to the healthcare professional card and the patient’s
data card. Signed public keys are stored in a public directory. In the NHS, this would
be the managed directory service [15].

2.3 Functions of Healthcare Smart Card

Login Process. The Healthcare Professional Card (HPC) is the core of the login
process, which involves verification of the user and authentication of the HPC. Au-
thentication is the process that identifies and validates either the principal(s) involved in
a transaction, or the origin of a message. We assume for the sake of illustration that the
HPC holder wishes to use a healthcare application. We also assume that the application
is a client/server system with a wireless PDA acting as the user terminal and that it is
fitted with a smart card terminal.

The first part of the login process will comprise the user inserting the HPC into the
terminal. The application will request the HPC to generate the holder’s digital signature.
At the same time, the application will request the user to enter identification details. This
will enable the application to verify that the user is the authorized holder of the HPC
and that the card is genuine, and then start the session. The user identification might
include the use of a Personal Identification Number (PIN) or password. This method
has often been dismissed as ‘weak’ security and easily compromised. However, this
is not necessarily the case, and the weaknesses often lie in sending clear text to the
authentication server [15].

Request and Response Procedures. The authentication process performed by the ap-
plication is achieved using a request and response procedure employing the crypto-
graphic algorithm recorded on the HPC. To authenticate the HPC, the system requests
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the card by sending a random number. Figure 2 shows the first part of the request
process. i.e., the ‘message’ sent to the card being the random number. The card uses this
number and its own secret (private) key as input to its cryptographic algorithm [15].

The output of the calculation is then transmitted to the application as a digital sig-
nature. The application decrypts the signature using the public key obtained through
the Public-Key Infrastructure (PKI). It compares the result with the original. If the two
match, the card is considered to be genuine. Figure 3 shows the authentication process,
the second part of the request-response. The application obtains the public key for the
user from the PKI, using the identification details supplied.

Authentication and Access Control. For security purposes it is necessary for the
healthcare application to check that the card is genuine. This means that the card must
be issued by the National Health Service (NHS) Certification Authority (CA) for the
holder’s GP and initialized with signed security data. For the Healthcare Professional
Card (HPC) and Patient’s Data Card (PDC) interaction, two services are required as
the PDC has to prove its authenticity and the healthcare professional has to prove ac-
cess rights [15]. When proving access rights, an authentication procedure has to be
performed. If after successful authentication a read or update command is performed
on a smart card file, the application has to verify that the respective security condition
described in the security attributes of this PDC file is fulfilled. Access rights can be
expressed in terms of either individual professionals or identifiable groups, or both. The
problems with the application can therefore be complicated by the need to recognize
the HPC holder as a member of an access group [15].

The PDC authentication procedure assumes that the professional has already logged
into the healthcare application using an HPC. The patient holds a healthcare smart card,
which is plugged into the auxiliary card terminal. The PDC is authenticated by the
challenge-response method. This entails the professional entering the patient’s NHS
number at the user terminal.

Authentication proves that the PDC belongs to the NHS number supplied and was
created by an authorized professional. When the application reads data from the card,
it checks that the professional currently in session has the right to access that data. If
not, the application will inform the professional that access has been denied, but pro-
vide an override facility for emergency purposes. If the professional makes a decision
that affects the card’s data, the application will check that the professional has the right
to amend the data. If the professional is not authorized, an emergency override facility
will be offered [15]. Any data written will have the professional’s digital signature at-
tached. Referring to Figure 2, the ‘message’ represents the data to be written to the card.
The digital signature is a function of the data written. Therefore any later unauthorized
attempt to alter the data written will result in the digital signature not matching the data.

3 Architectural Integration Process

In the proposed architecture combined with wearable and wireless sensor network envi-
ronments, the patient’s ECG signals should be automatically measured and periodically
stored on the internal flash memory of the wearable ECG sensor system. The stored
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Fig. 4. The schematic diagram consisting of five core player or subsystems without public-key
service provider

medical raw data will be transferred to the patient’s or medical professional’s wireless
PDA with a 2-way double-type smart card terminal or GPS smart phone. For the data
transfer, near-field wireless communications such as the Bluetooth wireless technology
is used. The transferred data should be encrypted by using the patient’s one-time secure
key at the handheld devices.

As illustrated in Figure 4, all the data in wearable ECG sensors as well as analyzed
data in Grid computing with PhysioNet should be encrypted by using an individually
generated one-time secure key with expire-time by the PAT’s and HSP’s private keys,
respectively. Additionally, the issued one-time secure keys are also encrypted by using
public keys of the patient and pre-approved service providers. These encrypted medical
data and encrypted secure keys will be also transferred to the network service provider
via secured communication channels in wired/wireless networks. The encrypted data
and keys with unique RFID tag information should be stored on the secured database
directory of network service provider. The database meta-schema has decrypted and
encrypted fields, that are used to make access control among the patient and providers.

4 Economic Value-Chain Modeling Process

The value chain is the full range of activities that are required to bring a product from its
conception to its end use. This consists of activities such as design, production, market-
ing, distribution, and support to the final consumer [16]. In the value chain of ubiquitous
system, however, subsystems of the existing value chains are regrouped in response to
major function of system’s players. Table 1 shows the reconfigured value chain. The
reconfiguration value chain of the system consists of four parts; sensing, networking,
diagnosis, and acting stages. Each stage has its own customer demands, technical issue,
and business issue [18]. The proposed six classified core players in large-scale wireless
sensor networks should match with four stages in value chain corresponding to common
function.
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Table 1. The economic value-chain model of RFID wearable healthcare systems in large-scale
wireless sensor networks

Value
Chain

Sensing Stage Networking Stage Diagnosis Stage Acting Stage

Customer
Needs

Precision aware-
ness and conve-
nience

Promptness and
safety

High Quality ser-
vice and profes-
sionalism

Quick response

Technical
Issues

RFID technology
(e.g. tag, reader,
and server) and
smart card terminal
with easy of use

Cryptography
(PKI) and high-
bandwidth in-
frastructure for
huge data handling

Grid computing,
data warehouse,
and medical
equipment

Location based
sensor and sensing
(RFID/GPS)

Business
Issues

Cost reduction, standardization for the
market domination, and partnership
between network provider and PKI
service provider

Service pricing, CRM (data min-
ing), and advertising and subscription
model

Player Patient and wear-
able ECG

Network service
provider and PKI
service provider

Healthcare service
provider

Emergency service
provider

Sensing Stage. In the sensing stage, it is essential to have a precise awareness and
convenient sensing technology. Through the ubiquitous RFID/GPS technology, the
patients can be diagnosed in any place at any time so that the importance character-
istics of this stage is sensor and sensing technology such as wearable ECG sensor.
Additionally patients can feel comfortable to attach senor without any trouble. The
technology issues are RFID technology in terms of weight and easy of use (e.g.,
tag, reader, and server). The main player of sensing stage is patient and wearable
ECG sensor.

Networking Stage. The following stage is networking. Privacy and security are crit-
ical for the customer, especially in this stage. Network service provider provides
wireless sensor networks, and PKI service provider supports high-level encryption
and decryption algorithm for the protection of patients’ medical data. Thus, the two
players carry out important technical issues. Moreover, high-bandwidth infrastruc-
ture for huge data handling is also essential.

Diagnosis Stage. The third stage is a diagnosis stage. The correct and high-quality
diagnosis service of a medical specialist is major customer needs based on the
collected patients’ medical data. The major technical issue of this stage is grid
computing technology. It also provides the ability to perform computations on large
medical data sets and to accomplish more computations at once with accuracy.
From the accumulating patient’s medical data, healthcare service provider analyzes
the symptom and prescribes the medicine or treatment.

Acting Stage. Finally, last stage is an acting stage which is the reaction and control
of hospital or pharmacy for the diagnosed patients. Emergency service provider
(ESP) can be a core player of this stage. When any alerts from the diagnosis is
announced, the ESP can track him through location-based system and then it gives
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expediency and bring the patients to the proper hospital or organization within a
short time. The technology issue of this stage is location-based sensor and sensing,
for example, RFID and GPS.

The former two stages (sensing and networking) are based on the technology. To have
comparative advantage in those business cost reduction, standardization for the market
domination, and partnership between network provider and PKI service provider are
necessary. The latter two stages (diagnosis and acting) are for the service from hospital
or pharmacy. ESP can be a good business model for these stages. What we have to
consider in terms of business is service pricing, customer relation management (CRM),
advertising, and subscription model.

5 Conclusion

In the proposed privacy and security control architecture for ubiquitous RFID health-
care systems in large-scale wireless sensor networks, all of the patient and providers
need suitable secure private and public keys in order to access to ECG medical raw data
and diagnosis results with RFID and GPS tracking information for emergency service.
By enforcing the requirements of necessary keys among the patient and providers, the
patient’s ECG data can be protected and effectively controlled over the open medical
directory service of network service providers. Consequently, the proposed architec-
ture for ubiquitous RFID healthcare system is appropriate to build up medical privacy
policies. The architecture can provide a new business model to wired/wireless network
service providers. In the future, the system architecture workflow and protocols will be
modeled and verified using Petri nets.

The new emerging system and service have only been considered customer require-
ments analysis, systems design, integration, implementation, and verification passing
over economic aspects. However, this paper analyzes not only the verification of
proposed system architecture in technical aspect but also evaluating economic value
creation through developing an economic value-chain model. The value chain model
developed in this paper is also reconfigured in response to common function of classi-
fied six players. The reconfiguration value chain of the system describes four activities:
the (1)sensing, (2)networking, (3)diagnosis, and (4)acting stages. The results show that
sensing stage contains patient and wearable ECG sensor, the networking stage has net-
work service provider and PKI service provider, the diagnosis stage has healthcare ser-
vice provider, and the acting stage contains emergency service provider. In addition, it
should be proposed technical and business issues for four service providers. Therefore,
this new value-chain should be contributed to a better understanding of RFID wearable
healthcare system in large-scale wireless sensor networks and economic implications
for each player. It will be expanded by examining six players considering the evolution
of networks
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Abstract. In 1984 Adi Shamir requested a solution for a novel public-key en-
cryption scheme, called identity-based encryption (IBE). The original motiva-
tion for IBE was to help the deployment of a public-key infrastructure. The idea 
of an IBE scheme is that the public key can be any arbitrary string, for example, 
an email address, a name or a role. An IBE scheme does not need to download 
certificates to authenticate public keys as in a public-key infrastructure (PKI). A 
public key in an identity-based cryptosystem is simply the receiver’s identity, 
e.g. an email address. As often, when new technology occurs, the focus is on 
the functionality of the technology and not on its security. In this paper we 
briefly review about identity-based encryption and decryption. Later on we 
show that IBE schemes used for secure emailing render spamming far easier for 
spammers compared to if a PKI certificate approach is used. 

1   Introduction 

Recently, identity-based cryptography, i.e. identity-based encryption (IBE) and iden-
tity-based signatures (IBS), has been a popular topic of research in several research 
communities around the globe. Especially since Boneh and Franklin suggested the first 
practical and efficient identity-based encryption scheme from the Weil pairing on ellip-
tic curves [4]. This solution came after several not-fully satisfactory proposals [2, 3]. 

Some previous solutions required users not to collude, others that the Private Key 
Generator (PKG) spent a long time for each private key generation request. Some so-
lutions even required tamper resistant hardware. 

It is fair to say that, until now, constructing a usable IBE system has been an open 
problem. In the same paper Boneh and Franklin also showed how an IBE scheme 
immediately could be converted into a signature scheme. Use of IBE was now sug-
gested by different research communities for many different purposes [5,6,7,8]. In 
[10] and [11] we analyze the possibilities of using IBE for symmetric key agreement 
in Wireless Sensor Networks (WSN). 

Use of IBE for email content encryption has also been suggested. Voltage [9] of-
fers secure business communication via email and instant massaging with end-to-end 
content level encryption through their SecureMail implementation. Their solution of-
fers the first secure email solution that makes secure ad-hoc business communication 
as easy as traditional, non-encrypted messaging. The use of IBE in email systems 
opens a number of business opportunities not possible before; for example, external 
broker communication can now be conducted securely via email in a natural ad-hoc 
fashion. 
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Due to security concerns regarding privacy when sending emails, an ever increas-
ing number of users apply encryption to their email content. The difficulties of sym-
metric keys scalability has lead to a world-wide acceptance of asymmetric cryptogra-
phy for realizing privacy in such schemes. Nowadays, the award winning identity-
based encryption (IBE) scheme designed by Boneh and Franklin [4] is considered  
applicable in almost every cryptographic area. As mentioned, Voltage [9] has imple-
mented an IBE-suite for secure emailing. However due to certain properties of IBE, 
we fear that spammers now get an advantage in compare to when emails are en-
crypted using a PKI like scheme. 

Spam, also referred to as unsolicited email, is often offensive and illegal. ISPs are 
strongly against it because it consumes the ISP’s resources due to its vast volumes 
and angers the ISP’s customers. Most spam mails are meant to promote a product or 
service. However, very few of these emails will include a valid from: address, so trac-
ing their origin can be challenging. 

In IBE there is no need for sender Alice to obtain receiver Bob's public-key certifi-
cate. When Bob receives an encrypted email, he contacts a third party called Private 
Key Generator (PKG). Bob obtains his private key by authenticating himself to the 
PKG, in the same way he would authenticate himself to a CA in a PKI scheme. Bob 
can then read his email. Note that unlike the existing secure email infrastructure, Al-
ice can send encrypted emails to Bob even when Bob has not yet set up his public-key 
certificate. 

The rest of this paper is organized as follows. Section 2 introduces some available 
solutions on how to prevent spam when encryption is not applied. Section 3 intro-
duces symmetric an asymmetric cryptography used in email solutions. Section 4 de-
scribes basic ideas and properties of identity-based encryption. In section 5, we give a 
brief intro on how IBE may be used for securing emails. Section 6 touch upon viruses, 
followed by section 7 which concludes this paper. 

2   Preventing Email-Spam and Viruses in Unencrypted Emails 

Generally, there are two different angles of incidence for a spammer to dispatch unso-
licited emails. Originally, spammers used their own servers to generate and send spam 
and thereby devised techniques to avoid being blacklisted. Today, spammers often 
rely on virus writers and hackers to provide a constant supply of servers to hide their 
identity and generate huge volumes of mail. We will show that protection against both 
of these techniques is already available. 

2.1   Filtering Incoming Emails 

Several companies offer email-filtering technology to customers, e.g. [14,15,16]. In 
the case of a customer using Securence’s email filtering technology, SecurenceMail 
[14]; whenever an email is sent to the customer’s mail server the email is initially re-
directed to Securence through its MX record. MX record is short for mail exchange 
record, an entry in a domain name database that identifies the mail server responsible 
for handling emails for that domain name. The MX record points to an array of serv-
ers that runs in Securence’s data center in Minneapolis and Milwaukee, figure 1.  
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Before an email can be forwarded by Securence, a series of steps must occur to ensure 
“clean” delivery. This is known as filtering. According to Securence, 99% of all spam 
mails are detected by their filtering technology. 

                            

Fig. 1. Filtering emails 

2.2   Filtering Emails from Hijacked Servers 

In the case of hijacked computers, the owner of such systems, often organizations 
with high speed Internet connections and high processing power, may in fact protect 
themselves from being used for sending unsolicited emails. This can be achieved due 
to Frontbridge’s technology. Frontbridge [15] provides technology for this as shown 
in figure 2. Emails are filtered for spam and viruses at Frontbridge’s Global Data Cen-
ter Network (GDCN) before they are forwarded to the receiving mail server. 

 

Fig. 2. Frontbridge’s filtering technology 

    Utilizing both of these schemes for filtering emails, the receiver will not notice any 
additional processing load. However, the hijacked node in figure 2 is exposed of an 
additional load generating and/or sending these unsolicited emails. Such emails 
should be detected by Frontbridge, but still, the hijacked node suffers additional proc-
essing and transmission costs. As this is another problem, we will not discuss it any 
further in this paper. 

2.3   Filtering Techniques 

Often, filtering-processes filter spam, viruses, worms, junk mail, malicious content 
and attachments before reaching the end user. To detect spam, the message subject, 
sender, content of the email and attachments are checked for signs to determine 
whether the email actually is a spam mail. 
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Blacklisting of source IP addresses are in most cases checked once the email enters 
the filtering technology. Once the IP source has been authenticated, whitelist filtering 
is often applied. All emails from IP addresses on this whitelist are delivered directly 
to the recipient, bypassing spam filters. However, this only occurs if the source is not 
on the blacklist. Spam signature-tests are also often applied on the email to determine 
whether the incoming email possesses certain characteristics of a spam email. A rat-
ing is generated, and the email is market as a spam or not due to a threshold value. 
This approach may of course lead to false positives. Once an email has gone un-
marked through the different spam filters, the email is often checked for viruses. 

Virus filtering offered by Securence [14] is deployed by technology provided by 
Norman AntiVirus [17] and Clam AntiVirus [18]. Norman not only disinfects an 
email, but also uses Sandbox technology to spot viruses that don’t yet have a signa-
ture. Clam, on the other hand, which cannot disinfect, is useful in searching for vi-
ruses because of its open source architecture. Clam has advanced mechanisms that 
protect against new types of malware, including image and HTML exploits, as well as 
phishing attacks. By providing these two anti-virus technologies with a number of 
anti-spam filtering techniques Securence delivers a powerful email filtering solution. 

Apart from the mentioned technologies in section 2.1 and section 2.2, there are 
several other proposals on how to prevent spam. Such proposals include use of tokens 
[19], challenge-response schemes [20], pre-challenge schemes [21], graylisting [22], 
domain-based email authentication [23] and encapsulation of policy in email ad-
dresses [24]. Password-based systems [25] and micropayment systems [26] have also 
been proposed. 

3   Securing Emails 

All in all there exist two major types of cryptography today, symmetric and asymmet-
ric. We will in this section briefly describe both of these technologies applied on 
emails. 

3.1   Symmetric Cryptography 

Starting in the 1970s, symmetric cryptosystems have been widely adopted both in 
military and academic communities as well as in the commercial market segment. An 
example of this is the Data Encryption Standard (DES) system [12] which is still a vi-
tal component of many cryptographic protocols. DES and its descendant, Advanced 
Encryption Standard (AES) [13] are examples of symmetric block ciphers which are 
used in symmetric cryptosystems. 

Implementing such a cryptosystem for the Internet however, calls for a distribution 
scheme for distributing session keys shared by the sender and receiver of emails.  

Such schemes have a major shortcoming when applied for securing email systems; 
it is not a very scalable solution when incorporated in an email application ranging 
outside a small group of users. Schemes that used the server approach for authenticat-
ing one of the parties to the other one quickly rendered the server overloaded as the 
amount of email users increased. Also, if the server is down, session-key distribution 
is impossible. 
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3.2   Asymmetric Cryptography 

While a symmetric-key cryptosystem could have been used for an email system con-
taining limited number of users, the 1990s Internet boom, and hence email use, would 
render it useless. Now schemes that didn’t require online servers for broking session 
keys to all users were suggested.  

These schemes are often referred to as asymmetric or public-key infrastructure 
(PKI) systems. In a PKI system there exist a pair of keys for each user, one is private 
and the other one is public. The public key is signed by a Certificate Authority (CA) 
and kept in a verifiable certificate. The certificate may be kept at the node which the 
public key belongs to or in a directory server. After validating the certificate against a 
revocation list and validating the signature of the CA on the certificate, the email-
sending node extracts the public key belonging to the receiving node. The email is 
now encrypted with this key and sent to the destination node. On reception, the re-
ceiver decrypts the email with its private key. 

Using a PKI system to encrypt emails, it is believed that the spam problem would 
be history. This is partly due to the difficulties of locating certificates and hence pub-
lic keys. It is believed that the net gain for a spammer would be less than the effort 
needed to manage sending the unsolicited emails. In reality however, it is believed 
that a global PKI would collapse under the administrative weight of certificates, revo-
cation lists, and cross-certification problems. Certificates are not easily located due to 
the lack of standard directories that publishes these certificates. The CA must also be 
online, and the client must validate the received certificate, and match the certificate 
policy with the client’s own policy requirements. This can be very time consuming. 
The size of the revocation lists may also become a problem as the client must check 
against them for deprecated certificates. Additionally, a global PKI would render po-
litical challenges. Would all the countries in the Middle East trust a root PKI CA lo-
cated in the USA and vice versa? 

As we see, there are lots of challenges both in the symmetric as well as in the 
asymmetric cryptography approach. Hence, separately, neither of these solutions gives 
life to a perfectly working and secure email scheme. New approaches are needed to 
solve the confidentiality and integrity problems of current email applications. 

4   Identity-Based Encryption 

In this section, we briefly review the identity-based encryption (IBE). Later on we 
will describe its use in securing email solutions. 

4.1   Basic of IBE 

The concept of identity-based cryptography was first proposed in 1984 by Adi Shamir 
[1]. In his paper, Shamir presented a new model of asymmetric cryptography in which 
the public key of any user is a characteristic that uniquely identifies the user’s iden-
tity, like an email address. In such a scheme there are four algorithms: (1) setup gen-
erates global system parameters and a master-key, (2) extract uses the master-key to 
generate the private key corresponding to an arbitrary public key string ID∈{0, 1}*  
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(3) encrypt encrypts messages using the public key ID, and (4) decrypt decrypts 
messages using the corresponding private key.  

The distinguishing characteristic of identity-based encryption is the ability to use 
any string as a public key. The functions that compose a generic IBE are thus speci-
fied as follows.  

Setup: takes a security parameter ts and returns tg (system parameters) and  
master-key. The system parameters include a description of a finite message 
space M, and a description of a finite ciphertext space C. Intuitively, the sys-
tem parameters will be publicly known, while the master-key will be known 
only to the Private Key Generator (PKG).  

Extract: takes as input tg, master-key, and an arbitrary ID∈{0, 1}*, and returns a 
private key K. Here ID is an arbitrary string that will be used as a public key, 
and K is the corresponding private decryption key. The Extract algorithm ex-
tracts a private key from the given public key.  

Encrypt: takes as input tg, ID, and m∈M. It returns a ciphertext c∈C.  
Decrypt: takes as input tg, c∈C, and a private key K. It return m∈M. These algo-

rithms must satisfy the standard consistency constraint, namely when K is the 
private key generated by algorithm Extract when it is given ID as the public 
key, then ∀ m∈M: Decrypt(tg,  c, K) = m where c = Encrypt(tg, ID, c). 

5   Identity-Based Encryption on Emails 

Shamir's original motivation for identity-based encryption [1] was to simplify certifi-
cate management in email systems. When Alice sends an email to Bob at 
bob@company.com she simply encrypts her message using the public key string 
“bob@company.com”. There is no need for Alice to obtain Bob's public-key certifi-
cate. When Bob receives the encrypted mail he contacts a third party, which we call 
the Private Key Generator (PKG). Bob authenticates himself to the PKG in the same 
way he would authenticate himself to a Certificate Authority (CA) and obtains his 
private key from the PKG. Bob can then read his email. 

Based on the new public-key cryptography using a commonly known identifier as 
the user’s public key, Voltage [9] has implemented a software agent called Secure-
Mail. By utilizing the Boneh and Franklin IBE scheme, SecureMail can be used with 
existing email solutions and enable users to transparently send and receive their 
emails securely. The system eliminates the need for individual per-user certificates 
and the requirement to connect to a third-party server to verify these certificates be-
fore initiating secure emailing. Their solution is considered highly scalable because it 
eliminates the need for an additional infrastructure. Third-party CAs are not required 
and no information needs to be pre-shared. Using IBE for securing emails, the mails 
may even be encrypted or decrypted offline. Voltage’s solution for email applications 
using IBE gives users the opportunities to conduct business securely from anywhere 
in the world. Voltage’s SecureMail makes ad hoc business communication as easy as 
traditional non-encrypted emailing [9]. 

Though this seams very promising, our general concern regarding the use of IBE 
for securing emails is that a spammer more easily can manage to get hold of valid 
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public keys. These keys can then be used for end-to-end email content encryption. 
Now, only the node associated with the public key, i.e. the email address, is able to 
decrypt the email. Hence no filtering services may be utilized before the mail is re-
ceived at the destination node. This might be dangerous due to viruses and most both-
ering and time consuming due to spam. Of course such a scheme may also be used as 
a Denial of Service attack (DoS) as the recipient uses resources decrypting the re-
ceived emails. Received emails should then subsequently be filtered for spam and vi-
ruses by the receiving node. 

Note that unlike the existing secure email infrastructure, Alice can send encrypted 
emails to Bob even if Bob has not yet set up his public-key certificate; hence, it is 
even easier for Alice to get hold of potential victims. Also note that key escrow is in-
herent in identity-based email systems; the PKG knows Bob's private key. This might 
also compromise the security. 

As mentioned in the abstract, a large-scale enrollment of IBE for securing emails 
on the Internet substantially increase the amount of spam possible for a spammer to 
send out during a given period of time compared to if a PKI solution is chosen. 

The work required by a spammer is far less compared to if an ordinary PKI scheme 
is chosen. The spammer may simply use automated processes to generate random 
public keys once in possession of an organization’s email format. To succeed, the 
only thing the spammer must do is to encrypt the unsolicited emails using the victims 
email addresses. 

5.1   Hijacking 

For unencrypted unsolicited emails from hijacked nodes, the standard Frontbridge so-
lution manages the filtering very well [15]. For IBE encrypted ones however, the 
emails received at Frontbridge’s network fails to be checked for spam and viruses due 
to the already existing IBE encryption. Therefore we recommend such emails to be 
dropped and hence not forwarded by Frontbridge to the intended recipient. 

This solution should be easy to integrate in Frontbridge’s scheme. Hence, the hi-
jacking way of sending unsolicited emails should be problematic for the spammer, 
that is, whenever the hijacked node is secured by technology provided by e.g. Front-
bridge. As an organization now can protect itself from being used by a spammer for 
sending unsolicited encrypted emails, the spammer now has to do all the work by  
itself.  

Even though not fully described in this paper, Frontbridge provides IBE encryption 
from Frontbridge’s network to the receiving node. 

5.2   Securing Emails Using IBE and Its Associated Disadvantages 

There are as we see it mainly two disadvantages with the IBE solution when it comes 
to spamming. The first disadvantage is that a spammer may easily discover valid pub-
lic keys (email addresses), or even use automated processes generating lots of public 
keys based on the knowledge of an organization’s email format. Though easy discov-
ery of public keys is the main selling point of IBE schemes applied on emailing, we 
see it from the spammer’s perspective as a huge opportunity for pumping out vast 
volumes of unsolicited emails. Thereby the spammer manages to send more spam 
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compared to if a PKI-like solution is chosen. This is partly due to the difficulties of 
locating certificates containing valid public keys. 

The other disadvantage, which is an even greater concern, is the processing now 
required at the spam-receiving node. Once an IBE encrypted email is received,  
decryption is needed before the content may be checked for spam and viruses. Com-
pared to currently used email solutions where usually no encryption is applied and  
filtering often is done by a third party, this may be used to launch a DoS attack on the 
receiving node. Compared to a PKI solution, the work required by the spammer is far 
less. The work required by the destination node is comparable to what is required in a 
PKI solution. As often when new technology occurs, the focus is on the benefits com-
pared to existing technologies. However, IBE as we see it is more vulnerable to DoS 
attacks, spamming and the associated virus diffusion. 

5.3   Spam Directly from the Spamming Node 

As we have analysed the server-hijacking phenomenon of doing spamming, both for 
encrypted as well as unencrypted emails, we are left with the unresolved problem of 
IBE spamming directly from the spamming node. Currently this is an open problem. 
Due to the IBE encryption employed by companies like Frontbridge, it would not be 
easy for the attacked node to know whether the incoming IBE encrypted email is sent 
directly from a node (e.g. a spammer) or through a filter provided by a third party fil-
tering out spam and viruses as in [15]. So far, we have not succeeded in discovering a 
proper countermeasure to this form of spamming attacks. 

One countermeasure would of course be to make the receiving node decrypt all in-
coming emails. This could be done in a sandbox to avoid possible infections from vi-
ruses. Decrypted emails could then be redirected to a service provider as Securence 
which supplies filtering technology as described in chapter 2. However, if the content 
of an email is to be secure, the decrypted email has to be encrypted once again, e.g. by 
a key shared by the destination node and Securence. The email may then be transmit-
ted to Securence for filtering. Securence has to decrypt the email, filter it, and then 
encrypt it with the shared key. The email can then be sent back to the destination node 
which once again has to decrypt the incoming email. Now the email content can be 
read by the receiving node without the danger of being spammed or attacked by vi-
ruses from the originator of the email. 

Though this is a possible solution, the required processing in this solution is im-
mense, and hence not a good solution to the problem. Seen from a spammer’s point of 
view, DoS attacks are in this scheme highly encouraged. 

6   Viruses 

A serious security risk today is the propagation of malicious executables through 
email attachments. This results in the need to filter out or block emails containing at-
tachment types that can be used to carry viruses. Good anti-virus products include 
email filters that do this automatically. Due to the end-to-end encryption property, use 
of either PKI or IBE will make this filtering process useless if not done on the in-
tended destination node. 
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Though this is a general problem when applying end-to-end encryption, we fear 
that the use of IBE may also become a tool for launching DoS attacks. 

7   Conclusion  

As often when new technology occurs, the focus is on the functionality of the tech-
nology and not on its security. In this paper we study some of the currently available 
technologies that provide spam and virus filtering on emails [14,15]. We also study 
the effect of applying IBE [1] on emails and the associated ease for a spammer to in-
crease the amount of spam sent on the Internet. 

Essentially, we have two main concerns about the use of IBE applied on emails. 
First, a spammer more easily manages to get hold of valid public keys to destination 
nodes. Second, denial of service attacks may be launched more successfully at a vic-
tim node due to the processing required to decrypt incoming emails. Filtering of spam 
and viruses also has to be done locally by the email-receiving node. 

As Voltage [9] already provides confidentiality and integrity on emails based on 
the new IBE technology, we fear that this is purely business motivated. The technol-
ogy should be studied at a micro level and analyzed for security breaches before it is 
applied on securing email applications. Such use of new, so called secure technology 
has been pushed several times before, often with limited success. Extensive research 
regarding the actual security properties of new technology should be conducted before 
the technology is being deployed. 

However, use of new technology in free and/or commercial products may also be 
the path to success eventually. By using such technology in such products, security 
experts and hackers will often try to tear the product apart in their search for security 
breaches. 
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Abstract. At FOCS 2002, a new generalized compact Knapsacks prob-
lem is introduced. It is shown that solving the generalized compact Knap-
sack problem on the average is at least as hard as the worst-case instance
of various approximation problems over cyclic lattices. It is left as an
open problem to construct a zero-knowledge proof of generalized com-
pact Knapsack problem. In this paper, by investigating a new notion of
one-way ensemble pair, we propose a generic construction of identifica-
tion and achieve a signature with the Fiat-Shamir transformation. Fol-
lowing our generic construction, we implement a concrete scheme based
on the random generalized compact Knapsack problem. Our scheme also
implies the first efficient zero-knowledge proof of the generalized com-
pact Knapsacks problem and results in a positive solution to the open
problem at FOCS 2002.

1 Introduction

Entity authenticity and message integrity are essential to prevent impersonal
attacks and malicious message modifications in communication and ubiquitous
computation. The general problem we address is the classical problem of in-
teractive entity authentication. It is known such interactive authentication can
be converted into non-interactive authentication and digital signatures secure
in the random oracle model with the Fiat-Shamir transformation [3]. For the
files such as important business contracts, government documents, international
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conventions and so on, their signatures are required to keep valid for a long time
(maybe tens to hundreds of years). The signatures of such files have to be not
only immune to attackers at present but also (at least, plausibly) secure against
more powerful adversaries in the future.

Most of the cryptographic primitives in use are based on factorization or
discrete logarithm. However, it is risky to base the security of all the systems
on merely two difficult problems. In fact, it has been shown that these two
problems are tractable under the quantum computation model [18]. In 2001,
Vandersypen et al. [20] implemented Shor’s algorithm on a 7-qubit quantum
computer. Physicists predict that within the next 15 to 20 years there will be
quantum computers that are sufficiently large to implement Shor’s ideas for
breaking cryptographic schemes used in practice.

Although Shor’s result demonstrates the positive side of the power of the
quantum computation model [18], other results indicate its limitation. Ben-
nett et al. show that relative to an oracle chosen uniformly at random with
probability 1, class NP cannot be solved in the computation model in time
O(2n/2) [2]. Although this result does not rule out the possibility that NP⊂BQP,
many researchers consider that it is hard to find a probabilistic polynomial-
time algorithm to solve an NP-hard problem even in the quantum computation
model. Hence, the NP-hard problems will be important to construct identifica-
tion/signature schemes with a longer-term validity.

The attempt to create a zero-knowledge identification or signature scheme
based on NP-hard problem is not new, for example PKP by Shamir [17], CLE
by Stern [19] and PPP by Pointcheval [11]. Another well-known difficult prob-
lem is the Knapsack problem. The decisional version of Knapsack problem is
NP-complete problem and the computational version is NP-hard [5]. It has
been widely researched in applying it to construct public-key encryption systems
([7,9,10,15,16]). However, most of the attempts except the scheme in [10] which
requires to solve discrete logarithms to generate the public key, fail due to some
undesirable features introduced into the Knapsack vector. In fact, almost all the
known constructions are obtained by disguising the special (easy) instances of
the subset-sum problem as random instances. The attacks to Knapsack-based
cryptosystems can be classified into two broad categories: (i) attacks targeted
to specific public key cryptosystems that try to exploit the special structure re-
sulting from the embedding of a decryption trapdoor (e.g., [16]) and (ii) attacks
to generic Knapsack instances that can be applied regardless of the existence of
trapdoor(e.g.,[6]).

It is important to realize that the second class of attacks dismisses most
Knapsack cryptographic functions as practical alternatives to number theory
based functions, not on the grounds of their inherent insecurity, but simply be-
cause of the large key sizes required to avoid heuristics attacks. In fact, there
is theoretical evidence [1,14] that subset-sum can indeed be a good source of
computational hardness, at least from an asymptotic point of view. Recently,
Knapsack-like cryptographic functions have started attracting again consider-
able attention (e.g.[13]) after Ajar’s discovery [1] that the generalized Knapsack
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problem over the additive group Zn
p of n-dimensional vectors is provably hard

to solve on the average based on a worst-case intractability assumption about
certain lattice approximation problems for which no polynomial time solution is
known.

In [8], a new class of generalized compact Knapsacks was introduced which
are both very efficient and provably hard to solve in a strong sense similar to
Ajar’s function [1]. The generalized compact Knapsack function are conceivably
hard to invert in a very strong sense. In particular, it has been proved that,
the inverse of the generalized Knapsack function is at least as hard to invert on
the average (even with non-negligible probability) as the worst-case instance of
various lattice problems.

In this paper, we investigate further efforts in constructions of zero-knowledge
identification and signature schemes based on NP-hard problems. The main con-
tributions include the following two aspects.

– The notion of closed one-way ensemble pairs. We formalize the notion of
closed one-way ensemble pairs which are similar to but different from one-
way function. Using this notion, we propose a new construction of identifica-
tion and obtain a signature with the Fiat-Shamir transformation. Under an
intractability assumption related to one-way ensemble pairs, we prove that
there is no interactive strategy for the Verifier communicating with the
Prover, to extract any information whatsoever on the prover’s secret.

– Identification/signature schemes based on random instances of generalized
compact Knapsack problems. In contrary to the often weak trapdoor Knap-
sacks used in the past for encryption, we implement concrete identification
and signature schemes based on the infeasibility of random instances of Mi-
cromania’s generalized compact Knapsacks [8]. To break our identification
scheme, an adversary has to solve random instances of the generalized com-
pact Knapsack problem, which means a breakthrough in complexity theory,
and hence it is impossible. Our scheme also implies the first zero-knowledge
proof of a solution of a random generalized compact Knapsack instance
and gives a positive solution to the open problem of constructing a zero-
knowledge proof of generalized compact Knapsack problems in [8].

2 Preliminaries

In this section, we provide the notations throughout this report and review the
definitions of identification schemes, digital signatures and the Fiat-shammer
transform [3,4]. In the following, we are more interested in 3-round identification
scheme, which is referred as canonical identification scheme.

Definition 1. (Canonical Identification Scheme.) A canonical identifica-
tion is a 3-round identification scheme for an NP-complete language L, in which
the first message ξ = Psk,pk(r) is sent by the prover P, the second message η
is sent by the verifier C and consists of C’s random coins, and the third mes-
sage ζ = Psk,pk(ξ, η, r) is sent by the prover P. The scheme meets the following
properties:



534 B. Qin et al.

– Soundness: For all PPT algorithms P ′, Pr[(P ′(sk′); r)(pk) = 1] < ε(k),
where sk′ �= sk.

– Zero-knowledge: There exists a PPT simulator Sim which, on input vk, out-
puts (ξ′, η′, ζ′) computationally indistinguishable from (ξ, η, ζ) for any PPT
distinguisher.

Definition 2. (Digital Signature Scheme.) A signature S is a polynomial
time triple S = (G, S, V): (sk, vk)← G(1k) A probabilistic algorithm that inputs
security parameter k and outputs private signing keys sk and public verification
keys vk. σ ← S(m, sk) An (probabilistic) algorithm that inputs message m and
private signing key sk and outputs signature σ.1/0 ← V(m, σ, vk) A determin-
istic algorithm that inputs message m, signature σ, and public verification key
vk and outputs either 1 or 0 that represents accept or reject, respectively. A
signature scheme S is complete if, for any (sk, vk) ← G(1k) and any message
m, it holds that V(m,S(m, sk), vk) = 1. A signature scheme S is unforgeable
if for every PPT forger family F = {Fk}k∈N, with oracle access to S, the prob-
ability that, on input a uniformly chosen key vk ← G(1k), Fk outputs a pair
(m0, σ0) such that V(m0, σ0, vk) = 1 and such that m0 was not sent by Fk as
an oracle query to S, is negligible in k, where the probability is over vk and over
the randomness of the oracle S.
Definition 3. (The Fiat-Shamir Transform.) Given any canonical identi-
fication scheme (G,P , C) and any function ensemble H = {Hk}k∈N, the Fiat-
Shamir transform transforms (G,P , C) and H into a signature (GH,SH,VH)
defined as follows.

– The key generation algorithm GH, on input 1k: (1) Emulates algorithm G
on input 1k to generate (sk, vk)← G(1k). (2) Choose at random a function
h ∈ Hk. Outputs sk as the signing key and vk = (pk, h) as the verification
key.

– The signing algorithm SH, on input a signing key sk, a corresponding ver-
ification key vk = (pk, h), and a message m: (1)Tosses coins r for S.
(2)Computes ξ = S(sk,pk)(r). (3)Computes η = h(ξ, m). (4)Computes ζ =
S(sk,pk)(ξ, η, r). (5)Outputs (ξ, η, ζ) as a signature of m.

– The verification algorithm VH, on input a verification key vk = (pk, h), a
message m, and a triplet (ξ, η, ζ) (which is supposedly a signature of m),
accepted if and only if both of the following conditions hold: (1) h(ξ, m) = η.
(2)(ξ, η, ζ) ∈ V iew(C(pk))

In [12], Pointcheval and Stern proved the following result.

Lemma 1. In the random oracle model, the Fiat-Shamir transformation trans-
forms a secure canonical identification scheme into a secure signature scheme.

3 General Constructions

3.1 Assumptions

It is known that there are several ways to construct signature schemes based on
the assumption of a one-way function. However, the constructions based on such
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a general assumption are inefficient in practice. In the following we require that
the difficulty problems have some special properties. The following definitions
capture such properties.

Definition 4. Let Γ be the set of all maps {0, 1}k → {0, 1}k. A subset F ⊂ Γ is
a one-way ensemble of (Θ, Ω), where Θ, Ω ⊂ {0, 1}k, if for random x ∈ Θ and
y ∈ Ω, there exists no PPT algorithm to find a polynomial-time map f ∈ F such
that f(x) = y or to prove that there exists no such a map in F.

Example of one-way ensembles: Let us consider the well-known graph iso-
morphism problem. Although it is unknown whether it is NP-complete and some
researchers conjecture that it is not NP-complete, there is no evidence to show
that it can be solved efficiently even by quantum computers. Here, we show how
to achieve a one-way ensemble from graph isomorphism problem. Let G be a
set of properly selected k-vertex graphs such that graph isomorphism problem
is difficult. Let Π be the set of all the permutations on G. Then Π is a one-way
ensemble of (G, G) as for two random elements G, H ∈ G, there is no efficient
algorithm to find a map π in Π such that H = π(G).

Similar to the one-way function, the one-way ensemble dually demonstrates
the hardness of difficult problems. However, there are subtle difference between
these two notions. The latter is a family of functions while the former is only one
function. In the case of one-way ensemble, the difficult problem is to determine
a function f in the ensemble for given string y in the image set and a string x
in the pre-image set such that f(x) = y, i.e., x and y are known. In the context
of one-way function, the difficult problem is to determine a string x in the pre-
image set for a given string y in the image set such that f(x) = y, i.e., f and
y are known. We should notice that a function f in a one-way ensemble should
be efficient but it is not necessary to be one-way. For instance, in the above
example of one-way ensemble from graph isomorphism problem, any function f
in the one-way ensemble Π is not one-way: Given H and f ∈ Π , it is efficient to
find G such that H = f(G).

For the goal of construction of secure signatures, we require the one-way
ensemble has some additional prosperity.

Definition 5. Let F0 and F1 be one-way ensembles of (Θ, Ω) and (Ω, Φ) respec-
tively. (F0, F1) is a closed one-way ensemble pair, if F2 = {f1 ◦ f0|f0 ∈ F0, f1 ∈
F1} is a one-way ensemble of (Θ, Φ) or it is infeasible to find f0 ∈ F0,f1 ∈ F1
such that f2 = f1 ◦ f0, where f1 ◦ f0 is the compound of functions f1 and f0. If
Θ = Ω = Φ and F0 = F1 = F2 = F, F is called a self-closed one-way ensemble.

Consider the above example of one-way ensemble from graph isomorphism prob-
lem. Let Θ = Ω = Φ = G and F0 = F1 = Π . Then F2 = {f1 ◦ f0|f0 ∈ F0, f1 ∈
F1} = Π is a one-way ensemble of (Θ, Φ). Hence, (F0, F1) is a closed one-way
ensemble pair. Moreover, as F0 = F1 = F2 = Π , Π is a self-closed one-way
ensemble.

One-way ensemble pairs are essential for our construction of secure and effi-
cient identification and signature schemes. Hence, we require the following as-
sumption.
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Assumption 1. There exist one-way ensemble pairs.

3.2 Identification Scheme Based on One-Way Ensemble Pairs

Let (F0, F1) be a closed one-way ensemble pair of (Θ, Ω) as defined in the above
section. α← Θ is a public parameter. Randomly select f ← F0. β := f(α) is the
public key which represents the identity of the prover and f is its private key.
To prove its identity, the prover P and the verifier V run the following protocol.

1. P randomly selects g ← F1 and sends γ := g(β) to V .
2. V sends c← {0, 1} to P .
3. If ci = 0, P sets τ := g; else P sets τ := g ◦ f . P sends τ to V .
4. If ci = 0, V checks that τ ∈ F1 and τ(β) = γ; else V checks that τ ∈ F2 and

τ(α) = γ. If the check does not hold, V aborts the protocol.
5. P and V repeat the above protocol t times.

Obviously, if the prover knows f , it can successfully complete the above pro-
tocol. For impersonation attack, we have the following result.

Theorem 1. If the probability of the challenge c = 1/0 is 1/2, then the proba-
bility of success impersonation is 2−t.

Proof. It is natural to assume that the attacker does not know the private signing
key S. Since the attacker is required to commit to g in advance and the probability
of the challenge c = 1/0 is 1/2, in order to answer τ accepted by V , the attacker
has to guess the challenge c′ and has two strategies: (1) If c′i = 0, select g ∈ F1 and
compute g(β) = γ; (2) If c′i = 1, select g ∈ F1 ◦ F0 and compute g(α) = γ.

If c = 0 and the forger uses the first strategy, then the check will succeed; else
if the attacker uses the second strategy, then the i-th check will fail. Hence, in
this case, to make the check succeed, the attacker have to compute a function
g′ ∈ F1 such that g′(α) = γ = g(β) to replace g. However, since F1 is a one-way
ensemble, it cannot find such a function g′.

If c = 1 and the attacker uses the second strategy, then the check will succeed;
else if the attacker uses the first strategy, then the check will fail. Hence, in
this case, to make the check succeed, the attacker has to compute a function
g′ ∈ F1 ◦ F0 such that g′(β) = γ = g(α) to replace g. However, since F1 ◦ F0 is
still a one-way ensemble, it cannot find such a function g′.

Let the attacker choose the first strategy with probability P . Then it chooses
the second strategy with probability with 1 − P . Hence, in each round, the
attacker will succeed with probability 1/2 × P + 1/2 × (1 − P ) = 1/2. After t
rounds, the probability of success impersonation is 2−t.

Theorem 2. The above protocol is a zero-knowledge proof.

Proof. To prove that the protocol is a zero-knowledge proof, we need to construct
a simulator Sim: (1) Sim tosses a fair coin and gets c′ ∈ {0, 1}. (2) If ci = 0, Sim
randomly selects τ ′ ∈ F1 and computes τ ′(β) = γ′; else Sim randomly selects
τ ′ ∈ F2 and computes τ ′(α) = γ′. (3) Sim outputs (γ′, c′, τ ′) as its simulated
transcripts. Clearly, the simulated transcripts (γ′, c′, τ ′) is indistinguishable from
the real output (γ, c, τ) of (P , C). Hence, the claim follows.
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3.3 Signature Using Closed One-Way Ensemble Pairs

In this section, we provide a signature using closed one-way ensemble pairs with
the Fiat-Shamir transformation.

Public system parameters: t is security parameter. H : {0, 1}∗ → {0, 1}t is
a secure cryptographic hash function. (F0, F1) is a closed one-way ensemble pair
of (Θ, Ω) as defined in the above section. α← Θ is a public parameter.
Generation of signing/verification key: Randomly select f ← F0. β := f(α)
is a public verification key and f is a private signing key.
Signing procedure: For a message m,

1. g1 ← F1, g2 ← F1, · · · , gt ← F1.
2. γ1 := g1(β), γ2 := g2(β), · · · , γt := gt(β).
3. c = (c1, c2, · · · , ct) := H(m||α||β||γ1||γ2|| · · · ||γt), where ci ∈ {0, 1} for i =

1, 2, · · · , t.
4. For i = 1, 2, · · · , t, fi :=

{
gi if ci = 0
gi ◦ f if ci = 1 .

5. Output (γ1, γ2, · · · , γt; f1, f2, · · · , ft) as the resulting signature on m.

Verification procedure: Given verification key β , message m, and its signa-
ture (γ1, γ2, · · · , γt; f1, f2, · · · , ft),

1. c = (c1, c2, · · · , ct) := H(m||α||β||γ1||γ2|| · · · ||γt);
2. For i = 1, 2, · · · , t, if ci = 0, check fi ∈ F1 and fi(β) = γi ; else if ci = 1,

check fi ∈ F2 = F1 ◦ F0 and fi(α) = γi.
3. Output accept if and only if all the checks succeed.

From Lemma 1 and Theorem 1 and 2, we have the following result.

Corollary 1. The above signature is unforgeable in the random oracle model.

4 Implementations Based on Generalized Compact
Knapsack Problem

In this section, we implement the above identification and signatures based on
the generalized compact Knapsack problem following the signature formula using
closed one-way ensemble pairs in Section 3.

4.1 Generalized Compact Knapsack Problem

Here, we review the generalized compact Knapsack problem in [8]. It has been
proven NP-hard and there is no efficient algorithm to solve it on the average.

Definition 6. For any ring R, subset S ⊂ R and integer � ≥ 1, a← R
�, x← S�,

y =
∑�

i=1 xiai, a PPT adversary A of the generalized Knapsack problem is
required to output x ∈ S�. Formally,

x← A(R, S ⊂ R, � ∈ Z, a ∈ R
�, y =

∑�
i=1 xiai ∈ R).
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In [8], the ring is set as R = (Fn
p(n), +,⊗) of n-dimensional vectors over the

finite field Fp(n) with p(n) = nO(1) elements, with the usual vector addition
operation and convolution product ⊗. For brevity, R = (Fn

p(n), +,⊗) is simply
denoted as Fn

p(n). Here the notation Fn
p is used instead of Zn

p to emphasize that
Fn

p is the ring of vectors with the convolution product operation, rather than the
componentwise multiplication of the product ring Zn

p . S is the set S = Dn ⊂ Fn
p

of vectors with entries in an appropriately selected subset of Fp.

4.2 Proposed Identification Scheme Based on Generalized Compact
Knapsack Problem

Following the general construction of identification scheme using closed one-way
pairs, we propose an identification scheme based on the generalized compact
knapsack problem.

Public system parameters: t, �, n ∈ Z are secure parameters; Randomly select
R = (Fn

p(n), +,⊗) where p is a prime. Appropriately select sets S1, S2 ⊂ R.

S3 = {θ|θ =
∑�

i=1 xiyi ∧ x ∈ S�
1 ∧ y ∈ S�

2} ⊂ R. Randomly select α ← R�.
H(·) : {0, 1}∗ → {0, 1}t is a cryptographic hash function.
Public/private key generation: S ← M�,�(S1), where M�,�(S1) denotes the
nonsingular matrices of order n×n over R but its entities are limited in S1 ⊂ R.
Compute β = (β1, · · · , β�) := (a1, · · · , a�)S, and (α1, · · · , α�)S is the multipli-
cation of a vector and a matrix over R. Public verification key is β and private
signing key is S.
Identification protocol: The prover P and the verifier V do as follows.

1. P randomly selects X = (x1, x2, · · · , x�) ← S�
2;

2. P sends w := βXT to V , where XT is the transposition of X;
3. V sends c← {0, 1} to P ;
4. If c = 0, P sets f = (f1, · · · , fn) := X; else if c = 1, P sets f =

(f1, · · · , fn) := XST . P sends f to V .
5. For i = 1, 2, · · · , �, if c = 0, V checks that βfT = (β1, · · · , β�)(f1, · · · ,

f�)T = w and fi ∈ S2; else if c = 1, V checks that αfT = (α1, · · · , αn)(f1,
· · · , fn)T = w and fi ∈ S3. If the check does not hold, V aborts the protocol.

6. P and V repeat the above protocol t times.

Theorem 3. If the probability the challenge c = 1/0 is 1/2, then the probability
of success impersonation in the identification scheme based on the generalized
compact knapsack problem is 2−t. The above protocol is a zero-knowledge proof

Proof. Similar to Theorem 1 and 2.

4.3 Proposed Signature Scheme Based on Generalized Compact
Knapsack Problem

Consider the same setting as the identification protocol. The signing procedure
and verification procedure are as follows.
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[Signature procedure.] For a message m ∈ {0, 1}∗,

1. For i = 1, 2, · · · , � and j = 1, 2, · · · , t, X = (xi,j) ← M�,t(S2). Let Xj =
(x1,j , x2,j , · · · , x�,j) ∈ S�

2;
2. (w1, · · · , wt) := βX;
3. c = (c1, · · · , ct) := H(m||α||β||w1|| · · · ||wt);
4. For j = 1, 2, · · · , t, if cj = 0, then f j = (f1,j, · · · , fn,j) := Xj ; else if cj = 1,

then f j = (f1,j , · · · , fn,j) := XjS
T .

5. The resulting signature on m is (w1, · · · , wt; f1, · · · , ft).

[Verification procedure.] Give public verification key β, message m and its sig-
nature (w1, · · · , wt; f1, · · · , ft), Let c = (c1, · · · , ct) := H(m||α||β||w1|| · · · ||wt).
For j = 1, 2, · · · , t, if cj = 0, check βfT

j = (β1, · · · , β�)(f1,j , · · · , f�,j)T = wj

f j ∈ S�
2; else if cj = 1, check αfT

j = (α1, · · · , αn)(f1,j , · · · , fn,j)T = wj f j ∈ S�
3.

Output accept if and only if all the checks hold.

From the signing procedure, if ci = 0, βfT
j = (β1, · · · , β�)(f1,j , · · · , f�,j)T

= wj and f j ∈ S
�
2; else if ci = 1, αfT

j = (α1, · · · , α�)S(x1,j , x2,j , · · · , x�,j)T

= (β1, · · · , β�)(f1,j , · · · , f�,j)T = wj and f j ∈ S�
3. All the checks hold. Therefore,

the signature will be accepted and the scheme is correct.
From Lemma 1 and Theorem 4, we have the following result.

Corollary 2. If the generalized compact Knapsack problem is intractable, the
above signature is secure in the random oracle model.

5 Conclusion

In this paper, we introduced the notion of the closed one-way ensemble and pro-
posed a general construction of identification and signature schemes. At FOCS
2002, the generalized compact Knapsack problem was shown at least as hard as
the worst-case instance of various approximation problems over cyclic lattices.
Then we implemented them with random instances of the generalized compact
Knapsack problem. Our scheme also implies the first zero-knowledge proof of a
solution of a random generalized compact Knapsack instance and gives a pos-
itive solution to the open problem of constructing a zero-knowledge proof of
generalized compact Knapsack problems.
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Abstract. Abnormal variations of traffic are conventionally considered to occur 
under the condition that traffic rate is abnormally high in the cases, such as 
traffic congestions or traffic under distributed denial-of-service (DDOS) flood 
attacks. Various methods in detecting traffic variations at abnormally high rate 
have been reported. We note that a recent paper by Kuzmanovic and Knightly, 
which explains a type of DDOS attacks that may result in abnormally low 
traffic rate. Such a type of abnormal variations of traffic, therefore, can easily 
evade from detection systems based on abnormally high traffic rate. This paper 
presents a real-time and reliable detection approach to detect traffic variations at 
both abnormally high and low rates. The formulas in terms of detection 
probabilities, miss probabilities, classification criterion, and detection thre-
sholds are proposed. 

Keywords: Anomaly detection, real-time detection, reliable detection, traffic 
constraint. 

1   Introduction 

Detecting abnormal variations of traffic time series (traffic for short) in a network is 
important for both network operators and end users since traffic’s abnormal variations 
caused by either malicious activities (e.g., DDOS flood attacks [1]) or unintentional 
ones (e.g., normal traffic jam [2]) may impact a network or an end user. Abnormal 
variations of traffic imply that statistical patterns of traffic differ significantly from 
normal ones [3], [4], [5], [6], [7], [8], [9], [10], where traffic models play a role. 

As known, there are two categories in traffic modeling [11]. One is statistical 
modeling (e.g., long-range dependent (LRD) processes), see e.g. [12], [13], [14]. The 
other bounded modeling (i.e., deterministic modeling), which has particular 
applications to modeling traffic when its statistical properties are unknown, see e.g. 
[6], [15], [16]. We note that statistical models like LRD processes are usually for 
traffic in the aggregate case but there is lack of evidence to use them to characterize 
statistical patterns of real traffic at connection level or on a class-by-class basis in the 
DiffServ domain. As a matter of fact, finding statistical patterns of traffic at 
connection level or on a class-by-class basis remains challenging. To overcome 
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difficulties in describing traffic at connection level or on a class-by-class basis, 
bounded modeling is used. As known, recent developments of networking exhibit that 
there exists an increased interest in DiffServ [16], [17], [18], [19]. DiffServ allows us 
to identify abnormality of traffic of interest on the class basis instead of detecting 
abnormality of traffic at all connections. Therefore, this research uses bounded 
modeling such that the present results are not only valid in the case of aggregate 
traffic but traffic in the DiffServ domain at connection level. 

There are two crucial criteria for detection system design. One is reliable detection 
and the other real-time detection. By reliable detection, from a view of statistical 
detection, we mean that signs of abnormal variations of traffic can be detected 
according to given detection probabilities and given miss probabilities. By real-time 
detection, from the point of view of real-time systems, we mean that signs of 
abnormal variations of traffic can be detected at connection level. Our work [4] 
provided a general mechanism for reliable detection of abnormal variations of traffic 
but they do not run at connection time. Another work [20] proposed a reliable 
detection at connection level but it only considered traffic variations at abnormally 
high rate.  

It is known that abnormal variations of traffic are conventionally considered to be 
caused by abnormally high traffic rate as can be seen from [1], [2], [3]. However, it is 
worth noting that a recent paper exhibits that abnormal variations of traffic may also 
appear when traffic rate is abnormally low, e.g., a type of DDOS attacks at 
abnormally low-rate traffic, see [21] for details.  

The literature regarding detection of traffic variations at abnormally high rate is 
rich, see e.g. [4], [5], [6], [8], [9], [10], but the approach to identifying traffic 
variations at both abnormally high and low rates is rarely seen, to the best of our 
knowledge. For this reason, we substantially develop [20] to present a reliable and 
real-time approach to detecting traffic variations at both abnormally high rate and low 
rate. A key skill used in this paper, methodologically, is to extend deterministically 
upper and lower bounds of traffic to statistically upper and lower bounds so that we 
can achieve two statistical thresholds for that anomaly detection purpose.  

In the following, Section 2 proposes statistically upper and lower bounds of traffic. 
Section 3 presents the results in detection probabilities, miss probabilities, detection 
thresholds, and classification criterion. Section 4 is discussions. Finally, Section 5 
concludes the paper.  

2   Maximum and Minimum Traffic Constraint Functions and 
Their Statistical Bounds 

From a view of quality-of-service (QoS), service strategies in the Internet have two 
distinct categories: the Integrated Service [22] and the DiffServ [23]. The latter’s 
architecture aims at providing differentiated QoS within the Internet at a manageable 
complexity. According to DiffServ, packets from different flows are marked at the 
DiffServ domain ingress as belonging to a number of different QoS classes, each one 
receiving a differentiated delivery service within the network.  

As for DiffServ, two different approaches have been developed: relative DiffServ 
and absolute DiffServ. The former aims at providing differentiated performance to the 
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different aggregates, without taking into account explicit per-flow guarantees [24]. 
The latter aims at providing end-to-end absolute performance guarantees to single 
flows, without the need of per-flow state in the core [16]. Taking into account real-
time applications that must rely on absolute DiffServ so as to have guaranteed QoS, 
this research aims at providing an approach that is not only usable in absolute static-
priority scheduling networks with DiffServ, where static-priority means that a priority 
is statically fixed and the same for any packet in a flow but also utilized by detecting 
abnormal variations of traffic in the aggregate case. In the following sections, we only 
consider arrival traffic at input ports of monitored sites. 

In what follows, we first give the deterministic maximum and minimum traffic 
constraint functions. Then, we derive corresponding statistical bounds.  

Definition 1. [15]: Let x(t) be the instantaneous rate of arrival traffic at time t. Then, 
the amount of traffic generated in the interval [0,  ]t  is upper bounded by 

0

( ) ( ) ,
t

x u du y t tσ ρ= ≤ +  

where σ and ρ are constants and 0.t >  This property is written as x ~ (σ, ρ).                  

    The finite quantity in the above expression may be neglected for sufficiently large 
interval, e.g., ( 0) .t − → ∞  Thus, ρ implies the long-term average rate. Suppose time 

interval is infinitesimal. Then, σ relates to the burst size. Thus, (σ, ρ) characterizes a 
bound feature of x(t) for any length of time interval. Denote .I t=  Then, 

( ).t F Iσ ρ+   

Definition 2 (Maximum traffic constraint function). [16]: Let ( )y t  be arrival 

traffic function. If ( ) ( ) ( )y t I y t F I+ − ≤  for t > 0 and I > 0, ( )F I  is called 

maximum traffic constraint function of ( ).y t  It can be rewritten by  

                            0( ) max [ ( ) ( )]tF I y t I y t≥= + −  for I > 0.                                       

    Similarly, we define the minimum traffic constraint function of ( )y t  as follows. 

Definition 3 (Minimum traffic constraint function). [6]: Let ( )y t  be arrival traffic 

function. Then, the minimum traffic constraint function ( )f I  of ( )y t  means  

                                     0( ) min [ ( ) ( )]tf I y t I y t≥= + −  for I > 0.                                   

    Definitions 2-3 say the increment of ( )y t  is upper-bounded by ( )F I  but lower-

bounded by ( ).f I  The following extends them to those in the DiffServ domain. 

Definition 4. Let , ,  ( )i
p j ky t  be all flows of class i  with priority p  going through 

server k  from input link .j  Let , ,  ( )i
p j kF I  be the maximum traffic constraint function 

of , ,  ( ).i
p j ky t  Then, , ,  ( )i

p j kF I = 0 , ,  max [ ( )i
t p j ky t I≥ + − ,  ,  ( )]i

p j ky t  for I > 0. Similarly, 

, ,  ( )i
p j kf I = 0 , ,  min [ ( )i

t p j ky t I≥ + − ,  ,  ( )]i
p j ky t  is the minimum traffic constraint function 

of , ,  ( ).i
p j ky t                                                                                                                      
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    It is noted that , ,  ( )i
p j kF I  and , , ( )i

p j kf I  are in the sense of bounded modeling. We 

extend them to be statistical bounds as follows.  
Observe maximum/minimum traffic constraint function in the interval 

[( 1) ,  ],  1,2,..., .n I nI n N− =  In each interval, denote maximum and minimum traffic 

constraint functions by , , ( ,  )i
p j kF I n  and , , ( ,  ),i

p j kf I n  respectively. In the following, 

we first derive out the randomized , , ( ,  )i
p j kF I n  and then , , ( ,  ).i

p j kf I n  

Usually, , ,  ,  ,  ( ,  ) ( ,  )i i
p j k p j kF I n F I q≠  for .n q≠  Therefore, , ,  ( ,  )i

p j kF I n  is a random 

variable over the index .n  Now, divide the interval [( 1) ,  ]n I nI−  into M  non-

overlapped segments. Each segment is of L  length. For the mth segment, we compute 
the mean , , [ ( ,  )] ( 1,2,..., ),i

p j k mE F I n m M=  where E  is the mean operator. Again, 

, ,  [ ( ,  )]i
p j k lE F I n ≠ ,  ,  [ ( ,  )]i

p j k mE F I n  for .l m≠  Thus, , ,  [ ( ,  )]i
p j k mE F I n  is also a 

random variable. According to statistics, if M ≥ 10, , ,  [ ( ,  )]i
p j k mE F I n  quite accurately 

follows Gaussian distribution regardless of the distribution of the original variable y, 
[4], [5], [25]. In the case of M ≥ 10, therefore, we have 

, , [ ( ,  )]i
p j k mE F I n ~

2
, , 

2

{ [ ( ,  )] ( )}1
exp[ ],

22

i
p j k m

FF

E F I n F Mμ

σπσ
−

−  (1) 

where 2
Fσ  is the variance of , ,  [ ( ,  )]i

p j k mE F I n  and ( )F Mμ  is its mean.  

Similarly, we have  

, ,  [ ( ,  )]i
p j k mE f I n ~

2
, , 

2

{ [ ( ,  )] ( )}1
exp[ ],

22

i
p j k m

ff

E f I n f Mμ

σπσ
−

−  (2) 

where 2
fσ  is the variance of , ,  [ ( ,  )]i

p j k mE f I n  and ( )f Mμ  is its mean.  

Using probability expressions, we have 

1 1

, ,  
1 / 2 / 2 1

( ) [ ( ,  )]
Pr ob 1 ,

i
p j k m

F

F M E F I n
z z

M

μ
α α α

σ−

−
< ≤ = −  (3) 

where 1(1 )α−  is called confidence coefficient. Let 1( ,  )FC M α  be the confidence 

interval with 1(1 )α−  confidence coefficient. Then, 

1 1/ 2 / 2
1( ,  ) ( ) ,  ( ) .F F

F

z z
C M F M F M

M M

α α
μ μ

σ σ
α = − +  (4) 

From (4), we have a statistically upper bound given by 

1 / 2
1( ,  ) ( ) .F

F

z
B M F M

M

α
μ

σ
α = +  (5) 
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Similarly, we have 

2 2

, ,  
1 / 2 / 2 2

( ) [ ( ,  )]
Pr ob 1 .

i
p j k m

f

f M E f I n
z z

M

μ
α α α

σ−

−
< ≤ = −  (6) 

Let 2( ,  )fC M α  be the confidence interval with 2(1 )α−  confidence coefficient. 

Then, 

2 2/ 2 / 2
2( ,  ) ( ) ,  ( ) .f f

f

z z
C M f M f M

M M

α α
μ μ

σ σ
α = − +  (7) 

From (7), we have a statistically lower bound given by  

2 / 2
2( ,  ) ( ) .f

F

z
b M f M

M

α
μ

σ
α = −  (8) 

We note that Eq. (4) implies that ( )F Mμ  can be taken as a template of 

, ,  [ ( ,  )] .i
p j k mE F I n  Similarly, (7) means ( )f Mμ  can be regarded as a template of 

, ,  [ ( ,  )] .i
p j k mE f I n  In other words, we have 1(1 )%α−  confidence to say that 

, ,  [ ( ,  )]i
p j k mE F I n  takes ( )F Mμ  as its approximation with the variation less than or 

equal to 1 / 2 .F z

M

ασ
 Similarly, we have 2(1 )%α−  confidence to regard ( )f Mμ  as the 

approximation of , ,  [ ( ,  )]i
p j k mE f I n  with the variation less than or equal to 2 / 2 .f z

M

ασ
 

In the above expressions, if computations are consistent for both (4) and (7), we 
have 2

Fσ = 2 .fσ  In addition, 1 2α α=  if the same confidence level is set for both.  

3   Detection Probabilities 

For simplicity, denote , ,  [ ( ,  )]i
p j k mE F I nξ  and , ,  [ ( ,  )] .i

p j k mE f I nη  Then, 

[ ] 1
1Pr ob ( ,  ) .

2FB M
αξ α> =  (9) 

On the other hand, 

2
2Pr ob ( ,  ) .

2fb M
αη α< =  (10) 

Therefore, we have two thresholds for detecting traffic variations at abnormally high 
rate and abnormally low rate as follows. 

1( ,  ),h FV B M α=  (11) 
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2( ,  ).l FV b M α=  (12) 

Taking into account the terms used in radar systems [26], we explain two terms as 
follows. Correctly recognizing an abnormal sign means detection and failing to 
recognize it miss. According to the meaning of these two terms, we give the detection 
probabilities as well as miss probabilities by the following theorems. 

Theorem 1 (Detection probability for traffic at abnormally high rate). [20]: Let 
Pdet-h and Pmiss-h be detection probability and miss probability for traffic at abnormally 
high rate, respectively. Then,  

Pdet-h = 1{ } (1 / 2),hP V ξ α< < ∞ = −  (13) 

Pmiss-h = 1{ } / 2.hP Vξ α−∞ < < =  (14) 

Proof: The probability of 1( ,  )FC Mξ α∈  is 1(1 ).α−  Hence, the probability of 

hVξ ≤  is 1(1 / 2).α−  Therefore, according to the meaning of detection mentioned 

above, 1Vξ >  exhibits a sign of abnormality of traffic at high rate with 1(1 / 2)α−  

probability. Thus, (13) holds. Since detection probability plus miss one equals 1, (14) 
yields.                                                                                                                               

    Similarly, we have 

Theorem 2 (Detection probability for traffic at abnormally low rate). Let Pdet-l 
and Pmiss-l be detection probability and miss probability for traffic at abnormally low 
rate, respectively. Then,  

Pdet-l = 2{ } (1 / 2),lP Vη α−∞ < < = −  (15) 

Pmiss-l = 2{ } / 2.lP V η α< < ∞ =  (16) 

Proof is straightforward from Theorem 1.                                                                  

    From Theorems 1~2, we can achieve the following statistical classification 
criterion for given detection probabilities by setting the values of 1α  and 2.α  

Corollary (Classification): Let , ,  ( )i
p j ky t  be arrival traffic of class i  with priority p  

going through server k  from input link j  at a monitored site. Then, 

, ,  ( )i
p j ky t N∈  if hVξ ≤  and ,lVη ≥  (17) 

where N  implies normal set of traffic flow, and 

, ,  ( )i
p j ky t A∈  if hVξ >  or ,lVη <  (18) 

where A  implies abnormal set. The proof is straightforward from Theorems 1~2.      

    The diagram of our detection is illustrated in Fig. 1 and the description about it is  
omitted.  



 A Real-Time and Reliable Approach to Detecting Traffic Variations 547 

Feature
extractor

Classifier

Establishing
templates

y(t) ξ, η Report

Vh, Vl

Fμ (M), fμ (M)
Templates

Detection
thresholds

Setting detection
probabilities (1−α1 / 2) and  (1−α2 / 2)

ξ, η

ξ, η

 
Fig. 1. Diagram of detection model 

4   Discussions 

In this section, we just use a Gaussian series synthesized by the method in [27] for 
showing the availability of the present approach. This does not lose the generality to 
discuss the availability on computations since statistical patterns of traffic at connection 
level on a class-by-class basis remain unknown. 

Denote y(i) synthesized series, indicating the number of bytes in the ith packet (i = 
0, 1, 2, ⋅⋅⋅). Then, in the case of Transmission Control Protocol, we restrict the range 
of y by 40 ≤ y ≤ 1500 (Bytes) (Fig. 2). 

In Figs. 2~5, subscripts and superscripts of y and F are omitted for simplicity. 
According to Definition 2, we obtain F(I, n) (n, I = 1, 2, …, 16) as shown in Fig. 3, 
where only 4 plots are given due to the limited space. Figs. 4~5 indicate ξ(n) and its 
histogram. From Fig. 5, we attain μξ = 3,105 and σξ = 344.402. In the case of the 
computation precision being 4, we let Pdet-h = 1, which yields the interval [1,720, 
4,467] and the threshold Vh = 4,467. The procedure to obtain Vl is similar to that of Vh 
and we omit it due to the limited space.  
    Let Tm and Tc be the time for recording data and computations in dada processing, 
respectively. Suppose we record a packet per 10 micro-second. Then, Tm = 10−5Q, 
where Q is the number of data points involved in computations for making a decision. 
In the above case, Q = 16×16 = 256. Thus, Tm = 2.56 ms. One the other hand, Tc for a 
series of 256 length on an average Pentium IV PC is negligible in comparison with Tm. 
So, the total time for getting both Vh and Vl is about Tm = 2.56 ms. This will be reduced 
if more powerful machine is used. Since the connection setup is typically on the order of 
several seconds [28], we see that the time for a detection decision based on the present 
approach is short enough to meet real-time requirements in practice.  
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Fig. 2. Synthesized FGN series 
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Fig. 3. Illustrations of traffic regulators 
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5   Conclusions 

We have derived statistically upper and lower bounds of traffic in the DiffServ 
domain as well as traffic in the aggregate case if i only implies one class, p just 
represents one priority, and j simply stands for all input links. We have derived 
formulas to compute detection probabilities and miss probabilities. A statistical 
classification criterion has been presented. Based on these, we have proposed a real-
time and reliable approach for detecting traffic variations at both abnormally high and 
low rates. The present approach suggests that signs of traffic variations at both 
abnormally high and low rates can be identified according to predetermined detection 
probabilities and miss probabilities. The identification can be done at early stage that 
abnormal traffic variations occur not only because detection is at connection level but 
because the computation time for a detection decision is short enough as can be seen 
from the descriptions in the above section.  
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Abstract. With respect to the diverseness of learning devices and the different 
conditions of the internet connection availability, users might confront with 
some inevitable problems in traditional distance learning environment. The 
learning activities are always interfered while the network connection is failed. 
Furthermore, the learning contents become more and more miscellaneous 
with on-line multimedia presentations, and it is necessary for learners to 
wait for the learning resources to be downloaded from the remote learning 
server. In this paper, we propose a solution, called Caching Strategy, to solve 
those issues under the ubiquitous learning scope. According to some specific 
factors, we aim to provide the most needed learning resources for learners on 
the mobile learning devices even if the internet connection is not available 
intermittently. With our proposed methods, the waiting time of learning 
contents delivery can be reduced as well to smooth the learning activities 
online. In order to increase the efficiency of the strategy, we carefully examine 
some specific factors about the learning sequencing defined in the Sharable 
Content Object Reference Model (SCORM). After applying this strategy to 
distance learning system, the efficient ubiquitous learning will be easier to 
come true. 

Keywords: Ubiquitous Learning, Distance Learning, SCORM, Caching, Agent. 

1   Introduction 

In the last decade, distance learning has shown its significant effects and won wide 
acceptance among people all over the world. People try to use many kinds of method 
to support teaching [1]. Due to the rapid improvement of hardware technologies and 
Internet services, it is more reasonable for users to learn with various learning devices 
in the distance learning environment nowadays. As the mobile devices are becoming 
more and more inexpensive, it is affordable for learners to use such devices to learn 
anytime anywhere, and the ubiquitous learning is expected to come true [2]. However, 
most mobile devices are in small size with limited storages capacities, and the internet 
connection is not always available while using the devices outdoors. Some online 
distance learning systems [3] may become paralyzed. Usability issues relating to the 
hardware and software had considerable impact on the learners’ usage and satisfaction 
[4]. Even if a learner uses the computer with the internet connection at home, it is also 
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inconvenient for him to wait for the learning contents to be downloaded from the 
remote server. This is because that large numbers of multimedia learning resources 
are used in the course [5] but the speed of network is not high enough to transmit 
them in real time. 

In order to smooth the learning activities and to reduce the waiting time, users may 
need an auxiliary mechanism, such as an intelligent agent, to handle all the 
information while learning. Such kind of agents is able to prepare the necessary 
resources the users may need in advance. In this way, users can read the contents 
when the internet is disconnected and have not to wait a long time for the contents to 
be downloaded. In this paper, we demonstrated a specific solution based on SCORM 
(Sharable Content Object Reference Model), proposed by ADL [6], to solve the above 
mentioned issues in the ubiquitous learning environment. A set of factors are 
evaluated with our proposed Caching Strategy to forecast the learning resources that 
to be downloaded before the learning activities starting. In order to improve the 
accuracy of the caching strategy, we use the information about the learner and the 
devices, as well as the information defined in SCORM.  

The remainder of this paper is organized as following. In section 2, we introduce 
some related works about SCORM. In section 3, the course caching system which 
runs with caching strategy is discussed. Some important factors which affect the 
caching strategy are also addressed in this section. Finally the conclusion and the 
future works are discussed in the section 4. 

2   Related Works 

SCORM is a well-known e-learning standard proposed by ADL in 1997 with the 
latest released version SCORM 2004. SCORM also introduces the learning 
sequencing for supervising the learners’ learning behaviors and the corresponding 
learning records of the progresses. SCORM was widely used to assist the e-learning 
community in standardizing the best approaches to creating, storing, transferring and 
deploying learning content. In this paper, we put emphasis on the Sequencing and 
Navigation [7] in SCORM specification to facilitate our proposed caching strategy. 
The description about SCORM sequencing and navigation is illustrated in the 
following sections 

In the definition of SCORM, course designers can use some sequencing rules to 
control and to record the behavior when learners are learning. These sequencing rules 
can be applied to a specific learning structure, called the cluster. The cluster includes 
a parent learning activity and its immediate children. The children can be a set of leaf 
learning activities which are the physical learning resources for delivering to learners, 
or can be another cluster. Generally, instructors can use SCORM-complaint authoring 
tools to specify the values and the attributes of the sequencing rules. Each cluster has 
its own sequencing rules to supervise the legitimate learning activities and behavior of 
a learner. In our proposed caching strategy, a cluster can be considered as the basic 
unit to be manipulated. Figure 1 illustrates an example of clusters defined in a 
SCORM-compliant course. 
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Fig. 1. An illustration of clusters within a course 

Furthermore, in the sequencing definition model, there are many elements to 
describe and affect the learning behaviors of learners, such as Sequencing Control 
Modes for specifying the sequencing behavior, Limit Conditions for setting criteria of 
learning competence, Rollup Rules for gathering statuses from the child activities, etc. 
Within the sequencing control modes, we utilize three items as the primary rules to 
implement our proposed caching strategy, and they are: Sequencing Control Flow 
(Flow), Sequencing Control Choice (Choice), Sequencing Control Forward Only 
(Forward Only). If the value of Sequencing Control Flow in a cluster is true, learners 
can merely access the adjacent (i.e., the previous and the next) learning units in that 
cluster. If the value of Sequencing Control Choice is true, learners can choose any 
learning units which they want to read within that cluster. Finally, if the value of 
Sequencing Control Forward Only is set as true, learners can only read the next 
learning unit after accomplishing the current learning unit. With these concepts in 
mind, in the next section, we will introduce our proposed Caching Strategy which 
supports the efficient ubiquitous learning environment. 

3   Course Caching System 

The course caching system is an implementation of caching strategy. It can be applied 
to all available learning devices and the ubiquitous learning environment [8]. The 
system executes automatically as a Daemon program without any human control. The 
caching strategy includes two modes for dealing with different conditions of device 
and network requirements. One is called the VMM mode and another is called the 
COD mode. Due to the availability of the internet and the adopted learning device, the 
system will switch between these two modes to meet the needs of efficient ubiquitous 
learning. The idea of the VMM mode is similar to the concept of “Virtual Memory 
Management” in conventional operating systems. This mode can provide a virtual 
network environment for learners, and the learning activities, especially through the 
mobile learning devices, will not be suspended due to the intermittent network 
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connection. Otherwise, the idea of the COD mode comes from the concept of 
“Caching of Disk”, and this mode can prepare the possible required learning resources 
in advance to avoid the time-consuming processes of downloading the learning 
contents. 

Both the VMM mode and the COD mode are implemented according to the 
forecast of learning behaviors. In this regard, to decide which parts of course contents 
should be cached is the most important issue. The results of forecast will influence the 
performance of the course caching system directly. In order to improve the accuracy 
of the forecast, we concern the SCORM sequencing setting and some available 
information collected from devices and users. The factors for forecast and the course 
caching system are illustrated in the following subsections. 

3.1   Factors for Forecast 

The caching strategy forecasts the user’s action and pre-download the most needed 
parts of a course to the specific learning devices. This establishes the need for users to 
read the learning contents without either a permanent internet connection or waiting 
for a long time to download the courses. There are three types of data might be 
evaluated while the caching strategy is performed. The first one is about the course 
contents, and the second one is about the device characteristic. Eventually, the 
learning records of learners should be taken into account. 

3.1.1   The Factors About Course 
As mentioned in the previous sections, a set of factors are evaluated with our 
proposed Caching Strategy to forecast the learning resources that to be downloaded 
before the learning activities starting. Some of these possible factors can be derived 
from the essence of the course content. This kind of factors has strong relationship 
with SCORM sequencing, which is specified in each cluster. Note that, the basic unit 
to be downloaded or to be dropped in our proposed caching strategy is a cluster 
defined in SCORM specification. Each cluster has its own identifier and contains 
several learning resources. The size of a specific cluster totalizes the size of each 
physical learning resource within it. As a result, the size of a cluster can be considered 
as a factor for the forecast in caching strategy due to the limited storage capacity of 
the mobile learning devices.  

The course caching system in the VMM mode prefers to download as many 
clusters as possible to increase the hit ratio when the learner chooses a lesson on the 
mobile learning device. The hit ratio can be calculated according to the availability of 
the chosen lesson on the mobile learning device at that time. The hit ratio will be 
increased if the chosen lesson has already been pre-downloaded to the mobile device; 
otherwise, it will be decreased if the chosen lesson needs to be downloaded from 
remote server to the mobile device. However, the course caching system in the COD 
mode prefers to download the biggest cluster first to reduce the waiting time  
when learner is reading online. The figure 2 shows the difference between these two 
modes. 
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Fig. 2. One of the Factors for Forecast: The Size of a Cluster 

In the SCORM sequencing control mode, the learner is allowed to read some parts 
of a course in a specific and relative order. The caching strategy can accurately 
forecast which parts of the course will be read first according to the setting of 
sequencing control mode. For example, the Sequencing Control Flow (Flow) allows 
users to read the next lesson or previous lesson linearly. Learners are not allowed to 
choose a lesson randomly and can not skip a lesson if they are unwilling to read it. 
With this information, the caching strategy can know that the next lesson and the 
previous lesson could be the most needed learning contents when user is reading a 
lesson. There are other attributes in sequencing control mode and the decisions of 
caching strategy are shown, respectively, in figure 3. 

 

Fig. 3. One of the Factors for Forecast: The setting of Sequencing Control Mode. Note that, in 
the “Choice” case, the caching strategy needs other factors to determine which cluster is the 
most possible one. 

In order to measure the relationship between two clusters, we quantify it with a 
simple value, called “path length.” This factor can determine the relationship between 
two clusters is strong or weak. If a cluster has a stronger relationship with the current 
cluster, it might be more possible for learner to read after finishing the current 
learning activity. The path length is defined as the following algorithm, and figure 4 
shows an example of the path length derivation. 
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PLij = Li + Lj – 2*Lc 
PLij : The path length from clusteri to clusterj 
Li : The level of clusteri 
Lj : The level of clusterj 
Lc : The level of the first common parent of clusteri and clusterj 

(1) 

 

Fig. 4. One of the Factors for Forecast: Path Length 

3.1.2   The Factors About Device 
The second type of factors is about the characteristic of various learning devices. One 
of the most important factors is the capability of network connection. This factor 
determines which mode should be used in the course caching system. If the specific 
learning device is able to access the internet all the time with sustained connection 
capability, the system uses the COD mode to reduce the waiting time. Oppositely, if 
the connection capability is intermittent or failed, the system utilizes the VMM mode 
to support learning contents pre-downloading mechanism, which facilitates the 
learning on mobile learning devices especially. 

Another important factor is the storage capacity. Generally, the storage capacity of 
the mobile devices which support the ubiquitous learning is insufficient to contain all 
the learning materials. Thus, the factor can be applied to determine either the numbers 
of clusters to be preloaded into the mobile device or the clusters to be replaced. 

3.1.3   The Factors About Learning Record 
Learning record is maintained by a learning system when user starts to learn. In 
another words, if the learner is not involved in the learning activities, the learning 
system will not keep the record for her. For this reason, the type of factors is only 
applied when the course caching system needs to replace some no longer used clusters 
with new downloaded clusters. 

There are three factors regarding this type: reference count, last access time and 
downloading time. If a cluster is read frequently, it should be dropped later than the 
cluster which is seldom read. And if a cluster is read recently or is a new downloaded 
one, it is more important than the other clusters that have already existed in the 
learning device. 
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3.2   System Architecture 

The course caching system is implemented with the caching strategy as above 
described. It contains the VMM and the COD mode. In the VMM mode, the course 
caching system will be triggered right after the learning device connected to the 
internet. With those pre-downloaded clusters, learners can continue reading in the off-
line mode. If a learning device always connects to the internet, the course caching 
system runs in the COD mode in the background. By using the two modes 
appropriately and frequently, the system is able to provide the most suitable clusters 
for learners to reduce the waiting time in the ubiquitous learning environment. 

Typically, the course caching system has two models to handle all the tasks, and 
they are the download management model and the replacement management model. 
The download management model is a function on the server side. It produces an 
efficient downloading order according the mentioned factors. The client just needs to 
download the learning contents from server followed by this specified order without 
any additional manipulations. The replacement management model is a function on 
the client side. This model determines which clusters should be dropped in order to 
load the new downloaded clusters. It also determines the proper time to request 
learning materials from server in the VMM mode or in the COD mode. Figure 5 
illustrates the architecture of our proposed course caching system. 

 

Fig. 5. The Architecture of Course Caching System 

3.3   Download Management Model 

The course caching system has a download management model on the server side to 
create the downloading order of clusters. It is the main function to affect the 
efficiency of the course caching system. With a proper order created by download 
management model, the client can avoid from the unnecessary downloading and 
replacement of the learning contents. The model uses some factors to forecast the 
possible user’s learning behavior. The factors about course information are most 
important to the efficiency of the download management model. The download 
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management model will first take into consideration the SCORM sequencing control 
mode in the beginning of the downloading process. If the “Flow” is set as true, the 
model will download the adjacent clusters first to the learning device. If the “Choice” 
is true, the model will find the cluster with the smallest path length to download. 
However, if there exist more than one cluster with the same path length, the download 
management model uses the size of clusters and the number of clusters to determine 
the downloading order. The following is the algorithm for caching strategy in the 
download management model. 

Mode: VMM Mode or COD Mode 
Capacity: The Available Capacity of Storage 
CC: The Current Cluster 
Flag: The Flag Displays That CC Has Been Downloaded 
PC: The Parent Cluster of CC    IC: Immediate Children 
Input: Mode, Capacity, CC, Flag 
Output: The Order for Downloading Clusters from Server 
 
Function DownloadOrder(Mode, Capacity, CC, Flag){ 
  If(Flag Is False){ 
    If(Capacity >= The Size of CC){ 
      Capacity = Capacity – The Size of CC; 
      Output << The Cluster Number of CC; 
    }Else Return; 
  } 
  If(Flow of CC Is True){ 
    For Each IC of CC{ 
      DownloadOrder(Mode, Capacity, IC, False); 
    } 
  }Else If(Choice of CC Is True){ 
    If(Mode Is VMM){ 
      Insert Each IC of CC into an Array Non-descending 
        According to Cluster Size; 
    }Else If(Mode Is COD){ 
      Insert Each IC of CC into an Array Non-ascending 
        According to Cluster Size; 
    } 
    For Each IC of CC in Array{ 
      If(Capacity >= The Size of IC){ 
        Capacity = Capacity – The Size of IC; 
        Output << The Cluster Number of IC; 
      } 
    } 
    Sort Array According to Cluster Number; 
    For Each IC of CC in Array{ 
      DownloadOrder(Mode, Capacity, IC, True); 
    } 
  } 
  If(ForwardOnly of PC Is True){ 
    For Each IC of PC after CC{ 
      DownloadOrder(Mode, Capacity, IC, False); 
    } 
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  }Else If(Flow of PC Is True){ 
    N = 1; 
    While(There Still Have IC of PC){ 
      DownloadOrder(Mode, Capacity,  
        The Nth IC after CC, False); 
      DownloadOrder(Mode, Capacity, 
        The Nth IC before CC, False); 
      N = N + 1; 
    } 
  } 
  DownloadOrder(Mode, Capacity, PC, False); 
} 

3.4   Replacement Management Model 

The replacement management model is a function on the client side. It will drop some 
clusters automatically when the storage capacity of the learning device is reached and 
the new clusters are requested. In order to prevent dropping some clusters which 
might be necessary in the oncoming learning activities, it is important for this model 
to make a good decision. Furthermore, a good course caching system should not 
waste the resources of the internet too much. Accordingly the replacement 
management model can be considered as the kernel of the caching system to make it 
more efficient to access the internet. The algorithm of replacement management 
model is as below. In this algorithm, the model will drop the clusters with the 
maximum “distance” to the current cluster. The “distance” is the value derived from 
many factors, such as reference count, last access time, etc. For example, if a cluster 
is less possible be visited in the learning activities, the distance of the cluster is 
greater than other clusters. 

Mode: VMM Mode or COD Mode 
Capacity: The Available Capacity of Storage 
CC: Current Cluster    RC: Removed Cluster 
: A Threshold Value 

Input: Mode, Capacity, CC 
Output: The Cluster Numbers Which have Been Dropped 
 
Function Replacement(Mode, Capacity, CC){ 
  While(Capacity < ){ 
    RC = The Clusterj Have the Max Distancei,j; 
      // i: CC, j: Each Cluster in the Storage 
    Remove RC from Storage; 
    Capacity = Capacity + The Size of RC; 
    Output << The Cluster Number of RC; 
  } 
  If(CC Has Been Downloaded){ 
    Download DownloadOrder(Mode, Capacity, CC, True); 
  }Else{ 
    Download DownloadOrder(Mode, Capacity, CC, False); 
  } 
} 
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4   Conclusion 

In this paper, we mainly focus on developing a course caching system, which 
facilitates the efficient ubiquitous learning environment based on SCORM. The 
system uses the VMM mode to simulate an environment as if the network connection 
is available. Users can learn anytime anywhere without concerning about the status of 
network. With respect to the miscellaneous learning resources, the COD mode is 
responsible for reducing the waiting time for the learning contents to be downloaded 
from the backend server.  

Our works aim to explore a caching strategy which precisely forecasts the user’s 
learning behavior and the most needed portions of learning contents in the specific 
learning devices, such as PDAs (Personal Digital Assistants), PCs, and even the smart 
phones. With utilizing the caching strategy, the goal of ubiquitous learning can be 
easier to achieve. Users are able to read the learning contents without either a 
permanent internet connection or waiting for a long time to download the courses to 
learn. Moreover, as the result of forecast is important for the whole system, we 
carefully examine some factors to be evaluated while the caching strategy is 
performed. Thus far, the caching system is integrated with our learning management 
system at (http://scorm.mine.tku.edu.tw). And some mobile devices are used for 
supporting the needs of ubiquitous learning.  
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Abstract. In this paper, we design a fault-tolerant cluster management system 
for a cluster-based DBMS, called FTCM. To achieve it, FTCM manages the 
status of the nodes for a cluster-based DBMS as well as the status of the various 
DBMS instances at a given node. Using a graphical user interface (GUI), 
FTCM gives users a single virtual system image by showing the status of all of 
the nodes and resources for a cluster-based DBMS. In addition, we implement 
our FTCM by using Linux virtual server 0.81 as a load balancer and 
iBASE/Cluster as a cluster-based DBMS, under a cluster system with four 
server nodes. It is shown from our performance analysis that the sensing and re-
covery time of FTCM for the iBASE/Cluster is about 2 seconds while that of 
OCMS for Oracle DBMS is more than 20 seconds.  Finally, we show that our 
FTCM can support nonstop service by performing its recovery procedure even 
in the case where all the nodes except one have failed. 

1   Introduction 

Being formed by connecting PCs and workstations using a high-speed network, a 
cluster system [1] is required to support 24 hours nonstop service for the Internet. 
Much research has been conducted regarding the use of cluster DBMS that can offer a 
mechanism to support high performance, high availability and high scalability [2]. 
They include Oracle 9i Real Application Server, Informix Extended Parallel Server 
and IBM DB2 Universal Database EEE. To manage the cluster DBMS efficiently, the 
following requirements for a cluster DBMS management tool can be considered. 
First, a cluster management tool should enable users to visualize a cluster system 
being composed of multiple nodes as a single virtual system image. Secondly, by 
using a graphical user interface (GUI), the cluster DBMS management tool should 
provide users with the status of all of the nodes in the system and all of the resources 
(i.e. CPU, memory, disk) at a given node. Thirdly, a load balancer is needed to make 
all the nodes perform effectively by evenly distributing the users’ requests. Finally, a 
recovery procedure is needed to support a fault-tolerant system when one of its nodes 
has failed [3,4]. 
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In this paper, we design and implement a fault-tolerant cluster management system 
for a cluster-based DBMS, called FTCM. To achieve it, FTCM manages the status of 
the nodes for a cluster-based DBMS as well as the status of the various DBMS in-
stances at a given node. Using a graphical user interface (GUI), FTCM gives users a 
single virtual system image by showing the status of all of the nodes and resources for 
a cluster-based DBMS. In addition, we implement our FTCM by using Linux virtual 
server 0.81 as a load balancer and iBASE/Cluster as a cluster-based DBMS, under a 
cluster system with four server nodes. The remainder of this paper is organized  
as follows. The next section discusses related work on the existing cluster manage-
ment systems. In section 3, we describe the design of our FTCM for a cluster-based 
DBMS and its graphical user interface. In section 4, we present the implementation 
and the performance analysis of our FTCM. Finally, we draw our conclusions in  
section 5. 

2   Related Work 

As related work, we introduce the typical cluster management systems, such as 
OCMS (Oracle Cluster Management System) [5] and SCMS (SMILE Cluster Man-
agement System) [6]. First of all, OCMS is a well known as a cluster management 
tool for the Oracle8i Parallel Server product on Linux. It provides cluster membership 
services, a global view of clusters, node monitoring and cluster reconfiguration. 
OCMS also consists of a watchdog daemon, node monitor and cluster manager. First, 
the watchdog daemon offers services to the cluster manager and to the node monitor. 
It makes use of the standard Linux watchdog timer to monitor selected system re-
sources for the purpose of preventing database corruption. Secondly, the node monitor 
passes node-level cluster information to the cluster manager. It maintains a consistent 
view of the cluster and informs the cluster manager of the status of each of its local 
nodes. The node monitors also cooperates with the watchdog daemon to stop nodes 
which have an abnormally heavy load. Finally, the cluster manager passes instance-
level cluster information to the Oracle instance. It maintains process-level status in-
formation for a cluster system. The cluster manager accepts the registration of Oracle 
instances to the cluster system and provides a consistent view of the Oracle instances. 
Next, SCMS was developed by Kasetsart university in Thailand as a cluster system 
management tool for Beowulf clusters. It consists of CMA (Control and Monitoring 
Agent), SMA(Systems Management Agent) and RMI(Resource Management Inter-
face). First, the CMA runs on each node and collects system statistics continuously. 
The CMA reads system information through a layer called HAL(Hardware Abstrac-
tion Layer). Secondly, the system statistics are collected by a centralized resource 
management server called SMA. The SMA responds to user queries concerning  
the system status and sends some commands to the CMA. Finally, the RMI is pro-
vided as a set of APIs for system monitoring and logging applications. By using the 
RMI, the SCMS provides monitoring tool, configuration utilities and parallel Unix 
commands. 
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3   Design of FTCM  

A cluster DBMS consists of multiple server nodes and uses a shared disk. All of the 
server nodes are connected to each other by means of a high-speed gigabit Ethernet, 
which is called cluster network. A master node receives a service request from clients 
through a service network and makes job assignment through the cluster network. 
Each server is connected to a shared disk by means of SAN (Storage Area Network) 
for data transmission. The Backup node serves as a new master node when it detects 
the failure of the master node and uses the cluster network for a fail-over mechanism. 
Figure 1 shows the overall architecture of a cluster DBMS which are needed to sup-
ports 24 hours nonstop database application services, e.g., map database provision. 
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Fig. 1. Overall architecture of a cluster system for supporting a cluster-based DBMS 

3.1   FTCM 

We propose a fault-tolerant cluster management tool which can monitor the status of 
the nodes in a cluster DBMS as well as the status of the various DBMS instances at a 
given node. Based on the monitoring, our cluster DBMS management tool can pro-
vide an intelligent fail-over mechanism for dealing with multiple node failures in a 
cluster DBMS, thus making its fault-tolerance possible when combined with a load 
balancer. The cluster DBMS management tool consists of four components; probe, 
handler, CM (Cluster Manager) and NM (Node Manager). The probe monitors the 
status of the each node and generates events according to the status of the system. The 
handler stores the monitored information into a status table and performs a specific 
procedure for each type of event. The NM performs network communication with the 
CM at the master node. If the NM detects an error during the communication with the 
CM, the NM makes a connection with the backup node and transmits all of the avail-
able in-formation to it. If the NM does not receive a response from the CM during a 
defined interval, the NM considers that the CM has failed and makes a connection 
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with a backup node. The CM, running on the master node, perceives the status of the 
net-works by sending a ping message to each node through both the cluster network 
and the service network. Based on the status of the networks, the CM manages all of 
the system resources and services. If the CM detects that the NM has encountered an 
error, it restarts the NM. If the CM detects an error, it generates an event and trans-
mits it to the corresponding service handler, thus requesting it to perform its recovery 
procedure.  
    If the master node fails, our fault-tolerant cluster management tool terminates the 
master node, and then makes the backup node and one of server nodes be a new mas-
ter and a new backup one, respectively. If the backup node fails, our management tool 
terminates the backup node and let one of server nodes be a new backup node. If a 
server node fails, our management tool just terminates the server node. Figure 2(a) 
shows the status of the system having four nodes before and after a node failure. 

 
(M: master node, B: backup node, S: database server node) 

Before node failure Failure node After node failure 
      

failure M B S   1 2 3 4  Master node 
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(b) System having three nodes 
Before node failure Failure node After node failure 

      

 failure failure failure M   1 2 3 4  Master node 
      

      

 failure failure M failure   failure failure M B  Backup node 
      

      

 failure failure M failure        Server node 
           

(c) System having two nodes 

Fig. 2. Status of the system before and after a node failure 

At this time, we assume that the master node has failed, and then the second and 
the third node have been selected as a new master and a new backup one, respec-
tively. Thus, if the new master node fails continuously, our fault-tolerant cluster  
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management tool terminates the master node, and then assigns the backup node and 
the remaining database server node to the role of a new master and a new backup one, 
respectively. If the new backup node fails after the first node failure in Figure 2(a), 
our management tool terminates the backup node (the third one) and let the remaining 
database server node (the fourth one) be a new backup node. If a database server node 
fails after the fist node failure in Figure 2(a), our management tool just terminates the 
database server node (the fourth one). Figure 2(b) shows the status of the system hav-
ing three nodes before and after a node failure. At this time, we also assume that the 
new master node has failed, and then the third and the fourth node have been selected 
as a new master and a new backup one, respectively. Thus, if the new master node 
fails con-tinuously, our fault-tolerant cluster management tool terminates the master 
node and just assigns the backup node to the role of a new master node. This is be-
cause there is no running node. If the backup node fails after the first two nodes’ fail-
ures in Figure 2(b), our management tool just terminates the backup node (the fourth 
one) because there is no running database server node. Figure 2(c) shows the status of 
the system having two nodes before and after a node failure. The other cases can be 
dealt with similarly by our fault-tolerant cluster DBMS management tool. Conclu-
sively, it is shown that our cluster management tool is fault-tolerant because it can 
work well even if one of nodes (database servers) survives in the system. 

3.2   Recovery Procedures in the Case of Failures 

The server nodes comprising a cluster system can be classified into the master node, 
the backup node, and the database server nodes. If there is no failure in both the ser-
vice and the cluster network, the cluster system runs normally. If the ser-vice network 
fails, a server node can communicate with the other nodes, but it cannot receive user 
requests or return the results to the user. If the cluster network fails, a given server 
node cannot communicate with the others and so the master node cannot distribute 
user requests to any of the database server nodes. If neither the service nor the cluster 
network work, the situation is considered as node failure since the nodes cannot func-
tion anymore. In order to recover the cluster system from the node failure, we provide 
an intelligent fail-over mechanism which can deal with multiple node failures in a 
cluster DBMS. The proposed fail-over mechanism is divided into two procedures; 
node failure detection and failure recovery. First, in order to detect the node failure, 
the CM and NM sends a ping message to each database server node in the cluster 
system and analyze the response of each server node. If it fails to receive any re-
sponse from any of the database server nodes, it regards the situation as its node fail-
ure or its cluster network failure. At that time, there can be an ambiguity as shown in 
the Figure 3. In the Figure 3(a), all of the database server nodes except the first one 
have failures (node failures or cluster network failures). In the Figure 3(b), only the 
first server node has a failure. However, both situations can never be distinguished 
because they have the same ping status. To solve this ambiguity, we propose an intel-
ligent failure detection procedure which uses the history information of the ping 
status. Once, our cluster DBMS management tool detects a failure, it compares the 
current ping status with the past status. If two database server nodes have already 
failed due to their node failure or their cluster network failures, this situation can be 
considered as ’ the failures of all the nodes except one. Otherwise, this situation can 
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be considered as a failure in only one node. In our intelligent failure detection proce-
dure, it is assumed that more than one node (or cluster network) never fail at the same 
time. This assump-tion is very realistic in a cluster DBMS environment.  

service network

cluster network

service network

cluster network

ping status       1 0 0 0 ping status       1 0 0 0

service network

cluster network

service network

cluster network

ping status       1 0 0 0 ping status       1 0 0 0  

(a)                                                                                (b) 

Fig. 3. Ambiguity between two failures 

Master node failure. The master node of the cluster system manages the cluster 
DBMS by distributing user requests to each server node. The master node sends a 
ping message to each server node in the cluster system and detects the failure of a 
node by analyzing the response of each server node. If the master node fails to receive 
any response from any of the server nodes, it regards the situation as cluster network 
failure. Meanwhile, when the backup node cannot communicate with the master node 
using a ping message, it re-gards the situation as master node failure. To prevent this 
situation, the backup node regularly checks for the failure of the master node by send-
ing it a ping message peri-odically and itself becomes the new master node if the 
master node fails. 

Backup node failure. The backup node of the cluster system stores all of the infor-
mation received from the CM and monitors the master node. If the master node fails, 
the backup node becomes the new master node and it then selects one of the remain-
ing server nodes as the new backup node. If the backup node fails, FTCM perceives 
the failure and terminates the backup node. In addition, the backup node terminates 
the active DB, Sysmon, NM and its backup CM. During this time, the master node 
performs its recovery procedure, in order to remove the failed backup node from the 
list of available server nodes and to select a new backup node from amongst these 
remaining nodes. 

DB server node failure. In the cluster system, the failure of a server node can cause 
the failure of the entire cluster-based DBMS, because the cluster-based DBMS uses a 
shared disk. Therefore, FTCM should perform a recovery procedure to preserve the 
integrity of the data by preventing the failed server node from accessing any data. 
First, if the service network fails, all of the server nodes should stop their transactions 
and perform their recovery procedure, since they cannot return the results of any user 
requests to the users. Sec-ondly, if the cluster network fails, all of the server nodes 
should react in the same way as that described above, because they can neither receive 
any user requests from the master node, nor communicate with any of the other server 
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nodes. Finally, if a server node fails, FTCM should remove this server node from the 
list of available nodes of the Linux virtual server and inform the other server nodes of 
the failure of this server node. During this time, the failed server node performs its 
recovery procedure to re-covers its transactions and terminate its database. The other 
server nodes should re-cover the data of the failed node.  

3.3   User Interface of FTCM 

We describe the convenient user interface of FTCM which presents both the status of 
the system information and the status of the DBMS information being monitored by 
the system probe at each server node. The system information consists of the CPU, 
memory, disk, network and node status. To present the status of the CPU and mem-
ory, we use the files /proc/meminfo and /proc/stat. We depict the status of the mem-
ory by showing the current usage rate of memory and the frequency of memory 
swapping. The left part of Figure 3 shows the user interface for the CPU and memory 
status part of the system information.  

 

Fig. 4. User interface for system information 

    In this figure, we show that our cluster system consists of four server nodes and 
that the first node is the master node. In the master node, it is shown that the usage 
rate of CPU, memory and swap memory are 25%, 96% and 6%, respectively. To 
present the status of the disk, we use the file /proc/mounts. We depict the current used 
disk space, the available disk space, and the total mounted space. The central part of 
Figure 4 shows the user interface for the disk status part of the system information. In 
the master node, it is shown that the total mounted disk space, available disk space 
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and current used space are 4916 Mbytes, 2502 Mbytes and 2413 Mbytes, respectively. 
For the status of the network, we make use of the file /proc/net/dev. We depict the 
network information such as the number of received packets, received error packets, 
sending packets, sending error packets. The right part of Figure 3 shows the user 
interface for the network status part of the system information. In the master node, it 
is shown that the number of packets received, error packets received, packets sent, 
and error packets sent are 198, 0, 185 and 0, respectively. Here ACTIVE denotes that 
the corresponding service is available, while INACTIVE denotes that the correspond-
ing service program is not running on the server node. Figure 5 shows the user inter-
face for the DBMS information. We can observe that there are multiple DBMS proc-
esses and node commit is running on the master node. The PID 959 process with S 
(Sleep) status makes use of 7% of the CPU. 

 

Fig. 5. User interface for DBMS information 

4   Implementation and Performance Analysis of FTCM 

In this section, we describe the implementation of our FTCM and the results of its 
testing. Table 1 describes our system implementation environment. We implement 
our FTCM by using Linux virtual server 0.81 [7] as a load balancer and 
iBASE/Cluster [8] as a cluster-based DBMS, under a cluster system having four 
server nodes, each of which is running on Redhat Linux 7.1 OS with its own 
iBASE/Cluster DBMS. In the normal situation, the service requests of users are 
transmitted to the master node. The Linux virtual server on the master node distrib-
utes the user request to one of the available server nodes according to its round-robin 
algorithm.  



 FTCM: Fault-Tolerant Cluster Management for Cluster-Based DBMS 569 

Table 1. System implementation environment 

System 450 Mhz CPU/HDD 30GB/128MB Memory * 4 
OS Redhat Linux 7.1 (Kernel 2.4.5) 
Compiler gcc 2.96, make 3.79.1 
Database iBASE/Cluster 
Load balancer Linux virtual server 0.81 

We conduct the performance analysis of our FTCM using iBASE/Cluster. We can-
not directly compare the performance of FTCM with that of OCMS, because the latter 
is a cluster management system being dedicated to Oracle DBMS and does not sup-
port iBASE/Cluster’s recovery procedure. According to the Oracle 9i Administrator’s 
Reference [5], the sensing and recovery time of OCMS for Oracle DBMS is more 
than 20 seconds. Table 2 shows both the sensing time for the three types of node fail-
ures and the time required to perform the recovery procedure for each of them. It is 
shown from the result that OCMS is much worse than our FTCM because OCMS has 
to wait until Oracle instances are reconfigured. First, when the master node fails, the 
backup node becomes aware of the master node failure through the result of the ping 
message sent to the master node. We set the maximum response time for the ping 
message to 2 seconds. The time required for sensing the master node failure is 0.91 
seconds and the time required for performing the recovery procedure is 0.78 seconds. 
Since the backup node is assumed to have the role of the master node, it resets its 
virtual IP and creates a thread to monitor the network status of the nodes in the cluster 
system. Secondly, when the backup node fails, the master node becomes aware of the 
failure and selects one of the available server nodes as the new backup node. The time 
required for sensing the backup node failure is 0.89 seconds and the time required for 
performing the recovery procedure is 0.51 seconds. The new backup node creates a 
thread to monitor the master node and periodically receives the information of the 
service status table of the master node. Finally, when the database server node fails, 
the master node perceives the failure and performs its recovery procedure. The time 
required for sensing the database server node failure is 0.81 seconds and the time 
required for performing the recovery procedure is 0.71 seconds. If the database server 
node fails, the master node removes the server node from the available server list, in 
order that user requests are no longer transmitted to the failed server node. 

Table 2. Sensing time and recovery time for the three types of node failure 

 Sensing time  Recovery time 
Master node failure 0.91 0.78 
Backup node failure 0.89 0.51 

Database server node failure 0.81 0.71 

Table 3 shows the major differences between FTCM and OCMS. First, the cluster 
manager of OCMS performs its task on each node and communicates each other 
through the private network. Assume that there are N server nodes, the total number 
of messages for communication in OCMS is (N-1)*N. However, our FTCM only 
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needs 2N messages. That is to say, OCMS has more network overhead than FTCM. 
Secondly, OCMS uses a quorum partition to recognize the failure of other nodes. If 
the number of nodes is increased, more nodes attempt to read the quorum partition, 
thus resulting in the degradation of recovery performance. However, our FTCM keeps 
the history status information of every node to recognize failures. If a node detects 
multiple node failures based on the comparison between a current status and a history 
status, we consider it the failure of the detecting node since the multiple node failures 
are not assumed to occur at the same time. Because this scheme is not affected by the 
number of nodes, our FTCM is efficient than OCMS in terms of scalability. 

Table 3. Differences between FTCM and OCMS 

 FTCM OCMS 
Network Communication Centralized Distributed 

Failure Detection History status information Quorum partition 

5   Conclusions 

In this paper, we described the design of a fault-tolerant cluster management system 
for a cluster-based DBMS, called FTCM. When such a failure occurs, FTCM per-
formed its recovery procedure in order to provide normal service, regardless of the 
failure. Using a graphical user interface (GUI), FTCM enabled users to visualize a 
single virtual system image by providing them with the status of all of the nodes and 
resources. Finally, we implemented our FTCM by using Linux virtual server 0.81 as a 
load balancer and iBASE/Cluster as a cluster-based DBMS, under a cluster system 
with four server nodes. It is shown from our performance analysis that the sensing and 
recovery time of FTCM for the iBASE/Cluster is about 2 seconds while that of 
OCMS for Oracle DBMS is more than 20 seconds. Thus we can conclude that our 
FTCM can support nonstop service by performing its recovery procedure even in the 
case where all the nodes except one have failed. 
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Abstract. Most existing real-time fault-tolerant scheduling algorithms for het-
erogeneous distributed systems can achieve high reliability for non-preemptive 
and aperiodic tasks. However, the existing scheduling algorithms assume that 
status of each backup copy is either active or passive. To remedy this defi-
ciency, we propose a novel reliability model tailored for preemptive periodic 
tasks. Next, we develop two real-time fault-tolerant algorithms (NRFTAHS and 
RDFTAHS) for heterogeneous distributed systems. NRFTAHS manages to as-
sign tasks in a way to improve system schedulabilties, whereas RDFTAHS aims 
at boosting system reliability without adding extra hardware. Unlike the exist-
ing scheduling schemes, our algorithms consider backup copies in both active 
and passive forms. Therefore, our approaches are more flexible than the alterna-
tive ones. Finally, we quantitatively compare our schemes with two existing al-
gorithms in terms of performability measured as a function of schedulability 
and reliability. Experiments results show that RDFTAHS substantially im-
proves the overall performance over NRFTAH.  

1   Introduction 

With the development of high speed network and high performance computers, hetero-
geneous distributed systems have been widely applied for critical real-time systems, in 
which real-time and fault-tolerant abilities are two indispensable requirements. 

To exploit high performances for real-time heterogeneous systems, much attention 
has been paid to real-time scheduling algorithms in context of heterogeneous systems. 
Ranaweer and Agrawal developed a scheduling scheme named SDTP for heterogene-
ous systems. Reliability costs was factored in some scheduling algorithms for tasks 
with precedence constrains [2][3]. Although schedulability is a main objective of 
these scheduling algorithms, the algorithms neither consider timing constraints nor 
support fault-tolerance. In addition, reliability models in these studies are geared to 
handle aperiodic, non-preemptive tasks. 

Fault-tolerance, an inherent requirement of real-time systems, can be achieved in 
several approaches. One efficient fault tolerant technique, of course, is scheduling 
algorithms, among which the Primary-backup scheme plays an important role. In this 
approach, two versions of one task are scheduled on two different processors and an 
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acceptance test is used to check the correctness of schedules [4,5,6]. The three  
variants of this scheme include active backup copy[4], passive backup copy[5], and 
primary backup copy overlapping[6]. Generally speaking, backup copy is always 
preferred to be executed as passive backup copy, because it can take the advantages of 
backup copy overloading and backup copy de-allocation technique to improve sched-
ulability[4,5]. Primary backup copy overlapping technique is a tradeoff technique 
between the other two and can exploit the advantages of both the other two  
approaches[6]. 

Both active backup copies and passive backup copies have been incorporated into 
the Rate-Monotonic First-Fit assignment algorithm to provide fault-tolerance[7]. This 
scheme overcomes the drawbacks of timing constraints on backup copies to some 
extends. However, this scheduling algorithm neither considers heterogeneous systems 
nor takes system reliability into account.    

Qin et. al. extensively studied real-time fault-tolerant scheduling algorithms based 
on heterogeneous distributed systems[8,9,10]. However, theses algorithms assume 
that status of each backup copy is either active or passive. Moreover, they only con-
sider non-preemptive and aperiodic tasks. 

Although numerous algorithms have been developed with respect to real-time fault-
tolerant scheduling for distributed systems, to the best of our knowledge no work has 
been done on reliability-driven real-time fault-tolerant scheduling tailored for periodic 
tasks for heterogeneous distributed systems. In this study, a novel reliability model for 
real-time periodic tasks is proposed by extending the conventional reliability model 
designed for aperiodic tasks. In our approach, the primary backup copy approach is 
leveraged to tolerate single processor failures. Furthermore, two real-time fault-
tolerant algorithms are devised for heterogeneous distributed systems. The first algo-
rithm named NRFTAHS aims at assigning tasks in a way to improve schedulabilty of 
system, while the second algorithm termed as RDFTAHS employs the reliability 
measure as a major objective for scheduling real-time tasks. To quantify the combined 
metric of schedulability and reliability, the Performability measure is introduced. 
Finally, simulation experiments were conducted to compare the two algorithms in 
several aspects. The experiments results indicate that RDFTAHS performs signifi-
cantly better than NRFTAHS with respect to reliability with marginal degradation in 
schedulability and, therefore, RDFTAHS substantially improves the overall perform-
ance over NRFTAH. 

The paper is organized as follows: In section 2, a system model and assumptions 
are presented. Section 3 proposes reliability model for periodic tasks. Two novel real-
time fault-tolerant scheduling algorithms are outlined in Section 4. Simulation ex-
periments and performance analysis are presented in section 5. Finally, Section 6 
concludes the paper by summarizing the main contribution of this paper and com-
menting on future directions of this work. 

2   Systems Model  

Our paper considers a typical heterogeneous distributed systems consisting of a set of 
tasks and a set of processors which are characterized as follows. 
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 A set of processors 

Ω = {p1, p2,…, pM}                      
R = ( 1 ,…, M)  

Here, Ω is the processor set, pi is the i-th processor and M is the total number of 
processor. All processors in the heterogeneous systems are connected by high-speed 
network. In this model, processor failures are assumed to be independent, and follow 
a Poison Process with a constant failure rate. R denotes the failure rates vector, 
wherein   is the failure rate of  pi. 

 A set of primary copy of real-time tasks  
 = {  1 ,  2 ,  3 ,…,  N}       

 i = (Ci , Ti)  (i = 1,2,…,N) 

     Here,  is the set of tasks, i is the i-th task, and N is the number of tasks which are 
periodic, independent and preemptive. Ci denotes an execution time vector:  
Ci = [c(i,1), c(i,2),…,c(i,M)]. Where c(i, j) denotes the execution time of task i on 
processor pj. Ti denotes the period of i.  

 A set of backup copy of real-time tasks  

B  = {  1 ,  2 ,  3 ,…,  N }        
i = (Di , Ti)  i = 1,2,…,N 

Here, B  is the set of backup copy of real-time tasks . i is the corresponding 
backup copy of i. Hence, Di is the execution time vector of i. In our mode, it is as-
sumed that backup copy and primary copy of a task are completely identical, that is: 
Di = [c(i,1), c(i,2),…,c(i,M)]. Correspondently, Ti denotes the period of i. 

In our system model, as in [7], the backup copy has two statuses: passive backup-
copy and active backup copy. When we assign a task, we assign its primary copy 
before assigning the backup copy. The status of backup copy is determined by the 
following: 
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Here, Rij denotes the WCRT(worst case response time) of i  which is assigned to Pj. 
For ease of presentation, i  represents a primary copy or a backup copy, namely, i = i 

or  i.  
To concentrate on our concerned problems, we make the following assumptions 

about failure characteristic of the hardware: 

1. Hardware provides fault isolation mechanism, that is a faulty processor cannot 
cause incorrect behaviors in a non-faulty processors; 

2. Processors fail in a fail-stop manner, which means a processor is either operational 
or cease functioning; 

3. The failure of a processor is detected by the remaining ones within the closest 
completion time of a task scheduled on the faulty processor. 
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3   Reliability Model Based on Periodic Tasks   

In this section, we attempt to address the issue of reliability for periodic tasks in het-
erogeneous systems. In [2], reliability is defined as the probability that the system can 
run an entire task set successfully. Furthermore, the definition of reliability costs is 
proposed. However, the definition of reliability costs is based on aperiodic, non-
preemptive tasks set which is not applicable for periodic, preemptive tasks set. Be-
cause, usually, the periodic tasks will run periodically and will not cease until we 
force it to or external events. To solve this issue, we firstly analyze the characteristics 
of periodic tasks and the failure characteristic of heterogeneous processors, and then a 
definition of reliability costs based on periodic, preemptive tasks set is investigated.  
      It is worth noting that not only the periodic tasks are periodic in nature, but also 
the behavior of real-time tasks set as whole is periodic. The hyperperiod H can be 
seen as the period of the tasks set. H is defined as the least common factor of periods 
of all tasks sets, namely, H = lcm{Ti| i ∈ }).  

It is also noted that the processor failures are assumed to be independent and fol-
low a Poisson Process with a constant failure rate. Moreover, because the Poisson 
Process is a stable incremental process, the processors have equal fault probability 
during any equal time interval on the same processor. Thus, we can study the reliabil-
ity of tasks set in a hyperperiod as the metric of reliability of the system. 
      To simplify our discussion without losing generality, we have the following  
assumptions: 

1. If a processor fails when it is period, the failed processor will be replaced by a 
spare processor immediately. So, we do not consider it as a critical failure. 

2. If a processor fails while the processor is working, we can use a spare processor 
and certain processor replacing mechanism(e.g., FTRMFF-Replacing presented in 
[7]) to recover the system to the non-faulty state after some time. 

With the above two assumptions along with the single processor failure assump-
tion, we can safely only consider the system reliability in fault-free scenario.  
Moreover, we only need to consider the effects of processors failure on tasks while 
processor is working. Therefore, we can redefine the system reliability based on peri-
odic task set as the probability of system can run the entire task set in a hyperperiod 
while no critical failure occurs. Thus, 

    
   

( i)=

* * * *

=1 ( ) ( )

= exp (- ( [ , ] + [ , ] ))
i k i k

Status activeM

k k
i i

k P P P P

H HReliability C i k D i kT T
= =

β

τ τ
λ λ         (2) 

 ( i)=

=1 ( ) ( )

[ , ] [ , ]= exp(- * ( + ))
= =i k i k

Status activeM

k
i i

k P P P P

C i k D i kH T T

β

τ τ
λ  

According to the above definition of reliability, we can derive the definition of reli-
ability costs based on our system model as.    

Definition 1. When we assign both primary copy set  and backup copy set B  of a 
set of real-time tasks on a set of heterogeneous processors Ω. The system Reliability-
Costs is defined as follows: 
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Clearly, in order to increase the reliability of system we have to reduce the reliability 
costs as much as possible. The first item in the parentheses of (2) denotes the unreli-
ability contributed by primary copy on their corresponding processors, while the sec-
ond item is due to the active backup copy. This inspires us that allocating primary 
copy and active backup copy with greater load to more reliable processors might be 
good heuristic to decrease the reliability costs. Moreover, it is highly desirable to 
make as many backup copies as possible to be executed as passive status. Because, on 
one hand, it can increase the system schedulability, and can decrease the reliability 
costs on the other hand. 

4   Proposed Scheduling Algorithms   

In this section, we propose two algorithms for scheduling periodic tasks set along 
with their corresponding backup copy on a heterogeneous distributed system. The 
objective of the first algorithm, NRFTAHS, is to maximize the schedulability of the 
system and does no take reliability into account. By contrast, the other one, 
RDFTAHS, tries to minimize the total reliability costs of the system while retaining 
the schedulability of the system. 

As [7], before task copies are assigned, both primary copy and backup copy are  
ordered by increasing period to simplify our algorithm. Thus, tasks are assigned to 
processors following the order: 

                                               1 ,  1 ,  2 ,  2 , …,  N ,  N                                  (4) 

4.1   NRFTAHS   

The main objective of the NRFTAHS is to maximize the schedulability of the system. 
The gists of NRFTAHS are:  

1. Try to assign primary copy to a processor on which the execution time is shortest.  
2. Try to schedule backup copy as a passive copy whenever possible.  
3. If a backup copy has to be scheduled as an active backup copy, the algorithm    

endeavors to assign backup copy to processor on which the execution time is  
minimal. 

Before presenting our algorithm, an execution time order vector for each task is in-
troduced. 

Definition 2. Given a set of real-time tasks  and a set of processors Ω. An execution 
time order vector for each task i is defined as exec_order(i) = [eti1,et i2,…,etiM], where 
etij (1 j  M) is the processor number. exec_order(i) is sorted in the order of non-
decreasing execution time of i on processor set Ω, namely: 

[1, ], , [1, ]: ( ( [ ,et ] [ ,et ]))ij iki N j k M j k C i C i∀ ∈ ∀ ∈ < → ≤    
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    The algorithm NRFTAHS is described as follow: 

Algorithm: NRFTAHS 
1) Initialization: reorder primary and backup copies following decreasing RM priori-

ties as (4) generate  execution time vector Exec_order(i) of each task i;  
2)  for i ←1,2,…, N do /* allocating processor to both primary and backup copies of 
N tasks*/ 
3)   found_active ← FALSE  
4)    for  k ← 1, 2, …, M do   
5)     for s←1, 2, …, M, s k do  

Step 5.1: Check the schedulability of i and i on processor exec_orer[i, k] and  
exec_orer[i, k], respectively. Determine the status of i  according to (1); 

    Step 5.2: If both i  and i can successfully scheduled on processor exec_orer[i, k] 
and processor exec_orer[i, s] respectively, and status( i) = passive, then go to (2); 

Step 5.3: if both i  and i can successfully scheduled on processor exec_orer[i, k] 
and processor exec_orer[i, s] respectively, status( i) = active and found_active = 
FALSE, then found_active←TRUE, save the processor exec_orer[i, k], 
exec_orer[i, s] number to temporary variable  

6)   end for  
7)  end for 
8)  if (found_active = TRUE) 
9)      Set P( i), P ( i) to the processor recorded in step 5)  
10)  else 
11)      ret_value ← FAIL; return  ret_value; 
12)  end if 
13)  end for   
14)  ret_value ← SUCCESS return ret_value  

4.2   RDFTAHS 

RDFTAHS consider the heterogeneities of reliability costs, thereby improving the 
reliability of the system without extra hardware costs. The objective of RDFTAHS is 
to minimize the reliability costs. The gists of NRFTAHS are:  

1. Try to assign primary copy to a processor on which the reliability cost is minimal.  
2. Try to schedule backup copy as a passive copy whenever possible.  
3. If a backup copy has to be scheduled as an active backup copy, the algorithm en-

deavors to assigned backup copy to processor on which the reliability costs is 
minimal. 

    Before presenting our algorithm, A reliability costs vector is defined. 

Definition 3. Given a set of real-time tasks , corresponding backup copy B  and a 
set of processors Ω. A reliability costs vector of i and i is defined as RCVi = [rcvi1, 
…, rcviM], where rcvij = (rcij, ρij). rcvij is derived from vector Ci and Ω. Namely, rcij = 
(C[i, ρij]/Ti )× ρij. Elements in RCVi  is sorted in order of non-decreasing reliability 
costs, namely: 

ij ik[1, ], , [1, ]: ( (rc rc ))i N j k M j k∀ ∈ ∀ ∈ < → ≤ ; 
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The algorithm RDFTAHS is described as follow: 
Algorithm: RDFTAHS 
1)  Initialization: reorder primary and backup copies following decreasing RM priori-
ties as (4);generate  execution time vector exec_order(i) and reliability costs vector 
RCVi for each task i;  
2)  for i ←1, 2, ……N do   
3)  found_active←FALS tmp_rc←0 ;  
4)   for k ← 1, 2, …,M  do   
5)   for s←1, 2, ……M, s k do   

Step 5.1: Assign primary copy i  to processor RCVi.ρik, which follows the order 
defined by reliability costs vector. Assign backup copy i to processor 
exec_order(i, s), which follows the order defined by execution time order vector; 
Status of i is determined by (1)  

     Step 5.2: if both i and i are schedulable, and status( i) = passive, then assign i 
and i to processor RCVi.ρik and Exec_order(i, s), respectively; go to (2)  

     Step 5.3: if both i and i are schedulable, and status ( i) = active;  
Step 5.3.1: if found_active = FALSE, then calculate the reliability costs of i on 

processor exec_order(i, s), tmp_rc; found_active ← TRUE ; save processor 
RCVi.ρik and exec_order(i, s) to temporary variable. 

Step 5.3.2: if found_active = TRUE, and the reliability costs of i on processor 
exec_order(i, s) is smaller than tmp_rc,  then set tmp_rc ← reliability costs of 

i on processor exec_order(i, s); save processor RCVi.ρik and exec_order(i, s) 
to temporary variable;  

6)   end for  
7)  end for 
8)  if (found_active = TRUE) 
9)     Set P( i) and P( i) with the processor number saved at Step 5.3; Set status( i) 

←active  
10)  else  ret_value ← FAIL; return ret_value; 
12)  end if 
13)  end for   
14) ret_value ← SUCCESS return ret_value   

5   Performance Evaluation    

In this section, a number of simulations are carried out to evaluate the two algorithms 
proposed in the paper and compare them in several aspects. Three performance met-
rics are used to capture there aspects of real-time fault-tolerant scheduling. The first 
metric is Reliability Costs, defined in (3); The second one is Schedulability, defined to 
be the minimal number of processors(MNP) required by a certain number of tasks. In 
order to comprehensively measure the performance of our algorithms, we introduce a 
new metric, Performability, defined to be the product of the Schedulability and Reli-
ability Costs. Formally: 

Performability( , B , Ω)=Schedulability× Reliability Costs( , B , Ω) 
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Here, Schedulability is the MNP of a set of primary copy  along with its corre-
sponding backup copy set B  scheduled by any algorithms proposed above. Reliabil-
ity Costs is obtained by a scheduling  and B  on MNP processors. Clearly, the 
smaller Performability, the better overall performances. 

Our simulations are presented for large task sets with periodic tasks which are gen-
erated according to following parameters: 

1) Periods of tasks (Ti)—a value generated randomly distributed in [0,500]; 
2) Execution time of any task on any processor(C[i, j])—a value taken from a random 

distribution in the interval 0<C[i, j] Ti, parameter = 
1,..., , 1,...,

max [ , ]
= =

i
i N j M

C i j T , 

which represents the maximum load occurring in the task set on all processors. 
Three values are chosen for , namely, 0.2,0.5, and 0.8.  

3) Size of any task set(L)—a value selected from a specific set, namely, [200, 400, 
600, 800, 1000].  

Besides, for the heterogeneous systems, the failure rate(FR) for each processor is 
uniformly selected between the range 0.95 to 1.05*10-6/hour(10-4)[11]. 

5.1   Reliability   

In this experiment, the Reliability Costs of the two algorithms are evaluated. Fig.1 
displays the Reliability Costs obtained by two algorithms as a function of size of task 
set. The number of processor (Processor_Num) is in proportional to the size of task 
set. Formally: 

Processor_Num =  (L*15)/200  

    From Fig.1, it is clear that all values of Reliability Costs increase as L increase, as 
expected. For fixed task set, Reliability Costs also increase as  increase. This is 
because the bigger L or , the more computation time are needed; therefore, the Reli-
ability Costs increase. Most importantly, it is observed that RDFTAHS performs 
better NRFTAHS, in terms of reliability costs.  

5.2   Schedulability   

Another important metric for real-time fault-tolerant scheduling algorithms is Sched-
ulability. Here, the Schedulability is defined as the minimal number of proces-
sors(MNP) to which all tasks, together with their corresponding backup copy, can be 
scheduled to finish before their specific deadlines. Therefore, we devise an algorithm, 
called Find Minimal Number of Processors, to find the MNP of a give task set[13]. 
     Fig.2 illustrates the simulation results. Actually, RDFTAHS requires only one 
more processor than NRFTAHS in most cases. This result indicates that NRFTAHS is 
a little inferior to RDFTAHS. 

5.3   Performability 

In order to compare the overall performance, the third experiment is carried out to 
compare the two algorithms in terms of Performability.  
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Fig. 3. Comparison of the Performability between NRFTAHS and RDFTAHS  

Fig.3. reveals the Performability as a function of the size of task set. The number of 
processors used for each task set is MNP obtained in the previous experiment. As can 
be observed,  RDFTAHS outperforms NRFTAHS considerably.  
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6   Conclusions     

In this paper, we developed two real-time fault-tolerant scheduling algorithms for 
heterogeneous distributed systems and conduct extensive simulations about them in 
several aspects.Future studies in this area are two folders. First, we intend to study 
more efficient scheduling algorithms in the context of heterogeneous distributed sys-
tems. Second, we plan to extend our scheduling algorithms by incorporating prece-
dence constrains and communication heterogeneities in distributed systems. 
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Abstract. Computer systems are growing in complexity and sophistication as
open distributed systems and new technologies are used to achieve higher re-
liability and performance. Open distributed systems are some of the most suc-
cessful structures ever designed for the computer community together with their
undisputed benefits for users. However, this structure has also introduced a few
side-effects, most notably the unanticipated runtime events and reconfiguration
burdens imposed by the environmental changes. In this paper, we design a model
that exploits the knowledge of pre-fault behavior to predict the suspected envi-
ronmental faults and failures. Further, it can analyse the current underlying envi-
ronmental behavior, in terms of current faults and failures. Therefore, this model
mainly provides proactive as well as real-time fault-tolerant approaches in order
to address unanticipated events and unpredictable hazards in distributed systems.
Therefore, providing active fault tolerance could have a major impact with the
growing requirements to support autonomic computing to overcome their rapidly
growing complexity and to enable their further growth.

1 Introduction

Open distributed systems are some of the most successful structures ever designed for
the computer community together with their undisputed benefits for users. Its impor-
tance is further highlighted by the ever increasing usage of open distributed systems in
many aspects of today’s life. However, this structure has also introduced a few side-
effects, most notably the unanticipated runtime events and reconfiguration burdens im-
posed by the environmental changes. A general problem of modern distributed systems
is that their complexity is increasingly becoming the limiting factor in their further de-
velopments. Moreover, in open systems, we cannot predict all future configurations at
the system design stage because available services, resources, protocols, network band-
width and security policies could change with its runtime environment.

In distributed computing, to gain high system performance, a required level of relia-
bility has to be maintained. Therefore, depending on the fluctuations of the environment
and its unpredictability, providing required reliability also brings in the need for meeting
a set of complex requirements. Moreover, the reliability of distributed systems mainly
depends on both the failures (i.e. operating systems, software, network and etc) as well
as the performance (i.e. CPU load average, network latency, bandwidth, memory usage
and etc) of the environment.

L.T. Yang et al. (Eds.): ATC 2006, LNCS 4158, pp. 581–590, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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This paper highlights three main contributions: Firstly, the Active Fault-Tolerant
(AFT) model exploits the knowledge of pre-fault behavior to predict the suspected en-
vironmental faults and failures. This fault prediction reduces the unpredictable nature
of the failures up to a certain limit. For instance, high message failure rate, high latency,
insufficient memory, high CPU load average and etc will give some indications to faults
and failures that can occur in future with high probability. Therefore, this model can
provide proactive fault-tolerant approaches in order to address suspected events and
hazards in distributed systems. In other words, it provides the required reliability by
analyzing the environment and selects the optimal AFT replication strategy for the ex-
isting (or suspected) conditions even before the failures occur.

Secondly, however, we can not ignore the traditional real-time fault-tolerant ap-
proaches, as we can not predict each and every fault and failure in advance. The unantic-
ipated failures that cannot be predicted ahead of time, can severely affect the reliability
and performance of open distributed systems. Some examples of such situations are
failures of operating systems, failures of hardware components, network breakdowns
and power interruptions. Therefore, AFT model deals not only as an actuator for sensor
faults, but also tolerates current failures in the underlying system.

Suspected Faults / Faults Underlying System Failures

Required Level of Reliability

Active Fault-Tolerant  
(AFT) Model

Underlying System Reliability

Current Strategies 
(Current configurations)

New Strategies
(New configurations)

Time

Required Reliability   / Underlying Reliability changes with the time

Cost of Reliability

Suspected Faults / Faults Underlying System Failures

Required Level of Reliability

Active Fault-Tolerant  
(AFT) Model

Underlying System Reliability

Current Strategies 
(Current configurations)

New Strategies
(New configurations)

Time

Required Reliability Underlying Reliability changes with the time

Cost of Reliability

Fig. 1. The active fault-tolerant (AFT) model

Finally, the AFT model can cater the user required reliability which mainly depends
on the degree of replication and the time required to reach the agreement among repli-
cas. This reliability levels in the system may vary according to the decisions of users
and its cost would be mainly depends on the environment as depicted in Figure 1. How-
ever, the user must consider the trade-off between the reliability degradation and the
cost of gaining reliability (i.e. cost of reliability degradation due to a single replication
protocol vs. dynamically transition overhead among multiple replication protocols).

The significance with the AFT model is that it uses information extracted from un-
derlying system, replica members and clients to maintain both the reliability and per-
formance of the system at its required level. Therefore, providing active fault tolerance
could have a major impact with the demanding requirements to support autonomic com-
puting to overcome their rapidly growing complexity and to enable their further devel-
opments. This pragmatic approach is a part of the Juice system which was developed
by our research group and the new version of the Juice, Juice2.0 is been developed.
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2 Approach of the Active Fault-Tolerant Model

The Active Fault-Tolerant (AFT) model is designed on the Juice object model, which
comprises adaptability as one of the main features. It allows objects to change its be-
havior on the fly by replicating in a modular manner [1], [2]. Adaptation in this model
is accomplished through reconfiguration of the object during its lifetime.

2.1 Proactive Approach

Proactive fault tolerance involves designing a mechanism that can forecast with some
confidence to determine when and what kind of faults and failures can occur. For an
example, if AFT predicted that a server had a high chance of failing within the next few
minutes it could have taken necessary steps to avoid the failure. The proactive approach
involves monitoring both the suspected and the current known faults of the underlying
environment to trigger the AFT mechanisms in advance of the occurrence of the failure.
For instance, the lost or delayed messages (timeout) are common in networked commu-
nication, and if occurs consecutively, such losses (faults) could cause system failures. It
should be noted that the faults may not necessarily cause failures (unless the faulty part
is used), but increases its probability.

Therefore, at this point, our aim is to employ available information about both the
faults (suspected/current) and the suspected failures of the underlying system in order
to provide the required reliability. AFT make use of the knowledge of faults and fail-
ures to notify potentially damaged areas of the system proactively. AFT does this in
order to contain the tainted areas. Therefore, in proactive fault tolerance, there are two
aspects. First, the ability to predict failures and second to tolerate the failures by using
AFT strategies before they actually occur. These strategies (will be discussed in the
next chapter) would enable the objects to change its respective behavior that fulfills the
reliability requirements of the open distributed system.

2.2 Real-Time Approach

Though the proactive fault tolerant approach would gain some benefits than real-time
fault tolerance, we identified that some failures might occur, so abruptly that AFT can
not forecast them (i.e. network disconnections, power breakdowns, software crashes
and etc). Therefore, it is not possible to ignore the real-time fault-tolerant approaches,
as AFT can not predict each and every fault in advance. In contrast, the real-time ap-
proach involves monitoring of the current system failures and triggering the AFT mech-
anisms in order to maintain the required level of reliability dynamically. The real-time
approach is therefore based on real-time decision-making and reconfiguring according
to the current failures of the system, as it is not always possible to predict failures for
every kind of faults. Therefore, under real-time fault tolerance, first AFT identifies cur-
rent failures of the underlying system and then tolerates them by using its adaptation
strategies accordingly.
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3 AFT Strategies

The function of replication is a complex one as it includes the replication degree, the
replica migration (placement), the replication protocol, the communication among the
replicas and etc. Further, it is expected that open distributed systems maintain their reli-
ability throughout its lifetime, even when it is frequently disturbed by the changes of the
underlying environment. However, our argument is that it is still difficult to presume a
single replication strategy to get the required level of reliability throughout the lifetime
of an object. That is, because it is not practicable to provide one general-purpose repli-
cation strategy (to maintain reliability) that can be parameterized to accommodate all
underlying environmental fluctuations. Furthermore, maintaining the degree of repli-
cation at constant level does not ensure a constant level of reliability as long as the
underlying environment continues to change.

The AFT strategies can be classified as (a) Adjusting the degree of replication (b)
Migration of current replicas and (c) Shifting into a suitable replication protocol adap-
tively. The key factor in strategy selection by AFT model is the trade-off between com-
munication cost and reliability.

3.1 Adjusting the Degree of Replication

The optimal degree of replication can be achieved by the AFT model as it is able to
adapt to the environment on the fly. According to the AFT policy, there are two aspects
to why an object may change the degree of replication. On the one hand, an object will
increase the degree of replication when a member is admitted to the group to increase
the reliability (i.e. if AFT predicts that an object has a high probability of failing within
the next few seconds or when the reliability of the underlying system goes down then the
AFT creates a new replica and admits to the group to ensure the required reliability) or
when one recovers from failure. On the other hand, it will decrease the degree of repli-
cation when an existing member leaves the group to reduce the reliability (this could
occur when the group concerns about the additional communication costs incurred for
unwanted reliability) or when an existing member fails.

3.2 Migration of Current Replicas

Replica placement is commonly employed by open distributed systems to improve the
communication delay experienced by their clients. The reliability of a replicated object
is significantly affected by not only the number of replicas it has but also their place-
ment. Therefore, it appears that migrating of an object onto another member who is
more reliable than the current member could also be a feasible strategy [3]. It means
that migrating objects from heavily loaded processors onto relatively lightly loaded
processors in order to meet the system requirements. Past researches also proposed
some algorithms on dynamic replacement of objects and make the system more respon-
sive to changes in the environment [4]. Moreover, other properties of members, such
as available storage space, bandwidth, reliability of the server and etc are necessary to
consider in replica placement. The prime concern of this strategy is to determine which
nodes should host replicas considering the reliability and communication cost.
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3.3 Shifting into a Suitable Replication Protocol Adaptively

Existing taxonomies of replication techniques take into account a broad spectrum of
protocols, including those with both different levels of consistency, update frequency,
communication and etc [5]. It is our conjecture that the server architecture and the
server interaction are appropriate methods to classify the protocols into a spectrum
(Figure 2).
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Fig. 2. Spectrum of replication protocols

Level 1 - The Server Architecture can be divided into three major protocols as Pri-
mary copy, Majority quorums and Read-one Write-all (ROWA) protocols.

The primary copy replication requires any update to the objects sent to the primary
copy first. A message normally accesses a subset of all data items. When a data item
is written, a write request is sent to the node that holds the primary copy. The updates
are then propagated to other back-up sites asynchronously. Therefore, this extreme is
more graceful when dealing with efficiency in terms of communication even when lots
of write messages are available. However, primary copy approach has a single point of
failure and elections problems.

In contrast, the other extreme is ROWA replication and it allows updates to be per-
formed anywhere in the system. That is, updates can concurrently arrive at two different
copies of the same data item and it is more graceful in situations, where it may be impor-
tant that the information is replicated immediately. Conceivably sometimes, compared
with the situation which requires the primary election procedures, ROWA approach is
more graceful when dealing with failures since no election protocol is necessary to
continue processing as the primary copy is needed.

A majority quorum system is defined as a set of sub sets of replicas, or quorums, with
pair-wise non-empty intersections. The non-empty intersection property is crucial in
that it allows any quorum to take decisions on behalf of the replica group and guarantee
the overall consistency. In the majority quorum, read and write quorums must fulfill
two constraints. That is twice the write quorum and both read and write quorums must
be greater than the total replicas.

Other replication protocols revolve around theses protocols offering different config-
urations. Therefore, according to the requirements, we can accommodate more types of
replication protocols (e.g. tree and grid) and pool them appropriately. A principle aspect
of such selections is the trade-off between reliability and communication cost.
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Level 2 - The Server Interaction can be divided into two synchronization methods as
relaxed synchronization and strict synchronization. Message synchronization depends
on both the network traffic generated by the replication algorithm and the overall com-
munication overheads. Therefore, we consider two types of synchronizations according
to the degree of communication.

The relaxed synchronization, synchronizes the replicas by sending a single message
containing a set of updates within a given period of time. The ability to guarantee the
consistency at a particular point in time is an additional advantage of relaxed (session-
based) synchronization. However, given sufficient resources, synchronizations can oc-
cur more frequently. In contrast, the strict synchronization, synchronizes each update
individually by sending messages on a per update basis.

Thus, one extreme of the above spectrum of replication protocols is represented by
those that are highly efficient but not consistent. The other extreme is represented by
those that guarantee the consistency but prohibitively expensive and could be ineffi-
cient. There are existing ways to get around the inefficiencies, but still, many aspects of
the problem have not been studied in detail. More specifically, one could think of using
quorum based strategies to achieve consistency across the cluster while still minimiz-
ing the overall cost in terms of performance penalties, communication overheads, and
overall availability [6].

4 Design the AFT Model on the Juice Object

4.1 Internal Objects of the Juice Model

The Juice object [1], [2] is based on the adaptable object model. These objects are user-
defined, first-class and adapt themselves to the changing execution environment and
support network transparency and adaptation properties for open distributed environ-
ments. Adaptable Juice objects can reconfigure its internal objects at runtime according
to the new configurations for the purpose of adapting to the changing execution en-
vironment. The adaptable Juice object consists of five internal objects as depicted in
Figure 3.
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4.2 Encapsulation of the AFT Model on Juice

The AFT model provides adaptation facilities for open distributed environments as this
model is designed on the Juice object model (the internal structure of the model is
illustrated in Figure 4). It can acquire adaptation as it inherits the properties of the Juice
object model. Adaptation Handler (AH) and Underlying System Information Evaluator
(USIE) reside within the adaptation object while Replication Handler (RH) and Client
Member Information Evaluator (CMIE) reside within the communicator of the Juice
object in such way that the communication cost can be minimized.
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5 AFT Framework

5.1 Collection of Information

The Underlying System Information Evaluator (USIE) runs on each replica (Juice ob-
ject) of the replica group to collect the local resource information. The USIE collects the
usage patterns of resources (i.e. available/used memory, effective network bandwidth,
CPU load average and etc) and information of the underlying environmental failures
(i.e. current failures of operating systems, network disconnections and etc) through
monitor objects. To provide these two kinds of information to the USIE, each machine
of the network holds a monitor object that seeks information from both the underlying
virtual machine and operating system (Figure 5).

Fig. 5. Information flow of the AFT model
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The Client Member Information Evaluator (CMIE) also handles both the current
replica group member’s information and the most recently connected client’s informa-
tion (i.e. message failure rate, response time, network latency and etc). This global
resource information can be gathered from the communicator of the Juice model that
communicates with all group members and clients. Therefore, USIE and CMIE are
aware the situations of underlying environment, replica group and current clients and
communicate this information to the Adaptation Handler (AH) which resides in the
adaptation object of the Juice object model.

On the other hand, Replication Handler (RH) also provides the relevant information
to the AH about both clients and replica group members as it replicates the objects across
in the distributed system (e.g. no of current replicas, communication style and etc).

5.2 Information Analysis

After receiving the above required information, each AH of Juice object analyses the
system faults and failures (suspected or known) by using the above environmental and
resource information including usage patterns of system resources, network bandwidth,
latency and etc.

After that, AH predicts the suspected future faults and failures and also estimates the
current reliability of the underlying system. Then, carries out a cost-benefit analysis by
considering both user requirements and current system properties (and state) to check
whether it is worth continuing or not. The impact of the cost of changing strategies and
the trade-offs need to be carefully studied with different reliability levels.

If it is worth to continue, AH analyses the underlying system and selects the best fit
fault-tolerant strategy according to the AFT algorithm. This strategy suites the current
environmental conditions and provides the required reliability for the system at the op-
timal cost. This information enables the AFT algorithm to decide how many replicas to
create for each object (e.g. depends on message failure rate, CPU load average, system
failure rate, network bandwidth and etc), where to place the replicas (e.g. depends on
communication cost, CPU power and etc), and which replication protocol style to en-
force for the replicated object (e.g. when need to change consistency levels, to eliminate
unwanted cost for excess reliability and communication).

According to the environmental requirements, selecting the optimal replication pro-
tocol from the pool, should follow an agreement amongst all the adaptation handlers
of the replica group. On the other hand, the selection of strategies could be done even
according to the user requirements too. When the algorithm adopts the majority deci-
sion criterion to select the most optimal replication protocol, the members of the replica
group take a vote, and if a majority agrees for switching into the new protocol, then they
all switch together. Thus, one member of the replica group, selected at random, gath-
ers the votes and decides the next protocol and switches the current protocol into the
optimal on behalf of the others.

5.3 Execution of New Strategy

Finally, when a strategy is selected for execution, the AH notifies the RH to replace
themselves with the new object according to the new strategy selected by itself (AH).
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As an example, suppose when systems reliability goes down, then the model selects one
strategy which suits system’s reliability requirements.

The RH is the in charge of both enforcing the optimal strategy and maintaining in-
formation about all the clients associated with the replica group. The RH considers the
network resources and the clients currently in the system, and enforces the strategy that
needs to be executed. Finally, reconfigure the previous configurations according to the
current one and the members then resume, pending and delivering messages according
to the new communication protocol.

Each member compares whether the current system reliability satisfies with either
system required or user required reliability level. However, it is difficult to estimate the
total cost of the system, because each member of the replica group is affected by its
local environmental changes. Therefore, while each member estimates its local cost by
itself and the decision on total cost is made by all.

This model is based on component composition and addresses two levels of configu-
ration: i.e. upper (Juice) and lower levels. The upper level handles the reconfigurations
of the Juice object model components (i.e. communicator, adaptation object and etc)
while the lower level reconfigures the objects that lie inside each Juice object model
components (i.e. RH, AH and etc). One of the main advantages of this approach is that,
because there are two separate configuration levels, it can help reconfiguring one level
of components independently without any involvement of the other level. As a result of
these two reconfigurable structures, this approach helps to perform its switching strate-
gies without leading to any inconsistencies. Therefore, AFT infrastructure can enhance
open distributed applications with novel capabilities of both proactive and real-time
fault tolerance.

5.4 Communication Under New Strategy

The replication protocols which are based on group communication have the ability to
enhance replication mechanisms by taking advantage of some of the properties of group
communication primitives. Therefore, in this research we use an adaptable group com-
munication model in order to keep the required consistency of the messages among the
group members. Under the Juice model, the communicator is capable of selecting the
optimal communication protocols from a meta-object (pool of all possible communica-
tion protocols), which are tailored to the specific strategies needed in each environmen-
tal situation [2]. Further, regarding the communication among the Juice replica group
members, the message ordering algorithms can be changed and selected according to
the type of replication protocol that can optimize the communication cost [7].

6 Concluding Remarks

This paper describes the design of the AFT model, which allows user to specify the
quality of service required for replica groups in terms of reliability and performance.
The AFT model that we have developed employs a combination of proactive and real-
time fault-tolerant approaches in order to address suspected and unanticipated hazards
in open distributed environments.
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Proactive approach exploits the knowledge (i.e. underlying system states, replica
group members and client’s information) which gain from the two information eval-
uators namely USIE and CMIE to provide advance warning (or/and actions) for both
suspected or known faults and failures. Further, it can significantly reduce failures by
lowering the probability of having a fault in the system. Therefore, it reduces the number
of faults and failures experienced at the user level. In contrast, the real-time approach is
based on real-time decision-making and reconfiguring according to the current failures
of the system as it is not always possible to predict failures for every kind of faults.

This adaptable model is based on three main strategies that can adopt according to
the requirements of each adaptable object. Obviously, a single replication protocol can-
not cope with all underlying environmental fluctuations that arise in an open distributed
environment. The AFT model with its structure facilitates the required degree of relia-
bility in the system and enables it to provide the optimal reliable service even when the
underlying system changes prevail.

This paper has also identified the need for new replication protocol classification to
deal with different environmental conditions and, thus lays a foundation for switching
into an optimal protocol to build and maintain highly reliable and flexible systems.

The adaptable objects can maintain the user required reliability of the system when-
ever changes in the environment turn the working place to become hostile. AFT allows
the system to reconfigure and execute under different situations of the underlying sys-
tem. Therefore, unlike common replication protocols, our solution is tightly integrated
with the underlying environmental changes.
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Abstract. Rapid and efficient recovery in the event of site crash is very impor-
tant for distributed real-time main memory database system. In this paper, the 
recovery correctness criteria of distributed real-time main memory databases 
are first given. Then, a time-cognizant dynamic crash recovery scheme 

TCDCRS  based on log is presented. TCDCRS uses nonvolatile RAM as log-
ging store and integrates the properties of partitioned logging, ephemeral log-
ging and real-time logging in order to reduce the logging cost as possible during 
the normal running. During restart recovery after site crashes, a dynamic recov-
ery method based on the classification recovery strategy, which supports con-
current of system services and recovery processing, is adopted to decrease the 
downtime to the most extent. Experiments and evaluations show that TCDCRS 
has better performances than traditional recovery schemes in two aspects: the 
missing deadlines ratio of transactions and the time of system denying services 
after crashes. 

1   Introduction 

A distributed real-time database system (DRTDBS) is defined as a distributed data-
base system within which transactions and data have timing constraints. DRTDBSs 
usually adopt main memory database (MMDB) as their ground support. In an 
MMDB, “working copy” of database is placed in main memory and “secondary copy” 
of database on disks serving as backup. We define a DRTDBS integrating MMDB as 
distributed real-time main memory database system (DRTMMDBS). 

The complexity of distributed environments together with volatility and vulnerabil-
ity of main memory causes a larger possibility of failure in DRTMMDBSs than that 
in centralized disk resident database systems. At present, the studies of failure recov-
ery for DRTMMDBSs are very scarce, and the existing related works focus on recov-
ery processing for real-time database. To solve the problem of low efficiency of  
traditional sequential permanent logging, partitioned logging and ephemeral logging 
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have been proposed respectively [1-3]. Partitioned logging stores log records accord-
ing to transaction class (data class), so can avoid performance bottleneck caused by 
severe contention for single logging store partition. Ephemeral logging don’t have to 
keep log records permanently. The advantage of ephemeral logging is log processing 
time after failures is reduced prominently. The techniques of accelerating recovery 
speed were given in [4, 5], but the techniques require stopping system services during 
the recovery processing after failures. Besides, shadow paging recovery scheme has 
been proposed [6]. This scheme doesn’t require writing up log during the normal 
running of the system, but requires a large amount of main memory spaces.  

This paper presents a time-cognizant dynamic crash recovery scheme (TCDCRS) 
suitable for DRTMMDBS. 

2   Recovery Correctness Criteria 

Definition 1. Temporal data object X is defined as the following 3-tuples:  

<V(X), ST(X), VI(X)> 

where V(X) denotes the current state or value of X, ST(X) is sampling time scale, i.e. 
the time of sampling the value of data object X, and VI(X) is the period of validity of X. 

Definition 2. A data object X is said to satisfy the temporal (external) consistency, iff 
ST(X)+VI(X) ≥ Tc. Here, Tc denotes the current instant. 

To aim at DRTMMDBSs, we give the following recovery correctness criteria. 

Criterion 1. (Temporal data recovery criterion) ∀ X∈  TDS, if ST(X) +VI(X) ≤  Tc, 
UNDO and REDO recovery operations of aiming at X aren’t necessary after failures, 
but recovering by sampling the corresponding object in real world. Here, TDS de-
notes the set of temporal data objects. 

A DRTMMDBS interacts with the real world directly by triggering the activities, 
called control transactions that change the states of the real world. 

We use AT denote the activity triggered by a control transaction T, CAT denote the 
compensative or alternative transaction of T. 

Criterion 2. (Real world state recovery criterion) If a control transaction T doesn’t 
commit successfully and the same time AT has happened, the real world states 
changed by AT must be restored through executing CAT. 

    Suppose a distributed real-time transaction T={st1, st2, … stm}, where sti (1 ≤ i ≤ m) 
stands for a subtransaction of T executed at site i. 

Criterion 3. (Distributed real-time transaction REDO recovery criterion) At the fail-
ure instant, if T has committed, at failure site i, REDO operations are required to 
confirm the effect of sti exception to the following two conditions: 1) the values of 
data objects updated by sti have been written into disk databases physically and 2) the 
data objects updated by sti meet the condition: ST(X) +VI(X) ≤  Tc 

Criterion 4. (Distributed real-time transaction UNDO recovery criterion) At the fail-
ure instant, if T hasn’t committed, for each sti (1 ≤ i ≤ m), at the corresponding site 
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UNDO operations are required to erase the effect of sti exception to the following two 
conditions: 1) the values of data objects updated by sti aren’t written into disk data-
bases physically and 2) the data objects updated by sti meet the condition: ST(X) 
+VI(X) ≤  Tc 

3   Time-Cognizant Dynamic Crash Recovery Scheme 

3.1  Logging Scheme of TCDCRS 

The conventional recovery schemes adopt sequential permanent logging based on 
disks. Obviously, the logging scheme hasn’t met the high performance requirements 
of DRTMMDBS. Therefore, we give the logging scheme based on nonvolatile RAM, 
which integrates the properties of partitioned logging, ephemeral logging and real-
time logging, PERT-NVRAM for short.  

3.1.1   Transaction Classification Based on PERT-NVRAM 
PERT-NVRAM adopts the idea of logging partitions. Thus, the division of transaction 
classes decides the logging partitions in PERT-NVRAM. In the following text, trans-
actions are classified according to the requirement of logging partitions. 

In the following definitions, ST denotes the set of possible transactions in a 
DRTMMDBS; DS(ST) denotes the set of data objects accessed by the transactions 
belonging to ST; LS denotes the entire logging storage area; LSi denotes a partition of 
LS and Lr(Ti) denotes the log records belonging to transaction Ti. 

Definition 3. Suppose ST1, ST2 ⊆ ST, if ST1 ST2 = φ , then ST1 and ST2 are said to 

be disjoint, notated by ST1 ⊥ ST2. 

Definition 4. Suppose B = {ST1, ST2, …, STn}, STi ⊆ ST (1 ≤ i ≤ n), if ∀ STi, 

STj∈B (STi ⊥ STj), then B is said to be a disjoint set. 

Definition 5. Let B = {ST1, ST2, …, STn} be a disjoint set, if ST1 ST2 … STn = 
ST, then B is said to be a division of ST, and STi (1 ≤ i ≤ n) is said to be a transaction 
class. 

Definition 6. Let B = {ST1, ST2, …, STn} be a division of ST, if ∀ STi, STj∈B 
(DS(STi) DS(STj) = φ ), then B is said to be an orthogonal division, notated by 

B ≡ ⊥ division. 

Definition 7. Suppose L = {LS1, LS2, …, LSn} if  the condition, ( ∀ LSi, LSj∈L 
(LSi  LSj = φ )) ∧ (LS1 LS2 … LSn) = LS, is held, then L is said to be a 

division of LS. 

Definition 8. Let B = {ST1, ST2, …, STn} be a division of ST, L = {LS1, LS2, …, 
LSn} be a division of LS, ∀ STi ∈ B, LSi ∈ L, if the condition, ∀ Ti ∈ STi 
(Lr(Ti)∈LSi), is held, then L is said to be a division of LS relating to B, notated by 
B L. Here, Lr(Ti)∈LSi denotes Lr(Ti) is stored in LSi. 
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In TCDCRS, the division of transaction classes requires considering the classification 
recovery strategy proposed in the following text to guarantee recovery correctness 
after failures. Therefore, the division of transaction classes suitable for TCDCRS must 
comply with the corresponding rule. 

Rule 1 (transaction classification rule). To guarantee recovery correctness after fail-
ures, in TCDCRS, a division π = {ST1, ST2, …, STn} is required to meet the follow-

ing conditions: ∃ π 1 = {STk1, STk2, …, STkj} ⊂ π  ( DS(π 1) DS(π π 1) = φ ), 

i.e. {π 1, π 2} ≡ ⊥ division, here π 2 = π π 1. 
If a division of ST meets rule 1, then it is said to be a qualified division. There ex-

ists the following theorem: 

Theorem 1. If {π 1, π 2} ≡ ⊥ division, {STk1, STk2, …, STkj} is a division of π 1 and 
{STm1, STm2, …, STmi} is a division of π 2, then {STk1, STk2, …, STkj, STm1, STm2, 
…, STmi } is a qualified division. 

Proof: Because of {π 1, π 2} ≡ ⊥ division, according to rule 1, to prove the correctness 
of theorem 1 we only require proving the correctness of {STk1, STk2, …, STkj, STm1, 
STm2, …, STmi } is a division of ST. Since {STk1, STk2, …, STkj} is a division of π 1, 

∀ STkp, STkq∈{STk1, STk2, …, STkj}(STkp STkq = φ ) and STk1 STk2 … STkj 

= π 1. Similarly, because {STm1, STm2, …, STmi} is a division of π 2, ∀ STmp, 

STmq∈{STm1, STm2, …, STmi}(STmp STmq = φ ) and STm1 STm2 … STmi = 

π 2. Further, since {π 1, π 2} ≡ ⊥ division, π 1 π 2 = ST and π 1 π 2 = φ ; thus 

STk1 STk2 … STkj  STm1 STm2 … STmi = ST and ∀ STkp, 

STkq∈{STk1, STk2, …, STkj, STm1, STm2, …, STmi}( STkp STkq = φ ), i.e. {STk1, 

STk2, …, STkj, STm1, STm2, …, STmi} is a division of ST. Therefore, {STk1, STk2, …, 
STkj, STm1, STm2, …, STmi } is a qualified division. 

According to theorem 1, we may easily construct a qualified division by means of the 
following method. First, we divide ST into two disjoint subsets: ST>p = {Ti | Pr(Ti)>p, 
Ti ∈ST} and ST<=p = {Ti | Pr(Ti) ≤ p, Ti∈ST}, where Pr(Ti) denotes the priority of 
transaction Ti. Obviously, {ST<=p, ST<=p} is a division of ST. Then, by means of ad-
justing the value of p, we guarantee the conditions, DS(ST>p) DS(ST<=p) = φ , is 

held, i.e. {ST>p, ST<=p} ≡ ⊥ division. DS(ST>p) accessed by the high priority transaction 
belonging to ST>p is said to be critical data class, and DS(ST<=p) accessed by the low 
priority transaction belonging to ST<=p is said to be ordinary data class. Further, we 
divide ST>p into two (or multiple) subsets: ST>p, >f ={Ti | Fr(Ti)>f, Ti∈ST>p} and ST>p, 

<=f ={Ti | Fr(Ti) ≤ f, Ti∈ST>p}, where Fr(Ti) denotes the estimated execution fre-
quency of Ti. Obviously, {ST>p, >f , ST>p, <=f } is a division of ST>p. Similarly, ST<=p is 
also divided into two (or multiple) subsets: ST<=p, >f ={Ti | Fr(Ti)>f, Ti∈ST<=p} and 
ST<=p, <=f ={Ti | Fr(Ti) ≤ f, Ti∈ST<=p}. Obviously, {ST<=p, >f , ST<=p, <=f } is a division 
of ST<=p. Let σ = {ST>p, >f , ST>p, <=f , ST<=p, >f , ST<=p, <=f }, by means of theorem 1, 
σ is a qualified division.  
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3.1.2   Storage Media Organization Based on PERT-NVRAM 
Storage media at each site consists of three tiers, i.e. disk storage, nonvolatile RAM 
and volatile main memory. Local disk resident database (LDDB), which acts as “sec-
ondary copy” of database, is stored on disks. Nonvolatile RAM serves as logging 
storage area and entire logging storage area is divided into four independent partitions 
(i.e. critical active logging partition, critical dull logging partition, ordinary active 
logging partition and ordinary dull logging partition, CALP, CDLP, OALP and ODLP 
for short, respectively) according to the qualified division σ . CALP, CDLP, OALP 
and ODLP are used for storing the corresponding log records of ST>p, >f , ST>p, <=f , 
ST<=p, >f and ST<=p, <=f , respectively, i.e. {ST>p, >f , ST>p, <=f , ST<=p, >f , ST<=p, <=f } 

{CALP, CDLP, OALP ,ODLP}. We call CALP and CDLP uniformly as critical 
logging partition, OALP and ODLP uniformly as ordinary logging partition. Local 
main memory database (LMDB) is placed in the volatile main memory, which is 
divided into two partitions, i.e. critical data partition and ordinary data partition which 
store critical data class and ordinary data class respectively. 

3.1.3  The Types and Structure of Real-Time Log Record 
In combination with the real-time commit protocol 1PRCP [7], we design five kinds 
of log record for PERT-NVRAM, namely Begin, Redo, Compensate, Ready and 
Commit. Figure 1 describes their structures.  

 

 

 

 
 
 

Fig. 1. Types and structures of real-time log record  

 

In figure 1, P-TID denotes the identifier of a distributed transaction (global transac-
tion) and is defined as follows: P-TID = (Cor-Adrr, SN), where Cor-Adrr stands for 
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serial number of the distributed transaction that is exclusive at the coordinator. TID 
denotes the identifier of a subtransaction of P-TID and is defined as (Adrr, SN), 
where Adrr stands for the network address of the site at which the subtransaction is 
executed and SN denotes the exclusive serial number of the subtransation. For a local 
transaction, P-TID is set as null. “B”, “D”, “CP”, “R” and “C” are used for labeling 
the log record types of Begin, Redo, Compensate, Ready and Commit, respectively. 
TS denotes the logic timestamp when the Redo or Compensate or Commit log record 
are created, and here, we denote the logical timestamp at each site as a sequence 
number which starts at 0 and is incremented by 1 each time a new Redo or Compen-
sate or Commit log record is written. RID stands for the identifier of the updated data 
object. BN denotes the logic number of the disk block that is the backup of the data 

P-TID TID B
P-TID TID D TS BN RID AI VTI 

P-TID TID CP TS CA
P-TID TID R

P-TID TID C TS

Begin 
Redo 

Compensate 
Ready 

Commit 
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page, which is in LMDB and contains the updated data object. AI denotes the after-
image of the updated data object. VTI denotes the validity instant of the temporal data 
object, namely VTI = ST(X)+VI(X). For persistent data objects, VTI is set as infinite. 
CA denotes the compensating activity of the control transaction. 

3.2   Local Checkpoint Scheme of TCDCRS 

In TCDCRS, each site executes the local checkpointing process independently. Dur-
ing local checkpointing process, the updating of LMDB is written out to LDDB, some 
useless log records are deleted and the corresponding logging store area is freed. In 
TCDCRS, local checkpoint adopt fuzzy checkpointing schema, which allow the exis-
tence of active transaction during checkpointing process. In respect of the triggering 
mode of checkpoint, we don’t adopt periodic triggering based on fixed time interval 
but deciding whether to trigger the local checkpoint or not according to the utilization 
rate of the logging storage area RLU. Only if RLU > α , local checkpoint is triggered, 
where α is the threshold of RLU, which can be adjusted dynamically according to the 
application requirements. 

During the local checkpointing process, checkpointing log record is written into 
checkpointing logging partition, which resides in nonvolatile RAM. Checkpointing 
log record includes five fields: checkpointing bit field (CKB), critical transaction 
class recovery start timestamp (CTRST), ordinary transaction class recovery start 
timestamp (OTRST), checkpointing timestamp (CKT) and updating page field. CKB 
denotes whether this local checkpoint is completed successfully or not, and 1 stands 
for successful completion, while 0 represents crash happens during this local check-
pointing process. CTRST denotes the minimal timestamp of critical transaction class 
that requires executing REDO recovery after a crash. OTRST denotes the minimal 
timestamp of ordinary transaction class that requires executing REDO recovery after a 
crash. CKT stands for the logic timestamp when this local checkpoint is triggered. 
Updating page field sets a bit for each page of LMDB to denote updating state of the 
data page, and 1 denotes the page is updated since last local checkpoint, while 0 de-
notes the page isn’t updated yet. The local checkpointing procedure is described as 
follows: 

Procedure LocalCheckpoint() 
1: CKB = 0, CKT = TCounter++;  
2: Write data pages updated by committed transaction out to LDDB; 
3: Set updating page field according to the updating state of data page; 
4: Write the data pages whose updating bits are 1 out to LDDB; 
5: Delete useless log records, i.e. the log records of aborted transactions or whose 

timestamp in Commit log records is not larger than CKT, and free the corre-
sponding logging store spaces; 

6: Get the minimal logging timestamp of critical transaction class, set the value of 
CTRST; 

7: Get the minimal logging timestamp of ordinary transaction class, set the value 
of OTRST; 

8: CKB = 1; 
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In the above description and following recovery algorithm, TCounter denotes the 
counter of logic timestamp, which records the current value of logic timestamp. 

3.3   Recovery Processing Based on the Classification Recovery Strategy 

During recovery processing after a crash, first, LDDB is loaded into main memory to 
reconstruct LMDB, and then the recovery subsystem is responsible for restoring 
LMDB to recent consistent state. In order to improve the system performance, 
TCDSRS adopts the dynamic recovery method based on the classification recovery 
strategy. Our classification recovery strategy is based on PERT-NVRAM and its key 
characteristic is critical data class is first recovered, and then system services are 
brought back before ordinary data class is recovered. That is, our classification recov-
ery supports the concurrent of system services and the recovery processing of  
ordinary data class. In combination with the real-time commit protocol 1PRCP, the 
recovery-processing algorithm based on our classification recovery strategy can guar-
antee failure atomicity of distributed real-time transactions. 

In detail, the recovery-processing algorithm based on classification recovery strat-
egy consists of the following steps: 

(1) Reload critical data class into main memory to reconstruct LMDB. 
(2) Recover critical data class to consistent state and eliminate the effects caused 

by uncommitted critical control transaction. 
(3)  Restore the system services of failure sites. 
(4) Reload ordinary data class into LMDB. 
(5) Recover ordinary data class to consistent state and eliminate the effects caused 

by uncommitted ordinary control transaction. 

In the above steps, the realization algorithm of step (2) and step (5) is described as 
follows:  

Procedure: CrashRecovery(char dc) 
Input: dc denotes data class asking to be recovered, and dc=”C” stands for criti-

cal data class, while dc=”O” stands for ordinary data class. 
1: FT = TCounter; 
2: if (dc=”C”) then 
3:    RST = CTRST; scan critical logging partition (including CALP and CDLP) to 

look for all Compensate log reords CPLogTi, which satisfy the following con-
ditions: the corresponding Commit log records CommitLogTi don’t exist, i.e. 
the corresponding transactions don’t commit successfully, and the timestamp 
of CPLogTi is smaller than FT. At the same time insert these CPLogTi into 
compensating activity recovery list (CARL) in the order of their timestamp; 

4: else  
5:    RST = OTRST; scan ordinary logging partition (including OALP and ODLP) 

to look for all Compensate log reords CPLogTi, which satisfy the following 
conditions: the corresponding Commit log records CommitLogTi don’t exist, 
i.e. the corresponding transactions don’t commit successfully, and the time-
stamp of CPLogTi is smaller than FT. At the same time insert these CPLogTi 
into CARL in the order of their timestamp; 
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6: Scan reversely CARL until the head of CARL and for each CPLogTi, execute the 
corresponding compensating activity CPLogTi.CA; 

7: while (RST ≤ FT) 
8:   if (dc=”C”) then 
9:     Scan critical logging partition to look for the Redo log record RedoLogTi, k 

whose timestamp is RST; 
10.   else 
11:     Scan ordinary logging partition to look for the Redo log record RedoLogTi, k 

whose timestamp is RST; 
12:   if (find the Redo log record RedoLogTi, k) then 
13:     if (find the corresponding Commit log record CommitLogTi) then 
14:       if (RedoLogTi, k.VTI > Tc) then 
15:         REDO(RedoLogTi, k) 
16:         RST ++; continue; 
17:       else 
18:         RST++; 
19:         Triggeer the corresponding sample transaction to update overdue data; 
20:     if (find the corresponding Ready log record ReadyLogTi) then 
21:       if (receive Commit message) then 
22:         REDO(RedoLogTi, k); 
23:         Add CommitLogTi to the corresponding logging partition; 
24:         RST++; 
25:       if (receive Abort message) then 
26:         RST++; 
27:     else    RST++; 
28:   else   RST++; 
29: endwhile 
 
In the above algorithm, RedoLogTi, k denotes the kth Redo log record of transaction 

Ti; the procedure, REDO(RedoLogTi, k), realizes the function, which restores the value 
of the data object whose RID is recorded in RedoLogTi, k by using its AI (after-image); 
RedoLogTi, k.VTI denotes the VTI of RedoLogTi, k; Tc denotes the current instant. 

4   Performance Evaluation 

The performance of a crash recovery schema is mainly decided by: 1) logging cost in 
system normal run time and 2) the time of system denying services after crashes. In 
this section, we first study how logging overheads affect the system run-time per-
formance, and then test how the number of partitions affects the performance of 
PERT-NVRAM. Last, we evaluate the time of system denying services after a crash. 

In our experiments, global main memory database (GMDB) consists of 50000 data 
pages and these data pages are equally allocated to five sites to form the correspond-
ing LMDBs. Priority-assigning policy adopts Earliest Deadline First (EDF). The main 
performance metric used for evaluation is the ratio of transactions missing their dead-
lines, denoted as MDR. MDR is defined as follows: MDR = (Number of transactions 
missing their deadlines) / (Total number of transaction in the system). Main  
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experiment parameters are presented in Table 1, where U[i, j] denotes a uniformly 
distributed random variable in the range [i, j]. 

Table 1. Experiment Parameters 

Parameters Value (unit) Description 
NS 5  Number of site of DRTMMDBS 

SLMDB 10000 (Page) Size of LMDB at each site 
RCD 0.4 Ratio of critical data class in total data 
RTD 0.8 Ratio of temporal data in total data  
NP 4 Number of logging storage partitions 
SL 8 (MB) Size of logging storage area (nonvolatile RAM) at each site 

AET 0.4 (ms) Average execution time per transaction operation 
PU 0.4 Probability of a transaction operation to be update operation 

Slack U[2.0, 6.0] Slack factor 
NTO U[4, 8] Number of operations contained by a transaction 
α  0.8 Threshold of the utilization rate of logging storage area 

We compare PERT-NVRAM of TCDCRS with the other three kinds of logging 
schemes: Non-logging scheme (NLS), partitioned logging scheme based on disk 
(PLSD), sequential logging scheme base on disk (SLSD). NLS denotes there isn’t the 
cost of transaction logging. Obviously, NLS can’t meet the requirement of recovery 
processing. Here, NLS is regarded as the baseline of performance. 

As shown in Figure 2, the experimental results show when arrival ratio of transac-
tion enhances, MDR of all logging schemes increases, while PERT-NVRAM is clos-
est to NLS and has got an distinct advantage over another two kinds of schemes. The 
number of logging partitions is an important factor, which influences the performance 
of PERT-NVRAM. Figure 3 shows how the number of logging partitions affects 
MDR in the case of fixed arrival rate of transaction (40 trans/sec.). As we can see, the 
system performance improves (i.e. MDR degrades) corresponsively with the increase 
of the number of logging partitions. However, when the number of logging partitions 
exceeds 8, further increment of logging partitions has not distinct influence on the 
performance. This is because the increment of number of logging partitions also 
causes the increment of recovery processing cost. 

The downtime after a crash is another important metric measuring the performance 
of a recovery scheme. For a DRTMMDBS, The time of system denying services Tdown 
mainly includes: 1) the time of loading data into main memory from LSDB, notated 
by T1 and 2) the time of restoring LMDB to consistency state, notated by T2. Due to 
the use of the classification recovery strategy, critical data class is first loaded and 
recovered, and then system services are restored before loading ordinary data class, so 
Tdown of TCDCRS may be calculated approximately as follows: Tdown = T1+ T2 ≈  
SLMDB ×RCD ×  TI/O + (SL×RCL× α ) ÷ SLR ×Trp, where TI/O denotes the average time 
to perform one time disk access; RCL denotes the ratio of critical logging partition in 
total used logging storage area; SLR denotes the average size of a log record and Trp 
denotes the average time of processing a log record. Because the ratio of critical data 
class in total data is usually small, TCDCRS can obviously decrease the downtime. 
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Fig. 2. Comparison of four logging schemes            Fig. 3. Influence of number of partitions 

5    Conclusion 

This paper presents a time-cognizant dynamic crash recovery scheme (TCDCRS) 
suitable for DRTMMDBSs on the basis of giving the recovery correctness criteria. 
TCDCRS adopts the real-time logging scheme integrating the characteristics of parti-
tioned logging, ephemeral logging and uses nonvolatile RAM as logging storage area 
in order to reduce the logging cost as possible during the normal running. After a site 
crash, a dynamic recovery strategy based on classification recovery idea is adopted to 
decrease the downtime. Performance tests and evaluations show TCDCRS gets sig-
nificant advantage over the traditional recovery schemes. 

References 

1. Sivasankaran, R.M., Stankovic, K., Stankovic, J., et al: Data placement, logging and recov-
ery in real-time active database. In: International Workshop on Active and Real-time Data-
base Systems, Jun. 1995 

2. Lam, K.Y., Kuo, T.W.: Real-time database architecture and techniques. The first edition. 
Boston: Kluwer Academic Publishers, 2001 

3. Agrawal, R., Jagadish, H.V.: Recovery algorithms for database machines with non-volatile 
memory. In Database Machines, Proceedings of Sixth International Workshop IWDM, Jun. 
1989 

4. Liu, P., Ammann, P., Jajodia, S.: Rewriting histories: Recovering from malicious transac-
tions. Distributed and Parallel Databases, 2000, 8 (1): 7–40 

5. Panda, B., Tripathy, S.: Data dependency based logging for defensive information warfare, 
Proceedings of the 2000 ACM symposium on Applied computing, 2000: 361-365 

6. Shu, L.C., Sun, H.M., Kuo, T.W.: Shadowing-based crash recovery schemes for real-time 
database systems. Proceedings of the 11th Euromicro Conference on Real-time Systems, 
June 1999: 260-267 

7. Xiao ying-yuan Liu yun-sheng, Deng hua-feng, et al: One-phase real-time commitment for 
distributed real-time transactions. Journal of Huazhong University of Science and Technol-
ogy (Nature Science Edition), 2006, 34 (3): 1–4 (in Chinese) 



An Efficient Fault-Tolerant Digital Signature
Scheme Based on the Discrete Logarithm

Problem

Iuon-Chang Lin1 and Chin-Chen Chang2

1 Department of Management Information Systems,
National Chung Hsing University, Taichung, Taiwan

iclin@nchu.edu.tw
2 Department of Information Engineering and Computer Science,

Feng Chia University, Taichung, Taiwan
ccc@cs.ccu.edu.tw

Abstract. Data security and fault tolerance are two important issues in
modern computer communications. This paper addresses the two prob-
lems simultaneously by providing an efficient fault-tolerant digital signa-
ture scheme. The proposed scheme can be used to verify the authorized
sender and check the integrity of transmitted messages. Furthermore,
in order to achieve fault tolerance, our scheme is able to detect the er-
rors and then recover from that errors to correct ones by directly using
the signature scheme. It does not require any extra mechanism, such
as checkpoints, to achieve the property of fault tolerance. In particular,
previous schemes have some security flaws while ours does not.

1 Introduction

So far, the techniques of digital signature and fault tolerance are usually de-
veloped separately. Most digital signature schemes do not consider the prob-
lem of fault tolerance and most fault tolerance methods are designed only for
data transmission in a computer network. Therefore, the classical digital sig-
nature scheme requires extra mechanism, such as checkpoint, to achieve the
property of fault tolerance. The overall overheads of combining the two issues
are high.

In order to implement the two issues together to minimize the overall cost,
recently, some digital signature schemes with fault tolerance have been proposed
[4,7,9]. Xinmei Wang [7], in 1990, first proposed a signature scheme based on
error correcting codes. Unfortunately, several literatures [1,6,8] have shown that
Xinmei’s scheme is insecure. In 1999, Zhang [9] proposed an RSA-based digi-
tal signature scheme with fault tolerance. The scheme provides the functions
that can simultaneously deal with digital signatures, error detections, and er-
ror corrections. The main benefit of this scheme is that the total computational
overheads for verifying the signature can be significantly reduced. However, Lee
and Tsai [4], in 2003, showed that Zhang’s scheme had a security flaw and then
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proposed an improved version to overcome this security flaw. The improved ver-
sion has the same advantages of Zhang’s scheme. Besides, it is more efficient
than Zhang’s scheme. However, the scheme still has the same security flaw as
Zhang’s scheme, that is, a malicious user can easily construct a new message
for an existing digital signature. This severely violates the principles of digital
signature. A secure digital signature scheme, such as RSA [5] or ElGamal [2],
must ensure that a digital signature for a message is computationally infeasible
to forge it. Thus, digital signature can prevent the signer from denying that
he/she did not sign it before.

In this paper, we shall propose an efficient and secure digital signature scheme
with fault tolerance. Our proposed scheme is based on the discrete logarithm
problem that is different from previous schemes that are based on error correcting
codes and RSA cryptosystem. Our scheme can detect errors and then correct
the found errors by using the constructed digital signature directly. It does not
need to require any extra mechanism to do that. On the aspect of security, our
scheme can fully satisfy the requirements of digital signature and eliminate the
security flaws that occur in previous schemes. Therefore, our proposed scheme
provides higher security.

2 Related Works

2.1 Overview of Zhang’s Scheme

In the typical RSA cryptosystem [5], each user possesses two keys. One is the
public key (e, N), and the other is the secret key d, where N is the product
of two large primes p and q such that N = p × q, and e and d must satisfy
d = e−1 mod (p−1)(q−1). Consider two users, A and B, will communicate with
each other through a network. Let (eA, NA) and (eB, NB) be the public keys of
users A and B, and also let dA and dB be their private keys, respectively. Here,
NA �= NB and assume that the lengths of NA and NB are the same for the sake
of simplicity.

Suppose that B wants to send a message M with its corresponding signature
to A, and then A will verify the validity of the received message and signature.
The following steps are executed by using Zhang’s scheme [9].

1. B translates the message M into an n×m message matrix X , such that

X =

⎡
⎢⎢⎢⎣

x11 x12 · · · x1m

x21 x22 · · · x2m

...
...

. . .
...

xn1 xn2 · · · xnm

⎤
⎥⎥⎥⎦ ,

where the message block is smaller than NA and NB.
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2. B constructs an (n + 1) × (m + 1) matrix Xh from a given n×m message
matrix X , such that

Xh =

⎡
⎢⎢⎢⎢⎢⎣

x11 x12 · · · x1m X1
x21 x22 · · · x2m X2
...

...
. . .

...
...

xn1 xn2 · · · xnm Xn

X(1) X(2) · · · X(m) h

⎤
⎥⎥⎥⎥⎥⎦ ,

where

Xi =
m∏

j=1

xij mod NB, for i = 1 to n, (1)

X(j) =
n∏

i=1

xij mod NB, for j = 1 to m, and (2)

h =
m∏

j=1

(
n∏

i=1

xij mod NB) mod NB. (3)

3. B computes an (n + 1)× (m + 1) ciphered matrix Ch, such that

Ch =

⎡
⎢⎢⎢⎢⎢⎣

c11 c12 · · · c1m C1
c21 c22 · · · c2m C2
...

...
. . .

...
...

cn1 cn2 · · · cnm Cn

C(1) C(2) · · · C(m) hc

⎤
⎥⎥⎥⎥⎥⎦ ,

where cij = xij
eA mod NA, Ci = Xi

eA mod NA, C(j) = X(j)eA
mod NA,

hc = hdb mod NB, for all 1 ≤ i ≤ n and 1 ≤ j ≤ m.
4. Upon receiving the ciphered matrix Ch, A decrypts the ciphered messages

cij ’s and the ciphered check-sums by using A’s private key dA, and then
checks the signature hc by using B’s public key eB. The decrypted matrix
X ′

h is specified as

X ′
h =

⎡
⎢⎢⎢⎢⎢⎣

x′
11 x′

12 · · · x′
1m X ′

1
x′

21 x′
22 · · · x′

2m X ′
2

...
...

. . .
...

...
x′

n1 x′
n2 · · · x′

nm X ′
n

X(1)′ X(2)′ · · · X(m)′ h′

⎤
⎥⎥⎥⎥⎥⎦ ,

where x′
ij = cij

dA mod NA, X ′
i = Ci

dA mod NA, X(j)′ = C(j)dA
mod NA,

and h′ = hc
eB mod NB.

5. If the following verifications are positive, A will believe that the message was
indeed sent by B and it was not be altered.

X ′
i =

m∏
j=1

x′
ij mod NB, for i = 1 to n,
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X(j)′ =
n∏

i=1

x′
ij mod NB, for j = 1 to m, and

h′ = (X ′
1 ×X ′

2 × · · · ×X ′
n) mod NB

= (X(1)′ ×X(2)′ × · · · ×X(m)′) mod NB.

Otherwise, from the given check-sums, A can detect that there is an error
occurring in the decrypted message block x′

kl according to the following two
equations:

X ′
k �=

m∏
j=1

x′
kj mod NB, and (4)

X(l)′ �=
n∏

i=1

x′
il mod NB. (5)

After detecting the error, A can correct the error by computing either one
of the following equations:

x′
kl = X ′

k × (
∏

j=1 to m,j �=l

x′
kj)

−1 mod NB, (6)

x′
kl = X(l)′ × (

∏
i=1 to n,i�=k

x′
il)

−1 mod NB. (7)

2.2 Overview of Lee and Tsai’s Scheme

Recently, Lee and Tsai [4] pointed out that Zhang’s scheme had a security flaw,
that is, a malicious user can forge a valid signature for the other messages. We
specify the security flaw as follows. Suppose that the forged message M∗ for the
existing signature hc is

X∗
h =

⎡
⎢⎢⎢⎢⎢⎣

x∗
11 x∗

12 · · · x∗
1m X∗

1
x∗

21 x∗
22 · · · x∗

2m X∗
2

...
...

. . .
...

...
x∗

n1 x∗
n2 · · · x∗

nm X∗
n

X(1)∗ X(2)∗ · · · X(m)∗ h∗
c

⎤
⎥⎥⎥⎥⎥⎦ ,

where x∗
11, x

∗
12, · · · , x∗

nm−1 are the new message blocks, x∗
nm = (x∗

11×x∗
12×· · ·×

x∗
nm−1)−1 × h mod NB, and h∗

c = hc.
If the following equations hold, the receiver will believe that the signature h∗

c

is valid for the message matrix X∗.
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X∗
i =

m∏
j=1

x∗
ij mod NB, for 1 ≤ i ≤ n,

X(j)∗ =
n∏

i=1

x∗
ij mod NB, for 1 ≤ j ≤ m, and

h∗
c
eB = (X∗

1 ×X∗
2 × · · · ×X∗

n) mod NB

= (X(1)∗ ×X(2)∗ × · · · ×X(n)∗) mod NB.

In order to eliminate the security flaw in Zhang’s scheme, Lee and Tsai also
proposed an improved scheme [4] based on Zhang’s scheme. In the improved
version, the matrix Xh with its checksums is expanded as

Xh =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

x11 x12 · · · x1m X1 Y1
x21 x22 · · · x2m X2 Y2
...

...
. . .

...
...

...
xn1 xn2 · · · xnm Xn Yn

X(1) X(2) · · · X(m) Zc

Y (1) Y (2) · · · Y (m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where the parameters Xi and X(j) are the same as Zhang’s scheme,

Yi =
m∑

j=1

xij mod NB, for i = 1 to n,

Y (j) =
n∑

i=1

xij mod NB, for j = 1 to m,

Zc = (H(Y1, · · · , Yn, Y (1), · · · , Y (m), X1, · · · , Xn, X(1), · · · , X(m)))dB mod NB,

and H() is a public one-way hash function. Lee and Tsai mentioned that their
improved scheme could solve the security flaw of Zhang’s scheme. However, in
fact, Lee and Tsai’s scheme also had a security flaw that a malicious user can
masquerade the legal signer to forge another message for the existing signature.
For example, suppose that Zc is a signature for the message matrix

X =

⎡
⎣a b c

b c a
c a b

⎤
⎦ .

We can find that a malicious user can easily permute the rows or the columns
in a message matrix X to generate a different message matrix X ′, such that

X ′ =

⎡
⎣a c b

c b a
b a c

⎤
⎦ ,

which is corresponding to the same signature Zc. This makes the digital signature
schemes unreliable because a legal signer cannot prove that he/she did not sign
the forged message matrix X ′.
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3 The Digital Signature Scheme with Fault Tolerance
Based on the Discrete Logarithm Problem

Our scheme is developed from the concept of meta-ElGamal signature scheme [3]
and the concept of Zhang’s fault-tolerant signature scheme. In ElGamal digital
signature scheme, a system first chooses a large prime p and a generator g, such
that g ∈ Z∗

p with order p − 1. Both p and g can be shared among a system of
users. To generate a key pair, the signer A first chooses a random number xA,
xA ∈ Zp−1 and calculates yA = gxA mod p. A keeps xA secret and publishes
yA. Suppose that the signer Alice will send a message with her signature to the
receiver Bob. Alice possesses a secret key xA and a public key yA. The proposed
scheme can be divided into two procedures:

1. The signature generation procedure,
2. The fault tolerance and signature verification procedure.

The details of the two procedures are described as follows.

3.1 The Signature Generation Procedure

1. Alice first divides the transmitted message M into numerical 3× 3 message
matrices Xl’s, such that

Xl =

⎡
⎣m11 m12 m13
m21 m22 m23
m31 m32 m33

⎤
⎦ ,

where mij , 1 ≤ i ≤ 3, 1 ≤ j ≤ 3, is a message block and mij ∈ Zp−1.
2. For each message matrix Xl, Alice calculates its signature and constructs an

expand matrix Dl, such that

Dl =

⎡
⎢⎢⎢⎢⎢⎢⎣

m11 m12 m13 r1 s1 t1
m21 m22 m23 r2 s2 t2
m31 m32 m33 r3 s3 t3
r(1) r(2) r(3)

s(1) s(2) s(3)

t(1) t(2) t(3)

⎤
⎥⎥⎥⎥⎥⎥⎦

.

The ri, si, ti, r(j), s(j), and t(j) can be calculated by using the following
equations

ri = gki mod p, (8)

ti =
3∑

j=1

mij mod p− 1, (9)

si = (H(mi1) · ti −H(mi2) · xA · ri)(H(mi3) · ki)−1 mod p− 1, (10)
r(j) = gkj mod p, (11)
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t(j) =
3∑

i=1

mij mod p− 1, (12)

s(j) =(H(m1j) · t(j)−H(m2j) · xA ·r(i))(H(m3j) · k(j))−1 modp−1, (13)

where H() is a public one-way hash function.

3.2 The Fault Tolerance and Signature Verification Procedure

1. Bob first detects errors by checking the equations

ti =
3∑

j=1

mij mod p, and

t(j) =
3∑

i=1

mij mod p.

If there is an error in muv, 1 ≤ u, v ≤ 3, we must have that tu �=
∑3

j=1 muj

mod p − 1 and t(v) �=
∑3

i=1 miv mod p − 1. Therefore, the error could be
easily detected.

2. After the error is detected in muv, it may be corrected by using either one
of the following two equations

muv = tu −
∑
j �=v

muj mod p, (14)

muv = t(v) −
∑
i�=u

miv mod p. (15)

3. After correcting the errors, Bob has to verify the validity of the recovery and
its corresponding signatures by checking whether

gti·H(mi1) = yA
ri·H(mi2) · rsi·H(mi3)

i mod p, (16)

gt(j)·H(m1j) = yA
r(j)·H(m2j) · r(j)s(j) ·H(m3j) mod p, (17)

or not. If the above verifications are positive, Bob will believe that the con-
tents of the recovered messages are valid. Otherwise, Bob can choose not to
accept the receipted messages.

4 Discussions

4.1 Security Analysis

In this session, we will show that our signature scheme is secure and it does not
have the same security flaw as Zhang’s and Lee and Tsai’s schemes.
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Corollary 1: Without the secret key x, it is computational infeasible to derive
a signature (r, s, t) for satisfying gt·H(m1) ≡ yr·H(m2) · rs·H(m3) mod p, where
(r, s, t) is the signature of the messages m1, m2, and m3.

Proof: If the secret key x is known, then the parameter s can be easily gotten
by computing s ≡ (H(m1)·t−H(m2)·x·r)(H(m3)·k)−1 mod p−1. Otherwise, we
will just try to derive s from the congruence gt·H(m1) ≡ yr·H(m2) ·rs·H(m3) mod p.
Here r and t can be generated arbitrarily, and g and y are publicly known.
Therefore, we have that

rH(m3)·s ≡ (gH(m1)·t)(yH(m2)·r)−1 mod p. (18)

Let G = rH(m3) mod p and D = (gH(m1)·t)(yH(m2)·r)−1 mod p, we can get
Gs ≡ D mod p from Equation 18. We can clearly find that if we want to derive
s, we must compute the discrete logarithm of D to the base G in a finite field
p, where p is a large prime. Since currently, there is no efficient method to solve
the discrete logarithm problem, it is computational infeasible to derive s if the
secret key x is unknown.

Corollary 2: If there is an existing signature (r, s, t) for the messages m1,
m2, and m3, it is infeasible to find the different messages m̃1, m̃2, m̃3 whose
signatures are the same as the existing signature (r, s, t).

Proof: Since (r, s, t) is the signature for the messages m1, m2, and m3, we
have that H(m1) · t ≡ x · r · H(m2) + k · s · H(m3) mod p − 1 and gt·H(m1) ≡
yr·H(m2) · rs·H(m3) mod p. If there exist three messages m̃1, m̃2, and m̃3 that
have the same signature as m1, m2, and m3, such that t = m̃1 + m̃2 + m̃3 mod p
and gt·H(m̃1) ≡ yr·H(m̃2) · rs·H(m̃3) mod p, where m̃1, m̃2, and m̃3 are different
from m1, m2, and m3. From the equation gt·H(m̃1) ≡ yr·H(m̃2) · rs·H(m̃3) mod p,
we can find that if we want to find the three messages m̃1, m̃2, and m̃3, we must
solve the discrete logarithms. Therefore, it is difficult to find the three messages
m̃1, m̃2, and m̃3, that can satisfy gt·m̃1 ≡ yr·m̃2rs·m̃3 mod p.

4.2 Error Correctable Conditions

In the following, we will discuss the conditions in which an error is able to
be corrected by using Equations 14 and 15. According to the step 1 of the

Fig. 1. The correctable conditions when there are four errors simultaneously occurring
in a message matrix
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fault tolerance and the signature verification procedure, we know that if an
error occurs in mij , we must have that ti �= mi1 + mi2 + mi3 mod p, and
t(j) �= m1j + m2j + m3j mod p. If the rest of the messages mik’s, where k =
1 to 3 and k �= j, in the ith row are correct, the fault message mij can be
recovered by computing mij = ti − (

∑
k=1 to 3, k �=j mik) mod p. On the other

hand, if the rest of the messages mkj ’s, where k = 1 to 3 and k �= i, in the
jth row are correct, the fault message mij also can be recovered by computing
mij = t(j) − (

∑
k=1 to 3, k �=i mkj) mod p.

Therefore, an error is correctable only when no other errors simultaneously
occur in the same row i and the same column j. In our scheme, we can correct
four errors in a message matrix X at most. Figure 1 illustrates the correctable
conditions when four errors simultaneously occur in a message matrix. Therefore,
all the four errors can be corrected by using the check-sums in either the row or
the column direction.

Moreover, from Figure 1, we can find that some detected errors are not correct.
For example, when six checksum equations do not hold, we can not correctly
detect the true errors. Therefore, after correcting the errors, we have to verify
the validity of recovery by using Equation 20 or 21.

4.3 Performance Evaluation

To simplify the measuring of performance, we assume that the main overhead
in the signature generation is to compute the general signature equation A ≡
x ·B + k ·C mod p− 1 and the main overhead in the signature verification is to
confirm the verification equation gA ≡ yB ·rC mod p. For each 3×3 message ma-
trix, the number of signature equation computations and verification equation
computations required in our signature scheme are shown in Table 1. Further-
more, it also illustrates the message extending ration of generated signature to
the original message. In our scheme, the generated signature is the same size as

Table 1. The overall overheads of our proposed scheme

Features Our proposed scheme

# of signature
equation computations

6

# of verification
equation computations

6

message extending ratio 2
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the signed messages, but we need sign each message in both the row and the
column directions. Thus, the message extending ration is also 2.

5 Conclusions and Future Work

In this paper, we considered the problem of combining the concepts of digital
signature and fault tolerance. Different from previous approaches, we presented
a signature scheme with fault tolerance based on the problem of solving the
discrete logarithm in a finite field. The capability of correcting the number of
errors in our proposed scheme is four at most for each 3×3 message matrix. This
scheme provides fault tolerance only when the errors occur in error correctable
conditions. How to provide fault tolerance when an error occurs in the signature
part is our future work.
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