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Abstract. As the Internet infrastructure has been developed, a substantial num-
ber of diverse effective applications have attempted to achieve the full potential 
offered by the infrastructure. Collaborative Filtering recommender system, one 
of the most representative systems for personalized recommendations in E-
commerce on the Web, is a system assisting users in easily finding the useful in-
formation. But traditional collaborative filtering suffers some weaknesses with 
quality evaluation: the sparsity of the data, scalability, unreliable users. To ad-
dress these issues, we have presented a novel approach to provide the enhanced 
prediction quality supporting the protection against the influence of malicious 
ratings, or unreliable users. In addition, an item-based approach is employed to 
overcome the sparsity and scalability problems. The proposed method combines 
the item confidence and item similarity, collectively called item trust using this 
value for online predictions. The experimental evaluation on MovieLens data-
sets shows that the proposed method brings significant advantages both in terms 
of improving the prediction quality and in dealing with malicious datasets. 

1   Introduction 

With the explosive growth of the Internet, recommender systems have been issued as 
a solution for the problem of information overload. Recommender systems intend to 
assist users in finding the information most relevant to their preferences [11]. One of 
the most successful technologies in recommender systems is Collaborative Filtering 
(CF) and numerous commercial systems apply this technology to serve recommenda-
tions to their customers. The traditional the task in CF is to predict the utility of a 
certain item for the target user (often called active user) from the user’s previous 
preference or the opinion of other similar users, and make appropriate recommenda-
tions [2]. However, despite the success and popularity, traditional CF encounters 
several limitations, namely sparsity, scalability, cold start, and the malicious ratings 
problem. And a number of researches have been proposed and challenged to address 
these problems related to collaborative filtering [2, 5, 6, 7, 10, 13]. 

In this paper, the techniques of CF are exploited, in generating enhanced predic-
tions derived from explicit ratings. The main objective of this research is to develop a 
robust approach that provides high-quality predictions and recommendations even 
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when some ratings of users are unreliable. In addition, an item-based approach is 
employed to overcome the sparsity and scalability problems [2]. The proposed ap-
proach first determines the similarities between the items and subsequently identifies 
the confidence of the items, indicating the accuracy of the past predictions. Further-
more, this paper presents a method of combining the item confidence and item  
similarity, collectively called item trust using this value for online predictions and 
recommendations. The subsequent sections of this paper are organized as follows: 
The next section contains a brief overview of some related researches. In section 3, 
the approach for CF, based on item trust, is described. The performance evaluation is 
presented in section 4. Finally, we remark the conclusions and future works. 

2   Background and Related Work 

This section briefly explains previous researches related to CF-based recommender 
systems, which can be divided into two classes: Memory-based CF and Model-based 
CF [1]. Since the first system to generate automated recommendations, the GroupLens 
[3], was proposed, the user-based approach has been the most widely used for recom-
mendation systems. User-based CF uses a similarity measurement between neighbors 
and the target users to learn and predict the preference towards new items or unrated 
products regarding a target user. Though user-based CF algorithms tend to produce 
more accurate recommendations, they have some serious problems relating to the com-
plexity of computing each recommendation as the number of users and items grow. In 
order to improve scalability and real-time performance in large applications, a variety of 
model-based recommendation techniques were developed [2, 3, 12]. Especially, a new 
class of Item-based CF, which is one of model-based approaches and this research fo-
cuses on, has been proposed. This approach provides item recommendations by first 
developing a model of user ratings. In comparison to user-based approaches, item-based 
CF is typically faster in terms of recommendation time, though the method may have an 
expensive learning or model building process [4]. Instead of computing the similarities 
between the users, item-based CF reviews a set of items the target user has rated and 
selects k most similar items, based on the similarities between the items. Sarwar et al. 
[2] evaluated various methods to compute similarity and approaches to limit the set of 
item-to-item similarities that must be considered. And Deshpande et al. [5] proposed 
Item-based top-N recommendation algorithms that are similar to previous item-based 
schemes. They separated the algorithms two distinct parts for building a model of item-
to-item similarities and deriving the top-N recommendations using this pre-computed 
model. Despite effectiveness of item-base CF algorithms, they still have some weak-
nesses concerning data sparseness, cold start users and ratings of malicious users. 
Hence, a number of recent research efforts that focus on the use of trust concepts during 
the recommendation process [6, 7, 8]. In addition, distributed recommender systems 
have been proposed to deal with the existing weaknesses [7, 10, 12]. 

3   Collaborative Filtering Based on Item Trust 

The proposed method is divided into two phases, an offline phase and an online 
phase. The offline phase is a building model phase, and the online phase is either a 
prediction or recommendation phase. Fig. 1 illustrates a brief overview of the system. 
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Fig. 1. Collaborative filtering recommendation based on item trust: item-based approach 

3.1   Cosine-Based Similarity with Inverse Item Frequency 

The most important task in CF recommendation is the similarity measurement be-
cause different measurements lead to different neighboring users or items, in turn, 
leading to different recommendations. From the item-based similarity viewpoint, 
there are several different methods of computing the similarity between items, such as 
correlation-based similarity, cosine similarity, and adjusted cosine similarity [2]. 
Initially, the methods that would be more accurate in the proposed system were exam-
ined. As a result, the cosine measures greater accuracy than the other measures (see 
Table 1). 

In cosine similarity between items, two items are treated as two vectors in the 
space of users. In addition, we also consider the number of users’ ratings for items as 
mentioned in [5]. Consider two users A and B, both of whom have co-rated item i and 
j, however user A rated just 5 items whereas user B rated 100 items. In this situation, 
user A, rating fewer items, is a relatively more reliable for the similarity of items i and 
j than user B rating lots of items. Therefore, the inverse user frequency as described in 
[1] for the proposed system is modified, namely the inverse item frequency.  

In a system which users have co-rated items, the inverse item frequency can be ap-
plied to the cosine similarity technique. The similarity between two items, i and j is 
measured by equation (1).  
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where User is a set of users who both rated i and j, ru,i is the rating of user u on item i, 
and ru,j is the rating of user u on item j. The inverse item frequency of user u, fu is 
defined as log(n/nu) where nu is the number of items rated by user u and n is the total 
number of items in the database. If user u rated all items, then the value of fu is 0. 
Likewise the inverse user frequency, the main idea of the inverse item frequency is 
that users rating lots of items present less contribution with regard to prediction, than 
users rating a smaller number of items. 
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3.2   Item Confidence for Computing Item Trust 

Before describing the algorithms, some definitions of the matrices are introduced. 

–User-Item actual rating matrix. If there is a list of k users U={u1,u2,…,uk}, a list n 
items I={i1,i2,…in}, and a mapping between user-item pairs, and the explicit ratings, k 
× n user-item data can be represented as a rating matrix. This matrix is called a User-
Item actual rating matrix, A. The matrix rows represent users, the columns represent 
items, and Aa,j represents the rating of a user a on an item j. Some of the entries are 
not filled, as there are items not rated by some users. 

–User-Item predicted rating matrix. This is a matrix of users and items that have 
the predicted values for users on items. From a matrix A, the system can predict Pa,i 
for a given target item i which has already been rated by target user a. This matrix is 
called a User-Item predicted rating matrix, P. Likewise a matrix A, The matrix rows 
represent users, the columns represent items and the elements of the matrix P is a 
subset of the elements of a matrix A, P ⊆  A. 

–User-Item error matrix. From the given set of actual and predicted rating pairs 
<Aa,j , Pa,j> for all the data in a matrix A and P, a User-Item error matrix, E, can be 
represented as absolute error, which can be computed by subtracting the predicted 
rating for users on items from the actual rating for users on items. The elements of A 
matrix E is also a subset of the elements of a matrix A, E ⊆  A. 

For constructing a matrix E, firstly a user’s rating should be predicted for an item 
which has already been rated. For the purpose of this, a user-based Resnick prediction 
measure can be modified, which was introduced by [3], to an item-based prediction 
measure, as presented in equation (2). The prediction for the target user a on item i, 
Pa,i, is obtained as the following:  
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where N(a) is the set of k most similar items which the user a rated and Aa,j is the 
rating of the user a on item j. In addition, 

iA  and 
jA  refer to the average rating of the 

item i and j. sim(i, j) represents the similarity between the items i and j, which is cal-
culated as mentioned in equation (1).   

Once the predictions for users on items are represented on a user-item predicted 
rating matrix, absolute error of each prediction can be computed for constructing a 
user-item error matrix. Given the set of actual and predicted rating pairs <Au,j , Pu,j> 
for all data in the user-item matrices, an absolute error, Eu,j, is calculated as: 

 || ,,, jujuju PAe −=  

As a result of the error matrix, the confidence of an item, indicating the percentage 
of accurate predictions for an item, is computed from each column in the user-item 
error matrix and is defined as the following equation (3). 
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where juE ,  is a set of errors predicted for user u on item j and r
juE ,
 is the set of errors 

for which an absolute error of eu,j is within a predefined ε ( eu,j < ε ). U is the set of 
users rating item j. For example, given item j, if a hundred errors have been computed 
for an item j and eighty of theses predictions are accurate, the confidence of item j, 
confidence(j), is 0.8. 

3.3   Prediction Based on Item Trust 

As mentioned previously, the item-based CF approach builds a model of item similar-
ity, which can be achieved offline, prior to online prediction or recommendation. 
Since most of tasks can be conducted in the offline phase, this approach can result in 
fast online performance. In addition, this assists in solving the sparsity and scalability 
problems [2, 5]. The proposed method also provides another advantage, the ability to 
protect the influence of malicious ratings. 
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Fig. 2. The item-item matrix for a pair of items trust from the user-item matrices 

In order to support fast online predictions, the trust value between two items is cal-
culated in offline, namely item-item trust matrix. Fig. 2 illustrates the process of the 
item-item trust matrix construction from the user-item matrices. 

–Item-item trust matrix. The item trust model can be represented as a matrix, T, in 
which rows and columns are both items. An entire n × n item-item trust matrix can be 
filled in, given by the k × n user-item matrices, A and E using equation (4) 
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where parameter β is specified for adjusting the relative weighting between the simi-
larity of items and the confidence of an item. If β=0 then jitrust →

β  just takes sim(i,j) 

into account whereas if β=+∞ then jitrust →
β  just coincides with confidence(j). When 
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a value of β = 1 is used, the equal importance to sim(i,j) and confidence(j) is consid-
ered. The trust value between a pair of items is in the range of [0, 1] and is not sym-
metric ( jitrust →

β  ≠ ijtrust →
β ). The appropriate value for β  is selected by performing 

experimental analysis.  
The most important task in a CF is to generate the prediction, attempting to guess 

the rating that a user would provide for an item [2]. In order to compute the predicted 
rating of target user a for the target item i, the item-based Resnick prediction measure 
discussed in section 3.2 is used. However, instead of using item similarity, sim(i,j), 
the prediction algorithm in the online phase, uses the item trust value, jitrust →

β  as 

defined in equation (5). 
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where N(a) is the set of k most similar items which the user a rated and Aa,j is the 
rating of the user a on item j. In addition, 

iA  and 
jA  refers to the average rating of 

the items i and j. 

4   Experimental Evaluation 

In this section, experimental results of the proposed method are presented. In order to 
compare the performance of the proposed method, user-based and item-based CF 
recommendation systems were implemented. All experiments were carried out on a 
Pentium IV 3.0GHz with 1GB RAM, running MS-window 2003 server. In addition, 
the recommendation system for the web was implemented using MySQL 4.0 and PHP 
4.4 on an Apache 1.3 environment. 

4.1   Data Set and Evaluation Metric 

The experimental data comes from MovieLens which is a web-based research recom-
mendation system (www.movielens.org). The data set contains 100,000 ratings of 
1682 movies rated by 943 users (943 rows and 1682 columns of a user-item matrix 
A). These ratings were divided into two groups: 80% of the data (80,000 ratings) was 
used as a training set and 20% of the data (20,000 ratings) was used as a test set. Prior 
to evaluating the accuracy of the proposed method, a user-item error matrix E should 
first be constructed. Therefore, the training data set was further subdivided into train-
ing and testing portions, a matrix E was generated using a 5-fold cross validation 
scheme. After this process, a model (an item-item trust matrix T) for evaluating the 
method was created. 

In order to measure the accuracy of the predictions, mean absolute error (MAE), 
which was widely used for the statistical accuracy measurements in the diverse algo-
rithms [1, 2, 7] was adopted. The mean absolute error for user u is defined as: 
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where Iu is a item list of user u and <Au,i, Pu,i> is the actual/predicted rating pairs of  
user u in the test data. Finally, the MAE of all users in the test set is computed as: 
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4.2   Parameter Tuning Experiments 

Prior to running the main experiment, the sensitivity of the two parameters: item-item 
similarity and β value, were first determined. In determining the sensitivity of these 
parameters, the training data set was focused on, which was further divided into two 
portions, 80% training and 20% testing. For parameter evaluation experiments, the 
full model size was used for model building, and k=30 was selected meaning the 
number of most similar items, for prediction generation. 

Comparison of Similarity Algorithms. Prior to evaluating the item trust-based pre-
diction method, a user-item predicted matrix, P, for calculating item confidence 
which is closely connected with the similarity algorithm, should first be built up. 
Thereby, we implemented diverse similarity algorithms such as correlation-based 
similarity, cosine-based similarity, adjusted cosine similarity as described in [2] and 
correlation-based similarity with inverse item frequency (correlation+iif) as described 
in [1]. And we compared them with cosine-based similarity with inverse item fre-
quency (cosine+iif) as described in Section 3.1. For each similarity algorithms, the 
item-based Resnick measurement was used to generate the prediction. As seen from 
the results of Table 1, the prediction with the cosine+iif algorithm was generated, the 
prediction quality is improved, when compared to the other algorithms. Therefore,  
the cosine similarity with inverse item frequency is taken up in subsequent of  
experiments. 

Table 1. Comparison of the prediction quality achieved by five different similarity measures 

 cosine cosine + iif correlation 
correlation 

+ iif 
adjusted 
cosine 

MAE 0.74919 0.74248 0.75496 0.75242 0.76408 

Sensitivity of β Value for Item Trust.  As stated in Section 3.3, β  is the parameter 
used for adjusting the relative weighting, where the similarity of items and the 
confidence of an item are important in the generation of an item trust. From the 
previous experiment, the error threshold ε for calculating the item confidence was set 
to be MAE of 0.742. Fig. 3(1) presents a variation in average MAE, by changing the 
β value. As a result, it can be observed that the quality of prediction improves as the β 
value is increased from 0 to 2, after 2, the curve tends to become flat. When β  is set 
to infinity, the curve of the graph tends to rise. Hence, β =2.5 is selected as an optimal 
value for computing the item trust. 
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Fig. 3. Sensitivity of parameter β  for the item trust (a) and Comparison of prediction quality of 
user-based CF, item-based CF and Item trust-based CF (b) 

4.3   Performance Evaluation 

The performance evaluation is divided into two dimensions. The quality of the predic-
tion based on item trust is first evaluated, and then the robustness of the prediction to 
the malicious ratings problem is evaluated. Once the optimal values of the parameters 
are obtained, the prediction quality of the proposed method is evaluated in compari-
son with the traditional user-based and item-based schemes. 

Quality of the Prediction. The model size has significant impact on the prediction 
quality in a model-based approach [5]. However, the experimental result of the previ-
ous research in [2] demonstrates that a full model size obtains superior prediction 
quality than a small model size, although the time cost for building the model is 
greater. Therefore, in the prediction quality experiment, the full model size was used, 
and the number of item neighbors to be used for the online prediction generation was 
changed. The experimental results are depicted in Fig 3(b). It can be observed from 
the graph that the size of the neighborhood affects the prediction quality and the three 
methods demonstrate similar types of charts. The model-based approaches (item-
based CF and item trust-based CF) elevate the prediction quality as the neighborhood 
size increases from 10 to 50, after this value, the quality decreased slightly. Likewise, 
a user-based CF improved until a neighborhood size of 60. The result demonstrates 
that, at all neighborhood size levels, except for a neighborhood size of 10, the pro-
posed algorithm provides more accurate predictions than the traditional user-based 
and item-based algorithm. For example, when neighborhood size is 50, item trust-
based CF obtains an MAE of 0.745, which is the best prediction quality, whereas 
item-based and user-based methods demonstrate an MAE of 0.753 and 0.754 respec-
tively. However, the classic item-based scheme provides better quality in the event of 
a high sparsity level (neighborhood size =10). 

Robustness on Malicious Ratings. For evaluating the robustness on fraud ratings, 
10%, 20%, 30%, and 40% of malicious ratings were included in the training set, and 
the experiments were ran again using the full model size and a neighborhood size of 
30. Table 2 summarizes the result of the experiment. In general, with the growth of 
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malicious ratings, the prediction quality decreases, as can be seen from Table 1. How-
ever, the item trust-based CF shows the improved performance on all occasions, com-
pared to traditional user-based and item-based CF. As the percentage of fraud ratings 
in a training data set increases, efficient improvement in performance can be obtained. 
Although the prediction quality is improved slightly in the case of 10% ratings being 
malicious, in the case of 40% ratings being malicious the proposed method achieves 
5% improvement, compared to the other methods, respectively. As a result, the item 
trust-based CF brings 12% degradation in terms of the four cases in average, com-
pared to an original rating set (0% malicious ratings set) whereas the average degrada-
tion of robustness is 15% for the user-based CF and 14% for the item-based CF. 

Table 2. Robustness of user-based CF, item-based CF and item trust-based CF on fraud rating 

malicious 
rations 

User-based 
CF 

Item-based 
CF 

Item Trust-based 
CF 

0 % 0.756 0.7572 0.7489 
10 % 0.8042 0.8051 0.7954 
20 % 0.8649 0.8601 0.8407 
30 % 0.9542 0.9413 0.9184 
40 % 1.0119 1.0059 0.9551 

5   Conclusion and Future Work 

Collaborative Filtering for Recommendations is a powerful technology for users to 
find information relevant to their needs. We have presented, in this paper, a novel 
approach to provide the enhanced prediction quality and to solve some of the limita-
tion in traditional CF systems. And we propose a new method of building a model, 
namely item-item trust matrix, for CF-based recommender systems. The major advan-
tage of the proposed approach is that it supports the protection against the influence of 
malicious ratings, or unreliable users. The experimental results demonstrate that the 
proposed method obtains significant advantages both in terms of improving the pre-
diction quality and in dealing with malicious data sets as compared to traditional CF 
algorithms. However, there still remains a defect that the proposed method performs 
worse at a high sparsity level. 

An ongoing area of current is a distributed recommender system [10, 12]. We are 
currently extending our algorithm to a personalized recommendation in a peer-to-peer 
environment or a social network. Therefore, we will further study the impact of using 
trust values, such as web of trust [6], and the technique of trust propagations. 
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