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Preface 

We welcome you to the 7th International Conference on E-commerce and Web 
Technologies (EC-Web 2006) held in Krakow, Poland, in conjunction with DEXA 
2006. This conference was organized for the first time in Greenwich, UK, in 2000, 
and it has been able to attract an increasing number of participants and interest, 
reflecting the progress made in the field. As in the previous years, EC-Web 2006 
served as a forum bringing together researchers from academia and practitioners from 
industry to discuss the current state of the art in e-commerce and Web technologies. 
Inspiration and new ideas emerged from intensive discussions that took place during 
the keynote address, the formal sessions and the social events. 

The conference attracted 88 paper submissions and each paper was reviewed by 
three Program Committee members. The Program Committee selected 24 papers for 
presentation and publication (an acceptance and publication rate of 27%). We have to 
confess that this task was not that easy due to the high quality of the submitted papers. 

We would like to express our thanks to our colleagues who helped put together the 
technical program: the Program Committee members and external reviewers for their 
timely and rigorous reviews of the papers, and the Organizing Committee for their 
help in the administrative work and support. We owe special thanks to Gabriela 
Wagner for her helping hand concerning the administrative and organizational tasks 
of this conference.  

Finally, we would like to thank all the authors who have submitted papers, authors 
who presented papers, and the participants who made this conference an intellectually 
stimulating event. 

We hope that all attendees enjoyed the hospitality of Krakow and the conference. 
 
August 2006     Birgit Pröll (Johannes Kepler University of Linz, Austria) 

Hannes Werthner (Vienna University of Technology, Austria) 
Program Chairs EC-Web 2006 
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Map-Based Recommendation of Hyperlinked

Document Collections

Mieczys�law A. K�lopotek, S�lawomir T. Wierzchoń, Krzysztof Ciesielski,
Micha�l Dramiński, and Dariusz Czerski

Institute of Computer Science, Polish Academy of Sciences,
ul. Ordona 21, 01-237 Warszawa, Poland

{kciesiel, klopotek, mdramins, stw, dcz}@ipipan.waw.pl

Abstract. The increasing number of documents returned by search en-
gines for typical requests makes it necessary to look for new methods of
representation of the search results.

In this paper, we discuss the possibility to exploit incremental, nav-
igational maps based both on page content, hyperlinks connecting sim-
ilar pages and ranking algorithms (such as HITS, SALSA, PHITS and
PageRank) in order to build visual recommender system. Such system
would have an immediate impact on business information management
(e.g. CRM and marketing, consulting, education and training) and is a
major step on the way to information personalization.

1 Introduction

Recommender systems became indispensable part of modern e-business, es-
pecially using the electronic medium of the Internet. It is claimed that even
20% of clients may be encouraged to purchase a good by the most successful
recommender systems. Recommenders are applied in advertisement of books
(Amazon), CD’s (MediaUnbound, MoodLogic, CDNow, SongExplorer), films
(Reel.com Movie Matcher, MovieFinder.com Mach Maker), cosmetics (Drug-
store.com) and other. But also recommender systems are applied when advice
is sought by firms when selecting training courses for employees, job search for
unemployed etc.

Recommender systems are not only applied to increase sales, but also to ex-
pand cross-selling, attraction of new clients, extending of trust of existent clients,
to overcome the barriers of mass advertisement through high personalization of
offers. The intense research did not, however, overcome many important limita-
tions, like sparseness of data [21], scalability and real time action, detail level
of available data, feedback to the sales firm [22], protection against preference
manipulation, visualization of recommendation acceptability reasons [15], client
modeling, system evaluation, creation of distributed systems [3], etc.

In our on-going research effort, we target at recommender systems capable of
overcoming the limitations of present-day systems with respect to problems of
rare data in recommendation, scalability and visualization of recommendation

K. Bauknecht et al. (Eds.): EC-Web 2006, LNCS 4082, pp. 1–10, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 M.A. K�lopotek et al.

for the purpose of proper explanation and justification of recommendation. Re-
sults of this research will surely lead to practical guidelines for construction of
commercial recommender systems, where above mentioned problems are crucial.

We have created a full-fledged search engine BEATCA for small collections
of documents (up to several millions) capable of representing on-line replies to
queries in graphical form on a document map. We extended WebSOM’s goals by
a multilingual approach, new forms of geometrical representation and we exper-
imented also with various modifications to the clustering process itself [17,18] .
The crucial issue for understanding the 2D map by the user is the clustering of
its contents and appropriate labeling of the clustered map areas.

Several important issues need to be resolved in order to present the user with
an understandable map of documents. The first issue is the way of document
clustering. In the domains, like e.g. legal documents, where the concepts are
not sharply separated, a fuzzy-set theoretic approach to clustering appears to
be a promising one. The other one is the issue of initialization of topical maps.
Our experiments showed that the random initialization performed in the orig-
inal WebSOM may not lead to appearance of meaningful structure of the map.
Therefore, we proposed several methods for topical map initialization, based on
SVD, PHITS, PLSA and Bayesian network techniques.

In this paper, before we report on our current state of research effort starting
with Sect. 4, we briefly present an overview of recommender system concepts
(Sect. 2) and our concept of an integrated recommender system (Sect. 3).

2 Recommender Systems Overview

Intelligent agent (IA) is a user’s assistant or recommender system based on ma-
chine learning and data mining techniques. Construction of IA uses the following
paradigm taken from the ordinary life: ”people uses helpful information without
any fixed plans”. People do not need and cannot describe their own work in
terms of coefficients and classification. People just operate and know what they
are interesting in, or what they want when they see it.

Recommender system simulates some social behavior. No one has unlimited
knowledge and such knowledge is not necessary on daily basis. However, in some
decision problems we have to go into details of specific, narrow knowledge. Some-
times there is a possibility to use advice from experienced person (expert) in a
given area. Recommender systems try to help user in such situation by using
knowledge collected in specified discipline and watching decisions made by other
users decisions in the similar case. These systems have been built as a help in de-
cision process for people, but also for multi-agent systems and generally speaking
for systems consisting of objects that have limited knowledge about environment.
Recommender system uses knowledge about passive objects to recommend next
(somehow similar) item to active objects. For example, recommender system can
recommend next web page or article in Internet shop (passive object) that user
(active object) is probably looking for.

Recommender systems may be classified along the following criteria: amount
and type of data that come from active object, amount and type of required data
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about community of active objects, method of recommendation, result type of
recommendation, way of delivering recommendation to the active object and
the degree of personalization (adaptivity to active object characteristic). More
detailed classification and examples of commercial recommender systems can be
found in [22].

Methods of recommendation in early systems were based mostly on the fol-
lowing approaches: recommendations based on searching, categories, clustering,
association rules or classifiers. Finally, evolution of recommender systems has
led to two major approaches in construction of IA:

1. Content-based approach. System creates users profiles by analyzing their op-
erations and recommends documents that are compatible with these profiles.

2. Collaborative approach - collaborative or social filtering [12]. System focuses
on a group of users.

The first approach, rooted in the tradition of information processing, is ap-
plicable if the system deals with text only. The system seeks information similar
to that preferred by the user. If a user is interested in some knowledge areas
(represented by documents described by some keywords or phrases) then the
recommender looks for documents with similar content to already articulated.
The basic problem here is to capture all specific aspects of a document content
(e.g. in disciplines such as music, film, computer-related issues etc.). Even re-
stricting recommendations to text documents only, most representations are able
to cover only some aspects of document content, which results in weak quality
of presented recommendations.

The second approach, called also social learning, relies on exploiting reactions
of other users to the same object (e.g. a course, educational path, a film, etc.).
The system looks for users with similar interests, capabilities etc. and recom-
mends them information or items they are searching for.

This approach allows for posing questions like ”show me information I have
never seen but it turned interesting to people like me”. Personalized information
is provided in an iterative process where information is presented and user is
asked to rank it, what allows to determine his/her profile. This profile is next
used to locate other users with similar interests, in order to identify groups with
similar interests.

Instead of calculating similarity between documents, this method determines
degree of membership to a group (for example based on surveys). In contrast
to first approach, it does not require analysis of document content, what means
that document with arbitrary content could be presented to the user, with the
same probability. Each document is assigned with identifier and a degree of
membership to a group.

This approach is characterized by two features: first of all the document rele-
vance is determined in the context of the group and not of a single user. Second,
evaluation of the document is subjective. Hence one can handle complex and
heterogeneous evaluation schemas.
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3 Integrated Recommendations

Existing recommender systems, based on a paradigm of content-based filtering as
well as those based on collective filtering principle, do not take into consideration
possible synergic effects. Such effects emerge when:

– both methodologies are merged,
– system is able to model joint, integrated recommendation of passive and

active objects (i.e. clients and products), and not only passive objects pointed
by active ones,

– recommendations are based on visual system, which helps to explain and
justify a recommendation.

Application of joint methodology is possible if available data contain infor-
mation on recommended objects as well as relations between recommended and
recommending objects. Such information is present, e.g. in WWW documents,
where individual html pages have not only textual context, but also hyperlinks
between them. From logs saved on a particular host one can obtain so-called
click-stream of users surfing from one page to another, and some additional data
such as voluntarily filled-in questionnaires. Among other examples are libraries,
book stores, or any shop (including e-shops), where products can be described by
a set of attributes (e.g. advertisement leaflet) and users can be identified by some
ID cards (e.g. loyalty program participation cards). Similarly, for some services
(e.g. concerning education or health), both pointed(passive) and pointing(active)
objects are described by attributes.

By an integrated recommendation we mean recommendation such as ”People
interested in <characteristics of people> are buying also book <title>” (instead
of typical recommendation in form: ”People interested in <title> are buying
also book <title>”). Thus, integrated recommendation requires that system has
an ability to generalize features describing characteristics of active objects (i.e.
users or clients).

Recommendation with a visual explanation and justification is a completely
new approach, based on creation of two-dimensional, navigational map of ob-
jects. Such a map yields a possibility to present an identified area of user’s in-
terests together with surrounding context, i.e. main directions of his/her future
activities.

4 BEATCA Search Engine

Our first step towards a new model of recommendation system was to create
a new-type search engine, based on a document map interface. Our map-based
approach to search engine interfacing comprises two important features from
the point of view of the target recommendation system: providing an overview
over the whole collection of objects, and a very detailed clustering into groups
of objects and their immediate (local) contexts.

With a strongly parameterized map creation process, the user of BEATCA can
accommodate map generation to his particular needs, or even generate multiple
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maps covering different aspects of document collection. The overall complexity
of the map creation process, resulting in long run times, as well as the need to
avoid ”revolutionary” changes of the image of the whole document collection,
require an incremental process of accommodation of new incoming documents
into the collection.

Within the BEATCA project we have devoted much effort to enable such a
gradual growth. In this study, we investigated vertical (new topics) and hori-
zontal (new documents on current topics) growth of document collection and its
effects on the map formation capability of the system. To ensure intrinsic incre-
mental formation of the map, all the computation-intense stages involved in the
process of map formation (crawling, indexing, GNG clustering, SOM clustering)
need to be reformulated in terms of incremental growth.

In particular, Bayesian Network driven crawler is capable of collecting doc-
uments around an increasing number of distinct topics. The crawler learning
process runs in a kind of horizontal growth loop while it keeps its performance
with increasing number of documents collected. It may also grow vertically, as
the user can add new topics for searching.

In the next section we briefly mention our efforts to create a crawler, that
can collect documents from the internet devoted to a selected set of topics.
The crawler learning process runs in a kind of horizontal growth loop while it
improves its performance with increase of the amount of documents collected. It
may also grow vertically, as the user can add new topics of for search during its
run time.

4.1 Intelligent Topic-Sensitive Crawling

The aim of intelligent crawling [1] is to crawl efficiently documents belonging
to certain topics. Often it is particularly useful not to download each possible
document, but only that which concerns a certain subject. In our approach we
use Bayesian nets (BN) and HAL algorithm to predict relevance of documents
to be downloaded.

Topic-sensitive crawler begins processing from several initial links, specified by
the user. To describe a topic of our interest, we use query document. This special
pseudo document contains descriptive terms with a priori given weights, which
are later used to calculate priorities for crawled documents. During crawling first
few hundred documents, crawler behavior depends only on initial query. Later
the query is expanded by BN or HAL methods described below.

4.1.1 Bayesian Net Document Query Expansion
At increasing time intervals, we build Bayesian Net by using ETC learning al-
gorithm [16] to approximate term co-occurence in topical areas. We use them
to expand query and to calculate priorities for further documents links. We ex-
pand query by adding parent and children nodes of BN terms, which are already
present in query document. New terms get weights proportional to the product
of the likelihood of their co-occurrence and the weight of the original term.
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4.1.2 HAL Document Query Expansion
To expand query document we also use HAL (Hyperspace Analogue To Language,
[20]) model. It is based on psychological theory claiming that meaning of a word
is a function of contexts in which it appears; and the words sharing contexts
have similar meanings. From computational perspective, HAL model can be
represented as a matrix H in which cell hij corresponds to similarity measure of
terms i and j.

Like in the BN algorithm, final document links priorities are calculated by
modified cosine measure between new expanded query document and document
containing those links.

4.1.3 Evaluation
To see, how effective the proposed topic sensitive crawkling is, We run two exper-
iments, one for BN algorithm, the other for HAL algorithm [5]. In both cases,
three seed links [http://java.sun.com/j2ee/index.jsp, http://java.sun.
com/products/ejb/, http://www.javaskyline.com/learning.html] served
as starting points. We used a query consisting of six weighed descriptive terms,
[java(with weight of 20) documentation(30) ejb(100) application(50) server(50)
J2EE(30)]. Figure 1(a) depicts results for crawler based on BN algorithm and
figure 1(b) presents results for crawler based on HAL algorithm.

Quality measure is the average relevance measure, computed after every 500
new document downloads. Relevance is equal to modified cosine measure,
but only for terms which are present in the initial user query (Q = Q0), i.e.
relevance = cos(q0, d).
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Fig. 1. Crawler evaluation (20000 documents downloaded): (a) Bayesian Net algorithm
(b) HAL algorithm

Both methods appear to be satisfactory: average cosine measure amounts 0.4.
The crawler does not lose a priori defined topic during the crawl. BN proved to
be faster of the two methods, but it requires to stop whole process in order to
rebuild BN model. HAL table can be built during the crawl, but it requires more
computations.

4.2 Map Creation Process Outline

4.2.1 WebSOM Approach
One of main goals of the project is to create 2D document map in which geometri-
cal vicinity would reflect conceptual closeness of documents in a given document
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set. Additional navigational information (based on hyperlinks between docu-
ments) is introduced to visualize directions and strength of between-group topi-
cal connections. Our starting point was widely-known Kohonen’s Self-Organizing
Map principle [19], which is an unsupervised learning neural network model, con-
sisted of regular, 2D grid of neurons.

4.2.2 Growing Neural Gas Approach
Similarly to WebSOM, growing neural gas (GNG) can be viewed as topology
learning algorithm, i.e. its aim is to find a topological structure which closely
reflects the topology of a given collection of high-dimensional data. In typical
SOM the number of units and topology of the map is predefined. As observed
in [10], the choice of SOM structure is difficult, and the need to define a decay
schedule for various features is problematic.

GNG starts with very few units and new units are inserted successively every
each few iterations. To determine where to insert new units, local error measures
are gathered during the adaptation process; new unit is inserted near the unit,
which has accumulated maximal error. Interestingly, GNG cells of the GNG net-
work are joined automatically by links, hence as a result a possibly disconnected
graph is obtained, and its connected components can be treated as different data
clusters. The complete GNG algorithm details and its comparison to numerous
other soft competitive methods can be found in [11].

4.2.3 GNG with Utility Factor
Typical problem in web mining applications is that processed data is constantly
changing - some documents disappear or become obsolete, while other enter
analysis. All this requires models which are able to adapt its structure quickly in
response to non-stationary distribution changes. Thus, we decided to implement
and use GNG with utility factor model, presented by Fritzke in [11].

A crucial concept here is to identify the least useful nodes and remove them
from GNG network, enabling further node insertions in regions where they would
be more necessary. The utility factor of each node reflects its contribution to the
total classification error reduction. In other words, node utility is proportional to
expected error growth if the particular node would have been removed. There are
many possible choices for the utility factor. In our implementation, utility update
rule of a winning node has been simply defined as Us = Us + errort − errors,
where s is the index of the winning node, and t is the index of the second-best
node (the one which would become the winner if the actual winning node would
be non-existent). Newly inserted node utility is arbitrarily initialized to the mean
of two nodes which have accumulated most of the error: Ur = Uu+Uv

2 .
After utility update phase, a node k with the smallest utility is removed if

the fraction errorj

Uk
is greater then some predefined threshold; where j is the

node with the greatest accumulated error. Detailed description of the GNG-U
algorithm can be found in [11].

4.2.4 GNG Network Visualization
Despite many advantages over SOM approach, GNG has one serious drawback:
high-dimensional networks cannot be easily visualized. Nevertheless, instead of



8 M.A. K�lopotek et al.

single documents, we can build Kohonen map on GNG nodes reference vectors,
treating each vector as a centroid representing a cluster of documents. Such a
map is initialized in the same way as underlying GNG network (i.e. with the
same broad topics) and next is learned in the usual manner. The resulting map
is a visualization of GNG network with the detail level depending on the SOM
size (since a single SOM cell can gather more than one GNG node). User can
access document content via corresponding GNG node, which in turn can be
accessed via SOM node - interface here is similar to the hierarchical SOM map
case.

4.2.5 PHITS Technique
Alternatively to content-only based representation one can build a map which
will visualize a model of linking patterns. In such model, document is repre-
sented as sparse vector, whose i-th component equals to path length from [via
outcoming links] or to [via incoming links] to i-th document in a given collection.
It is usually assumed, that these computations can be restricted to the paths of
maximum length 5 and above this value document similarities are insignificant.
It is also possible to estimate a joint term-citation model.

PHITS algorithm [6] does the same with link information as PLSA algorithm
[13] with terms contained in a document. From mathematical point of view,
PHITS is identical to PLSA, with one distinction: instead of modeling the cita-
tions contained within a document (corresponding to PLSA modeling of terms
in a document), PHITS models ”in-links,” the citations to a document. It substi-
tutes a citation-source probability estimate for PLSA term probability estimate.
On the Web and in other document collections, usually both links and terms
could or should be used for document clustering. The mathematical similarity of
PLSA and PHITS enables to create a joint clustering algorithm [6], taking into
consideration both similarity based on document content and citation patterns.

5 Final Remarks

Modern man faces a rapid growth in the amount of written information. There-
fore he needs a means of reducing the flow of information by concentrating on
major topics in the document flow. In order to achieve this, he needs a suitable
recommendation system.

Grouping documents based on similar contents may be helpful in this context
as it provides the user with meaningful classes or clusters. Document clustering
and classification techniques help significantly in organizing documents in this
way. A prominent position among these techniques is taken by the WebSOM of
Kohonen and co-workers [19]. However, the overwhelming majority of the ex-
isting document clustering and classification approaches rely on the assumption
that the particular structure of the currently available static document collec-
tion will not change in the future. This seems to be highly unrealistic, because
both the interests of the information consumer and of the information producers
change over time.
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A recent study described in [14] demonstrated deficiencies of various ap-
proaches to document organization under non-stationary environment condi-
tions of growing document quantity. The mentioned paper pointed to weaknesses
among others of the original SOM approach (which itself is adaptive to some
extent) and proposed a novel dynamic self-organizing neural model, so-called
Dynamic Adaptive Self-Organising Hybrid (DASH) model. Other strategies
like that of [9], attempt to capture the move of topics, enlarge dynamically the
document map (by adding new cells, not necessarily on a rectangle map).

We take a different perspective in this paper claiming that the adaptive and
incremental nature of a document-map-based search engine cannot be confined
to the map creation stage alone and in fact engages all the preceding stages of
the whole document analysis process.

Though one could imagine that such an accommodation could be achieved
by ”brute force” (learning from scratch whenever new documents arrive), there
exists a fundamental technical obstacle for such a procedure: the processing time.
The problem is even deeper and has a ”second bottom”: the clustering methods
like those of SOM contain elements of randomness so that even re-clustering of
the same document collection may lead to changes in resulting map.

The important contribution of our research effort so far is to demonstrate,
that the whole incremental machinery not only works, but it works efficiently,
both in terms of computation time, model quality and usability. . At the same
time, it comes close to the speed of local search and is not directly dependent
on the size of the model. This means that it is possible to target at large scale
recommendation systems with a visual map-based interface.

Our investigation into influence of crawling via an intelligent crawling agent on
the quality of the created document maps indicates a positive impact of this type
of crawler on the overall map quality. This, together with known investigations
of combined PLSA/PHITS model, seems to be an encouraging confirmation of
our assumption that combining content-based and collaborative filtering may
provide foundations for a more reliable recommendation.

Also apparently the new methods for creation of stable maps, that we propose,
are successful to the extent that we may be able to develop visual recommen-
dation justification in which changes in visual patterns will be attributed to
real changes of user preferences and not due to artifacts of map construction
algorithms.

References

1. C.C. Aggarwal, F. Al-Garawi, P.S. Yu: Intelligent crawling on the World Wide
Web with arbitrary predicates. In Proc. 10th Int. World Wide Web Conference,
pp. 96–105, 2001.

2. J.S. Breese, D. Heckerman, and D.C. Kadie: Empirical analysis of predictive algo-
rithms for collaborative filtering. In Proceedings of the 14th Conference on Uncer-
tainty in Artificial Intelligence, 1998, pp. 43-52.



10 M.A. K�lopotek et al.

3. J. Callan, et. al: Personalisation and recommender systems in digital libraries,
Joint NSF-EU DELOS Working Group Report, May 2003 http://www.dli2.nsf.

gov/internationalprojects/working group reports/personalisation.html

4. S. Cayzer, U. Aickelin: A Recommender System based on Idiotypic Artificial Im-
mune Networks, J. of Mathematical Modelling and Algorithms, 4(2)2005, 181-198

5. K. Ciesielski et al.: Adaptive document maps. In: Proc. IIPWM’06, Springer.
6. D. Cohn, H. Chang: Learning to probabilistically identify authoritative documents,

Proceedings of the 17th International Conference on Machine Learning, 2000
7. M.W. Berry: Large scale singular value decompositions, Int. Journal of Supercom-

puter Applications, 6(1), 1992, pp.13-49
8. R. Decker: Identifying patterns in buying behavior by means of growing neural gas

network, Operations Research Conference, Heidelberg, 2003
9. M. Dittenbach, A. Rauber, D. Merkl: Discovering hierarchical structure in data us-

ing the growing hierarchical Self-Organizing Map, Neurocomputing, 48 (1-4)2002,
pp. 199-216

10. B. Fritzke: A growing neural gas network learns topologies, in: G. Tesauro, D.S.
Touretzky, and T.K. Leen (Eds.) Advances in Neural Information Processing Sys-
tems 7, MIT Press Cambridge, MA, 1995, pp. 625-632

11. B. Fritzke, A self-organizing network that can follow non-stationary distributions,
in: Proc. of the Int. Conference on Artificial Neural Networks ’97, 1997, 613-618

12. D. Goldberg, D. Nichols, B.M. Oki, D. Terry: Using collaborative filtering to weave
an information tapestry, Communication of the ACM, 35:61-70, 1992.

13. T. Hoffmann: Probabilistic latent semantic analysis, in: Proceedings of the 15th
Conference on Uncertainty in AI, 1999

14. C. Hung, S. Wermter: A constructive and hierarchical self-organising model in a
non-stationary environment, Int. Joint Conference in Neural Networks, 2005

15. A. Jameson: More than the sum of its Mmmbers: Challenges for group recom-
mender. Proc. of the Int. Working Conference on Advanced Visual Interfaces, Gal-
lipoli, Italy, 2004 http://dfki.de/∼jameson/pdf/avi04.jameson-long.pdf

16. M. K�lopotek: A new Bayesian tree learning method with reduced time and space
complexity, Fundamenta Informaticae, 49(4) 2002, IOS Press, pp. 349-367
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Abstract. This paper proposes an approach for Web user segmenta-
tion and online behavior analysis based on a mixture of factor analyz-
ers (MFA). In our proposed framework, we model users’ shared interests
as a set of common latent factors extracted through factor analysis, and
we discover user segments based on the posterior component distribution
of a finite mixture model. This allows us to measure the relationships
between users’ unobserved conceptual interests and their observed navi-
gational behavior in a principled probabilistic manner. Our experimental
results show that the MFA-based approach results in finer-grained rep-
resentation of user behavior and can successfully discover heterogeneous
user segments and characterize these segments with respect to their com-
mon preferences.

1 Introduction

Web sites are increasingly becoming more complex, often involving a myriad
of functions and tasks that can be performed online, or diverse content areas
that span a variety of topics or subtopics. Therefore, increasingly sophisticated
models are necessary to precisely capture Web user’s interests and preferences.
Web usage mining [1,10,6] plays a key role in Web user modeling. It is the most
direct approach to studying Web users’ online behavior since its primary data
source is clickstream data, which is generated by Web users’ interaction with a
Web site and recorded in application or Web server log files. A variety of data
mining and statistical techniques have been applied to discover useful patterns,
such as Web page association rules [7,4] or user clusters [8].

In particular, user segmentation is a widely used approach for characterizing
and understanding user behavior and interests in a Web site. Both distance-based
clustering methods, such as k-means, and probabilistic density-based mixture
models can be used for market segmentation purposes [11]. Clustering methods
find groups of data objects based on their distances or distribution similarity.
A disadvantage of distance-based methods is that no probabilistic inference can
be made and, for high-dimensional data, the distance computation can be prone
to noise and outliers. This can be partially remedied by model-based clustering,
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in which a mixture of probabilistic distributions are assumed to have gener-
ated the data, and the data objects that follow the same distribution can be
regarded as a cluster. However, ordinary mixture models such as a Mixture of
Gaussians (MoG) still suffer parameter over-fitting problems emanating from
high-dimensional feature space. Furthermore, standard mixture models cannot
discover the latent dimensional structure of the observed data which can “ex-
plain” the relationships among data objects.

Well-established latent variable models, such as Principal Component Analy-
sis (PCA) and Factor Analysis (FA), are generally used for dimensionality re-
duction and discovery of latent structures in data. While the commonly used
PCA method assumes zero-noise model, FA-based approaches distinguish be-
tween common variance and noise variance for each of the observed variables.
Such noise discrimination effect is particularly important in the typically noisy
Web navigation data [12].

In this paper we propose an approach for Web user segmentation and online
behavior analysis based on a Mixture of Factor Analyzers (MFA). MFA is natural
integration of finite mixture models and factor analysis, resulting in a statistical
method which concurrently performs clustering and, within each cluster, local
dimensionality reduction. This presents several benefits over approaches in which
clustering and dimensionality reduction are performed separately. First, different
features may be correlated within different clusters and thus the metric for di-
mensionality reduction may need to vary between different clusters. Conversely,
the metric induced in dimensionality reduction may guide the process of cluster
formation, i.e. different clusters may appear more separated depending on the
local metric [3].

MFA has been shown effective in simultaneous case-space clustering and
feature-space dimensionality reduction for the purpose of speech recognition and
face detection [9,2]. However, to the best of our knowledge, MFA has not been
used in modeling of Web user navigational patterns. Web usage data tends to be
high dimensional, and Web users generally have different navigational behaviors
based on their intended tasks or information needs, however, with common sub-
patterns, resulting in noisy patterns corresponding to multiple modalities. This,
we believe, makes MFA particularly useful in Web user modeling: the mixture
component variables model the global variation among individual Web users, and
the latent dimensions in the factor analysis model allow for the conceptual rep-
resentation of user’s hidden interests without the typical noise. The discovered
patterns are not only useful for online user behavior understanding, but also for
other important e-commerce applications such as collaborative recommendation.

The paper is organized as follows. In Section 2 we discuss our MFA-based
approach to model the multimodal Web navigation data and quantify the rela-
tionship between Web users’ latent interests, segment memberships, and their
observed behavior in user sessions. In Section 3 we introduce our approach for
user segmentation based on posterior latent variable distribution in MFA. Sec-
tion 4 presents our empirical results and verification based on experimental study
of online user behavior on real world Web usage data.
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2 Mixture of Factor Analyzers for Web Usage Data

We assume that appropriate preprocessing (such as data cleaning, sessionization,
spider removal, etc.) has been performed on raw Web server logs [1], resulting
in a set of p pages D = {D1, D2, · · · , Dp} and a set of n user sessions U =
{U1, U2, · · · , Un}. Each user session can be represented as a p-dimensional vector
u ∈ R

p as u = [d1, d2, · · · , dp]
T , representing user-page observations in that

session, where the value of dj is a weight associated with page Dj in the session
(in our experiments, the weights are a function of the time spent on each page
during the session).

In this section, we first present the basic elements of factor analysis for model-
ing Web navigational patterns, and then, we present our framework for extending
the standard factor analysis model to a mixture model.

2.1 Using Factor Analysis to Model Web Usage Patterns

In standard maximum likelihood factor analysis (FA), an n-dimensional real-
valued data vector u (in our case, a user session) is modeled using a k-dimensional
vector of real-valued factors, z, where k is generally much smaller than n. Since,
in usage data these factors closely correspond to aggregate common interests of
users, we call z a preference vector. Specifically, given z = [z1, z2, · · · , zk]T ∈ R

k,
we can view a user’s access to a page Di during a session as the sum of combined
“influences” by the set of latent variables, each representing an abstract common
preference. In other words, di = li1z1 + li2z2 + ... + likzk + εi, where coefficient
lij indicates how strongly the page Di is related to user’s preference Zj, and
εi represents independent random variance (noise) that is not accounted for by
the k latent variables (which account for common variances). Since k � p, the
original high dimensional data (at the page level) is mapped to a much lower-
dimensional latent space with unwanted information modeled as random noise.

We can arrive at the density-based factor analysis model by defining proper
probabilistic density functions (PDF) over the latent variables, and assuming a
generative model for Web user session observations:

p(u) =
∫
z

p(u|z)p(z)dz, z ∈ R
k. (1)

We also obtain a linear Gaussian factor analysis model with the assumptions
of a multivariate Gaussian prior over the latent variables z, and an independent
Gaussian noise model over ε, i.e.,

u = Lz + ε; z ∼ Nk(0, I), ε ∼ Np(0,Ψ), (2)

where ∼ Nk(0, I) denotes a k-variate joint Gaussian with zero mean and identity
covariance matrix, and Ψ is the diagonal covariance matrix of random variances
diag(σ2

i ). Then, based on Equation 1 we can derive the unconditional PDF for
the data, p(u) = Np(0,LLT + Ψ).
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2.2 MFA-Based Web User Modeling

Conceptually, We regard a user’s online navigation behavior as the following
generative process:

1. When a user u comes to a Web site, the user is assigned to a certain activity
group g based on his current browsing history.

2. The expected activity of the user in group g is then determined by his k-
dimensional preference vector.

Mathematically, a mixture model is a linear combination of m mixture com-
ponent densities weighted by their prior probabilities (mixing proportion), i.e.,

p(u) =
m∑

g=1

p(u, g) =
m∑

g=1

p(u|g)P (g) (3)

where g is a discrete mixture variable taking value g ∈ {1, 2, · · · , m} and satis-

fying the condition
m∑

g=1
P (g) = 1, P (g) ≥ 0.

If in the mixture model (Equation 3), each class-conditional density is a latent
variable model (equation 1), then we obtain a mixture of latent variable models.
In our case, we obtain a mixture of factor analyzers. The marginal observation
distribution is obtained by integrating over both discrete mixture variable g and
continuous latent variables z

p(u) =
m∑

g=1

∫
z

p(u|z, g)p(z)P (g)dz (4)

resulting in the following concrete unconditional PDF for MFA:

p(u) =
m∑

g=1

Np(μg,LgLT
g + Ψ)P (g) (5)

where each mixture component has its own mean μg and loading matrix Lg

together with its prior probability P (g). This allows each factor analyzer to
model the data covariance structure in a different part of the input space. The
estimation of MFA parameters μg,Lg,Ψg, {P (g)|g ∈ [1, m]}, is achieved by the
EM algorithms, which is commonly used for latent variable models. Interested
readers can refer to [3] and [5] for more details.

MFA is a nonlinear extension of linear Gaussian FA addressing both global
data modal heterogeneity and local dimensionality reduction, thus combining
both FA and Mixture model’s merits which is particularly desirable for Web
data.

3 MFA-Based User Segmentation

Since each mixture component models a subpopulation of Web users following
the same distribution, we can naturally derive user segments based on the rela-
tionship between users and components:
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P (g|u) ∝ P (g)p(u|g) = P (g)Np(μg,LgLT
g + Ψ). (6)

In our approach, for each of the m mixture components, we choose those
users whose posterior memberships are greater than a certain threshold as its
representative users. This is, essentially, a soft clustering of user sessions based
on membership probabilities given in Equation 6. Hard clustering can also be
achieved by simply allocating each user into only one of the segments which satis-
fies argmaxgP (g|u). Such a set of x users in a segment, Ug = {ug

1,u2
g, · · · ,ug

x},
would have similar preference patterns (determined by the shared loading matrix
Lg).

In addition to user segment derivation, expected preference values for each
user segment can be further derived according to Equation (7). That is, the
conditional expectations of a user’s preference values is obtained as the factor
scores associated with a certain mixture component:

E(z, g|u) =
∫ +∞

−∞
zp(z, g|u)dz = P (g|u)

∫ +∞

−∞
zp(z|u, g)dz

= P (g|u)E[z|u, g] (7)

where E[z|u, g] = LT
j (LjLT

j + Ψ)−1(u − μj), and P (g|u) is in Equation (6).
Based on these preference values we can easily identify the segment’s dominant
factors which characterize the behavior of users within that segment.

To create an aggregate representation of the user segment Ug, we compute
the weighted centroid of all the observation vectors in the segment (weighted by
the membership), which results in a representation of the segment as a set of
page-weight pairs. The algorithm for generating the aggregate representation of
each user segment is based on the following two steps:

1. For each mixture component g, choose those user sessions with posterior
memberships argmaxgP (g|u) to form a candidate session set Ug, where
P (g|u) is determined by the posterior probability as in Equation 6.

2. Recall that each user session ui ∈ Ug is a p-variate page vector. For each set
Ug, compute its weighted centroid vector of pages as

vg =
1

|Ug|
∑

ui∈Ug

[ui × P (g|ui)],

where |Ug| denotes the total number of sessions in set Ug.

Therefor for each user segment g, we derive a centroid-based user model rep-
resented as a page vector vg.

4 Experiments and Evaluation

In this section we evaluate the MFA-based model fit and the predictive effective-
ness of our derived segments using two different data sets: CTI data and ACR
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Fig. 1. MFA Log-likelihood vs. number of mixture components in ACR data

data. CTI data set is based on the server logs of the host Computer Science de-
partment spanning a one-month period containing 21,299 user sessions and 692
Web pages after preprocessing. The site is highly dynamic, involving numerous
online applications, advising, faculty-specific Intranet applications, etc. Thus,
we expect the discovered usage patterns to reflect various functional tasks per-
formed by diverse groups of users. The ACR data set is based on the Web server
log files of Association for Consumer Research Web site which contained 7,834
user sessions and 40 Web pages after preprocessing. Each data set was randomly
divided into multiple training and test sets for the purpose of cross-validation.

4.1 Evaluation of Model Fit with Average Log-Likelihood

Average log-likelihood on training data measures the goodness of fit of the model
to the training data, i.e., the likelihood that an observed case in the data is gener-
ated by the model (represented by its parameter set Θ). Specifically, the average

log-likelihood L̄(Θ|data) = 1
n ln

n∏
i=1

p(ui|Θ) of MFA is computed as follows.

L̄ =
1
n

n∑
i=1

ln
m∑

g=1

P (g)Np(ui|μg,LgLT
g + Ψ); (8)

We should expect that the log-likelihood on the evaluation data is consistent
with the training data, in order to obtain a relatively generalizable model. An
example on ACR data is illustrated in Figure 1. First, we fit MFA to the training
data, and vary the number of mixture components from m ∈ [1, 30]. Note that
m = 1 corresponds to the standard single Factor Analysis. Then we evaluate the
learned models on the evaluation data set based on their average log-likelihoods.
Each likelihood value is an average of 5 runs of MFA EM algorithm to offset
the random model initialization effect. From the training data likelihood (left)
we see a significant improvement of the average log-likelihood from single FA



Web User Segmentation Based on a Mixture of Factor Analyzers 17

(m = 1) to a mixture of two factor analyzers (m = 2) and a slower rate of
increase thereafter. This tells us that the usage data can be better modeled by
MFA than FA to address multimodal distribution problems.

Furthermore, from the test set likelihood curve (right) we can roughly tell
when the model starts to over-fit. In this particular case, we see the average
log-likelihood curve starts to level off with the number of mixture components
m = 10. We found that this kind of cross-validation is effective for selecting a
desirable number of mixture components although other methods such as BIC
may also be applied.

4.2 Analysis of User Segment Behavior

We have conducted another set of experiments specifically to verify the following
hypotheses:

– Hypothesis 1: Each distribution component of the mixture model MFA
corresponds to a finer-grained representation of a group of users sharing
similar navigation behavior pattern than an ordinary FA does since mixture
models can capture mixed underlying distributions behind the data;

– Hypothesis 2: Each particular component of MFA reflects an activity type
of a group of users with common interests, which are represented by the
corresponding dominant latent factors.

In the CTI data, we manually identified three significant activity types,
namely “faculty advising”,“graduate application” and “discussion forums”. For
each activity type, we isolated its corresponding user sessions resulting in three
separate data sets as evaluation data. As shown in Figure 2, for factor analysis,
the average log-likelihoods on the three evaluation sets are all smaller than MFA
(column mixture). We have also found that MFA has higher likelihood value
in the training data. This is not surprising since based on our experience, gen-
eral Web usage data present multimodal characteristics with mixed underlying
distributions.

In order to verify our hypotheses, we carried out further experiments by sep-
arately evaluating each of the individual mixture component models in MFA.
As we know that each mixture component g of MFA has a corresponding pa-
rameter set. If at least one of these components can capture a distinct user
behavior type better than FA, we should expect a higher likelihood when evalu-
ated on that behavior type data than FA which models the entire training data
with mixed types. Thus we applied these individual component models to all
three evaluation sets to obtain average log-likelihoods respectively as shown in
Figure 2 (columns indicated by comp.). We can see that in the segment of “faculty
advising”, the component g = 5 has the highest likelihood (-347.72) among the
five individual component models and also higher than FA (-363.65). This kind
of observation is consistent on all three evaluation data sets including “graduate
application” and “discussion forums” data. We further observe that although
the best single component with the highest likelihood better captures a distinct
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Fig. 2. Likelihood comparison of FA, MFA and its individual component models

behavior type than standard FA, the combined mixture model MFA, which in-
corporates all the components enjoys the highest likelihoods than either FA or
individual components on all the evaluation data sets. Intuitively, this is because
Web user segments generally represent diversified activities while having simi-
lar dominant navigation interests, which is better captured by a combination of
mixture model and factor analysis model.

It would be interesting to take a closer look at the internal structure of a
mixture component model. Since each component is essentially a factor model,
we want to verify whether the dominant factors in a group of users assigned
to component g would match their dominant activity type. For example, from
Figure 2 we know that for the evaluation data of user segment “graduate appli-
cation”, the best matched mixture component model is g = 1 (L̄ = −317.25).
In other words, users having been assigned to component g = 1 should have
the dominant interest of “graduate application”. In order to verify this, we se-
lected user sessions from the training set whose membership probability equals
to arg maxg P [g|u, g] and computed their mean preference scores on five latent
factors. We found that the dominant factor of the segment associated with g = 1,
which is “graduate application” as we have known, does have the largest mean
factor score avg(E[z|u, g]) as stated in hypothesis 2.

Note that in general, there exist several empirical methods to evaluate the
effect of different number of mixture components and latent dimensions based
on different criteria, such as eigen scree-plot and likelihood cross-validation as
shown in Section 4.1. As a matter of fact, in our case, different numbers change
the overall likelihood scale for both models but not their relative comparison
results. Since our main purpose here is the verification of the hypotheses we
are interest in, we have kept a reasonably small number, which is convenient to
manage without loss of generality.

4.3 Evaluation of Segment Quality

To asses the quality of the discovered segments we use the metric Weighted
Average Visit Percentage (WAVP) [8]. WAVP allows us to evaluate each segment
based on the likelihood that a user who visits any page in the centroid profile,
will visit the rest of the pages in that profile during the same session. Specifically,
let T be the set of transactions in the evaluation set, and for a certain segment
profile in the form of a page vector vg, let T g denote a subset of T whose sessions
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Fig. 3. WAVP evaluation on ACR data
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Fig. 4. WAVP evaluation on CTI data

should contain at least one page from the profile. The weighted average similarity
to the profile vg over all sessions in T g is computed, and this average is then
divided by the total weight of page in the profile:

WAV P (vg, T ) =
∑

t∈T g t · vg/|T g|∑
d weight (d, vg)

,

where weight (d, vg) is the weight of a page d in this profile vg. The higher WAVP
value the better the profile is, in the sense that the corresponding segment is
more representative about the similar user navigational activities.

Figures 3 and 4 show the WAVP evaluation for the two data sets, comparing
the MFA-based approach to FA and to standard segmentation approach using
k-means clustering. All segments are ranked in descending order of WAVP. The
results show that the MFA-based user models have consistently higher WAVP
scores in general. Also, since MFA-based segments will generally capture more
complex patterns capturing multiple factors influencing user’s online behavior,
the variation of WAVP scores across all MFA-based segments are significantly
smaller then those of k-Means and single factor models.

5 Conclusions

The generative modeling based on FA and MFA for Web users’ navigation be-
havior is intuitively reasonable. We can assume that users’ navigation data are
generated according to some distribution that is conditioned on users’ hidden
preferences, which can be modeled as hidden variables in latent variable models.
In this paper, We have introduced an MFA-based usage mining approaches that
can discover both quantitative relationship between users’ manifest observations
and latent factors, as well as mixture components representing user segments.
Our experimental results show that our approach can successfully discover het-
erogeneous user segments and characterize these segments with respect of their
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common preferences. The aggregate representation of Web user segments, com-
bining both of user’s navigation data and the user-component memberships,
can be used for explorative analysis purposes or for dynamically predicting a
new user’s navigational interests and recommending relevant pages or products
accordingly.
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Abstract. Personalization, information filtering and recommendation
are key techniques helping online-customers to orientate themselves in
e-commerce environments. Similarity is an important underlying concept
for the above techniques. Depending on the representation mechanism
of information items different similarity approaches have been estab-
lished in the fields of information retrieval and case-based reasoning.
However, many times product descriptions consist of both, structured
attribute value pairs and free-text descriptions. Therefore, we present
a hybrid similarity approach from information retrieval and case-based
recommendation systems and enrich it with additional knowledge-based
concepts like threshold values and explanations. Furthermore, we imple-
mented our hybrid similarity concept in a service component and give
evaluation results for the e-tourism domain.

1 Introduction

Browsing assistance, recommendation and personalization are key characteristics
of e-commerce sites to reduce the information overload of users. Implementations
of such sales support functionalities base fundamentally on the concept of sim-
ilarity. Instance-based browsing allows users to retrieve similar items or items
that are in principle comparable to a reference instance but should be different
with respect to some specific features [1,2,3], i.e. tweaking & critiquing.

Recommendation applications differentiate themselves by the amount and
form of knowledge they require about the product domain and the user situ-
ation [4,5,6]. Pure collaborative filtering approaches require no knowledge about
the product domain at all. Items are solely described by an unique identifier,
while extensive preference information represented by user/item ratings is re-
quired. Recommendations for a specific user are computed by determining his
neighborhood of other users based on similar ratings and those items are pro-
posed that his nearest neighbors liked. Contrastingly, content-based approaches
build on data-intensive product representations, such as full-text documents or
Web pages [7]. Characterizing terms from preferred document instances are used
to build a user model. The further retrieval is guided by the similarity between
the user model and candidate instances. Case-based [8,9] and knowledge-based
[10,11] recommender systems assume structured product representations such as
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attribute-value pairs. Both approaches support value elicitation for user interac-
tion. In case-based recommendation the product item most similar to the ideal
case according to the explicit input of user preferences is presented. Whilst,
knowledge-based recommenders possess explicit domain knowledge that maps
subjective user requirements onto technical item characteristics[11]. This deep
domain knowledge allows to propose product instances due to some form of
business rules or constraints.

However, in application domains like e-tourism, consumer electronics or real
estates such a dependency between recommendation technique and item repre-
sentation is too restrictive. Typically items are semi-structured as they are repre-
sented by features as well as full-text descriptions, e.g. facilities and descriptions
of a hotel or technical features and free text information about accessories of a
digital camera model.

Therefore, we propose an hybrid similarity measure that encompasses similar-
ity measures from case-based recommendation and content-based document fil-
tering to support semi-structured item representations. Furthermore, we employ
positive and negative preferences for full-text retrieval and enrich the approach
with techniques from knowledge-based advisory. We add threshold values on the
level of feature-similarity to explicitly model non-similarity and add explanatory
facilities.

For practical applicability we developed an editor environment that ensures
easy setup and maintainability. We choose the domain of e-tourism for demon-
stration and conducted several experimental evaluations. The paper is organized
as follows: First we discuss different similarity concepts and related work in Sec-
tion 2. In Section 3 we present our hybrid similarity measure. We continue by
sketching our prototype and present results from an experimental evaluation in
the domain of e-tourism. Finally we conclude and give an outlook on future
work.

2 Related Work

Case-Based Recommendation [8] is a similarity-based retrieval of objects
based on user preferences and product descriptions. There exists a large body of
research on how to define similarity between entities and how it can be measured.
Osborne and Bridge [12,13] distinguished similarity metrics according to their
return type. When computing the similarity between a reference or query case
and a set of cases, absolute or nominal similarity measures return a symbol for
each case from an alphabet such as boolean values. Relative or ordinal similarity
measures produce a lattice that represents a partial ordering of cases. Typically,
several atomic similarity measures on different features can be combined by spe-
cific composition metrics [13,14]. However, defining knowledgeable composition
operators is an effort-intensive task.

Cardinal similarity measures produce numeric similarity values that at first
sight can be combined more easily by standard arithmetic operators like +,
− or ×. But numeric similarity values need to be chosen carefully to ensure a
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correct interpretation. Nevertheless, case-based recommendation systems [8] rely
on weighted sum approaches for cardinal similarity metrics as their setup and
definition resembles widely known multi-attribute utility schemes.

Tweaking & critiquing is a browsing assistance mechanism that like case-
and knowledge-based recommender systems also builds on structured item repre-
sentations [2,15]. Users may formulate a critique concerning some of the feature
values of a specific product instance c and the system returns several other
product instances that fulfill the critique but are also similar to c. Newer work
in this field proposes that returned items should be in addition very dissimi-
lar towards each other [16]. Stahl [17] enhances the utility-oriented matching of
a similarity-based recommendation strategy by learning from past cases. The
Wasabi Personal Shopper [18] experimented with full-text wine descriptions and
extracted explicit features such as sweetness or tastiness, but similarity itself is
still computed on the structured case representation.

Text analysis and automatic feature selection is an important issue in the
information retrieval community. There, many types of feature selection algo-
rithms implying different computing complexities were proposed [19], e.g. based
on stop words lists, minimum frequency, stemming and/or latent semantic in-
dexing. Content-based filtering systems employ these techniques and learn
the information seeking behavior of users by building models from preferred
documents [7]. They represent documents, i.e. full-text information items, as
vectors of stemmed terms. The term frequency - inverse document frequency
(TFIDF) algorithm [20] for instance counts the occurrences of a term within a
document and divides it by the frequency of the term throughout all indexed
documents. This ensures that term occurrences with high discriminating power
among all documents are reinforced. Furthermore, frequency numbers are typ-
ically normalized to eliminate the influence of document length. Although this
information retrieval technique on natural language texts is quite simplistic it
yields surprisingly good results compared with more complex natural language
representations [21]. One of the basic assumption underlying TFIDF algorithms
is that term occurrences are uncorrelated. Therefore, improvements of the al-
gorithms take the neighborhood of terms into account and use probabilistic
reasoning [22].

3 Hybrid Similarity Approach

Products and services offered over the Web are many times represented in a
semi-structured form, therefore the computation of item similarity needs to take
their full-text descriptions as well as their structured features into account. Here,
we present a generic framework for the definition, maintenance and computation
of similarity values between items that encompasses both technical approaches
case-based similarity as well as document retrieval techniques from content-
based filtering. Furthermore, we complement the approach with concepts from
knowledge-based systems such as domain dependent threshold definitions and
explanatory hints. We start by giving a small example.
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3.1 Example

Our example is from the domain of accommodations, where simdesc is a content-
based measure for full-text descriptions while simloc and simprice are functions
on location and price similarity respectively.

case description location price

c1 Our farm is the ideal place for families and

people looking for peace and recreation

as well as for hikers and biking enthusiasts.

We are located on a hilltop.

out in the open 28

c2 Our farm provides unforgettable views

on the lake and the mountains. Further-

more, we offer organic produce and relax-

ing wellness (sauna, solarium).

out in the open;

by a mountain;

near golf course;

near airport

40

c3 Spend unforgettable days in our em-

peror villa in the outskirts of Vienna. You

may want to discover the city or enjoy

our wellness and recreational facilities

like sauna, jacuzzi or gym. Our restaurant

serves traditional and international food as

well as organic farm produce.

near town cen-

ter; near golf

course; near

airport

85

For computing textual similarities we highlighted keywords in typewriter
font. Note that words appearing only in a single description, e.g. jacuzzi, and
those appearing in all descriptions, e.g. farm, are of no use for computing docu-
ment vectors. Therefore, we get the following vector space:

keyword c1 c2 c3

recreation 1 0 1
unforgettable 0 1 1
organic 0 1 1
produce 0 1 1
wellness 0 1 1
sauna 0 1 1

We compute simdesc using cosine between document vectors as given in [20].
We define similarity of location simloc using Dice coefficient [23], where twice
the number of similar entries in both cases is divided by the sum of entries in
each case: simloc(ci, cj) = 2×|ci∩cj|

|ci|+|cj|
Furthermore, we choose a symmetric function for simprice that relates the dis-
tance of prices to the average price of both cases, i.e.
sims(ci, cj) = 1 − 2×abs(ci−cj)

(ci+cj)

The resulting similarities for simdesc, simloc and simprice are therefore as follows:

simdesc(c1, c2) = 0 simloc(c1, c2) = 0.4 simprice(c1, c2) = 0.65
simdesc(c1, c3) = 0.38simloc(c1, c3) = 0 simprice(c1, c3) = 0
simdesc(c2, c3) = 0.91simloc(c2, c3) = 0.57simprice(c2, c3) = 0.28
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When we now query for a similar case for c2 we will retrieve either c3 or c1 as
the closest one, depending on the weighting scheme for combining the atomic
similarities for the three features.

3.2 Knowledge-Based Similarity

As a first step we generalize the similarity definition for case-based recommen-
dation given in [8] by defining the similarity between a query item q and a case
c as the weighted sum of m similarity functions simdj(qdj , cdj ), where qdj resp.
cdj are feature sets of q and c. Content-based similarity computations are inte-
grated as specific similarity functions on full-text attributes like sketched in the
example.

sim(q, c) =

∑m
j=1 wj × simdj(qdj , cdj )∑m

j=1 wj
(1)

Thus, abstracting from similarity functions on the feature level to similarity
functions at the level of feature sets enhances the expressivity of similarity defi-
nitions. For instance multi-valued similarity functions can be computed on flat
data structures, e.g. boolean attributes that each encode the availability of a
single facility, or text indexing functions can work on combined sets of textual
descriptions.

In addition we introduce a threshold value for each similarity definition
that can be understood as a knock-out criteria. This way domain experts are
enabled to explicitly exclude cases from being considered similar to some query.
For instance if cases whose price differs more than 50% from the compared price
should be considered dissimilar the threshold value needs to be set to 1/3.

Formally, we define a knowledge-based similarity between case c and query q
as follows:

SimKB(q, c) =

⎧⎨
⎩

0 : sim(q, c) < t
0 :

∨m
j=1(simdj (qdj , cdj) < tdj )

Sim(q, c) : else
(2)

If the computed similarity at any feature dimension violates threshold tdj or the
overall similarity falls below threshold t the knowledge-based similarity between q
and c is set to zero. This way, domain experts can explicitly define non-similarity
and exclude unintended results.

Explanations are another concept from knowledge-based approaches that
we add to our similarity framework. Acceptance of a system increases and users
develop more trust if they are explained why an item is proposed to them.

For each feature dimension dj , i.e. similarity function, two explanation texts
pexdj and nexdj can be formulated by the domain expert. The positively for-
mulated one applies if the computed similarity value reaches a specific positive
threshold tpexdj

. Consequently, the negatively formulated explanation text ap-
plies only in case the similarity on dimension dj falls below threshold value
tnexdj

.
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PEx(q, c) = {pexdj |simdj (q, c) ≥ tpexdj
}

NEx(q, c) = {nexdj |simdj (q, c) ≤ tnexdj
}

Therefore, the similarity between query item q and c is explained by the union
of all positively and negatively formulated explanation texts that apply. If the
overall similarity is computed to be zero, then no explanations need to be given.

ExSimKB(q, c)=
{
∅ : SimKB(q, c) = 0
PEx(q, c)∪NEx(q, c) :else (3)

Later on, a user interface component can provide an explanation button for
each proposed item that delivers explanations like The River Inn offers facilities
comparable to the Oceanside Hotel. Prices are about the same range. However,
it is not that close to the beach. Placeholders allow more lively formulations such
as referring to the name of the proposed or the query item. Furthermore, the
domain expert has the possibility to define an order on the different explanatory
strings to make sure that they are intuitively combined.

3.3 Text Similarity

In classic content-based filtering applications, where webpages or documents are
recommended, similarity between items is in most cases based on preferred oc-
currences of keywords, i.e. if a user likes some documents, other documents are
proposed that contain characteristic terms from his/her preferred documents. In
application domains like email or webpage filtering a model of negative prefer-
ences is built from characterizing terms to create spam filters [24].

In the domain of product and service recommendation we propose to use
both positive and negative user preferences to determine the similarity between
full-text descriptions.

Descriptions of products and services must be seen more technical than news
documents or Web pages, as they are typically using a limited set of domain
specific terms. They deliver consistent and precise descriptions of the product
or service that catch the attention of users within stringent space limitations
(∼ a few hundred characters). Furthermore, the assumption that what is not
described is also not available holds empirically most of the time. I.e. a hotel
that is situated close to a lake or offers wellness facilities will not conceal these
facts to its potential customers. Therefore, if a term occurs in a document that
is missing in the reference document a negative weight, i.e. a negative preference
is applied.

4 Implementation

We implemented the presented techniques in a service component for B2C ap-
plications, which means it is a technical module that offers a Java API. It can
be used by a shop software to realize a show me similar items type of func-
tionality. Furthermore, we can employ the similarity framework to build more
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sophisticated recommendation services on top of it, e.g. tweaking critiquing ap-
plications or to build a user model from item characteristics preferred by the
user in the past. We give an architectural overview, discuss the implementation
of additional similarity measures and finally sketch the editor environment, that
ensures a comfortable way of maintenance.

The system‘s overall design is based on an extensible component based archi-
tecture using the Hivemind1 open source framework for component registration.
It is part of a to-be-commercialized bunch of service components for develop-
ing interactive selling applications. Given a query item, the API returns similar
items upon request that are in addition justified by an explanatory expression.

Following the generic framework approach, the system can be easily extended
with additional similarity functions as long as their implementation follows the
interface definition. The analysis of full-text descriptions is based on the open-
source indexing engine Lucene, an open source project implementing a high
performance text indexing and search engine 2. It is the most commonly used
open source IR library with a very active user and developer community [25].

For reasons of runtime efficiency, similarities between cases are pre-computed
on a regular basis. At runtime, values are only retrieved from the database
and no computation needs to take place. Weights between similarity functions
are dynamically adapted based on user preferences. Therefore also similarities
between feature sets, i.e. the results of the different similarity functions, can be
stored.

Each similarity function implementation applies a scale of evaluated data, i.e.
nominal, ordinal, numeric or full-text. Similarity between nominally and ordinal
scaled features must be modeled explicitly by a domain expert, i.e. he/she can
enter appropriate similarities into a matrix of possible feature values. For numeric
features several functions, e.g. fuzzy measures or step functions are implemented.
Full-text similarity values are computed using positive and negative preferences.

Knowledge acquisition and maintenance of a knowledge-based system are cru-
cial for its effective use. Our similarity framework is part of a comprehensive suite
for interactive selling applications. Therefore, the definition and configuration of
similarity functions is fully supported by an editor environment based on the
Eclipse Rich Client Platform. The domain expert can graphically select a set
of features of a data object and associate them with a similarity function. Fur-
thermore, threshold values and explanatory texts can be edited and a default
weighting scheme defined. Within a separate testing screen, the domain expert
can choose a case and query for similar items and analyze the result for plausi-
bility.

5 Evaluation

Although a hybrid item similarity concept is advantageous from the point of
expressivity alone, we also empirically evaluated two of the presented concepts
1 See http://jakarta.apache.org/hivemind for reference
2 See http://lucene.apache.org
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by instrumenting experiments with data from the tourism domain. The data set
consisted of 2127 hotels, guesthouses, farms and B&B accommodation opportu-
nities.

In the first experiment, we compared the effectiveness of using positive and
negative preferences for the computation of textual similarities between hotel
descriptions. In order to evaluate the effectiveness of positive and negative pref-
erences in text similarity, we created an online questionnaire with one random
query document Dq and three reference documents D1, . . . , D3 containing the
full-text description of an accommodation. Each of the three reference items was
computed using a different algorithm:

– positive and negative preferences algpos/neg, where terms occurring in both
documents were multiplied with a standard factor 1 and terms that did not
occur in the query document were punished with a weighting factor of −0.3.

– only positive preferences algpos,
– random selection algorithm algrandom within the same accommodation cat-

egory.

63 persons participated in the experiment and had to rate which of the three
reference items in their opinion matched best with the query item. We also
stored timestamp information with each submitted answer, so we could elimi-
nate answers that did not allow themselves time for reading the accommodation
descriptions. So we considered the answers of 55 participants for final evaluation:
Around 51% of all answers indicated that the document retrieved by algpos/neg

matches the query document best. 35% rated the resulting documents from
algpos highest and remaining 14% supported algrandom. Due to the nature of the
experiment, i.e. the collection of the subjective opinion of the users, the prefer-
ence random selection algorithm can be understood. Concluding, algpos/neg was
recommending items that had a more concise textual description of approxima-
tively the same size as the query item while algpos has a tendency for longer
documents that have a higher chance of containing most of the queried key-
words. Although the experiment has a rather small sample size it nevertheless
suggests that algpos/neg significantly improves the retrieval results for product
and service descriptions.

In the second experiment, we measured the performance of a hybrid similar-
ity concept vs. pure content-based text similarity and structured item similarity.

The online questionnaire contained a semi-structured query item and again
three reference items, that where computed according to the following three
algorithms:

– hybrid similarity definition alghybrid, where text similarity was weighted 30%
and all structured features like category, price or facilities 70%

– alone text similarity with positive and negative preferences algpos/neg

– pure similarity of structured features algstruct.

This time, the 75 participants had to rank the three alternatives. The results of
the second experiment confirmed our hypothesis that a hybrid similarity concept
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matches best to the concept of similarity users have in 50% of all answers rated
the proposals of alghybrid best, while 18% preferred algpos/neg and 31% supported
algstruct.

6 Conclusions

Computing the similarity between items is an essential functionality for recom-
mendation applications in e-commerce, either to show similar items to users upon
their explicit request or as an underlying capability for implementing tweaking
critiquing systems as well as for building up user models. In many domains (e.g.
e-tourism, consumer electronics or real estate) the offered products and services
are represented by semi-structured information, i.e. a set of features and full-text
descriptions. Up to now recommender systems have been either using document
retrieval techniques or computed weighted sums of similarity functions on a
structured feature representation. Our contribution is a hybrid framework for
computing item similarity, that encompasses existing work on case-based rec-
ommendation and content-based filtering systems. Furthermore, we innovated
weighted sum measures by adding knowledge concepts like threshold values, ex-
planations and maintenance facilities. We conducted an experimental evaluation
and implemented our framework as part of a suite of services for developing
interactive selling applications.
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Abstract. The installation of recommender systems in e-applications
like online shops is common practice to offer alternative or cross-selling
products to their customers. Usually collaborative filtering methods, like
e.g. the Pearson correlation coefficient algorithm, are used to detect cus-
tomers with a similar taste concerning some items. These customers serve
as recommenders for other users. In this paper we introduce a novel
approach for a recommender system that is based on user preferences,
which may be mined from log data in a database system. Our notion of
user preferences adopts a very powerful preference model from database
systems. An evaluation of our prototype system suggests that our predic-
tion quality can compete with the widely-used Pearson-based approach.
In addition, our approach can achieve an added value, because it yields
better results when there are only a few recommenders available. As
a unique feature, preference-based recommender systems can deal with
multi-attribute recommendations.

1 Introduction

Nowadays product recommendations play a decisive role in e-shops. Many on-
line shops like Amazon (amazon.com), Half (half.com) or CDNow (cdnow.com)
use recommender systems to offer alternative or cross-selling products to their
customers. Offering reliable recommendations to these customers forms a ma-
jor task in advanced personalized applications to keep them as customers and
to enhance sales. These recommendation techniques are typically based on col-
laborative filtering algorithms that can produce personal recommendations by
computing the similarity between the active user’s preferences and those of other
users (cf. [1]). On the basis of similar users their preferred products can act as
a recommendation.

The basic mechanism behind collaborative filtering systems usually takes
three steps: First, looking for users (neighbors) who share the same rating pat-
terns with the active user (for whom the prediction is for), second, computing
a similarity between the neighbors and the active user for a possible weighting
(these neighbors act as recommenders) and third, using the ratings from those
like-minded users to generate a prediction for the active user (see figure 1).

The arguably most critical step, the computation of the similarities between
users, is normally realized by computing the similarities of their votes on items
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Fig. 1. The recommenders predict a
rating of 4 to the active user on a
HTML-book

Fig. 2. Preference-based collaborative
filtering

with the Pearson correlation coefficient [2]. The main bottleneck of all existing
collaborative filtering systems is the collection of preferences (cf. [3]). To be
reliable, the system needs a very large number of people (typically thousands)
to express their preferences about a relatively large number of options (typically
dozens). This requires quite a lot of effort from a lot of people. Since the system
only becomes useful after a ’critical mass’ of opinions has been collected, people
will not be very motivated to express detailed preferences at the beginning stages
(e.g. by scoring dozens of music records on a 10 point scale), when the system
cannot yet help them. Moreover, with the Pearson correlation coefficient it is
not possible to consider more than one attribute for recommendations.

In this paper we introduce a novel preference-based approach for similarity
measurement, which differs from the standard collaborative filtering algorithms
in the computation of the user similarity, see figure 2. In this approach we use
techniques based on user preferences registered in log data on a database sys-
tem. With the underlying preference model [4,5] it is also possible to use a
multi-attribute recommender. According to [6], database driven recommender
systems are rather under-researched and should get more attention by the data-
base community. Our preference-based recommender system is a very flexible
tool to support such research activities.

The rest of this paper is organized as follows: In section 2 we give an introduc-
tion to our preference model and work out the mathematical structure on sim-
ilarity measurement based on user preferences. All algorithms described in this
section have been implemented in our software prototype called Recommender
Framework. The results of an evaluation of these algorithms are presented in
section 3. We conclude our paper with a summary and outlook in section 4.

2 Similarity of Preferences

Now we present several approaches how to compute the similarity of two prefer-
ences. Before we focus on the similarity of preferences we give a short overview
of the underlying preference model, in which preferences are modeled as strict
partial orders. For detailed information we refer to [4].

Definition 1 (Preference). Let A = {A1, . . . , An} be a set of attribute names
with corresponding domains of values dom(Ai). The domain of A is defined as
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dom(A) = dom(A1) × . . . × dom(An). Then a preference P is a strict partial
order P = (A, <P ), where <P ⊆ dom(A) × dom(A).

To facilitate the use of preferences a set of preference constructors is introduced
in [4] to represent preferences in a more natural way. POS(colors, {red}) for
example is a preference constructor to represent that red is preferred to all other
colors in dom(colors) = {red, green, blue}.

Also [4] distinguishes between three types of preferences: categorical base pref-
erences, numerical base preferences and complex preferences. In the following we
briefly describe these preferences and introduce methods to compute the simi-
larity of each type of preference.

2.1 Categorical Base Preferences

A categorical preference P = (A, <P ) is characterized by a finite domain dom(A).
The easiest case to define a similarity is for complete preferences. Any categor-
ical preference can be extended to a complete preference with the aid of linear
extensions.

Definition 2 (Complete preference). A categorical preference P = (A, <P )
is complete, if <P is total, i.e. ∀a, b ∈ dom(A) : a <P b ∨ b <P a.

Obviously, a complete preference can be characterized as a permution of dom(A).
Since there exist a couple of similarity measures on the set of permutations of a
set, we simply use those metrics to compute the similarity of two complete pref-
erences. A frequently used metric in this context is Spearman’s ρ [7] which leads
to values between 0 (mismatch) and 1 (perfect match). Adapted to complete
preferences P1 and P2 and n = |dom(A)|, Spearman’s ρ is

ρ(P1, P2) = 1 −
6

(∑
a∈dom(A)(rankP1 (a) − rankP2 (a))2

)
n(n2 − 1)

where the rank is defined as follows:

Definition 3 (Rank). Let P = (A, <P ) be a complete preference. Then each
element in dom(A) can be assigned a rank as

rankP : dom(A) → N\{0}, a �→ |{r ∈ dom(A) : r <P a}| + 1

Moreover we need the concept of linear extensions.

Definition 4 (Linear extension). A complete preference Pc = (A, <Pc) is a
linear extension of a categorical preference P = (A, <P ), if

∀a, b ∈ dom(A) : a <P b ⇒ a <Pc b

Example 1. Let P (color,<P ) be a preference with dom(A)={red, brown, yel-
low, blue} and <P ={(yellow, red),(yellow, brown)}. Some linear extensions of P
are for example (yellow, red, brown, blue), (yellow, brown, red, blue), (blue, yel-
low, red, brown). But (red, yellow, brown, blue) is not a linear extension of P
because the element (red, yellow) conflicts with (yellow, red) of P .
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Given the notions of complete preference and linear extension, we can compute
the similarity of two categorical preferences P1 and P2 as follows:

Algorithm 1 (Similarity of categorical preferences - Base Approach)
a) Compute all linear extensions of P1 and P2 (e.g. with the Varol-Rotem-

algorithm [8]).
b) Compute the similarities of all linear extensions of P1 with all linear exten-

sions of P2 using a metric for complete preferences (e.g. Spearman’s ρ) and
average the results.

This approach to compute the similarity of categorical preferences has the
disadvantage that all linear extensions have to be computed. But this is often
impossible because a preference can have up to n! linear extensions (where n is
the number of elements in dom(A)). Indeed [9] showed that the simpler task of
counting the number of linear extensions is #P-complete. Thus this approach is
only practicable for categorical preferences with small sets of attributes.

To cope with the limitations of algorithm 1 we can use a Markov Chain Monte
Carlo (MCMC) approach [10,11]. This enables us to sample randomly from the
set of linear extensions of a preference. In this vein it is possible to approximate
the set of all linear extensions of a preference in a certain way. With the ap-
plication of a MCMC, algorithm 1 to compute the similarity of two categorical
preferences P1 and P2 changes as follows:

Algorithm 2 (Similarity of categorical preferences - MC-Approach)
a) Sample k linear extensions from P1 and P2.
b) Compute the similarities of these linear extensions analog to algorithm 1.

Using MCMC allows us to handle categorical preferences based on bigger
attribute sets than algorithm 1. But the generation of one sample costs about
O(n5 log n + n4 log ε−1) (depending on the used Markov chain, where ε is the
desired accuracy and n is the number of elements in dom(A)).

The following algorithm to compute the similarity of two categorical prefer-
ences P1 and P2 is designed to deal with big attribute sets. It is much faster,
but also more inexact (cf. [12]) and is based on the number of consistent and
inconsistent elements of P1 and P2.

Definition 5 (Number of consistent and inconsistent elements). Given
two preferences P1 = (A, <P1) and P2 = (A, <P2). Then we define:

a) The consistent elements numC(P1, P2) of P1 and P2 is the cardinality of
elements of the set <P1 ∩ <P2 .

b) The inconsistent elements numI(P1, P2) is the cardinality of <P1 ∩ <δ
P2

,
where <δ

P2
is the dual preference which reverses the order of <P2 .

Example 2. Let A be an attribute with dom(A) = {a, b, c, d} and P1 = (A, <P1),
P2 = (A, <P2) two preferences with a <P1 b <P1 c <P1 d and a <P2 b <P2

d <P2 c. Then numC(P1, P2) = 5 and numI(P1, P2) = 1 since <P1 ∩ <P2=
{(a, b), (a, c), (a, d), (b, c), (b, d)} and <P1 ∩ <δ

P2
= {(c, d)}.
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The algorithm outlines as follows:

Algorithm 3 (Similarity of categorical preferences - CI-Approach)
a) Identify the number of consistent and inconsistent elements of the preferences

P1 and P2

b) Compute the similarity as

sim(P1, P2) =
1
2

+
numC(P1, P2) − numI(P1, P2)

n (n − 1)
, n = |dom(A)|

With algorithms 1, 2 and 3 methods are available to assign a similarity to cat-
egorical preferences of different magnitudes. Now let’s have a look on how to
compute the similarity of numerical base preferences.

2.2 Numerical Base Preferences

Unlike categorical preferences, which are based on a finite attribute set, nu-
merical preferences are based on a numerical domain, which can be infinite. [4]
provides a number of numerical preference constructors: LOWEST, HIGHEST,
AROUND, BETWEEN and SCORE. The LOWEST(price) preference could for
example express that a person prefers lower values for ’price’ over higher values;
BETWEEN(year of construction, [1960,1970]) in the context of cars would ex-
press that a person likes cars most that were made during the 60’s. The most
expressive numerical preference is the SCORE preference, as the other numerical
preferences can be expressed by a SCORE preference.

A SCORE preference is based on a SCORE function f : dom(A) → R. Then
P = SCORE(A,f) is a SCORE preference, if

x <P y ⇐⇒ f(x) < f(y) .

To express for instance a HIGHEST preference by a SCORE preference, choose
f(x) = x. In this case holds: x <P y ⇐⇒ x < y, so higher values are preferred.
Table 1 shows how to choose the SCORE function of a SCORE preference to
represent the particular numerical preferences.

Table 1. Choice of the SCORE function, cf. [12]

preference choice of f

LOWEST(A) f(x) = −x

HIGHEST(A) f(x) = x

AROUND(A, x) f(x) ={ x if x ≤ x

2 x − x if x > x

BETWEEN(A, [x1, x2]) f(x) ={ x1 if x ∈ [x1, x2]

x if x < x1

x1 + x2 − x if x > x2
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With this knowledge we can restrict the computation of the similarity of nu-
merical preferences to SCORE preferences. So we examine the SCORE function
f to compute the similarity of SCORE preferences. Because of the non-finiteness
of numerical preferences, the concepts for categorical preferences can’t be applied
here and another method for similarity computation is necessary.

Algorithm 4 (Similarity of SCORE preferences)
Let P1 = SCORE(A, f1) and P2 = SCORE(A, f2) denote two SCORE prefer-
ences. The algorithm to compute their similarity sim(P1, P2) is as follows:

a) Choose values for a and b, where [a, b] should include all existing values of
the attribute A (this can be done automatically).

b) Compute with an algorithm of numerical integration and differentiation:

sim(P1, P2) = 1 − min

(∫ b

a |f ′
1 − f ′

2|
2 · (b − a)

, 1

)

Example 3. Let P1 = BETWEEN(A, [5, 8]) and P2 = HIGHEST(A) two nu-
merical preferences with dom(A) = R within [0, 10]. Figures 3 and 4 show the
derivations of the choosen SCORE preferences f1 and f2 according to table 1.

Fig. 3. f ′
1 in [0, 10] Fig. 4. f ′

2 in [0, 10] Fig. 5. |f ′
1 − f ′

2| in [0, 10]

The hatched area in figure 5 represents |f ′
1 − f ′

2| and for the computation of
the similarity of P1 and P2 we integrate |f ′

1 − f ′
2| on the interval [0, 10] which

leads to the similarity sim(P1, P2) = 1 −
10
0 |f ′

1−f ′
2|

2·(10−0) = 0.65, what is intuitively
an adequate value for a BETWEEN(A, [5, 8]) and HIGHEST(A) comparison.

2.3 Complex Preferences

Complex preferences decide on how important certain preferences are for a per-
son. Supposed Anne and Julia both have the preferences POS(colour, {red}) und
LOWEST(price) for hats. For Anne the red color of the hat is more important
than a low as possible price, whereas for Julia the price is decisive. Anne and
Julia, only considered on the basis of their base preferences, are identical. A
more exact classification of their similarity is possible, if complex preferences are
involved. Because of the different weighting of the preferences of the two women,
their purchasing patterns would likely differ. Thus the consideration of complex
preferences, computing the similarity, is absolutely advisable.

To include the complex preferences, we build a preference order based on all
complex preferences of a person and afterwards compare the users with these
preference orders.
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Definition 6 (Preference order). Let P = {P1, ..., Pn} a set of preferences.
A preference order PO is a partial order PO = (P,≤PO) with ≤PO⊆ P × P . It
represents an order of the preferences of a person.

Due to the limited space of this paper we only consider two complex preferences,
Pareto ′⊗′ (equally important) and prioritized ′&′ (more important).

If C is a set of complex preferences of a user and P1 and P2 are equally
important we put P1 ≤POC P2 ∧ P2 ≤POC P1 in our preference order. For a
prioritized preference P1 & P2 we consider P2 ≤POC P1 in the preference order.

The definitions of the Pareto, prioritized and further complex preferences as
well as details for the assignment of a preference order are given in [12]. Now we
can outline the algorithm to compute the similarity of preference orders.

Algorithm 5 (Similarity of preference orders)
Given two users U1 and U2.

a) Build the preference orders PO1 and PO2 based on the complex preferences
of U1 respectively U2

b) Compute the similarity POsim(PO1, PO2) of PO1 and PO2 as follows:

1
2

+
numC(PO1, PO2) − numI(PO1, PO2) + numEq(PO1, PO2)

n (n − 1)

where numC(·, ·) and numI(·, ·) are defined analog to definition 5. numEq(·, ·)
is the number of equal important preferences and n is the number of possible
preferences.

Finally, it is interesting how to compute the similarity of users based on their
preferences.

2.4 Similarity of Users

The fundamental part of a collaborative filtering recommender system is the
computation of a similarity between two users. Our preference-based approach
works as follows.

Algorithm 6 (Similarity of users)
Given two users U1 and U2, compute their similarity as follows:

a) Based on the complex preferences CU1 and CU2 assign a preference order
POU1 to U1 and a preference order POU2 to U2.

b) Compute the similarity of U1 and U2 as follows:

ω POsim(POU1 , POU2) +
∑n

i=1 (ωi sim(PU1,i, PU2,i))
ω +

∑n
i=1 ωi

PU1,i and PU2,i are base preferences of U1 and U2, respectively. With the
weights ω and ω1, . . . , ωn one can affect the influence of the different
preferences.
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Example 4. Given two persons Anne and Julia and their preferences concerning
cars, let’s consider two attributes ’manufacturer’ (M) with domain dom(M) =
{VW, BMW, Fiat} and ’cylinder capacity’ (C) with values in [50, 5000].

Anne and Julia have the same base preferences P1 = POS(M,{BMW}) and
P2 = HIGHEST(C), but they differ in the way they valuate the preferences. For
Anne the attributes ’manufacturer’ and ’cylinder capacity’ are equally impor-
tant (P1 ⊗ P2) whereas Julia regards high values for cylinder capacity for more
important than a BMW (P2 & P1).

Without looking at the complex preferences the similarity of both would be
’1’. Taking the complex preferences into account and building preference orders
like P1 ≤POA P2 ∧ P2 ≤POA P1 for Anne and P2 ≤POJ P1 for Julia this results
in a similarity of 0.83 using algorithm 6, i.e. they have very similar preferences.

Detailed description of similarity measures on user preferences and more exam-
ples are given in [12].

3 Evaluation

The algorithms described in section 2 have been evaluated in comparison with
the well established and widely used Pearson collaborative filtering algorithm.
For evaluation we used our Recommender Framework [12], a software prototype
where all these algorithms have been implemented.

We predicted the vote of a user for a movie in the data set from the well
known EachMovie collaborative filtering service (www.cs.umn.edu/Research/
GroupLens). This data set consists of 948 users who voted movies with 1 (worst)
to 5 (best). The data set contains 100.000 votes concerning 1.682 different movies.

Since the information of the EachMovie data set is very sparse and we can use
multi-attribute recommendation with our preference approach, we extended the
originally EachMovie data set with further informations from the Internet Movie
Database (www.imdb.com) such as director, country, language or runtime. This
new data set was splitted into five different and disjoint training and test data
sets. The training data consists of 80%, the test data set of 20% of the raw data.

One experiment is made up of five passes, each uses another training/test
data set. Based on such a training data set all 20.000 votes of the corresponding
test data will be predicted with the chosen algorithm. For elicitation of user
preferences concerning the different attributes from the movie database we use
the Preference Miner [13], a database tool for mining user preferences from
users’ log data. The Preference Miner detected a lot of preferences concerning
the MovieID and Director attributes, i.e. POS preferences. We evaluated three
different algorithms which only differ in the computation of the similarity of
users to the active user:

• Pearson: The similarity was computed by the well known Pearson correla-
tion coefficient ([2]).

• Preference MovieID: Here we used the preference-based algorithm; only
the attribute MovieID was considered.
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Table 2. Results of the evaluation - MAE

Algorithm 1 5 10 20 50

Pearson 0.97397 0.79674 0.76296 0.74621 0,74049

Preference MovieID 0.95841 0.79499 0.77095 0.75773 0,75378

Preference MovieID+Director 0.95442 0.79420 0.76852 0.75534 0,75143

• Preference MovieID+Director: Additional to MovieID we considered
the attribute Director for user comparison in the preference-based case.

Also we used a different number of neighbors for all algorithms: 1, 5, 10, 20
and 50. The quality of prediction was measured with the mean average (dis-
tance) error (MAE) and averaged at the end of one experiment. The results are
given in table 2 where the bold values represents the best outcomes (cf. [12]).

Observations:

• Obviously the results are getting better with increasing number of neighbors.
In the situation where only a few neighbors were examined, our preference-
based approach was better than Pearsons algorithm. This is very useful for
recommender systems where only a few neighbors are available, e.g. in newly
founded online shops.

• The multi-attribute recommender is better than the single attribute algo-
rithm in all cases and sometimes better than Pearson. In combination with
feasible attributes it could achieve improved results.

The result of this comparison shows that preference mining recommendations
compare very well with the Pearson collaborative filtering method. However, the
computation of the prediction is more time-consuming with increasing number of
neighbors. In addition to the pretty good accuray, preference-based recommen-
dations have some unique important advantages. The similarity of users is based
on intuitively understandable preferences. Moreover, the recommendations can
be based on more than one attribute whereas Pearson’s method can only work
with one attribute.

4 Summary and Outlook

In this paper we have introduced a mathematical framework for the similarity
of preferences, adopting a familiar preference notion from database systems.
We evaluated the recommendation quality of all presented algorithms with our
software prototype. The results of our extended EachMovie use case give strong
evidence that our preference-based similarity approach can compete with the
widely-used Pearson approach. It even leads to better recommendations if there
are only a few neighbours avalaible. Clearly this achieves added value for start-
up e-shops with only a few customers or even for established e-businesses, where
some parts of the sales items attract lesser customer attention. Moreover, user
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ratings need not be collected manually, but can be automatically mined from
log files. As a unique feature of our preference-based approach, we are able to
deal with recommendations that are based on multiple attributes.

Currently above advantages come at some price due to an increased runtime
of our preference-based algorithms compared to the Pearson approach. Inves-
tigating how to reduce this overhead will be our next step towards powerful
recommender systems and online preference-based recommendations, which are
based on preference techniques from database systems.

Acknowledgement. We would like to thank Stefan Holland for his comments
which helped to improve this paper.
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Abstract. As the Internet infrastructure has been developed, a substantial num-
ber of diverse effective applications have attempted to achieve the full potential 
offered by the infrastructure. Collaborative Filtering recommender system, one 
of the most representative systems for personalized recommendations in E-
commerce on the Web, is a system assisting users in easily finding the useful in-
formation. But traditional collaborative filtering suffers some weaknesses with 
quality evaluation: the sparsity of the data, scalability, unreliable users. To ad-
dress these issues, we have presented a novel approach to provide the enhanced 
prediction quality supporting the protection against the influence of malicious 
ratings, or unreliable users. In addition, an item-based approach is employed to 
overcome the sparsity and scalability problems. The proposed method combines 
the item confidence and item similarity, collectively called item trust using this 
value for online predictions. The experimental evaluation on MovieLens data-
sets shows that the proposed method brings significant advantages both in terms 
of improving the prediction quality and in dealing with malicious datasets. 

1   Introduction 

With the explosive growth of the Internet, recommender systems have been issued as 
a solution for the problem of information overload. Recommender systems intend to 
assist users in finding the information most relevant to their preferences [11]. One of 
the most successful technologies in recommender systems is Collaborative Filtering 
(CF) and numerous commercial systems apply this technology to serve recommenda-
tions to their customers. The traditional the task in CF is to predict the utility of a 
certain item for the target user (often called active user) from the user’s previous 
preference or the opinion of other similar users, and make appropriate recommenda-
tions [2]. However, despite the success and popularity, traditional CF encounters 
several limitations, namely sparsity, scalability, cold start, and the malicious ratings 
problem. And a number of researches have been proposed and challenged to address 
these problems related to collaborative filtering [2, 5, 6, 7, 10, 13]. 

In this paper, the techniques of CF are exploited, in generating enhanced predic-
tions derived from explicit ratings. The main objective of this research is to develop a 
robust approach that provides high-quality predictions and recommendations even 
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when some ratings of users are unreliable. In addition, an item-based approach is 
employed to overcome the sparsity and scalability problems [2]. The proposed ap-
proach first determines the similarities between the items and subsequently identifies 
the confidence of the items, indicating the accuracy of the past predictions. Further-
more, this paper presents a method of combining the item confidence and item  
similarity, collectively called item trust using this value for online predictions and 
recommendations. The subsequent sections of this paper are organized as follows: 
The next section contains a brief overview of some related researches. In section 3, 
the approach for CF, based on item trust, is described. The performance evaluation is 
presented in section 4. Finally, we remark the conclusions and future works. 

2   Background and Related Work 

This section briefly explains previous researches related to CF-based recommender 
systems, which can be divided into two classes: Memory-based CF and Model-based 
CF [1]. Since the first system to generate automated recommendations, the GroupLens 
[3], was proposed, the user-based approach has been the most widely used for recom-
mendation systems. User-based CF uses a similarity measurement between neighbors 
and the target users to learn and predict the preference towards new items or unrated 
products regarding a target user. Though user-based CF algorithms tend to produce 
more accurate recommendations, they have some serious problems relating to the com-
plexity of computing each recommendation as the number of users and items grow. In 
order to improve scalability and real-time performance in large applications, a variety of 
model-based recommendation techniques were developed [2, 3, 12]. Especially, a new 
class of Item-based CF, which is one of model-based approaches and this research fo-
cuses on, has been proposed. This approach provides item recommendations by first 
developing a model of user ratings. In comparison to user-based approaches, item-based 
CF is typically faster in terms of recommendation time, though the method may have an 
expensive learning or model building process [4]. Instead of computing the similarities 
between the users, item-based CF reviews a set of items the target user has rated and 
selects k most similar items, based on the similarities between the items. Sarwar et al. 
[2] evaluated various methods to compute similarity and approaches to limit the set of 
item-to-item similarities that must be considered. And Deshpande et al. [5] proposed 
Item-based top-N recommendation algorithms that are similar to previous item-based 
schemes. They separated the algorithms two distinct parts for building a model of item-
to-item similarities and deriving the top-N recommendations using this pre-computed 
model. Despite effectiveness of item-base CF algorithms, they still have some weak-
nesses concerning data sparseness, cold start users and ratings of malicious users. 
Hence, a number of recent research efforts that focus on the use of trust concepts during 
the recommendation process [6, 7, 8]. In addition, distributed recommender systems 
have been proposed to deal with the existing weaknesses [7, 10, 12]. 

3   Collaborative Filtering Based on Item Trust 

The proposed method is divided into two phases, an offline phase and an online 
phase. The offline phase is a building model phase, and the online phase is either a 
prediction or recommendation phase. Fig. 1 illustrates a brief overview of the system. 



Enhanced Prediction Algorithm for Item-Based Collaborative Filtering Recommendation 43 

 

Fig. 1. Collaborative filtering recommendation based on item trust: item-based approach 

3.1   Cosine-Based Similarity with Inverse Item Frequency 

The most important task in CF recommendation is the similarity measurement be-
cause different measurements lead to different neighboring users or items, in turn, 
leading to different recommendations. From the item-based similarity viewpoint, 
there are several different methods of computing the similarity between items, such as 
correlation-based similarity, cosine similarity, and adjusted cosine similarity [2]. 
Initially, the methods that would be more accurate in the proposed system were exam-
ined. As a result, the cosine measures greater accuracy than the other measures (see 
Table 1). 

In cosine similarity between items, two items are treated as two vectors in the 
space of users. In addition, we also consider the number of users’ ratings for items as 
mentioned in [5]. Consider two users A and B, both of whom have co-rated item i and 
j, however user A rated just 5 items whereas user B rated 100 items. In this situation, 
user A, rating fewer items, is a relatively more reliable for the similarity of items i and 
j than user B rating lots of items. Therefore, the inverse user frequency as described in 
[1] for the proposed system is modified, namely the inverse item frequency.  

In a system which users have co-rated items, the inverse item frequency can be ap-
plied to the cosine similarity technique. The similarity between two items, i and j is 
measured by equation (1).  

22
,

22
,

2
,,

),(

uUseru juUseru uiu

Useru ujuiu

frfr

frr
jiSim

⋅⋅

⋅⋅
=

∈∈

∈  
(1) 

where User is a set of users who both rated i and j, ru,i is the rating of user u on item i, 
and ru,j is the rating of user u on item j. The inverse item frequency of user u, fu is 
defined as log(n/nu) where nu is the number of items rated by user u and n is the total 
number of items in the database. If user u rated all items, then the value of fu is 0. 
Likewise the inverse user frequency, the main idea of the inverse item frequency is 
that users rating lots of items present less contribution with regard to prediction, than 
users rating a smaller number of items. 
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3.2   Item Confidence for Computing Item Trust 

Before describing the algorithms, some definitions of the matrices are introduced. 

User-Item actual rating matrix. If there is a list of k users U={u1,u2,…,uk}, a list n 
items I={i1,i2,…in}, and a mapping between user-item pairs, and the explicit ratings, k 
× n user-item data can be represented as a rating matrix. This matrix is called a User-
Item actual rating matrix, A. The matrix rows represent users, the columns represent 
items, and Aa,j represents the rating of a user a on an item j. Some of the entries are 
not filled, as there are items not rated by some users. 

User-Item predicted rating matrix. This is a matrix of users and items that have 
the predicted values for users on items. From a matrix A, the system can predict Pa,i 
for a given target item i which has already been rated by target user a. This matrix is 
called a User-Item predicted rating matrix, P. Likewise a matrix A, The matrix rows 
represent users, the columns represent items and the elements of the matrix P is a 
subset of the elements of a matrix A, P ⊆  A. 

User-Item error matrix. From the given set of actual and predicted rating pairs 
<Aa,j , Pa,j> for all the data in a matrix A and P, a User-Item error matrix, E, can be 
represented as absolute error, which can be computed by subtracting the predicted 
rating for users on items from the actual rating for users on items. The elements of A 
matrix E is also a subset of the elements of a matrix A, E ⊆  A. 

For constructing a matrix E, firstly a user’s rating should be predicted for an item 
which has already been rated. For the purpose of this, a user-based Resnick prediction 
measure can be modified, which was introduced by [3], to an item-based prediction 
measure, as presented in equation (2). The prediction for the target user a on item i, 
Pa,i, is obtained as the following:  
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where N(a) is the set of k most similar items which the user a rated and Aa,j is the 
rating of the user a on item j. In addition, 

iA  and 
jA  refer to the average rating of the 

item i and j. sim(i, j) represents the similarity between the items i and j, which is cal-
culated as mentioned in equation (1).   

Once the predictions for users on items are represented on a user-item predicted 
rating matrix, absolute error of each prediction can be computed for constructing a 
user-item error matrix. Given the set of actual and predicted rating pairs <Au,j , Pu,j> 
for all data in the user-item matrices, an absolute error, Eu,j, is calculated as: 

 || ,,, jujuju PAe −=  

As a result of the error matrix, the confidence of an item, indicating the percentage 
of accurate predictions for an item, is computed from each column in the user-item 
error matrix and is defined as the following equation (3). 
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where juE ,  is a set of errors predicted for user u on item j and r
juE ,
 is the set of errors 

for which an absolute error of eu,j is within a predefined ε ( eu,j < ε ). U is the set of 
users rating item j. For example, given item j, if a hundred errors have been computed 
for an item j and eighty of theses predictions are accurate, the confidence of item j, 
confidence(j), is 0.8. 

3.3   Prediction Based on Item Trust 

As mentioned previously, the item-based CF approach builds a model of item similar-
ity, which can be achieved offline, prior to online prediction or recommendation. 
Since most of tasks can be conducted in the offline phase, this approach can result in 
fast online performance. In addition, this assists in solving the sparsity and scalability 
problems [2, 5]. The proposed method also provides another advantage, the ability to 
protect the influence of malicious ratings. 
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Fig. 2. The item-item matrix for a pair of items trust from the user-item matrices 

In order to support fast online predictions, the trust value between two items is cal-
culated in offline, namely item-item trust matrix. Fig. 2 illustrates the process of the 
item-item trust matrix construction from the user-item matrices. 

Item-item trust matrix. The item trust model can be represented as a matrix, T, in 
which rows and columns are both items. An entire n × n item-item trust matrix can be 
filled in, given by the k × n user-item matrices, A and E using equation (4) 
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where parameter β is specified for adjusting the relative weighting between the simi-
larity of items and the confidence of an item. If β=0 then jitrust →

β  just takes sim(i,j) 

into account whereas if β=+∞ then jitrust →
β  just coincides with confidence(j). When 
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a value of β = 1 is used, the equal importance to sim(i,j) and confidence(j) is consid-
ered. The trust value between a pair of items is in the range of [0, 1] and is not sym-
metric ( jitrust →

β  ≠ ijtrust →
β ). The appropriate value for β  is selected by performing 

experimental analysis.  
The most important task in a CF is to generate the prediction, attempting to guess 

the rating that a user would provide for an item [2]. In order to compute the predicted 
rating of target user a for the target item i, the item-based Resnick prediction measure 
discussed in section 3.2 is used. However, instead of using item similarity, sim(i,j), 
the prediction algorithm in the online phase, uses the item trust value, jitrust →

β  as 

defined in equation (5). 
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where N(a) is the set of k most similar items which the user a rated and Aa,j is the 
rating of the user a on item j. In addition, 

iA  and 
jA  refers to the average rating of 

the items i and j. 

4   Experimental Evaluation 

In this section, experimental results of the proposed method are presented. In order to 
compare the performance of the proposed method, user-based and item-based CF 
recommendation systems were implemented. All experiments were carried out on a 
Pentium IV 3.0GHz with 1GB RAM, running MS-window 2003 server. In addition, 
the recommendation system for the web was implemented using MySQL 4.0 and PHP 
4.4 on an Apache 1.3 environment. 

4.1   Data Set and Evaluation Metric 

The experimental data comes from MovieLens which is a web-based research recom-
mendation system (www.movielens.org). The data set contains 100,000 ratings of 
1682 movies rated by 943 users (943 rows and 1682 columns of a user-item matrix 
A). These ratings were divided into two groups: 80% of the data (80,000 ratings) was 
used as a training set and 20% of the data (20,000 ratings) was used as a test set. Prior 
to evaluating the accuracy of the proposed method, a user-item error matrix E should 
first be constructed. Therefore, the training data set was further subdivided into train-
ing and testing portions, a matrix E was generated using a 5-fold cross validation 
scheme. After this process, a model (an item-item trust matrix T) for evaluating the 
method was created. 

In order to measure the accuracy of the predictions, mean absolute error (MAE), 
which was widely used for the statistical accuracy measurements in the diverse algo-
rithms [1, 2, 7] was adopted. The mean absolute error for user u is defined as: 
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where Iu is a item list of user u and <Au,i, Pu,i> is the actual/predicted rating pairs of  
user u in the test data. Finally, the MAE of all users in the test set is computed as: 

K
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k
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)(  

4.2   Parameter Tuning Experiments 

Prior to running the main experiment, the sensitivity of the two parameters: item-item 
similarity and β value, were first determined. In determining the sensitivity of these 
parameters, the training data set was focused on, which was further divided into two 
portions, 80% training and 20% testing. For parameter evaluation experiments, the 
full model size was used for model building, and k=30 was selected meaning the 
number of most similar items, for prediction generation. 

Comparison of Similarity Algorithms. Prior to evaluating the item trust-based pre-
diction method, a user-item predicted matrix, P, for calculating item confidence 
which is closely connected with the similarity algorithm, should first be built up. 
Thereby, we implemented diverse similarity algorithms such as correlation-based 
similarity, cosine-based similarity, adjusted cosine similarity as described in [2] and 
correlation-based similarity with inverse item frequency (correlation+iif) as described 
in [1]. And we compared them with cosine-based similarity with inverse item fre-
quency (cosine+iif) as described in Section 3.1. For each similarity algorithms, the 
item-based Resnick measurement was used to generate the prediction. As seen from 
the results of Table 1, the prediction with the cosine+iif algorithm was generated, the 
prediction quality is improved, when compared to the other algorithms. Therefore,  
the cosine similarity with inverse item frequency is taken up in subsequent of  
experiments. 

Table 1. Comparison of the prediction quality achieved by five different similarity measures 

 cosine cosine + iif correlation 
correlation 

+ iif 
adjusted 
cosine 

MAE 0.74919 0.74248 0.75496 0.75242 0.76408 

Sensitivity of β Value for Item Trust.  As stated in Section 3.3, β  is the parameter 
used for adjusting the relative weighting, where the similarity of items and the 
confidence of an item are important in the generation of an item trust. From the 
previous experiment, the error threshold ε for calculating the item confidence was set 
to be MAE of 0.742. Fig. 3(1) presents a variation in average MAE, by changing the 
β value. As a result, it can be observed that the quality of prediction improves as the β 
value is increased from 0 to 2, after 2, the curve tends to become flat. When β  is set 
to infinity, the curve of the graph tends to rise. Hence, β =2.5 is selected as an optimal 
value for computing the item trust. 



48 H.-N. Kim, A.-T. Ji, and G.-S. Jo 

Sensitivity of β value

the value of β

ε = 0.742

 
(a) (b) 

Fig. 3. Sensitivity of parameter β  for the item trust (a) and Comparison of prediction quality of 
user-based CF, item-based CF and Item trust-based CF (b) 

4.3   Performance Evaluation 

The performance evaluation is divided into two dimensions. The quality of the predic-
tion based on item trust is first evaluated, and then the robustness of the prediction to 
the malicious ratings problem is evaluated. Once the optimal values of the parameters 
are obtained, the prediction quality of the proposed method is evaluated in compari-
son with the traditional user-based and item-based schemes. 

Quality of the Prediction. The model size has significant impact on the prediction 
quality in a model-based approach [5]. However, the experimental result of the previ-
ous research in [2] demonstrates that a full model size obtains superior prediction 
quality than a small model size, although the time cost for building the model is 
greater. Therefore, in the prediction quality experiment, the full model size was used, 
and the number of item neighbors to be used for the online prediction generation was 
changed. The experimental results are depicted in Fig 3(b). It can be observed from 
the graph that the size of the neighborhood affects the prediction quality and the three 
methods demonstrate similar types of charts. The model-based approaches (item-
based CF and item trust-based CF) elevate the prediction quality as the neighborhood 
size increases from 10 to 50, after this value, the quality decreased slightly. Likewise, 
a user-based CF improved until a neighborhood size of 60. The result demonstrates 
that, at all neighborhood size levels, except for a neighborhood size of 10, the pro-
posed algorithm provides more accurate predictions than the traditional user-based 
and item-based algorithm. For example, when neighborhood size is 50, item trust-
based CF obtains an MAE of 0.745, which is the best prediction quality, whereas 
item-based and user-based methods demonstrate an MAE of 0.753 and 0.754 respec-
tively. However, the classic item-based scheme provides better quality in the event of 
a high sparsity level (neighborhood size =10). 

Robustness on Malicious Ratings. For evaluating the robustness on fraud ratings, 
10%, 20%, 30%, and 40% of malicious ratings were included in the training set, and 
the experiments were ran again using the full model size and a neighborhood size of 
30. Table 2 summarizes the result of the experiment. In general, with the growth of 
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malicious ratings, the prediction quality decreases, as can be seen from Table 1. How-
ever, the item trust-based CF shows the improved performance on all occasions, com-
pared to traditional user-based and item-based CF. As the percentage of fraud ratings 
in a training data set increases, efficient improvement in performance can be obtained. 
Although the prediction quality is improved slightly in the case of 10% ratings being 
malicious, in the case of 40% ratings being malicious the proposed method achieves 
5% improvement, compared to the other methods, respectively. As a result, the item 
trust-based CF brings 12% degradation in terms of the four cases in average, com-
pared to an original rating set (0% malicious ratings set) whereas the average degrada-
tion of robustness is 15% for the user-based CF and 14% for the item-based CF. 

Table 2. Robustness of user-based CF, item-based CF and item trust-based CF on fraud rating 

malicious 
rations 

User-based 
CF 

Item-based 
CF 

Item Trust-based 
CF 

0 % 0.756 0.7572 0.7489 
10 % 0.8042 0.8051 0.7954 
20 % 0.8649 0.8601 0.8407 
30 % 0.9542 0.9413 0.9184 
40 % 1.0119 1.0059 0.9551 

5   Conclusion and Future Work 

Collaborative Filtering for Recommendations is a powerful technology for users to 
find information relevant to their needs. We have presented, in this paper, a novel 
approach to provide the enhanced prediction quality and to solve some of the limita-
tion in traditional CF systems. And we propose a new method of building a model, 
namely item-item trust matrix, for CF-based recommender systems. The major advan-
tage of the proposed approach is that it supports the protection against the influence of 
malicious ratings, or unreliable users. The experimental results demonstrate that the 
proposed method obtains significant advantages both in terms of improving the pre-
diction quality and in dealing with malicious data sets as compared to traditional CF 
algorithms. However, there still remains a defect that the proposed method performs 
worse at a high sparsity level. 

An ongoing area of current is a distributed recommender system [10, 12]. We are 
currently extending our algorithm to a personalized recommendation in a peer-to-peer 
environment or a social network. Therefore, we will further study the impact of using 
trust values, such as web of trust [6], and the technique of trust propagations. 
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Abstract. ‘Quality & taste’ products like wine or fine cigars are one of
the fastest growing product sectors in e-commerce. Online shops for these
types of products require on the one side persuasive Web presentation
and on the other side deep product knowledge. In that context recom-
mender applications may help to create an enjoyable shopping experi-
ence for online users. The Advisor Suite framework is a knowledge-based
conversational recommender system that aims at mediating between re-
quirements and desires of online shoppers and technical characteristics
of the product domain.

In this paper we present a conceptual scheme to classify the driving
factors for creating a persuasive online shopping experience with recom-
mender systems. We discuss these concepts on the basis of several fielded
applications. Furthermore, we give qualitative results from a long-term
evaluation in the domain of Cuban cigars.

1 Introduction

High complexity and search effort for the users are major obstacles for today’s
e-commerce sites that keep online conversion rates low and make potential cus-
tomers restrain from buying. In traditional brick and mortar businesses sales per-
sons fulfill an advising and complexity reducing function, but online customers
many times still miss such a mediation between their personal requirements and
the offered services and product portfolios.

Conversational recommender systems are successful applications of Artificial
Intelligence that target this problem and ease customers in finding what they
are looking for. However, recommender systems may not only be seen from a
technical perspective in terms of their capabilities and functionality. Being the
face towards the customer in an online-sales channel, there is also a social and
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emotional perspective that must be considered. In domains such as wine, cigars,
or other luxury goods these aspects are of paramount importance. Comparable
to their alive counterparts, virtual shop assistants may be intentionally designed
to influence the online-customer’s attitude or behavior in order to sell products
and therefore they can be seen as a form of persuasive technology [1]. Dormann
[2] discusses the emotional aspects of design and gives several examples of ex-
isting shop environments where customers might be actually more likely to buy.
Guerini et al. [3] formalize persuasion models for intelligent interfaces that are
based on beliefs, desires and intentions. In [4], a study has been conducted that
investigated differences in people’s perception of human and computer advice:
Although results varied slightly depending on the culture and previous experi-
ences of participants, the study showed that advice given by a computer was
well accepted.

Sales advisory systems or virtual sales assistants are conversational recom-
mender systems. They engage in an interaction with the customer and reach
from simple value elicitation forms to more natural-language like sales dialogues.
Depending on the underlying reasoning technology different variants of conver-
sational recommender systems can be distinguished. Case-based recommender
systems [5,6] employ enhanced similarity measures to retrieve those products
that are most similar to the one specified by the user. Knowledge-based recom-
mender systems [7,8] base their product proposals on deep domain knowledge
and map the situational context of the customer onto technical product charac-
teristics. Due to this explicit domain knowledge formulated as declarative busi-
ness rules or constraints, recommendations can be accompanied with additional
explanations for the user.

The third type of conversational recommender systems allows natural lan-
guage discourses [9]. While the first two techniques allow only pre-structured
interaction paths, the latter form can cope with natural language input of the
customer. However, this additional flexibility is typically bought at the cost
of limited product retrieval capabilities. For instance pre-defined querying in-
terfaces allow more complex preference elicitation (e.g. selection from several
choices and adding of restrictions) than what could be communicated to a nat-
ural language understanding system. The best known variants of recommender
systems namely collaborative and content-based filtering systems [10,11] are in
their pure form not conversational. Content-based recommender systems reason
on preference models for users that are built from characteristics of products
they liked in the past. Contrastingly, collaborative systems propose products to
a user based on positive ratings from other users that are considered similar
to him. Hybrid approaches [12,13] that combine several of these techniques and
may also possess conversational capabilities have been developed recently.

In this paper, we discuss the persuasive power of conversational recommen-
dation applications and present a conceptual scheme that emphasizes on the
driving factors and their dependencies that influence user experience at online-
shopping sites (Section 2). In Section 3 we give qualitative results from a long
running evaluation that indicates commercial benefits from the deployment of
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recommender applications. Finally, we summarize the contribution and make an
outlook on future work.

2 Persuasive Recommendation Scheme

The field of persuasive computing technologies [1] is still in its infancy. It lies
at the intersection of technology and tools on the one side and social acting
and social dynamics on the other side. Computing applications that influence
people’s attitudes or behaviors are also in the center of ethical discussions [14].
In our work we set the focus on effective sales applications for the Web. By un-
derstanding the social and personality traits of successful salespersons and their
interaction and selling techniques, valuable insights for the functioning of sales
agents in the Web can be gained. Selling has always been closely related to social
behavior and persuasion in a wider sense. Building effective virtual salespersons
for an e-Commerce environment that provides advisory service to their users and
helps shop owners to be successful in monetary terms can therefore benefit from
following the principles of persuasive technologies. Up to now only few work has
been elaborated on these issues. In [15] a stepwise process that characterizes
a seductive experience with a software product is described: They differentiate
phases such as diverting the attention, making a promise or fulfillment beyond
expectations. Komiak et al. [16] report on a study where they compared trust
in virtual salespersons with trust in their human counterparts. Some of the in-
teresting findings were that virtual salespersons were attributed to be slightly
more trustworthy than human ones. Control over the process and benevolence
(due to the fact that they do not earn a commission) were among the strongest
perceived trust building components for virtual salespersons.

As each of the contributions in this area focuses only on isolated aspects of rec-
ommendation in the context of persuasiveness, we propose a conceptual frame-
work that structures the influential factors and their dependencies. As sketched
in Figure 1 online selling centers around customer, product and process. The ba-
sic abstract features with respect to recommender systems comprise: Personal-
ization, personification, community, objectivity and complexity reduction. They
positively influence higher level concepts such as user involvement and credibil-
ity and thus believability of the system itself. On the third layer reciprocity and
conditioning are situated. They signify the actual ability of a recommender sys-
tem to influence users behavior and affect their attitudes. The final stage leads
to adopted suggestions and a committed sale. In the following we will shortly
discuss each of the involved concepts and illustrate them with examples from the
domains of wine and cigars. Personalization denotes the adaptation of the sys-
tem behavior and its outcome towards the situational as well as the preferential
and requirements context of the user [17]. In [18] different personalization strate-
gies supported by the Advisor Suite on both the level of presented content and
on the interaction process itself are elaborated. When buying wine online, users
like to have the choice between different ways of stating their preferences. For in-
stance selecting product parameters like region, year or grape variety on the one



54 M. Zanker et al.

Fig. 1. Building blocks for persuasive sales recommenders

hand and describing taste characteristics like sweetness or fruitiness on the other
hand. When proposing products to customers, providing them also additional
product details and some form of explanation proves extremely helpful [16].

Personification is about giving a life-like identity to virtual sales agents. Full
resemblance to humans is however not necessary. Virtual personalities can be
created by using a relatively small inventory of traits [19]. Nevertheless, making
the character look attractive is not an easy task. Rules of thumb like symmetry,
broken symmetry, golden cut or color psychology might still produce an unfa-
vorable outcome. Therefore, extensive user tests on the characters are necessary.
[20] showed that attractiveness of virtual characters correlates positively with
purchase likelihood [20]. In Figure 2 the cigar advisor Mortimer is depicted.

Community features of recommender systems are predicted to have a big
potential in the future [21]. Computer games which hold the forefront of tech-
nology development are rapidly moving towards building online communities.
Ratings and comments to products that can be seen by all users or topic centric
discussion fora have only been the beginning. In the future we might see social
networking systems or virtual sales rooms where basic social behavior between
customers becomes possible.

Objectivity is mutually affected by community aspects. Opinions from other
customers are generally appreciated as they are assumed to be independent
from the shop owner. However, recommender systems can foster their perceived
objectivity by offering a high degree of product information, explaining pros and
cons for proposals and allowing testimonials and comments from other users.
For instance the virtual sommelier sem reasons on product specific explanations
that point the customer explicitly on the dryness of a wine if its acidity level is
high and its sugar level low.
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Conversational recommender systems achieve Complexity reduction for
customers by mediating between the situational and preferential context of the
client and the technical details of the product domain. Another crucial factor is
the tool complexity of the system itself and its perceived usability.

Involvement and credibility may both be induced by the underlying build-
ing blocks. Involving users signifies reducing the distance between them and the
system itself [22]. In our case community building as well as personalized cus-
tomer treatment are prerequisites for user involvement. Personification through
virtual characters stimulates users involvement by enabling them to identify
themselves with the system. Tseng and Fogg [23] circumscribe the credibility of
a system with the synonym believability. It addresses the basic question: May
users believe the information given? Swana et al. [24] provide a comprehensive
review on the issue of customer trust in salespersons. In virtual environments
the factors objectivity and community building may positively affect this issue.
Furthermore, knowledge-based recommender systems have the advantage of in-
corporating the knowledge of the human expert, that guides and advises (com-
plexity reduction). Communicating explicitly the competency of a real-world
sommelier behind the virtual character sem is a strategy taken by the online
wine platform.

Customers that feel involved relate to computers and applications like they
relate to other humans. Therefore, humans would accept praise by a computer,
e.g. when the virtual shop assistant compliments the user on its excellent choice.
Thus introducing conditioning into conversational dialogues is one of the final
steps towards persuasiveness of recommendations. Closely related to the issue
of conditioning is reciprocity. Fogg and Nass [25] conducted experiments to
investigate how users can be motivated to change their behavior by a computer.
In online sales situations keeping the user at the Web site and in the process is
of paramount importance. Thus, credibility of the system and user involvement
are the underlying factors that foster loyalty of users.

Suggestion is on top of our conceptual scheme and stands for the ability of
virtual sales agents to successfully close the deal when needed. Patience is not
widespread among online users, therefore a balance between interaction length
and suggestive propositions is crucial for conversational recommendation agents
to influence people’s minds.

In the following we give practical evidence from the implementation of some
of these abstract concepts in an e-Commerce platform for Cuban cigars and
conduct an analysis of actual sales figures.

3 Example

Most reported experiments in the domain of recommender systems perform an
off-line analysis on an historical data-set [26]. So, for instance the predictive
accuracy of collaborative filtering algorithms [26] or the session length for dif-
ferent retrieval strategies are measured. The evaluation effort is considerably
higher when conducting live-user trials with an application prototype like [27] or
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Fig. 2. Screenshot of cigar shop

operating a real system like Entree that served as a restaurant guide for attendees
of a convention in Chicago [12].

Moreover, our research question is about the capability of recommender sys-
tems to influence peoples mind when interacting with recommender systems.
Therefore we even chose a real-world setting to analyze the effect of a conver-
sational recommender on buying behavior and sales figures. In the following we
report about a Web shop for fine Cuban cigars that introduced the virtual shop
assistant Mortimer on the World non smokers day (May, 31st) in 2003. Figure 2
gives a screenshot of the Web shop environment and the virtual sales assistant.
The conversational recommender system is based on the Advisor Suite frame-
work [8] that was extended to include additional support for the integration of
virtual characters. Next to personification, also the personalization and complex-
ity reduction function was targeted by the sales recommender system. The shop
owner addressed community building by introducing testimonials of registered
users. To ensure objectivity the advisor system generates specific explanations
on products upon request that provide pros as well as cons with respect to the
user preferences. While being strong on basic functionalities, implementation of
features that support the higher level concepts like conditioning and involvement
is left for future work.

For evaluation, we were given the opportunity to analyze the sales figures
for a period starting in January 2002 until November 2004. The product range
comprises approximately 115 different models of Cuban cigars from 18 differ-
ent manufacturers with Cohiba, Montecristo or Romeo y Julieta being the most
prominent ones. The assortment of products and their prices remained basically
stable over the whole evaluation period.

The research hypothesis was as follows: Does advice given by a virtual
shop assistant affect the buying behavior of online shoppers?

Therefore, we separated sales records into two periods, one before Mortimer
went live (01/2002 - 05/2003) and one afterwards (06/2003 - 11/2004). For each
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Fig. 3. List of top ranked products

period we computed a separate top ten product list. The result confirmed the
initial guess of the shop owner, namely that customers are more likely to order
cigars produced by less prominent manufacturers then before. In the period
before Mortimer, mostly the prominent makes like Cohiba or Montecristo have
been ordered, while in the period afterwards ’no-names’ like Juan Lopez Petit
Coronas entered the top ten list (e.g. rank 2 compared with rank 22 in the
period before). Figure 3 gives the top ten ranks for the period afterwards from
top to bottom. The bars signify actual sales in pieces for the period before
and afterwards. No numbers are given for reasons of confidentiality, but the
ratios between bars are in accordance with the absolute numbers. The figures
in brackets next to the bars of each cigar model correspond to the rank in the
period before, e.g. the top ranked model in the period afterwards Exhibicion
Nr. 4 by Romeo y Julieta was previously ranked on 4th position and the top
ranked model in the period before Montecristo No. 1 fell back to rank number
10. Evaluations of shorter subperiods did not result in significant changes. In
a next step we wanted to drill down on single interactions of users and relate
the interaction data collected by the sales advisor with the ordering records of
the web shop. However, online customers were anonymously browsing the shop
until identifying themselves for ordering. As many users receive a dynamic IP-
address from their internet provider and sales acts typically last over a longer
time span (e.g. customers browse and collect some information and come back
later to finish an order) we were not successful in joining tuples from different
tables and log files. However, a single question was already part of the ordering
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Fig. 4. Correlation between clickthroughs and additional sold items

form where users could explicitly place a tick if Mortimer helped them placing
this order. In more than 26% of all sales customers agreed that Mortimer did
help them to make a decision. This does not seem a lot at first sight, but given
the fact that many cigar smokers will just order their favorite model without
conversing with a recommender, the figure is quite promising.

In addition, we compared how Mortimer’s recommendations correlate with
the increase in sold items of different cigar models. On the abscissa we measure
the number of clickthroughs, which denotes how often an item has been recom-
mended and was then examined in detail by the user. As sketched in Figure 4
cigar models that greatly improved their rank are also among the items that
have been recommended most often. We also investigated why cigars like Juan
Lopez Petit Coronas or Cohiba Siglo III were recommended so often and thus
became so popular among customers. It turned out that in specific situations
for instance when users identified themselves as novices without any smoking
experiences these models have been proposed due to their taste and smoking
duration. Recommendations are always accompanied by explanations and fur-
ther product details as already noted in the previous section. Although overall
correlation between recommendations and sales for this example is below 0.4, it
still qualitatively supports the following conclusions: Recommender systems do
affect the shopping behavior of users and their advice is accepted by them.

4 Conclusions

In this paper we discussed concepts for persuasive technologies and related them
to the development of conversational recommender systems. We sketched a con-
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ceptual scheme that builds on basic functionalities of recommender agents like
personalization or objectivity and finally leads to suggestions that are persuasive
in nature, i.e. affect peoples actual buying decisions. We illustrate the concepts
with examples from systems deployed in quality & taste domains and provide
results from an evaluation conducted with data from a Web shop for Cuban
premium cigars.

Future work will lead us to further evaluation scenarios where key ingredients
for persuasive sales advisors will be analyzed in greater detail and their effects
and dependencies will be evaluated.
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Abstract. A monitoring component is a much-needed module in order
to provide an integrated view on system-spanning and cross-organiza-
tional business processes. Current monitoring tools, however, do not offer
adequate process visualization support. In particular, processes are al-
ways visualized in the way they were drawn by the process designer. This
static approach is by far not sufficient when dealing with more complex
scenarios where different user groups usually have different perspectives
on processes and related data. In such an environment different views
and personalized visualizations have to be provided. In the Proviado
project we are developing a framework for realizing flexible and adapt-
able visualizations of business processes whose data may be scattered
over multiple information systems. In this paper we focus on personal-
ization and configuration issues, and we show how process visualizations
can be adapted automatically, e.g., by applying different notations for
different user groups or by altering the appearance of visualized elements
depending on their execution state. For this purpose we define a visual-
ization model which maintains all required visualization parameters.

1 Introduction

In order to streamline their way of doing business, today’s companies have to
support a number of business processes (BP) involving different partners, de-
partments, and actors. In this context we have seen an increasing adoption of
BP management technologies as well as emerging standards for BP orchestration
(e.g., BPEL4WS) and BP choreography (e.g., WS-CDL) [1]. These technologies
and standards enable the definition and execution of the operational processes
of an enterprise. In connection with Web Service technology, in addition, the
benefits of BP automation and BP optimization from within a single enterprise
can be transferred to cross-organizational business processes as well.

A BP monitoring component is a much-needed module, particularly if process
data are scattered over distributed, heterogeneous information systems. It has
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to provide comprehensive visualization support for both model and instance
data. A process model defines the BP activities, the control and data flow be-
tween them (e.g., represented by control/data edges connecting activities among
each other or linking activities with data elements), and other process aspects
(e.g., resources). A process instance, in turn, is executed on basis of a particular
process model, but comprises additional run-time information to be displayed
(e.g., activity states or application data). An example is depicted in Fig. 1.

One major shortcoming of current BP monitoring software is the static way in
which business processes are visualized. Usually, a process model is displayed to
users in exactly the same way as designed (or painted) by the process engineer
at build time. Any adaptation of model contents (e.g., hiding automated activ-
ities) may cause major efforts for re-drawing the process model, particularly if
it comprises dozens or hundreds of activities, data objects, and other graphical
elements. In most cases, it is even not possible to adapt the graphical appear-
ance of a process model to user preferences at runtime. What is needed is a
runtime-adaptable BP visualization, which allows to suppress skipped execution
branches, to hide certain process aspects (e.g., business documents, IT systems),
or to only display activities belonging to a certain role. Further, in multi-user en-
vironments, BP visualizations should be adaptable to the preferences of process
participants, e.g., allowing them to apply different notations for the same process
or to vary colors and symbols for the different process elements.

In the Proviado project [2] we are developing a sophisticated framework for
such adaptive and configurable BP visualizations. Areas of interest include the
(semantic) integration of distributed, heterogeneous process data and their de-
fragmentation, the provision of mechanisms for creating (dynamic) process views
(e.g., by applying graph aggregation/graph reduction techniques), the automated
layouting of process graphs (e.g., after changes), the use of different notations
for a business process, and the provision of personalized process visualizations.
In this paper we focus on configuration issues, i.e., we deal with the question
how to (dynamically) configure, determine, and adapt the graphical appearance
of process elements. We introduce a visualization model (VisModel) for this pur-
pose, which allows for the high-level and user-friendly configuration of visualiza-
tion parameters for a variety of process elements. The design of this model has
been non-trivial, since it must capture different kinds of visualization parameters
in a user-comprehensible and maintainable way. Examples of needed parameteri-
zations include view definitions, links to real-time process data, layout strategies,
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preferred process notations, etc. We have elaborated the developed visualization
model in several case studies in the automotive domain and implemented a pow-
erful proof-of-concept prototype. Together with the above mentioned features
the visualization model forms the key for the automated and dynamic gener-
ation of personalized process visualizations. By detaching process information
from its visualization we achieve a strict separation of content and presentation,
a well known approach from other areas like Web design, content management,
or software development.

Section 2 starts with an example followed by the description of the require-
ments for realizing personalized process visualizations. Our solution approach is
sketched in Section 3, and Section 4 describes our proof-of-concept prototype.
In Section 5 we discuss related work. Section 6 concludes with a summary and
an outlook on future research.

2 Configuration of Process Visualizations

2.1 Example

A simplified example of a cross-organizational process is depicted in Fig. 1. It
shows an extract of a change management process from the automotive domain:
After having decided that a certain part of a car (e.g., an electrical control unit)
has to be modified, the implementation of the change is started. Related duties
are then split among the car manufacturer and the part supplier. While the con-
struction and production of the new part is in charge of the supplier, the car
manufacturer must ensure that the car production facilities are adapted accord-
ingly. For this purpose the supplier delivers a first prototype of the new part. If
this prototype complies with the specifications and passes all tests ("integration
tests"), it will be integrated in the production process. In order to keep track
of this process a monitoring component providing site-specific visualizations of
processes and related data is needed. The vision is to be able to generate adapted
and personalized visualizations from given process data (see Fig. 1 and Fig. 2).

2.2 Requirements

In order to better understand the requirements for the design of our VisModel
we elaborated real cases from the automotive sector. Requirements for the con-
figuration of process visualizations are depicted in Table 1 (for details see [2]).
Other requirements related to the overall visualization component (e.g., integra-
tion of process models and related runtime data, visualization of processes in
different forms) can be found in [2].

create reduced view
on CR-Process 
where act.actor = „Partner“ detail CAD

diagram
build

prototype
test

prototype
produce

parts

change
request test log partsprototype order

Fig. 2. Supplier’s view on the process (from Fig. 1)
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Table 1. Requirements for the configuration of process visualizations

Req. 1 Ability to use arbitrary symbols for visualizing a process element
Req. 2 Selection of visualization symbols based on the attribute values of the pro-

cess elements
Req. 3 Precise rules for dealing with conflicting instructions regarding the visuali-

zation of process elements
Req. 4 Personalization of visualizations by adapting colors, fonts, symbols, etc.
Req. 5 Accessibility of process visualization via easy to maintain (Web) clients
Req. 6 Easy creation of new process notations and symbols
Req. 7 Easy implementation and integration with our overall architecture for BP

visualization support

Req. 1 reflects the mentioned concept of separating content and presentation.
In order to personalize process visualizations we must be able to easily adapt
the symbol used for a certain process element. Among other things we have to
specify at a high level which symbols shall be applied under which conditions.
Generally, the graphical appearance of a process element depends on its proper-
ties (cf. Fig. 3). As an example consider process activities. By default we might
want to represent activity nodes by a square with rounded edges. However, for
activities of type "testing" this default representation should be replaced by a
special symbol reflecting the test result with a colored flag (cf. Fig. 1). Or at the
process instance level we might want to color activities depending on their state.
Generally, arbitrary process data (i.e. process element attributes, instance and
application data) may be used to determine the appearance of process elements.
Additional complexity arises from the necessity to specify the format of a symbol
dependent on process attributes (Req. 2), which are not associated with the cur-
rent process element, but connected with another element via edges. Depending
on the name of the actor working on an activity, for example, the color of the ac-
tivity node may have to be altered, facilitating recognition of tasks belonging to
the same actor. Altogether, for a complex process and its visualization this leads
to a large number of dependencies or rules, describing the applicability of sym-
bols and formats. In this scenario it is not far-fetched that two rules contradict
each other. For example, let Rule 1 specify a red color for activities performed
by a particular user. In contrast Rule 2 may state that running activities shall
be emphasized with green color. Then it may occur that an activity fulfills both
rules and it is not clear whether the activity shall be drawn red or green. This
kind of conflicts between formatting instructions should be resolved in order to
achieve consistent process drawings (Req. 3).

Adapted process visualizations must be made available to users as easy as
possible and deployment efforts should be minimized (Req. 5). In particular,
access to process information via Web browsers should be supported. In order
to achieve this we use SVG (Scalable Vector Graphics) as format for displaying
processes. Usually respective Web browser plug-ins are available and installed
at the client side. Further, frameworks for supporting SVG on the server-side
exist as well (Req. 7). For the task of generating process visualizations standard
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XML-based technologies (like XSLT or sXBL) allow to convert arbitrary XML
data structures into SVG [3]. However, the direct application of these technolo-
gies would contradict our goal to separate content and presentation because of
their complex syntax. In particular, graphical aspects are mixed with the logic
for combining different templates, which results in high maintenance costs.

3 Visualization Model

Key component for specifying and maintaining visualization parameters is the
Visualization Model (VisModel), whose entries are organized in an XML-based
tree-structure. Fig. 4 depicts the role of this model in our overall approach for
generating personalized process visualizations. The VisModel represents a log-
ical view on the parameters for this visualization procedure. This includes, for
instance, a representation of the process model to be displayed, an optional
view definition reassembling the process model, a definition of the notation to
be used, graphical settings regarding the appearance of process elements (e.g.,
colors, fonts, etc.), and information needed to access workflow or application
data at runtime. In order to realize a particular process visualization we use one
VisModel. Consequently, if different visualizations of a process are desired, logi-
cally, multiple VisModels have to be created. Note that the information needed
for this can be gathered partially from existing information (e.g., reusing models
capturing visualization profiles of a particular user group).

Fig. 4 shows the steps (S0–S3) necessary to automatically generate a process
visualization. Starting point is an "integrated" process model, which correlates
(fragmented) process data from different source systems in a harmonized way.
First, we restrict this visualization content to that information needed by the user
(S0). This is realized by a view component which applies aggregation and reduc-
tion techniques to process models (cf. Fig. 2). Step S0 is followed by formatting
steps S1–S3: S1 fixes the graphical symbols designed for the different process
elements. Doing so we consider information from the visualization model; S2
fills graphical symbols with real attribute values related to the process model or
process instance to be displayed; within S3 formatting parameters are customized
to user preferences, e.g., by coloring the process visualization in accordance to
cooperate identity guidelines.
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Fig. 4. Role of the Visualization Model in generating a process visualization

3.1 Template Mechanism

To enable the flexible configuration of the used process notation, we introduce
a sophisticated template mechanism. Key design criteria have been Req. 1–3,
with the reuse of existing templates in mind. The mechanism is subdivided in
two parts: the description of the symbols and definition of their usage.

Describing Symbols. A template definition consists of three specification
parts (cf. Fig. 6a): 1) input parameters of the template, where references to
process elements are handed over; 2) representation of the symbol in SVG; 3)
parameters (e.g. name of activity, activity state, starting time, etc.) to be filled
with process data values. As mentioned, we adopted SVG as format for defining
graphical symbols because of its XML-based syntax and the general advantages
of vector graphics over raster graphics. This also allows for the easy definition of
process symbols by using off-the-shelf SVG editors. In our approach each tem-
plate defines exactly one symbol with its graphical characteristics (e.g. shapes
and text areas). The text areas (i.e., parameters of the template) are filled by
concrete values from the process model/instance to be displayed. Within the pa-
rameter sections, XPath expressions (relative to the SVG-symbol root) are used
to describe the location of the corresponding text area (location attribute).
As process data values may need to be transformed before presenting them to
the user (e.g. converting an internal date format into a standard format; cf.
Fig. 6b) the value attribute may comprise of code in a scripting language (e.g.
JavaScript). Via these scriptlets it is further possible to access all kind of process
data and to arrange it using arbitrary scripting functions (cf. parameter endtime
in Fig. 6 a). For expressing special formatting options dependent on arbitrary
process attributes, if-then-else or choice structures may be used. Hereby the
evaluation conditions are expressed by also using JavaScript.

Fig. 5 shows an example for an activity template. The right side depicts the
symbol definition based on SVG. On the left, corresponding parameter defini-
tions are shown. Among other things they illustrate the mechanisms used to
reference the locations of the data values inside the symbol. A choice construct
is used to determine the correct process state symbol for activity nodes.
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Name

endtimestarttime

<g class="activity" pv:name="activity">
<rect width="50" height="30" fill="rgb(240,240,240)"

stroke="black" />
<text transform="20,10" pv:name="name"

 class="act_name" style="font-size:12pt;" />
<text transform="5,25" pv:name="starttime"

 class="act_attr" style="font-size:10pt;" />
<text transform="45,25" pv:name="endtime"

 class="act_attr" style="font-size:10pt;" />
<g transform="48,2" pv:name="symbol"

 class="act_symbol"/>
</g>

<parameter name="name"
location="g/text[@pv:name=’name’]"
value="act.name" />

<parameter name="state"
location="g/g[@pv:name=’symbol’]">
<choice>

<when test="act.state=RUNNING">
 <use xlink:href="#act_state_RUNNING" />

</when>
<when test="act.state=COMPLETED">...</when>
...

</choice>
</parameter>
<parameter name="symbolstyle"

location="g/rect/@style" />
...

state
symbol

Fig. 5. Template mechanism: Definiton of a symbol

<template id="default_act">
<!– input section –>
<inputs>

<input variable="act" type="activity">
<descr>activity node</descr>

</input>
</inputs>
<graphic>

<!– symbol section (SVG) –>
<symbol>

<g class="activity" pv:name="activity">
...

</g>
</symbol>
<!– parameter section –>
<parameter name="name"

location="g/text[@pv:name=’name’]"
value="act.name" />

...
<parameter name="endtime"

location="g/text[@pv:name=’endtime’]"
value="formatDate(act.end,’dd/mm/yyyy’)"/>

</graphic>
</template>

<if test="self.type=ACTOR">
<template id="actor">

<inputs>
<input name="actor" value="self"/>

</inputs>
</template>

</if> <if test="self.type=ACTIVITY">
<choose>

<when test="self.type=’testing’">
<template ref="testing_act">

<inputs>
<input name="act" value="self"/>

</inputs>
</template>

</when>
<otherwise>

<template ref="default_act">
<inputs>

<input name="act" value="self"/>
</inputs>

</template>
</otherwise>

</choose>
</if>

Fig. 6. (a) Definition of templates (b) Usage of templates

Defining Usage. Having defined a set of templates the next challenge is to
specify under which conditions these templates shall be applied. Main complex-
ity in this context is to define the correlations between process elements and
available templates (cf. Fig 3). As an example consider the process from Fig. 1
where we want to use a rectangle with rounded edges for displaying activities
and a special symbol for representing "test activities". We first considered using
logic rules for this task, but withdrew this idea. First, we would have obtained a
large number of rules to be maintained. Second, specification of such rules would
have been a complex task (e.g., precise conditions for firing rules would have had
to be specified). Third, rules are not guaranteed to be conflict-free; i.e., there
might be two rules, one defining a red background color and the other specifying
a green color. A general conflict resolution strategy for this case would be very
complex to realize. The solution we have chosen instead is depicted in Fig. 6b.
Using "if-then-else"-like statements together with a first-occurrence-wins policy,
it is ensured that the template to be applied can be determined unambiguously
at runtime. The algorithm we developed in this context traverses all elements of
the process model and assigns the corresponding symbols to them.
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Fig. 7. Use of stylesheets for adapting format parameters

3.2 Formatting a Process Visualization

The task of formatting a process visualization is subdivided into 3 steps (cf.
Fig. 4). In Section 3.1 we already explained how to describe unambiguously
which symbol has to be used for visualizing a certain process element. This
definition is interpreted in Step S1 where symbol templates are assigned to the
process elements. In Step S2 the parameter values of the templates are calculated
according to the scriptlets contained in the templates. Consequently, the place-
holders are substituted by concrete values from the process model (instance).
During Step S3 graphical attributes of the process elements are adapted accord-
ing to users’ preferences (cf. Fig 7). In this step, colors, fonts, line styles, etc. can
be modified using Cascading Style Sheets (CSS). The latter complement SVG
graphics’ formatting capabilities. In contrast to the previous steps, S3 is executed
by the rendering engine of the SVG viewer. By using templates for the coarse
layout and stylesheets for the personalization of graphical attributes we gain ad-
ditional flexibility, which allows us to easily adapt the final appearance of process
visualizations. This is realized by providing more than one stylesheet for a par-
ticular VisModel. The stylesheet to be used is selected lately at runtime, e.g.,
depending on the organizational unit that requested the process visualization. It
is even possible to hide process elements in this late stage using CSS-attributes.

Key to deal with the requirements from Table 1 is the described template
mechanism. It enables great flexibility defining the appearance of process ele-
ments and also promotes their reuse (Req. 1–3). The look of the resulting process
graphs can be customized further using stylesheets (Req. 4). By adopting SVG
easy deployment of a visualization component considering available Web-browser
plug-ins becomes possible (Req. 5). Further, the availability of frameworks for
generating SVG server-side is useful in our context. Thus Req. 5 and 7 are met.
In addition to this, SVG allows for the easy definition of process symbols us-
ing standard editors (Req. 6). The implementation efforts could be reduced by
harking back to existing libraries (e.g. for JavaScript and XPath) (Req. 7).

4 Proof-of-Concept Implementation

We have implemented the described concepts in a powerful proof-of-concept pro-
totype. Fig. 8 depicts sample screens showing the same process in two different
execution states and with different appearance. Fig. 8a shows a visualization of



Proviado – Visualizations of Business Processes 69

the process from Fig. 1, which is similar to what is offered by current process
design tools. In Fig. 8b the same process is depicted in another style and with
progressed execution state. Reducing the number of elements and streamlin-
ing notation often leads to an improved readability as in the given case. This
is particularly suitable for monitoring components highlighting activity execu-
tion states using different colors. Similarly, another VisModel using colors for
identifying participating actors and varying border styles for representing exe-
cution states can be defined. Additional information on less important process
attributes can be visualized using tool-tips (cf. Fig. 8b). Since we apply SVG,
processes can be monitored with standard Web browsers. Usually they include
respective plugins providing basic operations (e.g., zooming) by default. Ad-
vanced SVG features like animation and scripting have enabled us to interact
with users in a sophisticated way, e.g., by replaying process execution with ani-
mated state transitions. Our demonstrator is implemented using Java and other
standard techniques like XML, XPath, CSS, and JavaScript.

a)

b)

Fig. 8. Screenshots showing two different presentations of the same process
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5 Related Work

There are numerous Workflow Management systems (WfMS) which enable the
definition, execution, and monitoring of business processes. In particular, the
modeling and monitoring components of these WfMS provide visualization sup-
port for model and instance data. However, only those process data can be
visualized which are under control of the WfMS (e.g., WBI Monitor [4]). A more
open approach is followed by process performance management (PPM) tools
(e.g. ARIS PPM [5]), which support the monitoring of processes whose data is
scattered over multiple information systems. Altogether these tools show limita-
tions with respect to their visualization component. Neither can the visualization
of a process be personalized nor can it be adapted to the current context. In par-
ticular, processes are always displayed as drawn by the process designer, and the
discussed requirements are not met. Furthermore, at the process instance level
visualization support is mainly restricted to the control flow perspective, whereas
other process aspects (e.g., data flow, resources, application data, etc.) cannot
be displayed. Finally, the Web interfaces of current tools are rather poor and also
not adaptable to users’ needs. For these reasons, current monitoring tools are
mainly used by administrators and developers. A more flexible, but also more
complex approach is offered by generic visualization software; e.g., ILOG JViews
is not bound to a specific WfMS or workflow meta model and therefore enables
more flexible, but also more complex to realize process visualizations.

The area of Information Visualization deals with the use of computer-sup-
ported, interactive, visual representations of data to amplify cognition [6]. Sev-
eral approaches are available for the visualization of general graph structures
[7]. However, there is literature dealing with BP visualization [8,9,10,11]. Most
approaches focus on special aspects rather than providing a complete picture.
Examples include the layouting of certain process graphs [9], the mapping to
SVG [10,12], and the adaptation of the set of displayed process elements [13].
ArchiMate [11] is more ambitious and supports different visualizations and view-
points of enterprise architectures for different user groups. However, most of the
discussed requirements have not been addressed by these approaches.

6 Summary and Outlook

We have presented an approach for the personalized visualization of process
model and process instance data. For this we have introduced a VisModel that
comprises all configuration parameters providing adaptable BP visualizations.
Key concept is the flexible definition of process symbols independent from
process model data. This has been realized based on a powerful template mecha-
nism. Due to lack of space we have explained basic concepts by means of simple
examples rather than providing formal considerations.

The configuration of process visualizations, i.e., the specification of a Vis-
Model, is a complex task that requires writing XML-code. We plan to build a
sophisticated tool that allows for the graphical definition of a VisModel as well
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as for template reuse. Template generation will be facilitated integrating an SVG
editor. Layouting general process graphs is another complex task [14]. This and
other challenges have been factored out in this paper. At the moment we opt
for using existing positioning information of process elements, but we aim at
replacing this workaround with sophisticated layout algorithms. Layouting will
be introduced to the formatting task from Fig. 4 (after Step S2), where the re-
sulting graph objects can be used to calculate the adequate layout. Automatic
layout even gets more important when taking into account more advanced issues
like view mechanisms or different visualization forms of process data (e.g., swim
lanes, gantt charts, etc.). Finally, in Proviado several other activities are on their
way to accomplish all tasks depicted in Fig. 4. This includes view generation (S0),
access control, and process data integration.
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Abstract. Providing personalized and collaborative services on the web is 
critical for creating customer and business values in many e-business domains 
such as e-shop, e-marketplace, e-news, e-learning, e-finance, and e-tourism. 
The goal of this paper is to propose a generic service-oriented framework  
and modeling techniques for facilitating the development of a powerful 
personalized and collaborative e-service system that is adaptable for use in 
various e-business applications. A unified data model as well as integrated 
process models for supporting advanced e-service requirements including 
search, recommendation, customization, collaboration, negotiation, and trust 
management are presented and discussed with examples.  

1   Introduction 

The increasing availability of web technologies and high accessibility of e-commerce 
(EC)/e-business (EB) applications have strongly pushed enterprises to adopt 
innovative business models and processes for leveraging their organizational 
capabilities and market competitiveness. Emerging market-oriented EC/EB business 
models include e-Shop, e-Mall, e-Procurement, e-Marketplace, e-Auction, Virtual 
Communities, Value Chain Service Provider, Value Chain Integrator, Collaboration 
Platforms, Information Intermediaries, and Trust Service Provider etc [14,21]. On the 
other hand, in addition to transaction and payment process, product/supplier search 
and discovery, recommendation and selection, auction and negotiation etc have been 
indicated as major service-oriented processes for delivering advanced business 
services to create efficiency and effectiveness in serving customers [6,16,20]. For the 
past few years, many web-based application-level e-services have already been 
provided in various EB domains, for instances, on-demand news search, subscription 
and delivery in the e-news sector, on-line course selection and registration in the e-
learning sector, on-line investment portfolio recommendation and management in the 
e-finance sector, on-line airline reservation and package tour recommendation in the 
e-tourism sector, as well as on-line matching, auction, and negotiation in e-shop and 
e-marketplace sectors. Among many e-service characteristics and functions, 
personalization and customization as well as collaboration and communication have 
frequently been pointed out as critical factors for attracting and retaining individual 
and group customers, as well as for increasing market shares and generating more up-
sell/cross-sell revenues [1,2,17,18,23,24].  
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Personalization is often referred as the ability to provide content and services 
tailored to individual customer’s needs based on his preferences and behavior, or on 
the profiles of others with similar actions [1,24]. Besides the personalization, 
collaboration has also been considered as the most important ingredient of EC/EB 
applications and is often seen as the stimulus and mechanism for social interactions 
that offer supports for coordination, communication, and negotiation among group 
members [2,17]. As web-based technologies and applications advanced and expanded 
quickly, more information–intensive and decision-oriented services are desired in 
almost all EB industries to support personalized and group-based customer needs. 
Consequently, there is no doubt that providing personalized and collaborative e-
services on the web to meet individual and group-based customer needs as well as to 
attain process efficiency and effectiveness have become essential means for creating 
customer values and for sustaining business profitability and competitiveness. 
However, previous research works related to e-services and web services as well as 
web personalization and collaboration areas focus mainly on specific technical 
subjects such as service platform and middleware, user profile modeling, service 
modeling and architecture, service metadata development and management, service 
search and recommendation, service composition and execution, as well as functions 
and processes for delivering search, recommendation, and negotiation services in 
various application domains [3,8,10,11,12,13]. As a result, the lack is significant 
regarding the development of an ontology-based e-service framework that is 
adaptable to a variety of e-business application domains for effectively specifying and 
sufficiently representing desired business-oriented personalized and collaborative e-
services [4,7,17,24]. Meanwhile, unified business data and process models for 
facilitating the implementation and operation of these desired inter-related 
personalized and collaborative e-services remain as critical yet less-touched issues 
that deserve more in-depth exploration. In this paper, we aim at proposing a service-
oriented architecture, a unified data model, as well as integrated process models for 
supporting the development and delivery of advanced e-services including search, 
recommendation, customization, coordination, communication, auction, negotiation, 
and trust management to meet personalized and community-based e-service 
requirements. The objective is to provide a generalized e-service framework and a 
system design guideline for building a powerful personalized and collaborative 
information system that is adaptable for use in various e-service industries. The rest of 
this paper is organized as follows. A brief review of related works is provided in 
section 2. The integrated e-service framework is presented is section 3, followed by 
the presentation of a unified data model and application-level process models in 
section 4 and section 5 respectively. The final section contains the conclusion and 
directions of future research. 

2   Related Works 

In this section, previous research works related to web personalization, web 
collaboration, and web services technologies are reviewed and the needs for further 
studies are identified.  
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2.1   Web Personalization 

In recent years, the web personalization issue has been addressed in different 
application domains with different perspectives. Godoy et al (2004) propose an 
interface-agent approach for personalizing web-based information search and 
newspaper generation. Major tasks performed by interface agents include searching 
and filtering relevant web documents, generating personalized digital newspapers, as 
well as modeling and adapting user interests into a user profile [11]. Dolog et al 
(2004) address the demands of more effective personalization functionalities for 
learning in open environments to provide learner orientation and individualized 
access support. They propose a service-based architecture for establishing 
personalized e-learning systems, where personalized search, recommendation, and 
link generation are described as main personalization services [10]. Harvey et al 
(2005) report that an effective decision support system must produce valued 
information while taking into account user’s constraints and preferences on resources. 
They propose a hierarchical multi-agent system that is driven by a user model and 
uses a negotiation process to solicit and organize agents to produce and assemble 
information for making buy/don’t-buy decisions on a single investment [12]. 
Werthner and Ricci (2004) indicate new ways for travel and tourism industries to 
satisfy consumer needs by means of more customized and configured tourism-related 
products and services. They expect to see tourists specifying their needs and using 
intermediary services such as personalized recommendation or reverse auction to 
select products and vendors for fulfilling their demands [22]. Rigou et al (2004) 
present a k-windows algorithm for efficient personalized clustering in online 
shopping environment to deliver the list of tailored products based on customer’s 
needs [19]. Collectively, it can be seen that the personalized services identified in 
various business domains include the directory and search services, the selection and 
recommendation services, the self-planning and customization services, as well as the 
auction and negotiation services.  

2.2   Web Collaboration 

Among researches related to web collaboration, Bafoutsou and Mentzas (2002) define 
collaborative computing as the use of computers to support coordination and 
cooperation of two or more people who attempt to perform a task or solve a problem 
together [2]. They conduct a survey of collaborative tools and classify them into four 
functional service categories including group file and document handling, computer 
conferencing, electronic meeting system, and electronic workplace. Considering 
collaborative commerce as an emerging paradigm in which a variety of business 
stakeholders collaborate interactively to sustain competitive advantage, Park et al. 
(2004) propose a role-driven component-oriented methodology for developing 
collaborative commerce systems [17]. Kim and Gratch (2004) propose a planner-
independent collaborative system architecture to support collaborative planning 
interactions [15]. Divitini et al. (2004) discuss the need for mobile share workspaces 
as well as an experimental platform for ubiquitous collaboration [9]. The mobile 
collaboration service platform offers services for creating and maintaining users, 
activities, and resources, for dynamically configuring these entities, and for 
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maintaining the presence model. Cai (2005) presents a methodology and a framework 
for modeling the stakeholders’ social interactions and improving their collaboration 
processes [3]. Three key factors of the collaborative management identified are 
process, perspective, and conflict management. Orriens and Yang (2005), in their 
attempt to improve composite web service development, introduce a business 
collaboration design framework which uses a blend of design perspectives, facets, and 
aspects for effectively developing and delivering business collaborations [17]. In their 
approach, the design facets focus on the specification of business description elements 
including what, how, where, when, who, and why.  It can be seen that collaborative 
services have been discussed from varying angles including the collaborative 
computing, commerce, planning, design, and process, as well as the mobile 
collaboration perspectives. Both the framework and service functions are diversified. 

In summary, previous works on personalization and collaboration usually took a 
narrow view and focused only on specific functions or techniques. Therefore, there 
are needs of service-oriented architectures and systems, unified data models, and 
integrated process models that can fully incorporate and structurally represent all 
required participating roles, products and services, needs, preferences and constraints, 
as well as processes and models for guiding enterprises to innovate, create, deliver, 
and manage suitable personalized and collaborative e-services for their customers.  

3   The e-Service Framework  

For supporting advanced multi-dimensional personalization and collaboration, we 
propose a service-oriented framework in which customer-centric e-services include 
profile creation and management, navigation and search, recommendation and 
selection, do-it-yourself (DIY) planning and customization, collaboration and 
communication, auction and negotiation, tracking and feedback control, as well as 
trust management, in addition to the usual transaction and payment service. Figure 1 
depicts the proposed service-oriented framework. Contents and functions of these 
services are described below. 

Profile Creation and Management Services: Services provide in this group allow 
customers to create and maintain their multi-dimensional personal profiles including 
basic personal information, interests and preferences, goals and constraints (e.g. 
return on financial investment and budget limits), location/time and device situations 
(e.g. on trip with a cell phone), as well as evaluation criteria and weights for selecting 
products, services, and providers. Also included are facilities for creating personalized 
web pages along with subject directories, bookmarks, and annotations. 

Navigation and Search Services: These services provide customers with navigation 
and search mechanisms to retrieve and browse product and service information based 
on subject hierarchy and keywords or full text. etc. Customers can also save the 
resulting web sites or content pages in a personal favorite list for future use. 

Recommendation and Selection Services: As decision support services, the 
recommender and selection functions use the customer’s inserting request in 
association with his previously stored personal profile to activate the evaluation 
process using system default or personalized evaluation criteria. The result of the 
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recommendation services shows system recommended products, services, and 
vendors that match the customer’s needs and preferences with the highest degree. 
Collaborative filtering and case-based reasoning (CBR) techniques are also used for 
deriving recommendations. Customers can change their requests and compare the 
recommended results to select final products/services and put them in a shopping cart. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. A service-oriented framework for personalized and collaborative services 

DIY Planning and Customization Services: Personalized planning and customized 
product design are main functions of this services group. Through interactive steps, 
the customer can specify product and service specifications, and then form a 
personalized purchase plan by bundling desired products and services. Some 
examples of customized products include DIY investment portfolios, travel plans, and 
course materials in e-finance, e-tourism, and e-learning domains respectively. 

Collaboration and Communication Services: The basic collaboration services 
allow customers to form special interest groups and virtual communities, to set up 
community forums and communication channels, as well as to collaboratively work 
on specific subjects with others for making group-oriented decisions. Network 
conferencing, brainstorming, voting are associated mechanisms for group decision 
making. Communication services include email, bulletin boards, and online chatting. 

Auction and Negotiation Services: This group of services provides a dynamic and 
competitive pricing environment for customers to hold better bargaining positions. 
The auction services allow customers to issue product/service requests with specified 
needs and terms, and to launch reverse auction sessions that call for product/service 
providers to bid on the posted individual or group purchase plans. The submitted bids 
are evaluated according to pre-specified criteria. Providers with satisfactory 
cost/benefit levels are selected as candidates for contract negotiation. The negotiation 
services allow customers to negotiate terms and contracts with chosen providers. 

Tracking and Feedback Control Services: This service group provides mechanisms 
via fixed and mobile devices for customers to track in-progress order transactions, to 
request for technical support, as well as to make necessary changes for controlling the 
qualities of products and services. Customers’ satisfaction levels about the products 
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and services are collected using feedback control facilities. Also supported are FAQ 
and complaint handling functions. 

Trust Management Services: Provided by independent intermediary service 
providers, trust management services allow both customers and product/service 
providers to register and attain authorized trust seals and certificates. The trust 
certificates are accessible on line for ensuring secure transactions between customers 
and product/service providers. 

Using web browsers, consumers can access application-level personalized and 
collaborative services from application servers provided by direct product/service 
providers and/or intermediary service providers. By analyzing customer’s inputs and 
profile, application servers of specific domains such as e-tourism and e-learning 
systems activate proper service processes and establish links to necessary 
intermediary and backend web service servers for carrying out all required retrieval, 
computational and composing activities to deliver customer-requested services.  

4   The Unified Data Model 

The main information categories needed for sufficiently supporting web-based 
personalization and collaboration include customers, products and services, product 
and service providers, as well as functional processes and models.  

Customers: In the customers category, multi-dimensional customer profiles are 
created to specify data objects including customers’ basic information, needs and 
preferences, constraints and time/location situations. The basic information object 
contains personal data elements such as name, gender, age, phone number, and email, 
etc. The needs and preferences objects contain data elements that specify customers’ 
needs and preferences related to specific products and services.  Taking the e-tourism 
application as an example, the needs and preferences data for package tour selection 
include countries and cities, specific destinations and sightseeing points, specific 
hotels and restaurants, range of departure dates etc, as well as preferred destination 
features such as SPA, cultural heritages, amusement parks, art museums etc, and 
preferred hotel features such as ranks, locations, and facilities, and so on. The 
constraints and time/location objects contain data elements that specify customers’ 
buying constraints in acquiring the products and services, as well as the device types, 
and time/location conditions for executing transactional activities. For instance, the 
customer’s USD 1000 budget limit for a package tour and his current situation of 
being on a car with a PDA, are specified constraint and situation data for processing 
the specific e-tourism applications.  

Products and Services: In the product category, multi-dimensional product profiles 
that specify products’ basic information and detail specifications are created. The 
basic product information objects contain first-level data elements that describe 
products in a compact way as shown in a product catalog. Major data elements 
include product ID, product name, product type, price, and manufacturer. The detail 
product specification objects provide data elements for completely specifying the 
products. Using the aforementioned package tour as a product example, the second-
level product specification data elements include countries, cities, destinations, 
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sightseeing points, hotels, restaurants, departure dates, as well as specific features 
about destinations, hotels, and transportations etc. Similarly, basic information and 
detail specification objects and associated data elements of the service category can 
be defined in the same way. In addition, ID or name data of processes and models 
needed for executing a specific service are also specified in this category.  

Product and Service Providers: In the product and service providers category, the 
basic provider information object containing data elements such as provider ID, name, 
type, phone number, email, and web site, as well as the product/service offerings 
object containing data elements such as product class, product ID, product name, and 
list price, etc are both specified.  

Processes and Models: In the functional processes and models category, the process 
object related to a specific service describes the service process in terms of process 
ID, process name, service functions/activities, associated decision/knowledge models, 
and process input/output files and elements; while the model object specifies 
computational models by using model ID, model name, model input/output files and 
elements, as well as computing software and programs. For an example, the 
recommendation service for recommending personalized package tour involves a 
package tour retrieval process and an evaluation process. The package evaluation 
process uses a multi-criteria evaluation model and a rule model for scoring, 
evaluating, and ranking providers’ package tours, and then presents package tours 
with the higher matching scores as recommended candidates for customers’ 
inspection and selection.  Figure 2 shows an object-oriented (OO) data model with 
these identified service objects. If a relational DBMS is used for database 
implementation, then the OO conceptual data model must be mapped into an internal 
relational data model.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. An OO conceptual data model for personalized and collaborative services 

For a specific request instance in the package tour selection example, the customer 
specifies his needs and preferences of package tours by inputting values and weights 
for the chosen data elements to be used in the evaluation process. The total matching 
scores of package tours provided by different travel agencies can be generated by first 
retrieving selected data elements and then triggering the specified package tour 
evaluation model and rules. Package tours with final scores exceeding the customer’s 
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pre-specified satisfaction level are presented as recommendations to the customer. For 
the DIY planning and customization services, information objects of customers and 
products, and a self-design process are involved. For activating the collaboration 
services, multiple customers, multiple alternatives for a product, as well as a plan 
proposing process, an idea generation and exchange process, a voting process, and a 
finalized group plan presentation process are involved.  For a reverse auction service, 
involving information objects include the customers, products, providers, and an 
auction initiating process, a bidding process, and a bid evaluation and selection 
process. As for processing the negotiation services, the customers, the products, the 
providers, as well as a proposal exchange process, a proposal evaluation process, and 
a contract generation process are required. Therefore, the proposed unified data model 
is capable of supporting all required personalized and collaborative services.  

5   The Integrated Process Model 

Implementing a web information system with integrated personalized and 
collaborative services in various domains such as e-tourism and e-finance, customers 
such as travelers and investors can easily perform the following service processes. 

1. To register and obtain an authorized certificate as a reliable customer for accessing 
services and conducting secure booking and payment transactions. 

2. To create and maintain personal profiles for specifying personalized needs, 
preferences, constraints, and evaluation criteria.  

3. To navigate, search, and browse products and services information that are 
relevant to the selected subjects or specified search criteria by using desktop 
computers or mobile devices, as well as to create lists of favorite resource links. 

4. To activate the recommendation and selection process using direct-input or pre-
specified needs, preferences, evaluation criteria and weights for receiving system 
recommended products and services, and for choosing products and providers that 
match the needs and preferences with the highest satisfaction level. 

5. To design customized products/services when no existing ones responded to the 
search and recommendation processes meet the customer’s needs and preferences. 

6. To locate and organize customers of similar interests in a community to exchange 
ideas and collaboratively design and develop group-based products and services. 

7. To propose products and services requests and initiate reverse-auction sessions for 
selecting providers with the best bids as candidates for negotiation. 

8. To negotiate contracts and terms with chosen product/service providers and 
develop the final contracts for implementation.  

9. To place orders and issue payments for selected/contracted products and services. 
10. To track the progress of transactions, access technical supports, and give 

feedbacks related to the use of products and services, as well as to dynamically 
make necessary changes on needs and preferences for controlling the qualities of 
products and services during the operational stage. 

Figure 3 illustrates an integrated process model for streamlining these personalized 
and collaborative services. With the proposed integrated personalization and 
customization services and processes, all phases of customers’ product/service search 
and decision-making processes can be fully supported.  
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Fig. 3. The integrated process model of personalized and collaborative services 

6   Conclusion 

In this paper, we accomplish the objectives of (1) addressing the need of personalized 
and collaborative services in a variety of business sectors, (2) providing a compact 
literature review on related works, (3) proposing a service-oriented framework for 
integrating the desired personalized, collaborative, and supportive services, (4) 
presenting an unified conceptual data model and an integrated process model for 
efficiently and effectively developing a web-based information system to incorporate 
all advanced personalized and collaborative services. Furthermore, the service-
oriented framework, data model and process model are adaptable to various 
application domains for facilitating the implementation and operation of personalized 
and collaborative services. Future research topics include practically implementing 
the proposed service framework, data model and process model to specific application 
domains, as well as measuring system and services performances from both customer 
and business perspectives. Also to be explored is the issue of extending web service 
related description, semantic web ontology, and execution languages such as WSDL, 
OWL-S, and BPEL to standardized the business–level service framework and models 
for working with the SOAP-based web service environments. 
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Abstract. People in most business processes still use the basic technologies 
such as e-mail or intranet information portals to collaborate on the Internet. 
Collaboration is thus primarily restricted to sharing of documents and 
comments between individuals or within small groups. The paper examines 
ways to provide higher levels of support for collaboration especially for 
collaboration in the large.  The paper first defines levels of collaboration and 
technologies available to support each level. It then develops a definition of 
collaboration capability in terms of these levels and proposes methods that use 
collaboration capability levels to define collaboration requirements for 
particular applications. It then provides ways to extend workspaces to support 
collaboration in the large. 

Keywords:  Situation analysis, Collaboration, Knowledge Sharing. 

1   Introduction 

Collaboration and use of technology are now generally recognized as necessary to 
improve business processes. For example collaborative systems were effective in 
reducing the preparation of response documents from 4 to 2 months in consulting 
organizations [1]. Another example is the capture of best practices to share within 
organizations [2].  Such benefits are particularly possible in processes that are 
knowledge intensive [3]. This particularly applies where people are required to deal 
with increasingly complex situations that require a quick response. One obvious 
example here is emergency response systems [4] that must quickly respond to rapidly 
emerging situations. In business processes there are also situations that require 
response. Examples can be falling market share, a new competitor or opportunity 
provided by a new technology. The general consensus is that organizations must 
become agile and quickly respond to such situations in creative and innovative ways, 
a process sometimes called situation analysis, which requires ways to support people 
within the organization to collaborate to share their knowledge to quickly provide 
innovative solutions.  

In most users the only collaborative technologies used are e-mail, and portals for 
collaboration. However, research [5] has shown that such support is generally 
restricted to exchange of information as this often requires users to themselves spend 
time in organizing e-mail into folders recording relationships between messages and 
ensuring that their information is up to date [6].  Collaboration in the large poses 
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further problems as it must be supported between functional units as well as within 
functional units and requires planning of work processes as well as coordination of 
these processes. 

Often the choice of collaborative tools is left to individuals whose goal is to solve 
their local problem leading to complications further down the line. This paper 
describes an organizational approach to the design of collaborative systems. It first 
proposes a measure of collaboration that measure ways to obtain value across the 
whole organization. It then shows how this framework can be used both to identify 
problems in current systems as well as to design new systems and ways to select 
required technologies. The framework identifies levels of collaboration and technical 
strategies for realizing them.  The paper begins by describing the framework. 

2   The Framework 

The framework for collaboration proposed in this paper includes three dimensions, 
namely: 

Level of collaboration, which define a basic measure of collaboration in the activities, 
and 

Collaboration capability that defines the contribution of collaboration to the business 
value of the organization. 

Defining a set of collaboration levels provides a way to measure the effectiveness of 
collaboration in the organization. This in turn is used to evaluate the collaboration 
capability, which provides a way to identify collaboration shortfalls. Collaboration 
capability can be used to define collaboration requirements for a given situation. The 
paper then provides guidelines for choosing technologies to satisfy the collaboration 
requirements. Usually this will require raising collaborative levels. This can be 
applied across the whole organization or refined to apply to the different activities 
found in situation management. 

The framework recognizes that there are a large number of activities when dealing 
with a situation. Each activity may need different kinds of collaborative support. The 
framework can be used to identify critical activities and raise collaboration 
significantly in selected activities, as for example speeding up a response to new 
business opportunities [7]. On the other hand as for example in the case of 
collaboration in business process such as supply chain management it can raise the 
level gradually to add value across the whole process. 

2.1   Levels of Collaboration 

The collaboration levels proposed in this paper are shown in Table 1.  
Table 1 describes each level and its characteristic, as well as the knowledge needed 

to realize the level. Five levels are defined, namely: 

• Event notification, where roles are informed of any changes that effect the roles. 
• Document sharing, where documents are distributed between responsible roles, 
• Work process support, which often defines monitoring levels of activity and 

sending reminders to collaborators, 



84 I. Hawryszkiewycz 

• Joint work, where users work together in a synchronous manner,  and 
• Joint goal setting, where people jointly decide how they will work together. 
 

Table 1. Levels of Collaboration 
 

Level Characteristics of collaboration 
levels 

Knowledge requirements 

Collaboration 
level 1- Event 
Notification 

Informing people about events 
related to their roles. Presenting 
the functional situation globally. 

People responsibilities 
in the organization and 
their location or contact. 

Collaboration 
level 2 - 
Document 
Sharing  

Sharing explicit information. 
Presenting latest information to 
roles responsible for functional 
units. Obtaining comments on 
information. 

Role responsibilities and 
information and documents 
that they require to 
effectively carry out their 
roles. Knowledge of 
related documents. 

Collaboration 
level 3 - Work 
process support 

Explicit definition of 
relationships and responsibilities. 
Definition of relationships 
between tasks. Group meetings to 
resolve issues. 

Location of experts. 
Ways to assign 
responsibilities. 

Collaboration 
level 4 - Joint 
work 

Jointly create and develop 
artifacts. 

Location and 
responsibilities of people 
involved in a task. 

Collaboration 
level 5 - Joint 
planning 

Developing shared plans and 
devising coordination strategies 
between functional units. 
Developing and agreeing on 
work processes. 

Optimum team 
structures for identified 
situations. Organizational 
strategy and mission. 
Responsibilities of 
different organizational 
units. 

 

The collaboration levels provide a way to introduce technology with increasing 
levels of sophistication. Usually collaboration starts by simply notifying people of 
changes that can impact on their work. Then document sharing is added to ensure that 
people are provided with information needed to carry out their responsibilities. 
Subsequent levels are more complex as they must support intense interaction to 
coordinate activities. Work process support, requires a precise definition of the way a 
collaborative process takes place and define the responsibilities of identified roles. 
For example a response to a customer request may define the expertise needed to 
define a solution, the risk assessment, budgetary evaluation, legal aspects and so on. 
Joint work is an extension of level 3 by providing ways to carry out synchronously 
thus reducing completion time. Defining the processes to be followed also requires 
collaboration and agreement on the ways people will work to achieve organizational 
goals. This process must be clearly defined and clearly understood and followed. Joint 
planning requires involved units together plan and agree on their work processes. This 
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level often requires support for asynchronous work as goal setting often includes 
resolving many imprecisely defined alternatives. 

2.2   Collaboration Capability 

The idea of collaboration capability comes from earlier adoption of the idea of 
capability maturity model adopted in software engineering. This centered on defining 
the process requirements that ensure the development of software products.  Similarly 
the idea of collaboration capability is to define processes needed to ensure the 
effective sharing of knowledge to develop ways to respond to situations.  Table 2 
defines the collaboration capability levels. 

 

Table 2. Collaboration Capability Levels 
 

Collaboration 
Capability 

Description Expected benefits 

Capability 
Level 0 
Ad-hoc 

Use of current technologies in 
ad-hoc ways. Messages sent and 
documents exchanged in 
unpredicted ways depending on 
user preferences. 

Available technologies such 
as e-mail or portals facilitate 
exchange of information. 

Capability 
Level 1 
Task 
coordination. 

Policies exist for maintaining 
awareness in tasks and for 
sharing documents. Usually 
requires level 1 and 2 levels of 
collaboration. Can apply to 
individual business units or 
across business units. 

Consistency of produced 
documents and less 
duplication thus reducing 
unnecessary work. Improved 
awareness of what is going 
on in teams. 

Capability 
Level 2 
Process 
coordination. 

Work across different units is 
coordinated and task progress 
reported. Requires collaboration 
level 3. 

People across the 
organization can respond 
quickly to changes thus 
reducing completion times. 
Ability to provide global 
responses quickly and to 
capture best practices. 

Capability 
Level 3  
Work 
alignment 

Work processes shared across 
business units. Individuals 
discuss (usually synchronously) 
ways documents and processes 
should be managed before 
implementing them. Requires 
collaboration level 4 and higher. 

Quicker alignment of 
business units to business 
goal. Ability to provide 
global solutions quicker.  

3   Technology Levels 

A large number of technologies are available to support collaborative activities. 
Often different technologies are needed in each activity. For example in identifying 
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a situation the emphasis is on collecting information from many disparate sources 
and bringing it in suitable form to decision makers. Deciding on a course of action 
requires technologies to involve experts that use this information to assess the 
situation and decide on a response. Action execution requires technologies that 
assist the coordination of tasks involved in the execution. In rapidly evolving 
situation, such as for example occur in emergencies, the activities are continually 
evolving and must be closely integrated. Consequently technologies at each activity 
must also be tightly integrated. Collaboration technologies are classified into the 
levels shown in Table 3, 4. 
 

Table 3. Available Technologies 
 

State of 
Technology 

Available 
Technologies 

Use of Technologies 

Current 
Practice 

e-mail, 
information 
portals, SMS, 
discussion 
boards, 
workflow 
management 
systems 

Limited especially where large numbers of people 
are involved [5]. Information portals, which 
provide access to shared files. These can be useful 
in individual activities, especially in raising 
awareness to a situation and collating information. 
Less common are discussion forums, which allow 
issues to be discussed and calendars, which 
provide information about availability of people. 

Emerging 
state of art 

Shared 
whiteboards, 
video and 
audio 
conferencing, 
screen 
sharing, 
instant 
messaging, 
blogs and 
wikis 

The state of art technologies emphasize the 
synchronous aspects of collaboration but usually 
emphasize individual tasks. They can; 
• lead to quicker decisions through access to 

experts and assembly of relevant information,  
• result in quicker delivery times and knowledge 

sharing as such exchanges take place in real 
time,  

• improve work process support if special roles are 
created to coordinate joint work. 

Thus they partially go towards improving 
capability level 2 but in general are not effective 
for doing this for large scale collaboration. 

Leading 
edge 

Workspaces, 
virtual co-
location, 
graphical 
displays 

Leading edge technologies offer the best 
approach to reach higher collaboration capability 
levels for large scale collaboration.  They include 
workspaces that present the status of all activities 
and enable users to make decisions taking into 
account the whole situation. A workspace can 
present the current state in each activity using an 
integrated interface enabling quicker global 
response. 
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3.1   Matching Technology to Collaboration Level 

Table 4 illustrates the applicability of the technologies to the different levels of 
collaboration.  

 
Table 4. Matching Technology to Levels of Collaboration 

 

Level Technologies needed Extending to collaboration in 
the large 

Collaboration 
level 1 - Event 
Notification 

e-mail alerts, SMS messages. 
Visual displays. 
Information portals. 

There are no special ways 
here except mainly to rely on 
point to point communication. 

Collaboration 
level 2 - 
Document 
Sharing  

e-mail, web portals, 
discussion systems, blogs. 

Some state of art technology 
needed to improve  

e-mail usually insufficient 
Requires knowledge of 

relationships between 
documents 

Collaboration 
level 3 - Work 
process support 

Coordination and Workflow 
tools, 

Video displays, 
Calendar systems. 
Workflow systems can 

support predefined 
processes. 

Clear identification of roles 
and their coordination 
responsibilities. 

Multi window displays to 
display relationships between 
tasks. 

Ways to maintain links 
between different units for 
operational support. 

Generally requires leading 
edge technology. 

Collaboration 
level 4 - Joint 
work 

Shared whiteboards. 
Video display .Requires state 

of art technologies. 

Identifying smaller tasks 
and their relationships. Needs 
advanced coordination tools. 

Collaboration 
level 5 - Joint 
planning 

Synchronous video 
communication. 

Ways to maintain links 
between different units for 
decision support. 

 
 

From Table 4 one can deduce that technologies used in current practice can at best 
support capability level 1. To do this however will still require careful setting of 
notification schemes and automatic transmission of documents using notification 
schemes.  To do so requires going beyond simply expecting people to keep track of 
what is going on. Thus some active ways have to be implemented to inform people of 
changes and what they need to do. Most communication here also takes place 
asynchronously. 

Some general comments are that with ‘collaboration in the large’ internet 
technologies will need to support both synchronous and asynchronous work and 
integrate these with support for work processes. Some requirements are defined in the 
next section. 
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4   Designing for Higher Collaboration Capability 

Collaboration in the large will push the trend to leading edge technologies in 
particular workspaces, which will need to support both synchronous and 
asynchronous work. We have developed a metamodel [8] that defines all these 
requirements and developed a workspace system, Livenet [9], the implements them. 
We use this to first define the activities and then specify collaborative requirements of 
each activity. Figure 1 shows an activity diagram in a typical service organization, 
which provides a service to a client by packaging other available services. Figure 1 
also shows the roles and artifacts that are used in the system. Briefly it includes four 
activities, namely: 

• Packaging the product, which includes identifying client requirements, and ways 
to meet them by combining existing services or products, 

• The required services are purchased from their suppliers, 
• Delivering the packaged product and any associated training, and 
• Planning and facilitating the process.  
 
 
 
 
 
 

 
 
 
 

 
 

Fig. 1. An Activity Diagram for Service Packaging 

 
The next step is to define the requirements in terms of the business value expected 
from collaboration. The collaboration level needed to get that value is then identified 
and technology chosen. In this case the goal is to achieve collaboration capability 
level 2 to expedite the time from customer request to delivery. This can then be 
reduced to individual activities as: 
 

Identify input requirements – find the suppliers as quickly as possible, 
Packaging service – reduce time to package the product, 
Delivery – reduce time to deliver the product and train users. 
 

In the implementation each activity is implemented as a workspace that includes the 
technologies needed to realize the required collaborative level. Table 4 provides the 
guidelines for choosing such technologies. These will include lightweight workflow 
to keep track of progress together with notification schemes and perhaps blogs, or 
discussion boards, to share experiences and best practices. 
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Furthermore, integration requires that: 

Artifacts must be shared across workspaces with a permission system to clearly define 
responsibilities for them. 

Notifications can be sent across workspaces, 

A workspace network is illustrated in Figure 2. Usually there is a central workspace, 
in this case a business process that links to all services. Each service has its own 
workspace for each of its activities. It is easy to move between workspace. 
 

Fig. 2. A workspace Network 

 
For collaboration in the large the workspaces must be integrated. Integration 

between the workspaces is achieved in a number of ways and usually requires objects 
to be shared between workspaces and ways to navigate between the workspaces. 
Typical features include: 

• Artifacts can be shared between workspaces with permissions depending on 
the workspace by a copy and link process. 

• People can appear in more than one workspace with different abilities in 
each workspace, 

• Events in one workspace can trigger actions in another. 

A single workspace is illustrated in Figure 2. It shows all the objects in the workspace 
as well as links to related activities and groups. 
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Fig. 3. A workspace 

5   Future Work 

Collaboration in the large can prove to be difficult to manage by people using 
technology itself. Many applications based on general purpose workspaces fail [10] 
because of the time needed to change the workspace as the work process changes. 
Our goal is to develop what is defined here as an active workspace. In this case the 
workspace possesses sufficient knowledge to assist users to adapt it to current 
situation. We are currently developing an agent architecture [13] to support such 
message exchange. A typical scenario would be one where for example a delay is 
encountered in some project task in a supply chain. The implication of this would 
be evaluated for each subsequent task and individuals in these tasks would be 
notified with corrective actions suggested. The research 11, 12]. Each agency can 
support one activity with the agencies exchanging messages to maintain global 
awareness.  

6   Summary 

This paper developed a framework for assessing levels of collaboration and 
improving collaboration in situations that require the collection and analysis of 
information and using this to respond to the situation. It then illustrates ways to 
achieve high collaborative capabilities for collaboration in the large. 
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Abstract. In this paper we present a flexible design approach and a software 
framework for integrating dynamic and volatile functionality in Web applica-
tions, particularly in e-commerce software. We first motivate our work with 
some examples. We briefly describe our base design platform (the OOHDM de-
sign framework). Next, we show how to deal with services that only apply to a 
particular set of application objects by clearly decoupling these services from 
the base conceptual and navigation design and by defining the concept of ser-
vice affinity. We describe an implementation environment that seamlessly ex-
tends Apache Struts with the notion of services and service’s affinities. Finally, 
we compare our approach with others’ work and present some further research 
we are pursuing. 

1   Introduction 

Complex E-Commerce Web applications are hard to build and harder to maintain. 
While they initially comprise a myriad of diverse functionality, which makes devel-
opment a nightmare, their evolution tend to follow difficult to characterize patterns; 
quite often, new services are added and tested with the application’s users community 
to determine whether they will be consolidated as core application services or not. 
Moreover, there are services which are known to be temporary, i.e. they are incorpo-
rated into the application during some time and later discarded, or they are only acti-
vated in specific periods of time. In this paper we are interested in the design and 
implementation of those, so called volatile requirements and the impact they have on 
the design model and on the application’s architecture. We present an original ap-
proach to deal with these requirements modularly; by clearly decoupling the design of 
these application’s modules we simplify evolution. 

There are many alternatives to deal with this kind of volatile requirements. One 
possibility is to clutter design models with new extensions. The main problem with 
this approach is that it involves intrusive editing and therefore it may introduce mis-
takes as new functionality is added or edited. A second possibility is to consider that 
volatile functionality does not deserve to be designed (as it is usually temporary) and 
deal with these changes only at the implementation level. This approach not only is 
error prone but it also de-synchronizes design documents with the running system, 
therefore introducing further problems. 
                                                           
* Also CONICET. 
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Volatile requirements pose a new challenge: how to design and implement them in 
order to keep the previously described models and the implementation manageable 
[15,16]. For example suppose we want to support donations (e.g. as in Amazon after 
South Asian Tsunami in 2004); this functionality arose suddenly, and implied adding 
some new (fortunately simple) pages and links from the home page. This kind of 
additions are usually handled in an ad-hoc way (e.g. at the code level), making design 
documents obsolete.  

Keeping design models up to date is not straightforward: Should we clutter the de-
sign models with these new navigation units and then undo the additions when the 
requirement “expires”? How do we deal with those requirements that are not only 
volatile but moreover they apply only to some specific objects (e.g. not to the com-
plete set of one class’s instances)? Should we modify some specific classes? Add new 
classes in a hierarchy? Add some new behaviors to existing classes? The main risk of 
not having a good answer to these questions is that the solution will be to patch run-
ning code, making further maintenance even harder. 

In this paper we describe our model-based approach for dealing with volatile func-
tionality. We describe a simple approach which can be easily incorporated into the 
design armory of existing methods. It comprises the definition of a Service layer, 
describing volatile services both in the conceptual and navigational models, and uses 
the concept of service’s affinities as defined in IUHM [8] to bind new services with 
application objects. Services are more than just plain behaviors, but may encompass 
complete (conceptual or navigation) models. We also describe an implementation 
architecture to show the feasibility of our approach and an extension to Apache Struts 
that supports the architecture. To make the discussion concrete, we describe our ideas 
in the context of the Object-Oriented Hypermedia Design Method (OOHDM). 

The main contributions of this paper are the following:  

• We present a design approach for clearly separating volatile functionality, par-
ticularly when it involves the definition of new nodes and links in the Web ap-
plication. 

• We show how to integrate this functionality by using the concept of service af-
finity. 

• Finally, we describe an implementation architecture and framework supporting 
our ideas. 

The rest of the paper is organized as follows: In Section 2 we present some simple 
motivating examples. In Section 3 we describe the core of our approach by discussing 
services and affinities. In Section 4 we briefly describe and implementation approach. 
In Section 5 we compare our work with other related approaches and finally in Sec-
tion 6 we present some concluding remarks and further work on this area. 

2   Motivating Examples  

In order to show what kind of volatile application functionality we aim to deal with, 
we next show some examples in the context of the Amazon Web application. 

In Figure 1 we show part of the page of the last Harry Potter’s book. Below the 
book information and the editorial reviews, there is an excerpt of an interview with 
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the author, and a link to the full interview which is only accessible from this book and 
not from others of the series (and certainly it does not make sense in other authors’ 
books). The interview is an aggregation of questions and answers with hypertext links 
to other books and authors. One can assume that as time passes, this interview (now, a 
novelty) will be eliminated. We face two problems when designing this simple func-
tionality: how to indicate that it is available from some specific pages, and being vola-
tile, how to keep it separated from the rest of the design.  

In Figure 2 we see the page of Rolling Stone’s “A bigger Band” CD; in the end of 
the page (also shown in the Figure) we can see a link to a site for buying tickets for 
Stones’ next concert in Argentina. The same link appears in all Stones’ disks. It is 
reasonable to think that this functionality will be eliminated after the concert is over. 

 

 

Fig. 1. Interviewing a book’s author concert 

 
Similar examples such as the functionality for full search inside a book, the Mozart 

store (celebrating his 250 anniversary), etc. share the same characteristics: they are 
known to be volatile and in some cases the new services only apply to some specific 
pages in the system. A naive approach for solving these problems would be to pollute 
the design model, by adding the intended information, links or behaviors to the corre-
sponding conceptual and navigational classes. This approach fails because of two 
main reasons: 

• It neglects the fact that certain functionality does not apply to a complete class 
(e.g., not every book is linked to an interview with the author, not every CD in-
cludes a pointer to a ticket selling service) 

• It implies that the design models have to be often edited intrusively (e.g. chang-
ing attributes and behaviors of a class) 

We next elaborate our approach for tackling these problems.  
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Fig. 2. Selling tickets for a group’s concert 

3   Our Approach in a Nutshell 

The rationale behind our approach is that even the simplest volatile functionality (e.g. 
the links added to the page in Figure 2) must be modeled and design using good engi-
neering techniques. We think that by surpassing the need to design volatile functional-
ity, we not only compromise the relationships among design models and the actual 
application but also loose reuse opportunities, as many times a new (volatile) feature 
might arise once and again in different contexts. A model-based approach, instead, 
allows increasing the level of abstraction in which we reason with these features, 
improving comprehension and further evolution. We next present the basic elements 
of our approach. 

3.1   A Brief Description of the OOHDM Model 

OOHDM as other development approaches such as OOWS [9], UWE [6] partitions 
the development space into five activities: requirements gathering, conceptual design, 
navigation design, abstract interface design and implementation. Though OOHDM 
does not prescribe a particular strategy for implementing a hypermedia or Web appli-
cation, its approach can be naturally mapped to object-oriented languages and archi-
tectural styles, such as the Model-View-Controller. Some MDA [7] tools already exist 
for OOHDM [2]; in this paper we describe a semi-automatic approach for generating 
running implementations which exhibit volatile services.  

Usually, new behaviors (or services) are added to corresponding classes, and new 
node and link classes are incorporated to the existing navigational schema, therefore 
extending the base navigation topology. As previously indicated, there are two prob-
lems with this approach; first it is based on intrusive editing of design models; be-
sides, and as exemplified, there is no easy way to characterize which objects should 
be the host of new links or services, when they are not defined in the class level. We 
next describe how we extended the methodology to cope with volatile functionality. 
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3.2   Modeling Volatile Functionality in OOHDM 

Our approach is based on four basic principles: 

• We decouple volatile from core functionality: We define two design models; a 
core model and a model for volatile features (called VService Layer). 

• New behaviors, i.e. those which belong to the volatile functionality layer are 
modeled as first class objects, e.g. following the Command [4] pattern.  

• To achieve obliviousness, we use inversion of control, i.e. instead of making 
core classes aware of their new features, we invert the knowledge relationship. 
New behaviors know the base classes on top of which they are built. 

• We use a separate integration layer to bind core and volatile functionality. In 
this way, we achieve reusability of core and volatile features and manage ir-
regular extensions.  

3.3   The Volatile Services Layer 

The introduction of the VService Layer was inspired in part in the IUHM model in 
which services are described as first class objects. We considered services as a com-
bination and generalization of Commands and Decorators [3]. A service is a kind of 
command because it embodies an application behavior in one class, instead of a 
method. It can be considered also as a decorator because it allows adding new features 
(properties and behaviors) to an application in a non intrusive way. Services may be 
plain behaviors that are triggered as a consequence of some user action or might in-
volve a navigational presence, i.e. a set of pages with information or operations corre-
sponding to the service (as in Figure 1). We are particularly interested in this last kind 
of volatile services. Given a new (volatile) requirement we first model its conceptual 
and navigational features in a separate layer using the OOHDM approach. A second 
step is to indicate the relationships among services and existing conceptual and navi-
gational classes; Figure 3 shows a preliminary specification of this connection. In the 
left we show the base model containing core (stable) application abstractions and in 
the right we present the specification of the service. 

 

 
Fig. 3. Separating Volatile services from the base model 
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Notice the knowledge relationship among the Tour object and the performer’s CD 
which inverts the “naive” solution in which Artists know the tour (thus coupling both 
classes), and the absence of link between the node CD and the Tour node. While the 
former is characteristic of Decorators, i.e. we are wrapping the model with a new 
service, the latter gives us the flexibility to specify different navigation strategies; for 
example we can either link the new functionality from the application (Figure 2) or 
insert it in the base node (Figure 1). 

3.4   Integrating Volatile Services into the Core Design 

VServices are connected to the application level using an integration specification, 
which is decoupled both from services and base classes. This specification indicates 
the nodes that will be enhanced with the volatile service, and the way in which the 
navigation model will be extended (e.g. adding a link, inserting new information in a 
node, etc). Notice that in the previous examples we aimed at extending only some 
specific instances of the CD (respectively Book) nodes. For example we might  
want to link some Rolling Stone’s CD’s to the ticket selling services for a concert in 
Argentina. 

We define the affinity of a service as the set of nodes (respectively objects) in the 
design model which will be affected by the services, i.e. those nodes from which we 
will have access to the service. According to [8] we specify the affinity of a service in 
terms of objects’ properties. Affinities are specified using a query language similar to 
the one that OOHDM itself uses for nodes specification [12] which was inspired in 
[4]. Those nodes which match the query are affected by the service. A query has the 
form: FROM C1…Ci WHERE predicate in which the Cj indicate node classes and the predi-
cate is defined in terms of properties of the model. Queries can be nested and a ge-
neric specifier (*) can be used to indicate that all nodes can be queried. As in 
OOHDM, the qualifier subject allows to refer to conceptual model objects. A query 
indicates the kind of integration between application nodes and services which can be 
extension or linkage. An extension indicates that the application node is “extended” to 
contain the service information (an operations) while, in a linkage the node “just” 
allow navigation to the service. For example: 
Affinity Concert 
From CDView where (performer = TourView.subject.artist.name) 
Integration: Linkage (TourView.name) 

The affinity named Concert (corresponding to the example in Figure 2) indicates that 
all instances of a CD node will have a link to those instances of TourView such that 
the performers are the same. The link is enriched with the name of the tour. Service 
might of course have more than one instance; for example in the case of the second 
motivating volatile functionality, many artists may be on tours. Each tour ticket sell-
ing functionality has its own data and the most important remark, may have its own 
integration style into core nodes. Thus, we may have to specify an affinity for each 
service instance, which is called an Instance Affinity to differentiate it from a Class 
Affinity. The functionality in Figure 2 has the following integration rule: 

Instance Affinity Concert 
Where (artist=U2 and TourView.subject.location= “Argentina”) 
Integration: Extension (TourView) 
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An affinity specifies a temporal relationship between a service and the model which 
can be evaluated either during the compilation of the model, thus requiring re-
compilation each time the affinity changes, or can be evaluated dynamically during 
page generation, as will be explained in section 4. Notice that model objects (concep-
tual and navigational) are oblivious with respect to services and their affinities and 
then they can evolve independently of their volatile nature. 

3.5   Further Issues 

We treat services as first class objects in our model. In consequence we can define 
services which apply to a service also using affinities, and therefore composing ser-
vices in a seamless way, without a need to couple services with each other. A nice 
example is the following: Suppose that we want to offer a travel service in our e-store; 
the service may be a general one, i.e. accessible as a landmark (See for example 
www.amazon.com) or it must be accessible only when certain offers arise. For exam-
ple, we could offer those people who buy tickets to a concert our travel service when 
the service takes place in a particular city. In this case we will specify an affinity 
between the travel service and the ticket service as for example: 
Affinity TravelService  
From TourView where ( Subject.concert.place= “Paris”) 
Integration: Linkage (TicketView) 

Once again we obtain a clear separation between services and their target objects 
(being them base application nodes or services). The Travel service can be used in 
multiple other situations just by specifying corresponding affinities. A Service can be 
used for example in the context of a business process activity, e.g. as defined in [11], 
just by indicating the affinity and the target node (e.g. an activity node in the check-
out process).We have also defined the concept of service specialization (a kind of 
inheritance in the realm of services) but for the sake of conciseness we omit to discuss 
this here. 

4   Architectural Design and Implementation 

We have implemented a framework on top of Apache Struts which supports semi-
automatic translation of OOHDM models, including the instantiation of Web pages, 
from the OOHDM navigational schema and their integration with volatile services. 
The framework also provides a set of custom tags to simplify user’s interface devel-
opment according to the guidelines of OOHDM’s abstract interface specification. A 
high-level description of the framework’s architecture is depicted in Figure 4. 

Our light-weight framework aims to: 

• Allow the specification, and the straightforward implementation, of a web appli-
cation navigational model, which contains nodes and links primitives such as 
those defined in OOHDM. 

• Provide support for dynamic integration of volatile functionality. 
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Fig. 4. Architecture of a framework for volatile services 
 

 

The OOHDM module provides tools to represent a navigational layer between ap-
plication domain objects and the user interface. We use the standard Struts controller 
objects to act as navigation controllers and to perform the interaction with conceptual 
objects. In this module the developer defines actions and links which allow represent-
ing the concepts in a navigation schema. This module offers support for defining 
nodes which contain the information which will be displayed in a page and profits 
from Struts custom tags for defining interface issues. Nodes contain Struts actions to 
manage navigation logic which is completely delegated to the Struts basic engine. The 
OOHDM module receives the navigational model in the form of a configuration file 
(NavConfig.xml) in which the designer specifies nodes, links and other navigation 
primitives. The information is processed and transformed into navigational objects 
which constitute the navigation layer of the application. 

The volatile service module supports the integration of volatile functionality in a 
non-intrusive way; i.e. by releasing the developer from re-factoring existing classes or 
configuration files. This module is in charge of administrating and gluing volatile 
services in the target application, and uses the OOHDM module as a collaborator, 
delegating controller and navigation tasks to it. As mentioned before, a service is 
composed of a set of navigational nodes and conceptual objects that comply with a 
specific requirement. Nodes affinities are computing according to the actual state of 
the node’s context which is defined as the set of direct and indirect relationships with 
other nodes and conceptual objects. The developer also provides all service informa-
tion through a configuration file. 

5   Related Work 

Volatile requirements have been recently dealt by the requirements engineering com-
munity; particularly in [10] the authors propose to use aspectual constructs to isolate 
volatile requirements, mainly when they cross-cut “core” application behavior. Our 
approach also aims at separating these concerns, but without using aspects. 
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Web Engineering Methods have already faced the problems of e-commerce applica-
tions. Particularly, OOHDM [11] and UWE [5] have enriched their modeling armory 
for representing business processes. These methods have also defined means to per-
sonalize general application behavior and specifically business processes. OOWS [9] 
has also exemplified many of their features for specifying complex functionality using 
e-commerce software as a target. None of these methods have already explicitly dealt 
with volatile functionality. However, OOWS has been recently extended to incorporate 
external services in the context of business processes using a model-driven approach 
[13]. In [1], the authors present an aspect-oriented approach for dealing with adaptiv-
ity. In both cases, the concept of affinity could be easily introduced to mediate in the 
context of service integration in OOWS or adaptive aspects weaving in UWE. 

6   Concluding Remarks and Further Work 

In this paper we have presented an approach for dealing with volatile functionality in 
Web applications, i.e. for integrating those services which arise during evolution and 
are either known to be temporary or are being tested for acceptance. Incorporating 
this functionality in the conceptual and navigational model of a Web application 
might cause maintenance problems due to the need of editing classes which work 
properly or to clutter the existing model with possible spurious classes. We propose to 
add a separate layer for specifying volatile functionality. We have exemplified our 
approach with some simple examples and presented a way to integrate the VService 
Layer into the core application schemata, by using the concept of affinity. Affinities, 
which are expressed as queries, allow connecting services into those application  
objects which fulfill the desired properties. We have briefly described an implementa-
tion architecture that supports the evaluation of affinities and the injection of compo-
nents defined in the VService layer into the core application objects. 

We are studying the implication of service inheritance and composition and ana-
lyzing the integration of external services (e.g. Web Services). We are currently test-
ing the described framework with demanding applications (e.g. those in which heavy 
queries must be executed). We are also studying the process of service integration via 
re-factoring of model classes. 
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Abstract. This paper provides a corporation’s marketing strategy under a 
ubiquitous computing environment: a WOM(word-of-mouth) marketing using 
RFID(Radio Frequency Identification) technology and a business model which 
facilitates the word-of-mouth marketing. To this end, we examine the word-of-
mouth communication effects on consumers’ life, changes in corporations’ 
attitude toward word-of-mouth marketing, and the difficulties that corporations 
have in conducting word-of-mouth marketing. The business model this paper 
suggests makes seamless business-to-consumer and consumer-to-consumer 
networking possible using the RFID technology and facilitates the word-of-
mouth marketing through incentive system of each economic player. 

1   Introduction 

Word-of-mouth Marketing is marketing a good or a service by the message spread by 
customers where the communication takes place voluntarily and informally between 
people or groups. It can also be referred to Referral Marketing in that consumers refer 
to the experience of other consumers in the process they start to be aware of a product 
or a service, form an opinion, and finally make a purchase. In under a ubiquitous 
computing environment, the gap of media between the real world and information 
system can be narrower with the emergence of various computing terminals 
embedded in mobile network and sensors. All the information can be delivered 
seamlessly among economic players who are engaged in every commercial activity 
[3]. The existing communication methods used in online and offline word-of-mouth 
can evolve into a new form of communication that uses every channel of word-of-
mouth, either online or offline, so any information can be sent and received 
seamlessly. 

In under a ubiquitous computing environment, all goods have IDs in a form of 
RFID, Ipv6, or color codes etc. Since digital information is embedded in goods in the 
first place, information can be delivered seamlessly without any cost to convert 
analog information into digital one. In addition, it is easy to figure out the origin of 
information. Using such features, a company can use a product as a source to deliver 
product information, and a product plays a role of a medium to link products and 
consumers. In the end, a company is able to establish a system that controls marketing 
messages and reward customers for advertising products. WOM Marketing provides 
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an experience of a prior purchaser based on trust between consumers. No matter how 
open a social boundary a consumer belongs to is, social network is formed on the 
basis of trust between people. The trust between consumers has a positive effect on 
the trust of an information receiver. But negative words of mouth spread faster than 
positive words and information can be distorted in the process of dissemination 
[1],[5]. In comparison, information spreads without distortion under a ubiquitous 
computing environment. In other words, there is little need for trust between 
consumers in this ubiquitous computing environment. 

The WOM marketing under a ubiquitous computing environment creates less 
transaction costs, provides new efficacy to those who are involved, and make a 
transaction process transparent. But the use of auto-identification such as RFID could 
end up as infringement of privacy of the purchaser. This is a negative effect of using 
auto-identification. A customer can provide information about the clothes (s)he is 
wearing to many people and get rewarded, but what (s)he possesses and how much 
they are could be exposed to anyone. Therefore, a prior purchaser should have the 
right to decide whether the information will be provided to random potential 
consumers or not, and the identity of the prior purchasers should not be accessible to 
potential consumers who scan the information. 

This paper suggests a new form of word-of-mouth communication emerging in the 
ubiquitous computing environment, along with a new business model and methods 
that facilitate the new communication. 

2   WOM (Word-of-Mouth) Marketing 

Words of mouth play a pivotal role in spreading a new product and have a defining 
effect on consumers’ selection of products among various groups. Approximately 
80% of the consumers are still affected by the recommendation of other people when 
they decide to buy something [8]. The purchasing pattern of today’s consumers hinges 
not only upon the communication between a company and a consumer, but upon 
communication network of consumers based on user experience. In this section, we 
will explain the limit of current WOM communication. 

Scenario 1 
People around Jane always ask about where she bought the wardrobe she wears and 
how to coordinate clothes. Then Jane kindly gives tips about the brand, price, and the 
store information of the clothes she buys. Afterwards, people buy the same or similar 
clothes as Jane’s at the same store Jane bought them. And they get information on 
clothes and how to coordinate clothes from the homepage of the brand on the Net. 

This scenario depicts a situation that takes place in our daily lives where WOM 
communication is carried out. In this scenario, Jane plays a role of an “employee” 
who promotes the clothes of the company by wearing them. However, the store she 
bought her clothes does not pay her anything even though she played a role in 
increasing sales. In the same token, if Jane is dissatisfied with her clothes, people who 
have been talking to her could have had a negative image about the clothes and its 
brand [1]. In other words, people who had a positive image about the brand could turn 
out to have a negative one after talking to Jane. Therefore, companies need to come 
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up with a system to reward customers like Jane who voluntarily promotes their 
products as well as measures to capitalize on those good customers. Such a system 
should encourage current good customers to recommend their products and make 
potential customers to accept the recommendation positively and purchase the 
products. 

Scenario 2 
Tom went skiing in an outworn ski suit and he thought he should buy a new one. Tom 
was lining up for a lift and he found Jay’s ski suit and liked it. So he decided to buy 
the same ski suit with him and remembered the color and design. He could have asked 
Jay its brand and price, but he shied away from asking him those things because he 
was a total stranger. Tom went back to his room and searched on an online shopping 
mall. He failed to find a ski suit he wanted and gave up. 

Anyone could have experienced the situation in this scenario. One day, you see 
something you like on the street, but you have no one to ask where (s)he bought it and 
don’t know the brand and the place that sells the good you like. Sometimes you 
cannot find it even after you search for it on the Net. In this scenario, Tom could not 
find the ski suit on the Internet. The emergence of the Internet gave consumers greater 
access to product information, and consumers’ search cost has dramatically been 
reduced, but on the other hand, search cost remains in one way or another since 
consumers have to find the information that suits their needs among the 
overwhelming volume of information. Moreover, Tom searched only ski suits that are 
registered online, and if Jay’s ski suit is not registered online, it is impossible for Tom 
to find it. The impeded flow of information between online and offline is an obstacle 
to seamless business activities. In addition, the seller who sold Jay a ski suit and does 
not provide a channel that is easily accessible to consumers lost a potential customer 
(Tom). Therefore, both the seller and Tom need a new word-of-mouth channel that 
reconnect the severed flow of information between online and offline. 

3   Ubiquitous Referral Marketing  

In scenario 2, if Jay’s ski suit had a RFID tag on it, and Tom possessed a mobile 
handset embedded with a RFID module, things could have been different. Tom could 
have scanned the RFID tag on Jay’s ski suit with his mobile handset and gained the 
information he wanted and known where to go to find that suit, online or offline. In 
the meantime, the seller can secure a potential customer without any advertisement.  
In scenario 1, if people around Jane had gained information on Jane’s clothes via the 
RFID tag hidden in clothes, they would get product information no matter what 
opinion Jane has about the clothes. Such a WOM communication is different from the 
one in the past in that information is disseminated via RFID tags, not people’s mouth. 

In a ubiquitous computing environment, all goods have IDs in a form of RFID, 
Ipv6, color codes, and since digital information is embedded in goods in the first 
place, information can be delivered seamlessly without any cost to convert analog 
information into digital one. In addition, it is easy to figure out the origin of 
information. Using such features, a company can use a product as a source to deliver 
product information, and a product plays a role of a medium to link products and 
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consumers. In the end, a company is able to establish a system that controls marketing 
messages and reward customers` for advertising products.  

WOM Marketing provides an experience of a prior purchaser based on trust 
between consumers. No matter how open a social boundary a consumer belongs to is, 
social network is formed on the basis of trust between people. The trust between 
consumers has a positive effect on the trust of an information receiver. In comparison, 
information spreads without distortion under a ubiquitous computing environment, 
the content of information can be disseminated as a company intended. In other 
words, there is little need for trust between consumers in this ubiquitous computing 
environment. A potential customer can actively receive based on what he sees and 
feels. The dissemination of information takes a form of “pulling” than “pushing.” The 
“pulling” of information takes a similar form to benchmarking [4] which is a process 
in which a company compares its products and methods with those of experts, prior 
purchasers, or community members in order to try to improve its own performance. 
The only difference is that an information giver involves less in the formation and 
delivery of the information under a ubiquitous computing environment, and 
companies can remove variables that were out of control in the past word-of-mouth 
marketing.  

The ubiquitous referral marketing under a ubiquitous computing environment 
creates less transaction costs, provides new efficacy to those who are involved, and 
make a transaction process transparent due to the features described above. But the 
use of RFID could end up as infringement of privacy of the purchaser. This is a 
negative effect of using RFID. A customer can provide information about the clothes 
(s)he is wearing to many people and get rewarded, but what (s)he possesses and how 
much they are could be exposed to anyone. Therefore, a prior purchaser has the right 
to decide whether the information will be provided to random potential consumers, 
and the identity of the prior purchasers should not be accessible to potential 
consumers who scan the information. 

In chapter 4, we will propose a new economic player, a new business model and a 
method that enable companies to enhance the performance of their marketing 
activities and reduce the risk of privacy infringement using the characteristics of 
ubiquitous referral marketing. 

4   Business Model 

According to the business model definition by Timmers [7], the business model we 
propose is composed of four business entities as seen in below.  

Prior purchasers (Jane in scenario 1, Jay in scenario 2): The Consumers who 
purchase products online or offline. They register what they purchase by opening 
an account with ubiquitous referral marketing network (a new economic player 
this paper proposed) of a seller. 
Sellers (Shop in scenario 1): People who sell products embedded with a RFID tag 
whether they take an online or offline commerce form. They can secure potential 
customers who are interested in the products.  
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Potential customers (people around Jane in scenario 1, Tom in scenario 2): They 
are consumers who have a mobile terminal with RFID Module and are interested 
in the products that prior purchasers possess. They can immediately check the 
information on the product they are interested in by scanning the RFID tag 
without any search cost. And they, using mobile network, can obtain additional 
information that sellers provide via RN. 
RN (ubiquitous referral marketing network): It plays a middleman who relays 
information between sellers and consumers. A seller provides additional 
information on the product in response to the request from a potential customer 
and gives some reward to a prior purchaser who possesses a product that the 
potential customer scanned information from.  

Figure 11 shows the structure of the roles of a seller, a prior purchaser, a potential 
customer, and RN and the flow of information between them.  

Fig. 1. Ubiquitous referral marketing service architecture 

The following explains how information spread from a prior purchaser to an 
interested person or a potential customer and to another potential customer in turn. 

A prior purchaser buys a product embedded with an RFID tag from a merchant  
and open an account with the advertising server the merchant is operating and 
registers the product (s)he bought on the server. The RFID Tag contains basic product 
information as well as EPC with which a potential customer can obtain additional 
information. 

1  This architecture is designed based on EPCglobal network and RFID ODS (Object Directory 
Service) of NIDA (National Internet Development Agency of Korea). 
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A potential customer scans the RFID tag hidden in the product with a mobile 
RFID module-embedded handset. 
RFID tag scanned by the potential customer gives him or her basic product 
information. 
If the potential customer needs more information, (s)he requests additional 
information with filtered EPC unique serial number to the RN through mobile 
networks. 
The RN requests the product information URL to ODS2 server. Decoding RFID 
tag through MDM 3 , ODS server provides the location of server containing 
product information such as price, store location, and users’ review related to 
RFID tag. 
Set up standardized incentives granted to the prior purchaser who has registered a 
product depending on the number of times the EPC unique serial number is 
transmitted in response to an information request. 
The RN searches for product information requested by the potential customer in a 
product database using the EPC unique serial number they referred to. 
The RN transmits the findings to the potential customer who requested 
information and their mobile handset displays the received product information. 

A potential customer is able to transmit the information to other consumers with a 
proper mobile handset and they can obtain additional information in the same way. 

In this business model proposed above, a prior purchaser can be a potential 
customer of another seller at the same time. In other words, a consumer can play a 
role of both a prior purchaser and a potential customer. When an individual register as 
a seller on RN, a consumer can play three roles at once. RN, as a middleman between 
sellers and consumers, provides incentives to prior purchasers for advertising a 
specific good. In this way, the aversion to the RFID tag can be subsided. It is sellers 
who give out such incentives. Sellers can have easier access to consumers, especially 
potential customers who are interested in their products. Therefore, the cost is  
worth it.  

This system has a similar cost/profit structure to CPC(Cost-Per-Click) search 
commercial model of Overture(http://www.overture.com) which offers money 
depending on the number of visitors to the commercial websites registered on the 
search engine. In addition, RN can provide a variety of services besides mediating 
between sellers and customers. Upon the permission of customers, it can detect their 
tastes and interest based on the collected data on their purchase and information 
requests. In other words, “pushing” type of advertising using customer profiles is 
possible as well as “pulling” types in response to information requests from 
customers. Besides, RN can offer numerous services including comparison shopping, 
price search, and display of relevant products. Accordingly, sellers can carry out 
various marketing activities targeting their potential customers along with word-of-
mouth marketing, capitalizing on the RN. 

2  RFID ODS(Object Directory Service) provides the location of server containing product 
information related to RFID Tag using DNS Technology. 

3  MDM(Multi-code Decoding Module) is decoding module for promoting interoperability 
among several RFID codes such as EPC of VeriSign, ISO/IEC code and U-code of uID 
center. 
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The first element of the business model proposed in this paper is described above 
and the second and third ones can be explained as in Table 1. 

Table 1. Sources of potential benefits and profits for each economic player 

Potential benefits Source of revenues 

Prior purchaser 
- Stock management with RFID Tag. 
- Better services from sellers through RN. 

-Incentive 

Seller 
-Reduction in marketing cost 
-Get more potential customers. 

-Increasing profits 

Potential customer -Reducing search cost by networking with RFID. -Incentive 

Ubiquitous referral 
marketing network 

-New business opportunities 
-Registration fee 
-Cost-Per-Purchase revenue 

5   Working Condition for the Business Model 

In this section, we will find some conditions, for RN-registered sellers competing 
with RN-unregistered sellers. RN-registered sellers are those who register the 
ubiquitous referral marketing network (RN) and RN-unregistered sellers are the 
online sellers who do not have the ubiquitous referral marketing network 
membership. 

Notations 
Pricereg = The product unit price of RN-registered seller. 
Priceunreg = The product unit price of an online RN-unregistered seller. 
Costreg = The product unit cost of the RN-registered seller reflecting the prime 
cost, shop operating cost(including RFID system), delivery cost, etc. 
Costunreg = The product unit cost of a online RN-unregistered seller reflecting 
prime cost, shop operating cost, delivery cost, etc. 
CACreg = A unit customer acquisition cost of the RN-registered seller including 
advertising cost and RN membership fee. 
CACunreg = A unit customer acquisition cost of an online RN-registered seller. 
SCreg = Shopping cost incurred to the customer when (s)he purchases a product 
from the RN-registered seller through the RN including delivery cost, seller trust 
cost, and search cost etc.  
SCunreg = Shopping cost incurred to the customer when (s)he purchases a product 
from a online RN-unregistered seller including delivery cost, seller trust cost, and 
search cost etc. 
RNFee = The cost that the RN-registered seller pays to the RN when a transaction 
occurs through the RN. There are a variety of methods to calculate RNFee such as 
CPC(Cost Per Click), CPM(Cost Per Mile) and CPA(Cost Per Action) in online 
advertising. 
INCEN = The money (incentive) that the RN-registered seller pays to a prior 
customer when a potential customer purchases a product by using RFID Tag 
through the RN. There are also a variety of methods to calculate INCEN. 
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5.1   The Condition for the RN-Registered Seller 

In this section, we try to find the working condition for the ubiquitous referral 
marketing business model by comparing the RN-registered seller with a RN-
unregistered seller who sells products through eBay Korea(www.auction.co.kr). The 
RN-registered seller should have profits through the ubiquitous referral marketing 
program (Condition 1). If the RN-registered seller and the RN-unregistered seller sell 
the same product at the same price, ubiquitous referral marketing is available when 
the total customer acquisition cost of RN-registered seller, i.e. including INCEN and 
RNFee and is less than that of RN-unregistered seller (Condition 2). If the both sellers 
sell the same product at different prices, ubiquitous referral marketing is available 
when the total cost is less than that of the online seller (Condition 3). Table 2 
summarizes the costs and prices of the two kinds of sellers. 

Table 2. Comparison between sellers

RN-registered Seller RN-unregistered Seller 

Original Cost Costreg Costunreg

Cost after ad Costreg + CACreg  Costunreg + CACunreg

Cost after sales Costreg + CACreg + INCEN + RNfee Costunreg + CACunreg

Profit Pricereg - Costreg - CACreg - INCEN - RNfee Priceunreg - Costunreg - CACunreg 

Profit = Pricereg - Costreg - CACreg - INCEN - RNfee > 0 (1) 

if Pricereg = Priceunreg, INCEN + RNfee + CACreg < CACunreg (2) 

if Pricereg  Priceunreg,  Costreg + INCEN + RNfee + CACreg < Costunreg + CACunreg (3) 

5.2   The Condition for the Prior Customer to Join

To join this business model, customers have to get more benefit than the costs for 
offering personal information and joining ubiquitous referral marketing. There are 
two kinds of benefit that customers can get: potential benefit and practical benefit. 
The potential benefit is the monetary interest, that is, the incentive that customers can 
get by handing over RFID Tag information to others. This monetary interest can be 
divided into several kinds by the ways of giving incentive. For example, incentive can 
be given whenever a potential customer asks for additional information to RN using 
RFID Tag or by purchasing results. In addition, the practical interest comes from 
purchasing a product with RFID Tag. The customer can do the stock management of 
the product and get information service that is similar to the ones from online 
shopping malls. Besides, the potential benefit of the prior customer gets bigger by 
‘network effect’, as the diffusion rate of mobile device with RFID Module gets higher 
and it becomes a cultural code to get information of product by scanning its RFID Tag 
so that more and more people use it. The incentive that the prior customer gets can 
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greatly increase when the potential customer hands over the Tag information to others 
after using it to get information of the product. 

5.3   The Condition for the Potential Customers to Join 

The condition for the potential customers to join this business model is Pricereg + 
SCreg < Priceunreg + SCunreg. As the price of RFID Tag gets lower and the reader 
diffusion rate gets higher, the difference in search cost will decide whether a customer 
joins ubiquitous referral marketing or not. As we can see in the two scenarios 
mentioned above (Jane’s friends and Tom used RFID Tag to solve the problem that 
could not be solved in traditional commerce environment), ubiquitous referral 
marketing with RFID technologies brings convenience and lower search cost at the 
same time. 

6   Conclusion 

The ubiquitous computing environment is expected to provide a contact point for 
companies to have access to more customers [2]. RFID technology has been 
introduced into the process of manufacturing and logistics very quickly, but it needs 
to anticipate the process after a purchase is made. The ubiquitous referral marketing 
delivers advertising messages via products people are carrying with them as 
described above and at the same time it can use a thing that doesn’t belong to 
anyone. For example, consumers can get information about a book such as 
synopsis, a list of relevant books, and review of other readers by scanning the RFID 
tag of the book you are interested in. Street advertising banners or school boards 
can go beyond simply putting advertising message and extract immediate reactions 
from consumers by offering an opportunity to get additional information. The 
ubiquitous referral marketing will offer goods and services that fit consumers’ 
needs by analyzing changes of emotions consumers feel in a situation as well as 
tastes and preferences.  

This paper proposes a business model that is designed to use RFID technology 
from the perspective of marketing in the process after a purchase. However, there are 
many technical difficulties for every seller to carry out ubiquitous referral marketing 
independently, and the cost-efficiency is unpredictable. Moreover, consumer 
information is hard to get especially when they react very sensitively to the exposure 
of their privacy [6]. Therefore, a new business player will emerge to support sellers 
with technology and connect them with consumers through marketing activities, and 
in the meantime to protect consumers’ privacy while rewarding them for their 
contribution to sales. Furthermore this business model can create value from both 
ways by helping consumers in searching, comparing, and selecting products based on 
their taste and assisting companies in making decisions on manufacturing and 
logistics. To make this business model a success, it is important to make consumers to 
perceive the whole process of gaining information by scanning RFID tags and 
incentives being granted to the information providers as one of the purchasing 
patterns and have no aversion to the system. 
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Abstract. A factor to be considered in browsing of an existing web page to a 
mobile terminal is the difference in hardware environments between average 
PCs and terminals. It is necessary to service contents effectively in accordance 
with diverse environmental information of various terminals caused by the 
rapid development in communication devices. This various terminal informa-
tion needs much time to generate the content for a server and much capacity to 
load in the server. Therefore the method to minimize response time and server 
capacity is required. This paper proposes a pre-service and post-transcoding 
method to provide a more rapid response time according to requirements of 
various terminals and illustrates the results of test system. 

1   Introduction  

Wireless Internet technology not only supplies a variety of services based on the 
Internet but also iscreases the maxmum of applications. It also supplies Internet ser-
vice for mobile terminals (cell phones, PDA, and various other devices) using a wire-
less communication environment [1]. However, it is necessary to adapt content that is 
to be serviced by considering the characteristics of client terminals in order to supply 
an original web site for PCs. These mobile terminals, such as cell phones, PDAs, and 
other devices have heterogeneous environments. There are various methods to adapt 
contents. A re-authoring method is to reconstruct contents serviced in a PC web 
browser for mobile device contents [2][3]. Another method is to transcode contents 
into the language that can be recognized in a mobile device [4][5]. Others are the way 
to transcode and provide multimedia resources existed in a PC web for mobile device 
in real-time [6][7], to provide service which exhibits a fast response by considering 
the mobility of a terminal [8] and so on..  

The most important factor to be considered in the service of the web contents for a 
mobile terminal is the variety of terminals, such as markup language, resolution, color 
depth, memory size, etc. The number of mobile terminals rapidly increased and many 
kinds of terminals came out and changed according to the development of communi-
cation devices. Thus, it is necessary to provide effective services for these various 
                                                           
* This work was supported by the Soongsil University Research Fund. 
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terminals. That’s because of too much time to generate contents in real-time and a 
variety of mobile terminals. In addition, the amount of mobile contents that is 
transcoded in each terminal occupies some capacity in a server according to the num-
ber of mobile pages. Therefore, a method which minimizes response time and server 
capacity according to transcoding time is required.  

This paper proposes an adaptation system to service usual PC web pages to mobile 
terminals and analyzes the response time in this system. And this paper proposes a 
pre-service and post-transcoding method to provide faster response time for a mobile 
terminal to solve the problem produced from the analyzed data. 

2   An Adaptive PC to Mobile Web Contents Transcoding System 

2.1   System Architecture 

In this paper, an adaptation system is implemented using the concept introduced in 
[9][10][11][12][13] to adapt wired web pages to various mobile terminals. The adap-
tation framework designed in this paper is named a Mobile Gate System. Fig. 1 repre-
sents the structure of this system. 

 

 

Fig. 1.  Mobile Gate System Architecture 

 
As a type of editor, Digital Item Authoring Tool assists in reconstructing various 

web contents for mobile use by selecting the only resource that will need to be dis-
played on the PDA or mobile phone from web content displayed on the PC. This 
component is done in off-line. The produced mobile web contents are automatically 
created in the type of DI which satisfies MPEG-21 standard. In this tool, Web Con-
tents Analyzer parses PC Web pages wrapped by HTML or XML, and then divides 
the web page into resource and expressive specification and assists users to choose the 
resource more conveniently. Using the extracted and arbitrary resource, Editor helps 



114 E. Kang, D. Park, and Y. Lim 

the user construct the mobile web contents more simply through a copy and paste. DI 
Generator creates the reconstructed mobile page into MPEG-21 DI format using  
DI Tag Table and saves it in DIDL DB. X-Crawler is a part which carries out trans-
formation in advance regarding actual resource in DI edited by administrator. This 
component is performed in Off-line. Resource Extractor parses DIDL generated by 
authoring tool and extracts information relative to the resource from DIDL. Among 
resources which need transformation, Resource Transcoder performs the actual 
transcoding by using the transformation information. It is a part of the Resource Ad-
aptation Engine of DIA (Digital Item Adaptation) in MPEG-21.  Resource DB saves 
and manages the information of transcoded resources. In case that a mobile terminal 
requested server, Call Manger module finds out the characteristic of device in Device 
DB, reconstructs web documents which browser device is able to recognize and then 
sends them. By applying the multimedia data which has been converted according to 
each device platform, Mobile Contents Generator creates documents suitable for each 
device in XSL. It is similar to the Description Adaptation Engine of DIA in MPEG-21 
DIA.. Device Controller analyzes information about mobile device which is request-
ing service and manages the Device DB. 

2.2   Problem 

Response time is one of the factors to be considered to service multimedia data effi-
ciently for various mobile terminals. Thus, the MobileGate system proposed in this 
study is applied to check the response time of a server when certain web pages are 
required to service in a mobile terminal. One is the way of the transcoding of all mo-
bile contents in an off-line state and the other is the way of trascoding content in an 
on-line state using a call manager in real time. Fig. 2 represents the results of this 
investigation.  
 

 

Fig. 2. Response time for Generating Mobile Content 

 
As shown in Fig. 2, the direct service using a pre-transcoding process for the con-

tent applied in each terminal demonstrates a fast response time because it does not 
need transcoding and generating contents. However, because the server analyzes a 
terminal’s information and generates appropriate mobile contents in real-time, it is 
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evident that the response time is increased continuously in proportion to the number 
of terminals in an on-line state even though the multimedia data (some images are 
used in this case) is pre-transcoded in an off-line state. Moreover, the capacity of the 
server is continuously increased. 

In order to solve these problems, this paper proposes a transcoding method that 
first provides available service required in a mobile terminal regardless of the quality 
of service. In other words, after pre-service is provided, the mobile content is 
transcoded for the terminal later.This way is used to apply caches and reduce the 
server capacity and response time. 

3   Pre-service and Post-transcoding Method for Access Technology 
of a Mobile Terminal Using PC Web Contents 

A cache replacement algorithm [8][14][15] and prefetching method [16][17] are used 
to minimize the response time on a PC web page. However, it is difficult to apply 
these ways to a mobile service because the variety of mobile terminals is not consid-
ered. The simplest way to provide high quality service to a terminal is to generate 
appropriate content considering the analysis of the QoS (Quality of Service) of a ter-
minal. However, this method has a problem.  Too much cost is required to generate 
contents including descriptions (i.e., markup language) and metadata of resources in 
real-time. Thus, this chapter proposes a pre-service and post-transcoding method 
based on the level of service satisfaction. 

3.1   Pre-service and Post-transcoding Processes 

A pre-service process contains a content cache storing already generated content to 
provide faster service and service proper content for a terminal by searching it in the 
cache when service is required from a terminal. The LFU(Least Frequency Used) is 
used as a content cache replacement algorithm. If there is no content which corre-
sponds to a terminal in the cache, the optimal content but with lower qulity resource 
can be serviced is selected and serviced in advance instead of exactly matching con-
tent.  Therefore, we are named Pre-Service. 

The post-transcoding process is a type of transcoding method that transcodes con-
tent after pre-service to a terminal in preparation for re-request of the same content 
when the required service is not provided, or the most similar content is serviced 
within the playable range.  

Fig. 3 illustrates the process of the pre-service and post-transcoding process. The 
Pre-Threshold is the range that can be serviced in a pre-service process when the 
required content from a terminal is searched in a content cache. In order words, Pre-
Threshold defined a lower oundary on acceptatble QoS. Post-Transcoding Threshold 
is a high-qulaity boundary that a post-transcoding can be required within the Post-
Threshold. The QoS (Quality of Service) is a factor that determines playability, such 
as markup, resolution, color depth, and supported image formats. Pre-Threshold and 
Post-Trhshold are inputted by system user. 
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Fig. 3. The Process of Pre-Service and Post-Transcoding 
 
 

Algorithm : Pre-service and Post-Transcoding 

 
Step 0. Initialize the Pre-Threshold and Post-Threshold as System Parameters. 
Step 1. Call Manager receives certain service requirements from a specific terminal.  
Step 2. Call Manager analyzes the HTTP reques theader field in the terminal.  
Step 3. Search DeviceDB by using the analyzed HTTP Header.  
Step 4. Search a corresponding content to the QoS information that is returned 

from the searched DeviceDB in the cache. Calculates the level of service 
satisfaction by comparing the QoS of the terminal with the searched con-
tent in the cache.  

Step 5. Check whether the calculated degree of service satisfaction is larger than 
the Pre-Threshold or not.  

        IF satisfaction  Pre _Threshold 
Go to Step 6. 

Else 
 Require a transcoding process to generate proper content that is 

appropriate to terminal because the searched mobile content 
cannot be played on that terminal.  

 Wait for completion of the transcoding process and terminate 
the process after providing service.  
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Step 6. Service currently searched content, then exits. 
Step 7. Search whether the level of service satisfaction is larger than the 

Post_Threshold or not.  
IF satisfaction  Post_Threshold,  

Terminate the process and wait for next request of a terminal.  
    Else  

Requires a post-transcoding process for the content within the range 
of the Post -Threshold.  

Step 8. Check the cache in order to store the transcoded content in the cache.  
    IF Cache capacity == FULL 

Searches the content stored in the cache by using a replacement al-
gorithm and deletes it.  

Step 9. Store the result and terminate the Call Manager and then wait for following 
instructions. 

 
 
The Pre-Service and post-Transcoding method is used to reduce loads caused by in  
real-time content transcoding. It is possible to reduce the response time by performing
pre-service according to the degree of service satisfaction even if optimal service is 
difficult when an appropriate content does not exist in the cache of the presently re- 
quested content. 

3.2   Measuring Method of the Degree of Service Satisfaction 

As illustrated in Fig. 3, when mobile device request content, a server searches for an 
appropriate content in a content cache. In this process, if the appropriate content does 
not exist in the content cache, a server searches a playable content and services it in 
advance. Because mobile content is a description generated by a transcoding process 
using DIDL based on the QoS information(resolution, color depth, sound poly and 
,etc) in a device, the essencial elements for reproduction can be extracted and stored. 
The degree of service satisfaction of a terminal, which presently requires service and 
mobile contents in cache can be expressed as a probability. The premise in the meas-
urement of the degree of service satisfaction is presented as follows: 
mci is the first mobile content stored in content caches. 

Premise condition: QoS of mci   QoS of device 

This is because the content, which has larger QoS information than that of the ter-
minal that requires a service, cannot be serviced to the terminal. For instance, an im-
age with a resolution of 320*240 cannot be serviced to a terminal with a resolution of 
176*144. 

Simple Method 
A simple method to assure a level of service satisfaction uses a probability by map-
ping the QoS information extracted from the mobile content and that of a terminal at 
the rate of 1:1 as follows: 
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md  is a client terminal, QoSn is a number of QoS information of device, and QoSk is 
the kth information in the n QoS. If the content stored in a cache is serviced according 
to the calculated degree of service satisfaction, service can be provided within the 
degree of service satisfaction. 

The Method Applied Weight  
Mobile content is generated by the QoS information of a terminal.  Priority can be 
given to this QoS. For instance, a call manager generates markup language provided 
first for efficient service if the markup language provided to the terminals is different. 
And it is necessary to transcode and service multimedia data according to the resolu-
tion of terminals. A weight applied method is how to grade importance on provided 
QoS information. In this way, the degree of service satisfaction is calculated  
effectively. The following expression is the way to calculate the degree of service 
satisfaction. 
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kω  is the weight that is given according to the importance of the QoSk information. A 
service method using the degree of service satisfaction has some advantages.It copes 
with the content that doesn’t exist in a cache flexibly by considering the limited con-
tent cache. And the efficiency of a server is improved by minimizing the transcoding 
time in the description. 

4   Results of Experiment 

The system proposed in this study was tested by using a Windows 2000 server that 
has a 1.8 GHz Pentium IV CPU and 512 MB memory. A digital item authoring tool 
was used to evaluate the efficiency as illustrated in Fig. 1, and a DIDL as an interme-
diary file was generated. And some mobile contents were produced by using the Call 
Manager and X-Crawler. 

Fig. 4 illustrates response time according to the probability range of the degree of 
service satisfaction and measuring method of the degree of service Satisfaction.  Here, 
80%+Wegiht indicates that service satisfication  is calculated by using weight and  the 
mobile content which satisfied 80% of the multiple contents existed in the caches is 
supposed to service. Of course this is applied when there is no content which corre-
sponds to the terminal in the cache. 

From the above picture, we can see that it requests more response time when using 
Weight applied method than when using simple method. The reason is that complex-
ity for calculating weight and accuracy of satisfaction by grading weight is added in 
Weight applied method compared with Simple method. And the response time for 
probability range of service satisfaction in different measurement methods is the least 
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in case of 70%. The reason is that there are more contents of 70% satisfaction than 
contents of 90% satisfaction in Cache.  
 

 

Fig. 4. The response time by service satisfaction and the range of probability  

 
Fig. 5 illustrates the comparison of the response time between the proposed pre-

service and post-transcoding and the On-line service. In here, On-line service is to 
transcode content using a call manager in real time without cache and Pre-serivce & 
Post-transcoding is to be suggested in this paper. To consider accuracy and response 
time, Weight applied method and 80% probability range is used. 
 

 

Fig. 5. The response time of on-line serivce and pre-service &post-transcoding 

 
As described in Fig. 5, Pre-Service and post-Transcoding has 60% faster response 

time than on-line service method. It may be caused by the effect of cache, but provid-
ing the content can be serviced in advance can reduce response time. Although it can’t 
service the fittest content for connected device, it can reduce latency time. In addition 
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we can generate the fittest content for the same device before.  So we can offer effec-
tive service when the same device is connected later. 

5   Conclusion 

In a ubiquitous environment wireless Internet has been trying to provide users with   
necessary services efficiently whenever and wherever. However, there are some diffi-
culties in the production of contents suitable for users’ requirements because of the 
variety of mobile communication environments. In addition, it is hard to avoid the 
costs needed to develop and maintain such contents. In order to solve these problems, 
this paper proposes a mobile gate system, which supplies web pages for PC to mobile 
devices such as cell phones and PDAs. A pre-service and post-transcoding method 
based on playable service satisfaction for a mobile terminal is proposed to solve the 
problems. From the performance estimation, we can confirm that Pre-Service and 
post-Transcoding can improve response time compared with existing methods. Pre-
Service and post-Transcoding compares and analyzes information of devices and 
contents, and then first services within the playable range. Therefore it can improve 
latency time. Also, this system can prepare for the same device which has been con-
nected before, so it can cope with rapid changing devices’ information. 
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Abstract. Recommender systems are being used by an ever-increasing number 
of electronic commerce applications to help consumers find products to 
purchase. Recommender systems in mobile commerce should be context-aware 
to understand each consumer’s contexts anywhere at anytime. This paper 
proposes a new context-aware recommendation service that enables consumers 
to obtain relevant information efficiently by using multi-leveled information. 
This paper describes the recommendation method and presents application 
scenario that utilizes the method. Several experiments are performed and the 
results verify that the proposed method’s recommendation performance is better 
than other existing methods. 

1   Introduction  

Nowadays, more and more services are available in the form of human-computer 
interactions, especially due to the increasing interest in mobile computing 
environment. The movement toward mobile commerce has allowed companies to 
provide consumers with more options. However, in expanding to this new level of 
customization, business increases the amount of information that customers must 
process before they are able to select which items meet their need. One solution to 
this information overload problem is the use of a recommender system [1, 2]. A 
recommender system can be defined as a system which has the effect of guiding the 
user in a personalized way to interesting or useful objects in a large space of possible 
options [3].  

To be able to perform a personalized recommender system needs to understand the 
user’s interest or preference. Human perception is greatly aided by the ability to probe 
the environment through various sensors along with the use of the situated context. In 
return, the context has a large influence on the interest and intent of one particular 
user. This causes the interest and intent of a user to vary dynamically over time. 
Context awareness is thus a major factor when dealing with recommendation services. 
                                                           
* This work was supported by the Korea Research Foundation Grant funded by the Korean 

Government (MOEHRD) (R04-2004-000-10056-0). 
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One of the possible context definition states that it is “any information that can be 
used to characterize the situation of an entity, where an entity can be person, place, 
physical or computational object”[4]. 

The main considerations in context-aware recommendation methods are how 
accurately the method recommends information required by the users and how rapidly 
it recommends this information, even with large amounts of information to 
recommend [5]. In this paper, we suggest a new context-aware recommendation 
service using multi-leveled information for more rapid and accurate re-
commendations. We adopted multi-leveled information based on the observation that 
all of the information based on each user’s contexts does not need to be recommended 
at the one time. By using multi-leveled information, we obtain less irrelevant 
information progressively as we become nearer to the context of interest. This enables 
more rapid and accurate recommendations because all of information is not given at 
one time, thereby eliminating the problem of including irrelevant information in the 
context values at one time. 

Our discussion will proceed as follows. Section 2 will give an overview of related 
works. Section 3 will discuss the recommendation method and algorithms. Section 4 
will describe a mobile commerce scenario. Section 5 will discuss the experiments. 
Finally, section 6 will conclude the paper. 

2   Related Work  

The context-aware recommendation is an attempt to deliver personalized information 
that is most relevant to the user within the particular context of that moment in time. 
The most approaches simply match user profiles to context values [6]. Because they 
use only explicit user profiles, there are limitations to recommend useful information. 
Moreover, these methods are not concerned about recommending information rapidly. 

An advanced approach is a context-aware cache based on a context-aware diary 
[5]. Based on the diary’s contents, the context-aware cache tries to capture the 
information that the user is more likely to need in future contexts. The cache makes 
more immediate recommendation and reduces the cost of recommending information 
by processing most of the work automatically. The context-aware diary stores past 
and future data that are explicitly informed.  This approach, however, simply matches 
data from the context-aware diary to the current context when the context-aware 
cache tries to capture future data. 

Another approach is proposed in [7]. To recommend information rapidly, it locally 
stores the information that the user is likely to need in the near future based on 
behavior patterns. To retrieve the information to be recommended to the user, the 
method uses data mining. Moreover, by using a multi-agent architecture, it allows 
continuous rapid and accurate recommendations, even with a change in the user’s 
context and solves problems with the limitations of user’s mobile device storage. 
However, this method retrieves all of the available information at one time causing 
unnecessary and slow recommendations. Furthermore, when a behavior pattern is not 
found, this method does not recommend information rapidly and accurately. 
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3   Context-Aware Recommendation Using Multi-leveled 
Information in Mobile Commerce 

A context-aware recommendation using multi-leveled information is comprised of 
two algorithms. Some recent studies have considered the use of association rule 
mining in recommender systems [8]. In the first algorithm, the recommendation rules 
are extracted from shopping records using the association rule mining, where the left 
hand side of the rule is the context values. 

 
 

Algorithm 1.  
Begin 

Input   shopping record, support, confidence 
Output  recommendation rules 
Method  association rule mining 

End. 
 

Algorithm 1. Extracting recommendation rules 

 
In the second algorithm, the recommendation information in the near future is 

prefetched from product catalogs using the current context values, level values and 
recommendation rules. As the consumer's context changes, new information may 
need to be recommended immediately. To achieve this, we locally store the 
recommendation information that the consumer is likely to need in the near future 
using the context window. In this paper, we call the window that includes context 
values with possibility of being used in the future as the “context window”. If a 
behavior pattern is found, the context values in the context window are determined by 
the behavior pattern. Otherwise, the values are context values within a certain 
difference of value from the current context values.  

In context-aware computing, a mobile device is usually used but it has limited 
storage. This makes it quite difficult to locally store the recommendation information 
extracted in the second step. To overcome this difficulty, only the recommendation 
information that will be used in the very near future is stored and gradually updated as 
the context changes. 

The level value means the degree of relevance. The relevance is the confidence in 
the association rule mining [9], where the confidence is the degree of certainty of the 
association between context and recommendation information. The recommendation 
information needed for a low level value has a higher confidence and is broader than 
that needed in a high level value. 

The level value determines the size of the context window in the very near 
future. The size of the context window becomes larger in inverse proportion to the 
level value. The level value of the current context value is determined by a 
levelizing policy. An example of a levelizing policy states that the level value may 
be determined using the time it takes to walk around in a certain location. That is, a 
short (or long) time to walk around in a certain zone is considered as a request for 
recommendation information with a confidence of over 80% (or 50%) on two (or 
one) zones so that the level value is 1 (or 2). Algorithm 2 shows the prefetching 
method.  
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Algorithm 2. 
Begin 
Input    context value, level value, recommendation rules 
Output   recommendation 
Method 
While (contexts in the near future is discovered) 
Begin 
If ( level value by previous context value is greater than 

or equal to level value by current context value ) 
If ( context values to be added by change of the level 

value exist ) 
1. Extract context values in the future to be added. 
2. Extract action parts in the recommendation rules 

that the values of condition part are equals to 
the context values to be added. 

3. Extract only recommendation information greater 
than or equal to minimum confidence allowed in 
current level value in previous step 2. 

End If 
Else 

1. Extract action parts in the recommendation rules that 
the values of condition parts are equals to the 
context values prefetched already 

2. Extract only recommendation information greater than 
or equal to minimum confidence allowed in current 
level value, where extract only recommendation 
information lower than confidence allowed by the 
previous context values. 

End If  
End 

End. 

 
Algorithm 2. Prefetching 

 
When a user’s mobile device storage does not have enough space to store new 

recommendation results from Algorithm 2, the proposed method uses a replacement 
method. The higher the confidence of the information is, the higher the possibility that 
it will be accessed in the near future. We select the recommendation information in 
the lower confidence as the information to be replaced.  

4   Mobile Commerce Scenario 

In this section we present location-aware mobile commerce scenarios that utilize the 
proposed method. In this scenario, we compare the method in [5], which we call the 
existing method, and the proposed method. The scenario is described as follows: 

A driver called Frank has a driving routine where he moves to the “Kyonggi 
University” from the “Shell gas station”. He regularly fills up the car with gas in the 
gas station and does research in the university, as shown in Figure 1. Figure 1 and 
Figure 2 show the recommendation rules and the recommendation information from 
the first algorithm in Section 3 with a confidence of over 50%. He drives with a 
personal digital assistant (PDA) attached with the proposed recommendation method. 



126 J. Kwon and S. Kim 

The system logs him in, responds with a welcome message, and then proceeds to 
present recommended driver information based on his interest and the location. 

 

 

Fig. 1. Recommendation rules in application scenario 

 

 

Fig. 2. Recommendation information in application scenario 

 
The following are some assumptions. First, there are two level values. The level 

value is determined by the example of the levelizing policy in Section 3. Second, we 
set the maximum number of rows allowed in the Frank’s PDA storage to 4.  

 

 
(a) Around gas station            (b) Existing method                       (c) Proposed method 

Fig. 3. Recommendation information: “Around gas station” (Level 1) 

Suppose that Frank’s current location is around “Shell gas station” in Figure 3(a). 
Then, he drives to the “Kyonggi University” from the “Shell gas station”, with fast 
velocity. By his PDA storage limitation, the existing method only extracts the 
information about gas station in Figure 3(b). Compared with Figure 3(b), the amount 
of information in Figure 3(c) related to gas station and university with a confidence of 
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over 80% does not exceed his PDA storage capacity. This shows the result that the 
proposed method extracts and presents only the information with high confidence 
about the gas station and university. By driving fast, he does not receive any 
information with the low confidence about gas station, as shown in Figure 3. 
However, Figure 3(b) shows all of the recommendation information related to gas 
station, including information with the low confidence. 

Finally, he moves to the “Kyonggi University”, as in Figure 4(a). Suppose that his 
level value changed to two by driving slow in the “Kyonggi University”. In Figure 
4(b), he gets all of the information related to university at one time. Compared with 
Figure 4(b), the information related to university is gradually increased in Figure 4(c). 
The darkened parts in Figure 4(b) and 4(c) show the newly extracted recommendation 
information. We can observe that the amount of newly extracted recommendation 
information in Figure 4(b) is larger than in Figure 4(c). Resulting from this 
observation, the advantage of the proposed method can be seen: it retrieves a smaller 
amount of new information than the existing method. 

 

 
(a) University                 (b) Existing method                       (c) Proposed method 

Fig. 4. Recommendation information: “University” (Level 2) 

As shown in Frank’s location-aware mobile commerce application scenario, the 
advantage of the proposed method is that it retrieves a smaller amount of new 
information than the existing method but with greater relevance. 

5   Experiments 

We implemented both the proposed method, called approach1 and the existing 
method, called approach2. All programs were written in Visual C# .Net. The server 
ran on a Pentium IV desktop computer and the client ran on a Pentium laptop 
computer. 

The contexts were generated from value 1 to the value 100 and the number of 
recommendation rules was set to the number of context values multiplied by the 
number of recommendation information. The number of recommendation information 
was set to the number of product catalogs in store multiplied by 0.005. The 
recommendation rules were randomly generated from the values of contexts and 
product catalogs, while the confidences of the rules were given randomly from 20 to 
100. The number of levels in the generated data was 4. For each level, the size of the 
context window required in level value 1(2, 3, 4) was 10(7, 4, 1, respectively) and the 
confidence allowed in level value 1(2, 3, 4) was 80(60, 40, 20, respectively). In 
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addition, the context values were not changed and level values were higher in our 
experiment. We ran the experiment 100 times for context values extracted at random 
number. 

We evaluated the impact of the consumer’s PDA capacity. We tested the average 
hit ratio and the average number of recommendation information read to compare 
rapid recommendation. The product catalogs in store were generated from value 1 to 
value 50,000. For comparison we varied the maximum number of recommendation 
information allowed in the consumer’s PDA by 10% from 50 to 230. 
 

 
(a) Level 1                                                         (b) Level 2 

 
(c) Level 3                                                         (d) Level 4 

 

Fig. 5. Average hit ratio for each level  

 
We measured the average hit ratio in the consumer’s PDA for each context value to 

recommend information. As shown in Figure 5, for approach1, the average hit ratio is 
near 100% when the consumer’s PDA capacity increases. However, average hit ratio 
for approach2 does not exceed 40% in level value 1, 2, and 3. Only in level value 4, 
the average hit ratio for approach1 and approach2 is near same. In level value 4, both 
approach1 and approach2 use all the information; therefore, the results are almost the 
same. Several other observations are found in these results. First, the average hit ratio 
in approach1 consistently performs better than that in approach2. Second, as level 
value lowers, the difference between approach1 and approach2 increases. 
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Figure 6 shows the average number of recommendation information read for each 
context value to retrieve the information whenever consumer’s PDA capacity is 
increased. Figure 6(a) presents the result with prefetching and Figure 6(b) describes 
the retrieval performance after prefetching. Significantly, in Figure 6(a), unlike Figure 
6(b), the performance difference between approach1 and approach2 is lower. This is 
due to the fact that approach2 extracts the most detail information at a time in level 
value 1 and then retrieves information much more from server by high miss ratio in 
consumer’s PDA.  

 

 
(a) with prefetching    (b) after prefetching 

 

Fig. 6.  Average number of recommendation information read for consumer’s PDA capacity 

 

 
(a) with prefetching    (b) after prefetching 

 

Fig. 7. Average number of recommendation information read for each level  
 

Figure 7 shows the average number of rows read in order to retrieve the 
information whenever the level value is increased. Figure 7(a) presents the result with 
prefetching, and Figure 7(b) describes the result after prefetching. In Figure 7(a), we 
can observe that the performance of approach1 is better than that of approach2 in 
level value 1, 2, and 3. Figure 7(b) also shows the performance of approach1 is better 
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than or equal to that of approach2 in all levels. However, in level value 4 in Figure 
7(a), the number of rows read in approach1 is higher than that of approach2. 
Approach1 prefetches the recommendation information with a lower confidence than 
confidence at the previous context value whenever the context values in the client’s 
device storage are not changed and the level value is higher. However, approach2 
prefetches all the information at one time in level value 1. This makes the number of 
rows read in approach1 higher than that in approach2 in level value 4 in Figure 7(a). 

6   Conclusion 

Recommender systems address a variety of mobile commerce needs. Clearly one of 
the key requirements for mobile commerce is that the consumer experience be highly 
personalized. In addition, there can be a significant number of contexts with mobile 
commerce. The mobile commerce applications that account for relevant context 
characteristics will benefit from increased functionality and usability. 

There have been some studies in context-aware recommendation methods. All of 
these methods, however, use all of the information available, including irrelevant 
information. We suggested a new context-aware recommendation service based on 
each consumer’s context using multi-leveled information. We obtained information 
with lower confidence progressively as we got nearer to the context of interest, by 
using multi-leveled information. This enabled rapid and accurate recommendations 
because all of the information in the context value was not accessed at one time. 

The proposed method had a number of advantages compared to existing methods. 
First, we presented a new context-aware recommendation service using multi-leveled 
information. Information was recommended rapidly and accurately, by using the 
multi-leveled information. Second, we illustrated location-aware mobile-commerce 
scenario that utilize the proposed method.  Third, we showed that the proposed 
method’s recommendation performance is better than other existing methods.
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Abstract. Authentication and authorisation has been a basic and necessary 
service for internet transactions. With the evolution of e-commerce, traditional 
mechanisms for data security and access control are becoming outdated. Several 
new standards have emerged which allow dynamic access control based on 
exchanging user attributes. Unfortunately, while providing highly secure and 
flexible access mechanisms is a very demanding task, it cannot be considered a 
core competency for most e-commerce corporations. Therefore, a need to 
outsource or at least share such services with other entities arises. Authen-
tication and Authorisation Infrastructures (AAIs) can provide such integrated 
federations of security services. They could, in particular, provide attribute-
based access control (ABAC) mechanisms and mediate customers’ demand for 
privacy and vendors’ needs for information. We propose an AAI reference 
model that includes ABAC functionality based on the XACML standard and 
lessons learned from various existing AAIs. AAIs analysed are AKENTI, 
CARDEA, CAS, GridShib, Liberty ID-FF, Microsoft .NET Passport, PAPI, 
PERMIS, Shibboleth and VOMS. 

1   Introduction and Motivation 

E-commerce has become ubiquitous in today’s world. One user maintains business 
relations with many vendors and owns numerous accounts and identities, each 
containing user profile data. The internet serves as a platform for all these business 
transactions. Securing these transactions is crucial for e-commerce providers [7]. In 
this environment, both, changing customer profiles and changing portfolios are 
putting pressure on functionalities. 

Increasing demands on the customer side include: 
• Growing heterogeneity and an increased number of user groups, comprising all 

socio-economic classes and diverging media literacy around the globe; 
• Dynamic customer relations with changing customer data, identities, places of 

access, and credentials; 
• Usability, privacy, and data security develop into buying criteria. 

Increasing demands for resources include: 
• Greater heterogeneity of offered resources (online services, brick-and-mortar 

products, Grid computing, communication services, etc.); 
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• Greater complexity as a result of the distributed value chain in virtual organisations 
and embedded third-party suppliers; 

• Changing portfolio of goods and personalised services. 

On a technical level the demands mentioned here call for more flexible techniques 
for administering and managing resources and customers. Traditional authorisation 
models like RBAC or DAC cannot cope with such diversity while dynamic models 
like ABAC were designed for situation like these. ABAC can handle heterogeneous 
user groups and resources. In combination with an AAI Single Sign-On, resilient 
attribute exchange for authorisation and access control, the whole chain of security 
services can be outsourced. So far, however, no AAI/ABAC e-commerce application 
has been introduced yet. 

ABAC is one of the latest developments in the field of authorisation and access 
control. With another concept, XACML (eXtensible Access Control Markup 
Language) [12], an open standard has been proposed by OASIS (Organization for the 
Advancement of Structured Information Standards) that is able to build complex 
policies that derive access control decisions from object and subject attributes. This 
standard is especially helpful in providing dynamic, flexible, and fine-grained access 
control for heterogeneous and vast user groups. The work of [19], [14], and [2] 
presented first applications using XACML. 

AAIs provide several basic security services. Having developed from basic Single 
Sign-On solutions, they are able to manage authorisation processes and enforcement 
tasks today. Regarding AAI architectures, there are centralized approaches as well as 
federated concepts like the Liberty Identity Federation Framework. Comparative 
surveys on existing AAIs can be found in [15] and [9]. 

Using AAIs means sharing security information about subjects and objects with 
other service providers or central services. These attributes can be used in an access 
control model to define user privileges. Fig. 1 shows the process of granting access to 
resources with the help of user and resource attributes. 

 

Fig. 1. Chain of Security Services in an Attribute Infrastructure 

This work brings together open standards and existing AAI frameworks and 
products to merge functionalities and technical possibilities into a new AAI model 
including attribute based access control.  
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2   Requirements 

Fig. 1 shows the generic chain of security services processing an access request. It is 
possible to outsource one single step from within the chain or any combination of two 
or more steps to an AAI. The more steps are outsourced the more powerful the 
infrastructure has to be. Fig. 2 shows a model to evaluate AAIs. The tasks outsourced 
to the AAI are listed cumulatively from the bottom up in this model, i.e. the higher an 
AAI is ranked the more tasks it will execute. The names of the steps are derived from 
SAML (Security Assertion Markup Language) [11] and the XACML standard. 

In the easiest case the infrastructure provides only the Single Sign-On. At the next 
level the AAI covers the transfer of attributes about users and resources. This could be 
implemented as interfaces that allow a resource to query a user’s home domain about 
attributes using SAML. Even more powerful are AAIs that can come to a decision 
regarding a user’s access request and then forward this decision to the resource. 
Finally, at the fourth and highest level, it is possible for the AAI to enforce the 
decision by itself. 
 

 

Fig. 2. AAI Levels 

3   Clustering AAIs 

AAIs can be grouped into three disjunctive clusters: WWW Systems, PMIs, and Grid 
Systems. AAIs in the first group are Liberty ID-FF, Microsoft .NET Passport, PAPI 
and Shibboleth. The PMI group consists of AKENTI and PERMIS while CARDEA, 
CAS, VOMS, and GridShib make up the last group. For the sake of completeness, 
Kerberos and SESAME have to be mentioned as AAIs, too. However, as they have 
either expanded into more recent systems (Kerberos) or are hardly in use anymore 
(SESAME), they will not be analysed in detail. 

WWW Systems aim at providing a Single Sign-On point for several web 
applications [10] [5] [4]. In this scenario users benefit from the simplification of having 
to remember only one username and password for several applications. A similar goal 
is pursued by PMIs which, however, focus primarily on authorisation. They allow 
resources to outsource the formulation of an access policy and the access control 
decision process [17] [6]. The AAIs evaluated in the Grid cluster are add-ons to the 
already existing security architectures in Grids. Grid AAIs are highly sophisticated in 
handling authentication, but provide only coarse-grained and inflexible authorisation 
via so-called “gridmap-files”. These files map Grid users to local users on the 
application system. Especially with regard to virtual organisations, this approach is 
suboptimal in terms of administration, scalability, and security [13] [1]. 
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3.1   WWW Systems 

There are two subgroups within this cluster. As members of the first group, Microsoft 
.NET Passport and the Liberty Alliance concepts deal mainly with authentication 
while the second group with PAPI and Shibboleth also offer authorisation services. 

Microsoft introduced Microsoft .NET Passport in 1999 to offer a Single Sign-On 
service on the internet. When trying to log in at a resource the user is forwarded to the 
.NET Passport log-in page. The resource’s Passport ID is transported to passport.com 
using URL encoding. If it is registered and valid the user is forwarded to passport.net. 
The user authenticates with his username and password and is redirected to 
passport.com. Passport.com writes four cookies in the user’s browser cache. 
Following this, the user is forwarded to the resource. Finally, two more cookies are 
written to allow the user’s Single Sign-On when he accesses the resource the next 
time [10]. 

In contrast to Microsoft .NET Passport, the Liberty Alliance develops only 
concepts and standards which allow compatibility between different implementations 
by third party companies. In general, Liberty offers the same functionality as 
Microsoft .NET Passport. However, it relies heavily on open standards like SAML 
and allows the use of federations and circles of trust between different authentication 
services [3]. 

As a member of the second subgroup, PAPI (Point of Access to Providers of 
Information) was developed by RedIRIS, a Spanish research network, in 2001 as a 
WWW System that also offers authorisation services. As a distributed access control 
system for information accessed via intra- or internet it is mainly used in libraries and 
digital archives. Following the PAPI processes, a user authenticates at the 
Authentication Server (AS) in his home domain. As PAPI is authentication agnostic, 
it is in the responsibility of the separate domains to authenticate their users with the 
appropriate means. Following successful authentication, the user is presented a 
website listing all digital resources he may access. Selecting one of these resources he 
is redirected to the Point of Access (PoA) guarding the respective resource. The link 
the user has clicked on contains an asymmetric key identifying the AS which has 
authenticated the user. Furthermore, it is possible to also add tokens to the link which 
transport attributes. If the key is valid, the PoA trusts the AS and thus also the user. 
The PoA evaluates the request according to the client’s attributes, and queries the 
requested resource via an HTTP request. In doing so, the PoA acts as web proxy 
between the user and the resource. The retrieved resource is then sent to the user in 
combination with a new set of keys which allow the user to direct further queries to 
the PoA [5]. 

Quite similar to PAPI, Shibboleth was developed with the goal to protect digital 
resources from unauthorised access. Even though it provides less functionality, it is 
used more frequently, especially at American universities. In contrast to PAPI, 
Shibboleth does not offer a central starting point, but instead the user directly accesses 
a remote resource which then redirects him to their respective home domain for 
authentication. Following authentication, the user receives an opaque handle which is 
presented in front of the resource and allows the resource to query the user’s home 
domain for attributes anonymously. These attributes then form the basis for the 
resource’s access control decision [4]. 
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3.2   Privilege Management Infrastructures 

PERMIS and AKENTI [17] are members of the PMI cluster. They use X.509 attribute 
certificates (ACs) to store user attributes. In the following we will focus on the 
PERMIS processes. 

PERMIS was developed as part of the ISIS project of the European Union and is 
currently being maintained by the University of Kent in the UK. A distinguished 
name (DN) allows access to a respective user’s AC from a LDAP directory. This 
certificate lists the user’s roles. The mapping between roles and privileges is 
described in a policy file formulated in XML. When trying to access a protected 
resource, the Access Control Enforcement Function (AEF) forwards the request of an 
authenticated user to the Access Control Decision Function (ADF). The ADF 
validates the user’s certificate, interprets the policy, and forwards its decision to the 
AEF. The AEF enforces the decision and forwards the request to the resource if 
appropriate. Following the PERMIS concept, the AEF has to be implemented 
individually for each resource and is not included in PERMIS [6]. 

3.3   Grid Systems 

CAS (Community Authorisation Service) has been under development since 2002 as 
an authorisation service for the Globus Toolkit and is part of its fourth version (GT4). 
CAS initially aimed at providing a superior authorisation solution to the coarse-
grained and badly scaling on-board authorisation of the Globus Grid. When a user 
tries to access a CAS resource, he has to authenticate at the Globus Security 
Infrastructure (GSI) at first and can then request capabilities for the requested 
resource from the CAS server. If the requested capabilities are deposited at the CAS 
server, the server generates a signed assertion containing these capabilities. This 
assertion is linked to the user’s Grid account. In order to finally access the resource 
the user authenticates again at the GSI and presents the access request together with 
the capabilities. If the capabilities suffice the resource will grant access [13]. 

Quite similar in its architecture to CAS is Virtual Organization Management 
Service (VOMS). Yet, CAS allows more fine-grained authorisations than VOMS 
which relies on certifying group or role memberships [1]. 

Another resembling approach is presented in CARDEA which NASA developed 
for its Information Power Grid. CARDEA uses mainly open standards like SAML and 
XACML. Furthermore, CARDEA does not certify authorisation, but provides a “Yes” 
or “No” answer for access requests [8]. 

Finally, GridShib, which was started as a project in late 2004, is an attempt to 
transport the attribute architecture of the very successful Shibboleth to the Grid 
environment. Its general architecture is similar to that of CAS or VOMS, yet it allows 
authorisation based on attributes versus capabilities or roles and will provide 
anonymous authorisation services as does Shibboleth [18]. 

4   Matching AAIs and Requirements 

Using the criteria from section 3 the analysed AAIs can be assigned to different levels 
according to Fig. 2. The result is presented in Fig. 3. 
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Fig. 3. Clustering AAIs by capabilities 

4.1   Authentication Assertion (Single Sign-On) 

AAIs classified as SSO-Systems provide only authentication services. Adjacent 
services are left to the resource. The main idea is to enable the user to log-in into 
different systems with one username and password. However, each service provider 
keeps track of the user’s account himself. Only the sign-on process is outsourced.  

4.2   Attribute Assertion 

Systems linked to the level “Attribute Assertion” provide Single Sign-On and are able 
to transport and assert user and resource attributes. The process of authorising access 
and enforcing access control decisions is again left to the resource, though. However, 
the AAI provides necessary information for this decision. Shibboleth and the Liberty 
ID-FF [3] use a protocol to exchange SAML attribute assertions with the user’s home 
domain [4]. 

4.3   Authorisation Decision Assertion / Policy Decision 

In addition to the aforementioned services, these AAIs are able to decide on the user’s 
access request. The service provider retrieves the policy decision stating that the 
access is granted or not. The service provider is left with the enforcement of this 
decision. All analysed PMI systems and all Grid solutions fall into this category. 
However, the Grid solutions depend on authentication via the over-all Grid security 
architecture (e.g. GSI) and do not perform this task themselves [13] [1]. 

4.4   Policy Enforcement 

Finally, on the highest level the AAI is not only responsible for authentication, 
attribute gathering, and policy decision but also for its enforcement. The complete 
chain of security services is handled by these systems. The only AAI in this section is 
PAPI. PAPI realises these services by acting as a proxy between user and resource. 
Consequently, all requests are intercepted by the proxy. If access is granted, the proxy 
forwards the request to the target system and returns the requested resource to the 
client [5]. 
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5   Building a Generic ABAC Enabled AAI for E-Commerce 

PAPI provides all identified security services as a proxy solution. However, due to its 
specialised architecture for online libraries it cannot be considered a generic solution 
for all different purposes, ranging from e-commerce to Grid computing and to inter-
institutional collaboration. As a consequence, a generic model can use lessons learned 
from presented AAIs especially from PAPI, which seems to be a good starting point. 
To achieve a generic design, the heterogeneity of resources and consequently a 
complex attribute infrastructure has to be assumed additionally. Forms of federation 
for scalability like a Liberty circle of trust have to be integrated where reasonable. 
Another important requirement is to make use of open standards like SAML or 
XACML [5], when possible. Using the introduced systems and technologies as a 
basis, a best practice example can be assigned to all steps in the security service chain. 
Using these examples, a generic architecture for an attribute-based infrastructure is 
constructed in the following. 

5.1   Authentication Assertion (Single Sign-On) 

The process of a SSO is implemented most flexibly in the Liberty ID-FF. Every 
service provider can be chosen as a user’s identity provider guaranteeing proper 
authentication [3]. However, if legal issues regarding security and liability in the case 
of misuse are important, a reliable provider is preferable. This service could be 
handled by various Identity Providers (IdP) being also Service Providers or 
specialised IdPs. We recommend using a Shibboleth-like “where-are-you-from”-
server to locate a user’s corresponding IdP [4]. Taking into account Microsoft’s .Net 
Passport failure a variety of IdPs is preferable. They should only learn attributes about 
the user, not about the resource accessed or the computed access decision. This is in 
accordance with the separation of identity and attributes argued for in [7] and [15]. 

5.2   Attribute Assertion 

Information about users and their behaviour in business transactions is confidential 
and must not be shared without filtering. Some of it is also constantly changing. 
Therefore, attributes about customers and resources have to be managed directly by 
the service provider. For privacy purposes there must be restricted release of attributes 
in form of an attribute release policy. With the recommended, user chosen IdP and a 
separated decision point we mediate between the user and the provider. In line with 
the XACML standard [12] we use Policy Information Points (PIP) to fetch attributes. 

5.3   Authorisation Decision Assertion / Policy Decision 

Within a federation one central policy covering access requests is not sufficient. 
However, in a distributed environment a central, high-level policy can be used for 
general requests and decisions. Such a policy must be enhanced by local, low-level 
and fine-grained policies tailored to specific needs and requirements. The XACML 
standard proposes a Policy Administration Point (PAP) to manage the consolidation 
of multi-layer policies. The Policy Decision Point (PDP) computes an access control 
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decision based on a restricted set of attributes and policies. Additional environment 
information and metadata can be included in this process [14] [2]. Note that the PDP 
is able to compute a decision only on attributes, not knowing the identity of the user 
or the actual resource requested. We have used this advantage in our model. 

5.4   Policy Enforcement 

Using a proxy for the enforcement like in PAPI can be suitable. However, this 
decision is dependent on the use case and the security level. By nature, enforcing 
security decisions outside the target application neglects inherent information about 
the application. For fine-grained access control the application’s context must be 
included. Therefore, target systems not including or requiring security functionality 
should outsource the enforcement to the infrastructure. If integrated security 
functionalities are needed or desired, the enforcement must be taken care of in the 
target itself. For a web based system like PAPI the usage of a proxy is reasonable. 

5.5   Reference Model 

Fig. 4 depicts the resulting reference architecture using SAML and XACML terms 
and definitions. The user directs his request directly to the service provider (SP). 
Following the idea of generic architecture for e-commerce environments, the user 
interacts with the AAI via his web browser. The SP requests an authentication and 
access control decision from the AAI consisting of at least one Identity Provider (IdP) 
and a Policy Decision Point (PDP). The separation is due to the advantages mentioned 
above. The IdP authenticates the user and requests his related attributes from all 
members. The authorisation request and the user attributes are transferred to the PDP. 
The PDP queries the SP for the resource attributes and uses the respective policies 
loaded at its initialisation [12]. Following to this the access decision is computed. The 
access control decision is forwarded to the SP via the user’s browser. Complying with 
the idea of a generic architecture the SP enforces this decision with its own means.  

 

 

Fig. 4. Attribute-based AAI reference model 
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6    Conclusion and Future Work 

The proposed architecture is a merger of open standards and existing functionalities, 
to our knowledge the first of this kind. The assessment of AAIs and classification into 
four levels enables the implementation of the reference with the help of existing 
solutions. Once enhanced with XACML technologies, Liberty’s open source 
framework ID-FF could be a basis for such a generic solution. 

We are aware of possible restrictions concerning the accumulation of user 
attributes. In addition, the problem of a single-point-of-failure in such a semi-
centralised infrastructure needs to be discussed and evaluated. The actual 
implementation of such a model has to take both issues into consideration. Before 
considering the usage of an AAI, vendors and service providers must assess risks in 
comparison with their existing traditional methods. A first approach for an assessment 
metric can be found in [16]. 

An implementation of the complete architecture has yet to be built. However, 
single modules like SSO are realised in existing frameworks or built as proof-of-
concept by the authors. See for example [14] and [2] for an attribute-based access 
control.  

Looking back at the motivation for AAIs and ABAC, the proposed solution 
recommends adoption especially for e-commerce providers. To our knowledge, the 
given reference states a new and generic solution, meeting the criteria of a dynamic, 
flexible, and distributed architecture enabling the realisation of multiple synergies. 
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Abstract. Payment is in nature an act of money transfer from one entity to an-
other, and it is obvious that a payment method will be valued as long as the 
transaction can be completed with safety no matter what technology was used. 
The key to U-payment is convenience and security in the transfer of financial 
information.  The purpose of this paper is to find a desirable U-payment scheme 
promoting seamlessness and privacy with a strong personal device and peer-
based information transactions. We propose U-SDT(Secure Direct Transfer) 
Protocol as a way to make transactions seamless, secure and privacy-protected. 

1   Introduction 

As ubiquitous computing environments evolve, business transactions are taking place 
more seamlessly.  As a RFID tag is embedded in products, the process of entering 
information was replaced with just passing the RFID tag through an electromagnetic 
reader.  Local telecommunications technologies like Blutooth and irDA incessantly 
send dynamic digital information to the device of others (without saving information 
in a USB storage device and inserting it into the counterpart’s payment device to 
retrieve the information).  Based on this technology, U-Commerce makes the real-
world seamless communication of each entity’s digital information possible and a 
seamless U-payment procedure becomes reality.  

Another issue is privacy concern as mentioned heavily in many other papers on 
Ubiquitous computing.  In some of the papers, Floerkemeier et al. (2004) proposed a 
RFID Protocol using “Watchdog Tag” as a way to prevent infringement of privacy. 
Roussos & Moussouri (2004) suggested that users in the ubiquitous computing envi-
ronments should have control over their personal information through user focus 
group interview about MyGrocer and expressed a grave concern about exposing pri-
vate information to outsiders, especially to a profit-oriented company.  In addition, 
Acquisti(2002) explained the economic efficacy of privacy protection technologies 
and Langheinrich (2001) proposed to set principles of privacy protection and impose 
responsibility for invisible services as a way to protect privacy in the ubiquitous com-
puting environments. Zugenmaier & Hohl (2003) emphasized the importance of keep-
ing anonymity in the ubiquitous computing environments in order to protect user  
ID from being exposed to personal information collection.  However, payment,  
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more than any other areas, is susceptible to privacy concerns and thus merits special 
attention.    

Cash payment is the best payment scheme to avoid privacy concerns.  Many pay-
ment mechanisms were invented afterwards to enhance payment convenience, but 
they came at the expense of privacy.  In this respect, e-cash or digital cash can be an 
answer to the privacy issue at a time when we have digital payment methods like e-
Payment.  But when we look at the evolution of e-cash, the chance is slim that e-cash 
becomes commonly used payment method as though the ubiquitous environment is 
setting foot. A future payment system will allow only publicly authorized institutions 
to possess minimum amount of information such as account numbers when a money 
transfer is made, and make it hard for merchants to collect any personal information 
by taking a buyer’s credit card or card number to make a payment, and let buyers 
have control over their personal information while making a payment.  This could be 
an alternative answer to privacy protection while condoning some involvement of a 
payment server for the sake of payment convenience.    

In this paper, we propose a seamless U-Payment method with least privacy con-
cern.  To that end, we explain important characteristics and desirable features of ubiq-
uitous computing environments and present a scenario in which such characteristics 
and features can be found and ultimately, a detailed System Architecture. 

2   Characteristics of U-Payment Environment 

Important characteristics of user payment environment under the ubiquitous comput-
ing environments are that creation, conversion, and transfer of payment information 
are made seamlessly, and functions of users’ payment device, computing power  
and storage capacity are all very much strengthened.  Such characteristics in the  
U-Payment environments propose a brand-new payment method to users. 

2.1   Seamlessness 

Seamless payment information processing simplifies payment process. For example, 
when you take the subway, you have had to buy a ticket and insert your ticket into the 
ticket slot to pass through the gate.  But now, one touch of a smart card embedded 
with an IC chip will deliver your payment information seamlessly to the payment 
system of the subway.  In this process, the information about cash payment is seam-
lessly translated into a digital form and sent to the central subway system.  Even 
though we are using smart cards, there are some occasions that we experience some 
disruptions in seamless payment since the application is payee-oriented.  For instance, 
when an elderly person or a physically challenged person tries to get a free-ride, they 
need ID authentication by a train officer to get a free ticket.  If more seamless pay-
ment system is in place, what they have to do is just contacting the smart card embed-
ded with the bearers’ payment ID to prove they are eligible for a free-ride.  

When you buy something at a local store, you will experience a similar situation. 
For example, when you buy an electronic gadget at a local store, if you want a money 
transfer via mobile, you need to enter price, account number of the merchant into the 
payment device and when the transfer is completed, the merchant checks the transfer 
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was made properly and then you will get the product in your hand.  On the other hand, 
if an RFID Tag is attached to every single product, the mobile payment device of the 
payer reads the information like price and account number of the payee and transfers 
money to the account with one touch, both the payer and the payee can complete the 
payment seamlessly with lower transaction costs.   

Seamlessness under the U-Payment environment is a major feature that brings 
about changes to the user payment mechanism with regard to processing and network-
ing of payment information.  In the past U-Payment environment, conversion of the 
information - turning information into a digital format and vice versa - should be 
carried out at a high price.  At local stores, information on the price and payment 
means are stored on a price tag or a paper manual, but in this case other substantial 
information remains un-encoded.  However, as the information is digitalized in a 
seamless manner, the payment environment becomes much simpler and users are 
spared the hassle they had in the past and seamless payment comes into action at last.  

However, the seamlessness does not mean Calm Payment. Boddupalli et al.(2003) 
explained that among the requirements of the U-Payment, calmness and user in-
volvement should be balanced.  Moreover, calmness should be mostly realized in low 
value transactions.  Likewise, seamlessness of the U-Payment is not consistent with 
calm payment because this is just a technology-oriented payment method that fails to 
reflect psychological aspect of users when making a payment.  When a calm payment 
- a payment made without a user’s knowledge – is made, the user basically will not 
condone the fact that the payment was made without his (or her) authorization or 
confirmation because a payment is subtracting money from the balance of one’s ac-
count and every user wants to be highly involved in the payment procedure.  What we 
refer to as “seamlessness” here does not describe a payment made without user’s 
consciousness but a payment made without information conversion costs. 

2.2   Strong User Device 

It is highly likely that individuals in the U-Commerce environments will have a per-
sonal mobile device equipped with information processing and networking functions 
like UDA (Ubiquitous Digital Assistant).  This is the rite of path given that every 
transaction in the ubiquitous environments is all about information processing and 
networking.  In particular, every individual becomes an independent commercial 
entity when (s)he conducts business transactions.  It is a generally accepted view that 
people would not like the idea of incorporating such a device into a human body in 
the form of a microchip. Thus, chances are that a personal ubiquitous device will be a 
must-have item for each user.  

Such a user device like UDA will perform a function as a payment device for  
individuals. A stronger role of a user device as a payment entity requires a more sophis-
ticated, independent device with better information processing and networking capabili-
ties.  A user device performs the following three functions in the payment process.   

Information Gathering 
A payer’s payment device performs a role as a seamless payment-related information 
reader. In the abovementioned example, when you buy an electronic gadget at a local 
store, a payer device reads the price and payee’s bank account codified on the RFID 
tag.  In the same way, the payer device, just like Bluetooth, will deliver seamless 
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value to users by gathering payment-related information that is statically stored on a 
RFID tag and information on dynamically adjusted service charges.  

Information Processing 
A payer device does A to Z with regard to payment information processing.  In spe-
cific, it runs a banking application, sends financial information of a buyer to the mer-
chant’s bank account after user authentication, and verifies the result of the transfer.  
The whole process of payment is working in a payer device.  

Information Storing 
Every payment-related information – during and after a transaction – will be initially 
stored in the Payer Device.  Under the previous payment systems, payment-related 
information was mostly stored at a credit card company or bank that serves as a main 
server for the transaction.  But when you use the payer device, such information is 
stored in the PIB (Personal Information Base) installed inside the payer device.  Thus, 
the U-payment can be carried out while privacy of the payer is better protected.  

The significance of the change in the payment scheme with the advent of strong 
user device can be found in the fact that payee-oriented system has given way to 
payer-oriented system as the main payment scheme of the ubiquitous environment.  It 
is anticipated, as such a trend prevails, that the payer device carries out functions of 
both payer device and payee device, and ultimately facilitates the coming of the  
U-Commerce environment where each individual evolves into a business entity. 

3   Suggestions of U-SDT Protocol 

As described above, seamlessness and strong user device are the two important fea-
tures of the U-Payment environment.  Privacy protection, a thorny issue of the ubiqui-
tous computing environments, is a critical element in the architecture of U-Payment 
method from the initial stage.  Reflecting these factors, we propose U-SDT(Secure 
Direct Transaction) Protocol as a U-Payment Method which provides new value to 
payment entities by consolidating functions of the RFID, Payer Device, and financial 
institutions. 

3.1   Scenario 

James who works in the IT industry goes shopping in a department store to buy a 
present to celebrate the one year anniversary with his girl friend. James discovers a 
dress in the show window of a women’s clothing store and goes into the store to 
check out the blue dress.  Satisfied with the fabric and condition of the dress, James 
decides to purchase it. The store clerk takes the dress to the store register which reads 
the information included in the product tag.  The product and price shows up on the 
monitor of the register and James has his UDA to read the payment information on 
the register. A payment application runs on James’ UDA and James who confirms the 
product name, size, and price etc. on the UDA screen authenticates an official authen-
tication.  A few seconds later, the money transfer confirmation window appears on 
James’ UDA screen from James’ bank account and after the shop clerk confirms the 
payment through the shop’s monitor on which the account confirmation window is 
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run, he/she clicks the menu to generate a receipt.  James, who thinks he might ex-
change it or get a refund in case his girlfriend does not like the dress, presses the read-
ing button on the payment device and receives an electronic receipt.  

The scenario above describes a form of payment focused on the buyer device in a 
ubiquitous environment.  On the surface this is similar to the payment scenario that 
has been described in various papers (the payment scenario of BluePay and MyGro-
cer, an automatic payment process in which a mobile device of the buyer is used to 
recognize the product’s RFID Tag) but a marked distinction exists in the flow of the 
payment information and its storage location and the main information processing 
device. In the above scenario, the biggest difference is that the processing and storage 
etc. of the payment information is not performed in the payee’s device or server of a 
financial institution but is mainly performed on the payer device, which is the reason 
why the protection of privacy of the users is enhanced in the U-SDT.  

Another important aspect that has not been revealed in the scenario is the appear-
ance of a payment system based on the Transaction ID used in the payment transac-
tion. This element enables payment using a financial institution without exposing the 
ID of the payer or payee, which was inevitable in all kinds of payments except cash 
payment. The generation of transaction ID is also designed not to be dependent on the 
existing payee device but to be a part of a system where the payer and payee mutually 
generate and authenticate with equal authority and unique Transaction ID is generated 
from the two Transaction IDs made by the payer and payee devices.  A Transaction 
ID, which has uniqueness and representing nature, also plays an important role in the 
refund process.  In the existing refund process, steps should be taken to confirm the 
breakdown of the account through the financial institution in the refund process, while 
when using the transaction ID all that has to be done is the refund authentication for 
the Transaction ID of the relevant transaction in the payee account to confirm the 
payment information which the Transaction ID represents in the Payment account.  
Such a Transaction ID plays the role of protecting privacy and enhancing efficiency 
of the payment.  

3.2   System Architectures of U-SDT Protocol 

Fig.1 shows the system architecture of the U-SDT protocol and the flows as follows: 

(1) The product tag is read in or the service ID is inputted in the payee device 
(2) The payee device reads in the Product ID which the payee device generates, the 
price amount, the encrypted payee ID (ID & account number), payee_TID 
(3) After confirming the product list and price, the official authentication is confirmed 
(payment approval of the payer) 
(4) Transport the payer_TID+payee_TID to the Payee Device and simultaneously 
order payment and TID to the payer account 
(5) Transfer money 
(6) Transport TID and payment results 
(7) Confirm receipt of money  
(8) Generate final TID which has the authentication of the payee’s payment comple-
tion (receipt) and which the payer device reads in 
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Fig. 1. U-SDT System Architecture  

Payment-Related Entities 
The elements involving the U-SDT payment can be divided into four categories. 

First, the payer device plays the role of gathering, processing, and storing the pay-
ment-related Information.  Payment-related information is read in from the payee 
device and the payer’s Transaction ID is added to the Transaction ID which the payee 
device generates, creating an equal, mutual and unique Transaction ID.  Through the 
confirmation of the official authentication with the payer, a user authentication proc-
ess is created and payment process in which the actual amount of money is transferred 
also is processed by an application which runs on the payer device.  Therefore, the 
payer device is the main element among the U-SDTs and possesses the largest amount 
of payment-related Information. 

Second, the Payee device generates the initial Payment-Related Information 
through the product tag or the input of the service ID and generates a Transaction ID 
of the Payee.  After payment, receipt information is generated to be transported to the 
Payer Device through the approval process of the Transaction ID and a signal which 
modifies the payment status from ‘unpaid’ to ‘payment completed’ is transported to 
the tag inside the product. 

The third and fourth elements are the payer account and payee account which are 
the actual elements that transact financial information.  The actual payment process is 
carried out between these two elements and provides value to the user with payment 
convenience by involving a financial server.  On the other hand, since these elements 
perform the minimum function of exchanging financial information and do not mo-
nopolize payment-related information such as banks and credit card companies. 

3.3   Structure of the Information Possession of Each Payment Entity 

Another feature of the U-SDT Protocol is that it has an information possession struc-
ture in which the relevant entities possess only the essential payment information  
thus maximizing the protection of privacy. A payer device and payee device does not 
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posses the other party’s ID information and the payer account and payee account 
should not possess product list information as in Fig. 2.  

 

 

Fig. 2. The Structure of Payment-Related Information Possession in Each Entity 

Classification of payment related information  
The payment relevant information for the payment execution of U-SDT is as follows. 

1. Product List: When possessed by a party who is not the payer the individual prod-
uct name can be a serious threat to privacy. Therefore, this information should be 
directly possessed by those who are involved in the payment. 

2. Payment Amount: Refers to the price information of a product or service. Refers to 
the total amount when there are a number of products and service. 

3. (Encrypted) Payee Account number: The account number of the payee is the most 
important payment-related information required in the seamless payment process.  
This is encrypted and transported to protect the privacy of the payee. 

4. Transaction ID: The unique Transaction ID of each transaction enables a payment 
and refund process to be executed using an ID for the relevant transaction without 
the Payer and Payee having to possess each other’s ID. Such Transaction ID com-
bines the information that is independently generated by the Payer and Payee. 

5. Payer ID: Information required to confirm the payment of the payees in financial 
transactions between financial institutions. 

6. Payee ID: Information required to confirm the payment of the payer in financial 
transactions between financial institutions. 

The important feature of the above figure is that the payer account and payee account 
do not possess a product list and the payer and payee also do not possess each other’s 
ID.  A financial institution possesses the other party’s ID for the transaction of finan-
cial information but since it is a third party in the payment process it does not possess 
information of the product list that might infringe on the privacy of the payer.  In the 
case of buyer and seller, each financial institution that is involved in the payment and 



 Seamlessness and Privacy Enhanced Ubiquitous Payment 149 

payment confirmation process may use a Transaction ID instead of exposing the IDs 
of the Payer and Payee to outside and prevent the leakage of privacy information such 
as the IDs of those participating in the transaction. 

Eventually, for the value of ‘seamlessness’ and protection of privacy to be pro-
vided by each payment, each entity should exist in a form in which the minimum 
payment information essential for payment is categorized and the overall U-Payment 
architecture should be designed so that the payer account and payee account do not 
possess the product list and the payer and payee do not posses the other party’s ID.  
Furthermore, for this to be possible, Transaction ID orientation is recommended 
rather than a Payer ID oriented payment. 

4   Related Works 

MyGrocer (Kourouthanasis et al. 2002) scenario describes the smart shopping cart 
automatically transporting payment information to the cashier. However, detailed 
information flow or system architecture is not provided.  Boddupalli et al.(2003) de-
scribes a scenario of a payment system using a remote wallet and an e-tag stored in a 
laptop. However, it focuses on presenting requirements for a U-Payment design rather 
than presenting a detailed architecture. Seigneur & Jensen (2004) proposes a U-
payment using anonymous digital cash stored in a mobile phone but the downside is 
that it is limited to incidents of small amount of payments. Gross et al. (2004) pro-
poses a U-Payment test platform BluePay based on a PPA (Preferred Payment Archi-
tecture) and describes this using a detailed architecture and information flow.  
BluePay uses a device called a PTD (Personal Trusted Device) using RFID and Blue-
tooth technology. Payment information using short-range communication and the 
POS has the feature of automatically recognizing the tag of a product. In addition, it is 
similar to the our study that it is working on eliminating or reducing explicit interac-
tion of the customer and that payment relevant information of the payer is stored 
within the PTD in the Local Exchange. However, a PTD only stores the customer ID 
for user authentication and payment information such as a credit card or a bank ac-
count number is stored in the backend system of a bank or a third party and user au-
thentication is achieved through a loading method and storage by such personal in-
formation presents a possibility that privacy is infringed.  As a preventive measure, 
our approach replaces this with an internal authentication system between a payer and 
payer device. Another difference is that important payments are made within POS 
connected to external financial data base and clients’ data base and this means that an 
initiative of payment is heavily owned by a seller. Such a way of payment has a weak-
ness because a seller holds a heavy amount of payment devices while a buyer gives 
his own financial information to a buyer to make the payment possible. Our study as 
an alternative proposes that an important payment should be made through the read-
ing of payee’s payment information by the payment system embedded in a payer 
Device. 

The differences between the existing payment system and the one this study pro-
poses are that the device of user’s payment system is always reinforced, that those 
participants in payment own and control all information and that privacy protection is 
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to a great extent strengthened by the use of Transaction ID and prevention of the ex-
posure of ID.  

5   Conclusions 

This paper explains U-SDT protocol designed to improve privacy protection through 
scenario and system architecture. It also proposes a kind of structure separated from 
control of information regarding payment of accounts as desirable features attached to 
it. The key issue in this approach is to considerably decrease the high transaction costs 
accompanied by the conversion of offline (physical) information and digital informa-
tion through the characteristic called seamlessness of ubiquitous technology. The 
other purpose of this study is to find a way to better protect privacy in the ubiquitous 
environment where it is increasingly anticipated to be infringed.  Therefore, if the 
design of U-Payment method is practical enough to meet the two purposes, it is not 
only highly valued by users, but also is likely to create an independent and smart 
payment business model and method. 
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Abstract. The Internet has fostered new ways of commerce that facilitate 
consumer’s life, eliminating delays or displacements; electronic ticketing is one 
of them. Recently, several proposals have appeared that allow the procurement 
of tickets at the consumer’s home. All these methods use either barcodes or 
smart cards, both of which have serious drawbacks. In fact, bar codes can be 
easily duplicated, and to be able to write in smart cards special hardware is 
needed at the user’s premises. The system described in this paper solves these 
impediments using bar codes and smart cards jointly, in a novel way that 
prevents duplications without requiring additional hardware or software at the 
consumer’s home. The verifiers located at each venue entry point are 
standalone devices, and are not connected in any way neither among them nor 
to any central database, server or portal. Nevertheless, thanks to the novel 
design explained in this work, all duplicate tickets will be detected, and only the 
valid one (whether or not it is the first to be presented at the entrance point) will 
be allowed to enter. 

Keywords: Quality aspects in EC, E-Payment, Security and Trust, E-ticketing, 
contactless smart cards. 

1   Introduction 

Everyone in the ticketing market agrees that on line sales benefit ticketing operations 
by expanding the customer base and improving consumer’s ease of access to tickets, 
as well as cutting costs through reduced staffing and hardware requirements. 
However, the increasing prices of tickets for some events have made counterfeiting 
more attractive for forgers, while cheaper, more advanced computer and copying 
technology have made the process of forging more accessible and simpler than ever 
before. Therefore, the development of new ticketing methods aimed at customers 
convenience could be slowed down by security concerns, which in turn have a 
negative impact on the revenues of ticketing companies. In fact, tickets printed at 
home are easily forged, and access control systems are currently unable to distinguish 
between genuine barcodes and copies, unless there is a central database available. 
Even in this case, a legitimate user can be denied access if a forged ticket is read 
before his. Several proposals [1][2][3] have appeared that allow the procurement of 
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tickets at the consumer’s home. The systems proposed in [1] and [2] guarantee the 
ticket authenticity, but not its uniqueness. What is more, they require a centralized 
data base. On the other hand, the solution presented in [3] presupposes that all the 
involved equipments are online when the ticket is validated. 

The system described in this paper solves these problems. In fact, this system is a 
full proof secure method for sending and validating tickets. It uses authentication 
codes and portable, stand-alone verifiers working off line (i.e.: not connected in any 
way, neither among them nor to any central data base, server or portal). The main 
advantages of the system are its nil fraud possibility and its capillarity (tickets can be 
obtained through Internet, by fax or even by telephone). If the purchasing is done 
through Internet, the customer can print the ticket and its authentication code (in bar 
code format) directly at home. It also allows for non-assisted entry (no ticket 
collectors) to mass events integrating the verifier into the turnstile. In addition, as an 
extra value, it permits the incorporation of programs for e-coupons, points, etc, to gain 
customer loyalty. Customers do not need any special equipment at their premises, and 
the only requirement is that they are in possession of a card whose cost ranges 
between 1 and 2 dollars depending upon the number of cards issued. 

The key idea behind the system is that the authentication code is generated for a 
specific card, whose active cooperation is needed to validate the ticket. Once entry to 
the event has been granted by the joint action of the card and the stand-alone verifier, 
the ticket is stored in the card. In this way the card will never validate the ticket again. 
Tickets are eliminated from the card memory once the event date has passed. This 
avoids memory starvation. The system security is granted using strong cryptographic 
techniques and tamper proof devices in the verifiers. 

The rest of the paper is organized as follows. In the next section, the agents 
integrating the system are described. In section 3, we present the master lines of the 
system operation. The security issues are addressed in section 4. Some additional 
scenarios where the system could be successfully used, are explored in section 5. 
Finally, the conclusions appear in section 6. 

2   Agents Integrating the System 

Three main agents are involved in the system operation: reader operators, card issuers 
and portals. There may be several of each of them. A reader operator could also play 
the role of card issuer if so decided. In this section we analyze these agents and their 
interplay. 

2.1   Reader Operators 

Reader operators are at the system core, interfacing with both portals and card issuers 
(see Fig. 1). They own the readers/verifiers placed at the venue entry point. 

With portals, they sign commercial agreements to sell tickets for (some of)the 
different events a portal offers. The event venues are labeled by the reader operator 
with a code, called e in Fig. 1. 

With card issuers, reader operators cooperate carrying out a concatenated 
encryption scheme to be explained in the next section. 
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Fig. 1. System agents 

2.2   Card Issuers 

They are responsible for the formatting and distribution of cards to their customer 
base. Card issuers are uniquely identified by a number, called i in Fig. 1. 

Customer card numbers are unique, and include a CRC (Cyclic Redundancy 
Check) code to detect errors. Normally, they are also prefixed by the card issuer 
identification number. Card numbers will be denoted by c. 
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Fig. 2. Commercial interaction: Certicket solution and traditional delivery 
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As a result of the cooperation with the reader operator, card issuer generate the 
authentication code (AC) that, finally, will reach the customer, via the reader operator 
and the portal. 

2.3   Portals 

They interface with customers and readers operators. They charge customer by any of 
the established payment means in use today. When a customer chooses the “print at 
home” option, the portal asks for his/her card number and sends this information to 
the reader operator. Finally, the portal receives the AC from the reader operator and 
sends the corresponding PDF document to the customer. 

In Fig. 2 we illustrate how these agents could interact commercially among them, 
and with customers and event providers. We also indicate the flow of money, services 
and goods. For comparison purposes, the nowadays more usual way of ticket delivery 
through a mail operator is also depicted. 

3   System Operation Master Lines 

In the concatenated encryption scheme previously mentioned, reader operator r 
chooses an encryption key, called internal, for each different venue, e. This key, 
denoted by KIr,e, is stored in a protected memory area of the reader. To establish a 
secure session key with the card (see Sect. 3.2), the reader also has a key called 
master key, KM. This key is the same for all reader operators and it is supplied by a 
trusted central authority (TCA). 

Likewise, card issuer i assigns to each card c a key, called external, denoted by 
KEi,c. Card issuer i is also provided by the TCA with another key for each card, c. 
This is the card session key, KSc, and is obtained from KM as KSc=KM(c). 

Two phases can now be distinguished in the system operation: the document 
generation phase and the document validation phase. 

3.1   Document Generation Phase 

Once the customer has bought the ticket, and chosen the “print at home” option, the 
relevant data (DD) and card number c are sent to the reader operator. The reader 
encrypts DD with KIr,e, and sends M=KIr,e (DD) and c to the card issuer i (remember 
that i is a prefix of c). The card issuer encrypts M using KEi,c, obtaining AC=KEi,c(M). 
The code AC is now sent to the reader operator who, in turn, sends it to the portal. 
The portal generates the appropriate PDF document (including AC in both numeric 
and barcode format) that finally reaches the customer (see Fig. 3). 

All the encryptions are performed using the 3-DES algorithm. If several 64 bits 
blocks are needed, they are encrypted in the CBC (Cipher Block Chaining) mode.  

3.2   Document Validation Phase 

The beneficiary handles the printed document to the validating device (verifier) and 
approaches his smart card to the verifier. The verifier reads the document bar code. A 
mutual, cryptographic strong identification between the reader and the card takes 
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place, generating a session key (KS), which is cooperative and random. This session 
key will be used to encrypt all messages between the reader and the card. The 
procedure to have a key KS, common to both card and reader, is the following: 

− the card sends its card number, c, to the reader, 
− the reader generates a random session key, KS, 
− the reader sends KSc(KS) to the card, 
− the card obtains KS from KSc(KS). 

Once read, the AC code is automatically sent to the smart card, that decrypts it 
with the key KEi,c (see Fig. 4). The result is sent to the verifier, which decrypts it with 
its own key. If the document is valid, and the card is the intended, the result will be 
understood by the reader. Otherwise, the result will be a gibberish random number 
and will therefore be rejected. Before the document is honored, the reader/writer 
includes it in the cancelled documents list stored in the card. A protocol is set up to 
guarantee the correct ending of this process. If the card detects that the document has 
already been validated, it informs the reader of such event so that appropriate actions 
can be taken. The verifier will emit a signal admitting or rejecting the document. 
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Fig. 3. Document generation phase 

In this system, the smart card is the guarantor of the authenticity and unicity of the 
document. If the buyer duplicates it by any mean, he does not obtain any practical 
result since the card will not validate the document again once it has been validated, 
and it will show that it has been used. Therefore, to obtain any positive result from the 
copy, it would be necessary to duplicate the smart card, which is impossible without a 
huge amount of resources. On the other hand, the system allows the pre-cancellation 
of documents without the need of transmitting black lists to the verifiers. To cancel, 
the document beneficiary must go to an authorized office with the document and the 
card, where the document will be stored in the card as void. This way, if the buyer has 
kept a copy of the document, he will not be able to use it since this card will not 
validate it again in any case. 
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Fig. 4. Document validation phase 

A few observations about the cancelled ticket list are in order: 

− The documents must include an expiration date. This way they can be 
eliminated from the list, freeing space, once expired. 

− The cards must include a residual cancellations manager, which detects 
cancelled documents and performs the cleaning up from a certified date 
provided by the verifier. 

− The present date is obtained from a central server, which certifies it by means of 
a public key system. This certificate is passed to the card that, after checking its 
authenticity, erases form the list the documents that have already expired. 

4   System Implementation with Protected Memory Cards 

Contactless smart cards are nowadays rather expensive. Therefore to reduce the total 
system implementation cost, it seems advisable to use cards provided with a protected 
memory area, and to build up a virtual card processor in the reader. 

It should be kept in mind, however, that the commercially available integrated 
circuits (card controllers) that implement the interface between the security 
microprocessor and the card, communicate in an unprotected fashion with the 
microprocessor. Therefore, it is necessary to incorporate a security mechanism to 
prevent interception and manipulation attacks to the controller-microprocessor 
interface [4][5]. If appropriate countermeasures were not taken, the attacker in Fig. 5 
could read and write at will the content of the card memory. To protect the system 
against this type of attack, all the information contained in the card must be encrypted 
and authenticated by the security microprocessor. To that end there must be: 

− Identification between controller and card by mutual challenge. As a result of 
this identification, the reader obtains from the card it unique card serial number, 
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SNc, stored in the chip by the manufacturer. The card external key mentioned 
before, KEi,c, is the concatenation of SNc with another string, the card partial 
external key, PKEi,c; i.e. KEi,c=PKEi,c || SNc. The card partial external key is 
stored in the memory encrypted with KMi (see later). 

− A block in the card memory (a counter) that can be only decremented. 

It is important to notice that the previously mentioned mutual identification is 
needed in order to guarantee the card memory integrity. However, the encryption 
provided in the radio link is now superfluous since all the information stored in the 
card is encrypted by the security microprocessor. 
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Fig. 5. Interception attack and countermeasure 

In what follows, we describe an implementation we have chosen for the system 
that satisfies all the previously mentioned requisites. 

To begin with, notice that for a reader operator to interact with a card issuer, all his 
readers must be in possession of the card application key, KAi, supplied to the card 
issuer by the TCA. The structure and functionality of this key will be explained in the 
sequel. 

The key is sent to the reader operator encrypted with a universal public key, KPU. 
This public key is also provided by the TCA. The reader operator does not know the 
corresponding secret key, KSU, and therefore is unable to obtain KAi. The reader 
operator is in charge of distributing KPU[KAi] to all his readers. The reader security 
microprocessor obtains KAi computing KSU[KPU[KAi]]. 

The KAi is composed of three keys with different functionalities: Card access key 
(KACi), memory encryption key (KMi) and memory integrity key (KMACi), i.e, 
KAi=KACi || KMi || KMACi. 

The card access key is sent to the card controller WOM by the microprocessor. The 
other two keys never leave it. 

Card and card controller authenticate mutually in several steps. The details follow: 

− The card sends c to the reader. 
− The card controller obtains I from c. It also generates a random number R, and 

sends KACi[R] to the card. 
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− The card obtains R and sends KACi[R||SNc] to the reader. The card also sends 
KMi[PKE i,c]. 

− The reader obtains R||SNc, authenticates the card and composes 
KEi,c=PKEi,c||SNc. 

The process continues now as explained in Sect. 3. 
Also, in order to avoid illegitimate card manipulation, some additional actions 

must be carried out: 

− When a card is individualized, a sector in its memory is initialized as a counter, 
but in such a way that it can be only decremented. 

− An additional sector in the card is provided to store a memory authentication 
code (MAC). 

− When a transaction is performed with a card, it is stored in its memory and the 
following actions are taken (Fig. 6): the counter is decremented, the data 
memory is updated and also the MAC, which authenticates both the memory 
and the value of the decremented counter. This way, it is not possible to 
manipulate the card by anyone who is not in possession of the MAC generation 
key, KMACi, only available to the security microprocessor. 
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Fig. 6. Card memory operation 

Proceeding in the way explained, we can make sure that the attacker in Fig. 5 
cannot alter the content of the memory without being detected by a legitimate reader. 
In fact, this attacker will not even be able to restore the card memory to a previous 
state known to him (for instance: previous to the cancellation, which would allow a 
new utilization of the document). 

5   Some Additional Application Scenarios 

Although in the above paragraphs the system has been presented within the 
framework of the Internet and ticketing markets, it should be apparent that the PDF 
documents, once generated by the portal, could be sent by fax to the client if so 
desired. Also, the procedures described before can be used to send any kind of 
document with an associated monetary value to be redeemed at a remote site. 
Therefore, the scope of applications of the system described in this paper is very 
wide. This versatility will provide a positive acceptance by customers once the 
number of venues and events offering this system increases. 

A list of possible types of documents follows: 

− Movie, theater or show tickets, in which information about additional services 
can be printed (for instance: parking, near by restaurants, etc.). 
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− Tickets for trains, buses, ships or transportation in general, in all of which there 
is a date for the trip and a human controller. 

− Plane tickets, for which a boarding card can be later obtained. 
− Multi-trip cards for metropolitan transportation, such as metro, city buses, 

suburban trains, in which there is neither a date nor a seat reserved beforehand. 
− Vouchers for hotels, festivals, or the like, in which neither date nor destiny are 

fixed beforehand. 
− Coupons, gift certificates for department stores, etc. 

The previous list is mainly focused on applications offered by private companies. 
However, public administrations can also take benefit from CerTicket system 
improving this way citizen’s quality of life. For instance, Fig. 7 shows how the health 
services of a country could use the system to distribute medical prescriptions, 
eliminating unnecessary displacements. 
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Fig. 7. Medical prescriptions distribution 

6   Conclusion 

A system has been presented that, without the need to incorporate specific peripherals 
in the user computers, allows them to print documents at home, guaranteeing 
authenticity and unicity. This opens the door to a large amount of services that, up to 
now, require physical displacement of users. Public administrations as well as private 
corporations can benefit from this system having at their disposal a mechanism that is 
both secure and versatile. This versatility allows the interoperation of different 
portals, card issuers and reader operators. It also provides anonymity, since the system 
does not require personal identification on part of the user. The card is impersonal and 
transferable, and it is not associated to any bank account, nor linked to any specific 
payment method. 

Of course, the procedures here described have been presented only in their main 
features. In real practice, they are much more involved. Among other reasons, this is 
due to the use of contactless cards that can experience power breaches at any time if 
located far away from the reader. This is why precautions have been taken to 
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guarantee that the interruption of the process at any instant does not lead, in any case, 
to either the loss of acquired titles or to the gain of improper rights. 
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Abstract. Web service technologies provide a standard means for inter-
operation and integration of heterogeneous distributed applications on the  
Internet. For efficient execution of composite web services which interact hier-
archically, we propose an approach to distribute invocation of web services 
among relevant peer systems using intensional XML data which contains exter-
nal service calls and considering the costs of invocation from different peer sys-
tems. We formalize an optimization problem on the invocation of web services 
and provide a heuristic search method to find an optimal invocation plan and a 
greedy algorithm to generate an efficient solution quickly. Experimental results 
show that the proposed greedy algorithm can provide near-optimal solutions in 
an acceptable time, even for a large number of web services. 

1   Introduction 

Web services are emerging as a major technology for integration of heterogeneous, 
distributed applications on the Internet based on XML messages and Web protocols. 
A new application, which is a composite web service, can be easily assembled from 
existing web services, which supports the paradigm of Service-Oriented Architec-
ture in software development [7]. Successive composition of web services usually 
creates a complex structure of interactions among a large number of distributed web 
services.  

The concept and applications of intensional XML data which are XML documents 
containing calls to external web services have been proposed recently [3, 4, 10]. In-
tensional forms of data can be used to delegate invocation of web services to other 
web services. If a web service calls another web service with an intensional parame-
ter, the invoked one should execute service calls embedded in the intensional data be-
fore executing its own business logic. On the other hand, a composite web service can 
return its caller web service an intensional result containing calls to a subset of its 
component web services. Then the caller may execute a portion of the delegated web 
service calls by itself and deliver the remainder successively to its caller through an-
other intensional result. Fig. 1 shows an example of web service interactions using in-
tensional results.  As presented in Section 3, delegating a service call to one other web 
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Fig. 1. An example of web service invocation using intensional results 

service can affect the set of possible callers for some other web services. Thus, there 
exist a lot of different strategies to execute web services exchanging intensional pa-
rameters and/or intensional results.  

The XML-based SOAP protocol used for invoking web services often produces 
considerable performance overhead on clients mainly due to XML-related tasks such 
as encoding, decoding, parsing, and integrating XML data [6, 8, 14]. Candidate callers 
for a web service typically have different resources, workloads, and communication 
costs with the web service. Thus, by selecting peer systems that can process service in-
vocation tasks efficiently, we can reduce the execution costs of web services.  

In this paper, we exploit intensional forms of results from web services to distrib-
ute service invocation tasks to relevant peer nodes aiming at improving performance 
of the overall web service systems. After briefly discussing previous work on web 
services and intensional XML data in Section 2, we formally describe an optimal-cost 
invocation plan for hierarchically interacting web services in Section 3. Then we pro-
pose heuristic algorithms based on the A* search and greedy method to generate  
either an optimal invocation plan or an efficient solution in Section 4. We present ex-
perimental results on the effectiveness and performance of the proposed methods in 
Section 5 and draw a conclusion in Section 6. 

2   Related Work 

The deployment of web services is supported by various standards including Web 
Service Description Language (WSDL), Universal Description, Discovery, and Inte-
gration (UDDI), and Simple Object Access Protocol (SOAP). They respectively sup-
port definition of the interfaces of web services, advertisement of web services to the 
community of potential user applications, and binding for remote invocation of web 
services [15]. Recent researches on web services include automatic composition, 
quality improvement, and semantic description and discovery of the web services [5]. 

Recently, several approaches and applications have been proposed which exploit 
intensional data embedding calls to external functions or web services [3, 4, 10]. The 
Active XML (AXML) [1] provides a declarative framework for data integration and 
management on the web utilizing web services and intensional XML data, called 
the AXML documents, in a peer-to-peer environment. Each peer system provides 
AXML services which allow clients to access AXML documents stored in the peer’s 
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repository. Defined as parameterized XML queries over the AXML documents, they 
can be used to search, gather, and integrate data distributed over the peer systems. 

Related with the intensional data, S. Abiteboul, et al. [2] studied on effective dis-
tribution and replication of XML data and web services, and T. Milo, et al. [11] pro-
vided document and schema rewriting algorithms to support exchange of intensional 
data between heterogeneous applications. N. Ruberg, et al. [14] have suggested an 
approach to optimize materialization of AXML documents in P2P environments. As-
suming that peer systems provide a generic query service which can execute services 
calls offered by any other peers, it proposed some heuristics to find an efficient dis-
tributed materialization strategy. However, intensional results were not considered in 
executing AXML services, and detailed algorithms and performance evaluations for 
the proposed methods were not presented in the work.  

3   Problem Definition 

In this section, we formalize the concept of an optimal-cost invocation plan for web 
services using intensional results. For optimization of global invocation strategies, we 
assume that access and composition information are given from web service providers 
through a registry service system such as UDDI.  

First, we describe a cost model for web service invocation briefly. Executing a ser-
vice call generally requires client-side tasks, server-side tasks, and transmission of in-
put and output messages between the client and server. The client-side tasks include 
initializing service activation, generating an input SOAP message, decoding and pars-
ing a result SOAP message, and integrating the results from multiple web service 
calls embedded in an intensional result, if any. Not considering replication of web 
services, the cost of server-side tasks is regardless of the client invoking the web ser-
vice. Thus, we define the cost of invocation of a web service as the sum of the client-
side cost and the communication cost.  

For cost-based optimization, we need to estimate the above-mentioned cost factors. 
Estimation of client-side costs can be achieved by monitoring the workload and per-
formance of each node in real-time. Communication cost between a pair of nodes can 
be estimated by measuring network traffic and communication latency between them 
[9, 14].  

For the simplicity of description, we assume that there exists at most one sequence 
of service calls between any pair of web services and there is no cycle in it, as shown 
in Fig. 1. Then, interactions of the web services can be represented as a directed tree 
rooted at the client. 

Definition 1. (Web Service Call Definition Tree) DT = (Vd, Ad, Wd) is a weighted 
directed tree which represents the call relations among web services, where Vd is the 
set of finite number of vertices representing web services, Ad, a subset of Vd×Vd, is 
the set of arcs denoting service calls and Wd:Ad→Ζ+ is a function that defines a ser-
vice invocation cost for each arc in Ad. The path (v, s1, s2, …, sn, w) from a node v to 
a node w in DT is called the Call Definition Path from v to w and denoted by 
Pd(v, w). 
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Fig. 2. An example of a call definition tree and an invocation tree for web services 

If a call definition path Pd(v, w) = (v, s1, s2, …, sn, w) exists in DT for two web ser-
vices v and w, an invocation instance is possible in which intensional results em-
bedding a service call to w are transmitted from sn to v through the web services in 
Pd(v, w) in the reverse order and v directly invokes w. Thus, for a given DT = (Vd, 
Ad, Wd), a graph DT* = (Vd, Ad

*, Wd
*) where Ad

* is the transitive closure of Ad and 
Wd

*:Ad
*→Ζ+ is a cost function on Ad

* satisfying Wd ⊆Wd
* represents all the possible 

ways of invoking the web services in Vd by exploiting intensional results (See  
Fig. 2-(a) and 2-(b)). 

Definition 2. (Web Service Invocation Tree) For a given call definition tree DT = (Vd, 
Ad, Wd), ET = (Ve, Ae, We) is a weighted directed tree which represents a feasible in-
stance of invoking web services using intensional result, where Ve = Vd, Ae ⊆Ad

*, and 
We:Ae→Ζ+ satisfying We ⊆Wd

*. The path (v, s1, s2, …, sn, w) from a node v to a node w 
in ET is called the Invocation Path from v to w and denoted by Pe(v, w). 

In any invocation tree ET, no pair of vertices si and sj can exists such that both of arcs 
(si, sk) and (sj, sk) exist at the same time for a vertex sk, since every web service must 
be invoked once from a single client by the definition of DT. Therefore, invocation 
tree ET must be a directed spanning tree for DT* (See Fig. 2-(c)). Every directed 
spanning tree for DT*, however, does not mean a feasible invocation instance for web 
services. Invocation trees for DT have the following properties. 

Lemma 1. If there is a call definition path Pd(v, w) for a pair of web services v and w 
in DT, there exists no invocation tree for DT containing an invocation path Pe(w, v). 

Lemma 2. Assume that DT has a call definition path Pd(v, w) = (v, s1, s2, …, sn, w) (n 
≥ 1) for a pair of web services v and w. If an invocation tree for DT has an arc (v, w), 
it also has an invocation path Pe(v, si) for all the web services si (1 ≤ i ≤ n). 

We omit the proofs of the above lemmas for space limitation. They can be proved 
easily by definition of the invocation tree and by induction for the length of the  
call definition path Pd(v, w). From the lemmas, we have the following result (See 
Fig. 3). 

Theorem 1. If DT has a call definition path Pd(v, w) = (s1, s2, …, sn) (s1 = v, sn = w, n 
≥ 4) for a pair of web services v and w, there is no invocation tree for DT containing 
two arcs (si, sk) and (sj, sm) where 1 ≤ i < j < k < m ≤ n. 

 

(a) Call definition tree DT                               (b) DT*                              (c) Invocation tree ET 
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Fig. 3. An infeasible invocation plan using intensional results 

(Proof) Assume that (si, sk)∈Ae and (sj, sm)∈Ae for an invocation tree ET = (Ve, Ae, 
We). Since (sj, sm)∈Ae and j < k < m, there exists an invocation path Pe(sj, sk) in ET by 
Lemma 2. However, since Pe(sj, si) is not in ET by Lemma 1, si cannot be contained in 
 

Pe(sj, sk). Thus, sk should be called from si as well as from another web service, but 
this cannot be a legal execution instance of web services using intensional results. 
Therefore, ET cannot have both of (si, sk) and (sj, sm) in Ae.  

Considering the above theorem, we formalize optimization of the invocation strate-
gies of web services delivering intensional result. 

Definition 3. (Optimal Invocation Plan) For a given call definition tree DT = (Vd, Ad, 
Wd) for a set of web services, consider the set Π defined by, 
Π = {T | T is a directed spanning tree for DT* which has no pair of arcs (si, sk) and (sj, 

sm) (i < j < k < m) for any call definition path Pd(si, sm) = (si, si+1, …, sm) in DT}.  
We call the tree in Π an invocation plan for DT and the tree T0∈Π satisfying 

)}({)( 0 TWeightMinTWeight
T Π∈

=  the optimal invocation plan for the given web services 

exchanging intensional results, where 
∈

=
Aa

aWTWeight )()(  for a tree T = (V, A, W). 

4   Optimization  

4.1   Exhaustive Search 

A simple approach for optimization is to search the solution space exhaustively and 
select the invocation plan having a minimum execution cost. We can enumerate all 
the possible invocation plans systematically by considering the vertices in the given 
call definition tree in the increasing order of their depth. Denoting the set of invoca-
tion trees for the subset of vertices whose depths are no deeper than k by E(k), we can 
generate a subset of invocation trees in E(k) from each tree in E(k-1) by selecting a set 
of caller vertices for the vertices of depth k in DT and adding new arcs. 

While the exhaustive search always finds the optimal solution, it requires huge 
amount of execution time. Assuming that DT is a perfect tree in which all internal 
nodes have the same out-degree f and all leaf nodes have the same depth h, we have 
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It means that as the fan-out and height of the call definition tree increase, the num-
ber of possible invocation trees grows drastically. For example, even for the small  
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Fig. 4. A* search algorithm 
 

values of f = 3 and h = 4, the number of invocation trees amounts to 9927 = 7.6e+53. 
In terms of the number n of web services, the method has time complexity of 

)(log)( 22 nh nf h

Ο=Ο , hence it is hard to be used in real environments. 

4.2   A* Search Algorithm 

In this section, we provide an A* algorithm for finding an optimal invocation plan as 
shown in Fig. 4. A* algorithms search for an optimal solution in an implicit state-
space graph heuristically, avoiding an exhaustive search by pruning a part of the 
search space [12].  

Given DT = (Vd, Ad, Wd) where the root vertex is denoted by r, a state s in the 
search space represents an invocation tree ETs for a sub-graph of DT containing all the 
vertices whose depth is no deeper than ds in DT. The A* algorithm begins with a start 
state s0 for r in the set OPEN of active states to be explored. At each stage, it selects a 
state s having the smallest value of f(s), which is a heuristic estimation of the cost f*(s) 
of an optimal solution that can be achieved from s, i.e., a minimum cost invocation 
tree for DT containing ETs as a sub-graph. Then, as shown in line 10~14 in Fig. 4,  it 
expands s by generating its successor states representing invocation trees which have 
ETs as a sub-graph and additionally contain the arcs from the nodes in ETs to the 
nodes of depth ds+1 in DT (Refer to Fig. 5-(a)). 

f*(s) and f(s) can be expressed as f*(s) = g*(s) + h*(s) and f(s) = g*(s) + h(s), respec-
tively, where g*(s) denotes the cost of ETs. With h(s) satisfying h(s) ≤ h*(s) for all 
 
 

1 A* Search Algorithm  
2 Input: a web service call definition tree DT = (Vd, Ad, Wd) 
3 Output: an optimal-cost invocation tree for DT 
4 begin 
5  Let the start state s0 = (({r}, ∅, ∅), 0). 
6   Let OPEN be a priority queue storing states in a non-decreasing order of  

values of f() defined in equation (1). 
7  OPEN := { s0 }; 
8  loop 
9   Select from OPEN a state s having the smallest value of f(s). 
10   OPEN := OPEN – { s }; 
11   Let the selected state s = (ETs, ds) where ETs = (Vs, As, Ws). 
12   if Vs = Vd then return ETs; end if; 
13   N := { w | w ∈Vd −Vs and its depth in DT is ds+1 }; 
14   for each possible invocation tree ETn = (Vn, An, Wn), where Vn = Vs ∪ N,  

An = As ∪ { (u, w) | for each w∈N, u is a node in Pe(r, v) in ETs where  
v is a node such that (v, w)∈Ad }, and Wn:An→Ζ+ satisfying Ws ⊆ Wn ⊆ Wd

* 
15   do 
16    Generate a successor state of s, ssucc = (ETn, ds+1). 
17    OPEN := OPEN ∪ { ssucc }; 
18   end for; 
19  end loop; 
20 end. 
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Fig. 5. Execution of the A* algorithm  

states s, A* algorithms guarantee to terminate with an optimal-cost solution [12]. In 
order to estimate h*(s) optimistically, we consider an auxiliary tree HTs for ETs = (Vs, 
As, Ws), defined by 

HTs = (V, A, W) where V = Vd, A = As ∪ {(u, w) | w∈Vd −Vs, u is a node in Pe(r, 
v)⋅Pd(v, w) such that Wd

*((u, w)) is minimal, where v is a leaf node in ETs 
which is contained in Pd(r, w)}, and W:A→Ζ+ satisfying Ws ⊆ W ⊆ Wd

*. 

As a spanning tree for DT containing ETs as a sub-graph, HTs includes an incoming 
arc for each of the vertices not in ETs but in DT, which has a minimum invocation 
cost regardless of other vertices (See Fig. 5-(b)). Thus, it may not be a feasible invo-
cation plan for DT satisfying Theorem 1 while we have Weight(HTs) ≤ Weight(ET) for 
all the invocation trees ET for DT which contain ETs. Therefore, if we define 
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where v is a leaf node in ETs which is contained in Pd(r, w), we have f(s) ≤ f*(s) and 
hence h(s) = f(s) - g*(s) ≤ f*(s) - g*(s) = h*(s). Consequently, the proposed algorithm 
guarantees the generation of an optimal-cost invocation plan for given web services.  

4.3   Greedy Algorithm  

The A* algorithm proposed in Section 4.2, though being able to find an optimal solu-
tion, may experience significant performance degradation as the number of web  
services increases. In this section, we propose a greedy algorithm to produce a cost-
effective invocation plan in a more efficient way.  

As shown in Fig. 6, the algorithm traverses the given DT in a breadth-first manner 
to build an invocation tree ET. For each vertex w in DT visited during search, the 
caller vertex u of w is selected among the vertices already in ET and the new arc (u, 
w) is inserted into ET. We select u from the ancestors of w which are on the invoca-
tion path Pe(r, v) from the root r to the parent v of w in ET, considering not only the 
cost of invoking w but also the invocation costs for descendent web services of w. 
Specifically, denoting the set of descendents of w by Desc(w), we select the vertex u 
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Fig. 6. Greedy algorithm 

 
Fig. 7. Selecting the caller of w in the greedy algorithm 
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caller of w (See Fig. 7). Note that when a web service u invokes w, the descendents of 
w can be called only from the vertices in Pe(r, u). This requires that for the vertices in 
Desc(w) we should find their callers with minimum costs repetitively from the differ-
ent sets of candidates determined by the position of the caller u of w on the path Pe(r, 
v). Therefore, time complexity of finding the caller of w is O(|Desc(w)|⋅l2) where l is 
the length of Pe(r, v). It can be improved to O(|Desc(w)|⋅l) by using extra memory 
space in O(|Desc(w)|). Specifically, we can avoid a lot of cost comparisons by  
considering the candidate caller u of w on Pe(r, v) in the increasing order of depth, 
storing for each vertex x in Desc(w) the weight of the arc (t, x) from a caller t in Pe(r, 
u) to x which has a minimum invocation cost for the position of u, and reusing the 
stored information in the next stage with the next position of u. The extended algo-
rithm is shown in [13].  As a result, for a call definition tree of n vertices which is  
a perfect tree as in Section 4.1,  the greedy optimization algorithm can be  executed in 
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1 Greedy Algorithm 
2 Input: a web service call definition tree DT = (Vd, Ad, Wd)  
3 Output: an invocation tree for DT 
4 begin 
5  Let Q be a queue to store nodes in DT. Q := ∅; 
6  Let ET = (Ve, Ae, We) be the result invocation tree. ET := ({r}, ∅, ∅); 
7  while Q ∅ do 
8   v := Dequeue(Q); 
9   Let (s1, s2, … , sn) be the sequence of nodes in Pe(r, v) in ET. 
10   for each child node w of v in DT do 

11    Find u such that  )),(()),((
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12    Ve := Ve ∪ {w}; Ae:= Ae ∪ {(u, w)}; We:= We ∪ {Wd
*((u, w))}; 

13    Enqueue(Q, w). 
14   end for; 
15  end while; 
16  return ET; 
17 end. 
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5   Performance Evaluation 

This section evaluates effectiveness and performance of the optimization methods 
proposed in Section 4. By experiments using test call definition trees of web services, 
we assessed qualities of the invocation plans generated by the proposed greedy 
method and A* search algorithm, which were compared with the costs of those test 
DTs. We also measured and compared the execution time taken by the algorithms.  

We implemented the proposed algorithms in C++ with the standard template li-
brary and conducted experiments on a server employing an Intel Xeon 3.2GHz proc-
essor and 6GB main memory and running the Red Hat Linux 9.0 operating system. In 
the experiments, 100 test call definition trees of web services were used which have 
the height of 3 or 4 and the fan-out from 0 to 3, selected at random. Invocation costs 
of web services were also randomly defined as a value between 1 and 65535.  
 

 

Fig. 8. Quality of the optimal solutions and greedy solutions 

 

Fig. 9. Execution time of the A* search and the greedy algorithm 
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Fig. 8-(a) shows the costs of the invocation plans produced by the A* algorithm 
and greedy algorithm for the test call definition trees, arranged in a non-decreasing 
order of the costs of the input DTs. The result indicates that the costs of the optimal 
and greedy solutions are respectively 61.7% and 62.4% of the cost of the test DTs on 
the average. The cost reductions are the result of efficient distribution of invocation 
tasks for web services and tend to improve as the height and fan-out of call definition 
trees increase, as shown in [13]. Fig. 8-(b) presents the quality of the greedy solution 
measured by the cost ratio of the optimal solution to the greedy one. We observe that 
most of the solutions obtained by the proposed greedy algorithm are very close to op-
timal. It yielded an optimal solution for 71% of the test DTs and a sub-optimal solu-
tion had the quality of around 96.8% of that of the optimal solution on the average.  

Fig. 9 shows the CPU time taken by the greedy and A* algorithm. The results are 
arranged in a non-decreasing order of the number of web services in the test DTs. The 
greedy algorithm completed in less than 10 msec for all the test DTs while the A* al-
gorithm took a larger amount of time with a maximum of about 93 hours. Moreover, 
the execution time of the A* algorithm severely increases as the number of web ser-
vices grows. We observe that the greedy algorithm scales up for a large and complex 
structure of composite web services well in contrast to the A* algorithm.  

6   Conclusion 

In this work, we proposed a cost-based optimization method to execute invocation of 
composite web services efficiently by distributing the tasks involved in activating the 
web services over the peer systems using intensional data. We formalized the optimal 
invocation plan for web services which interact hierarchically and deliver intensional 
results. We analyzed difficulties of the exhaustive search in real environments and 
provided an A* heuristic algorithm to find an optimal solution. We also suggested a 
greedy algorithm to generate an efficient solution quickly. We showed by experi-
ments that the proposed method can enhance the overall performance of web services 
by providing an efficient invocation plan close to the optimal one and has good scal-
ability for the number of web services. 
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Abstract. The service oriented paradigm promises dynamic service discovery and 
on-the-fly service composition to fulfill user requirements. For the dynamic and 
heterogeneous nature of service and network, ensuring end-to-end QoS (Quality 
of Service) becomes a challenge in service composition. This paper proposes a 
distributed QoS registry architecture, in which QoS registries could maintain 
services cooperatively and exchange information. Then we present a model 
combining network QoS and service QoS together to show their impact on end-to-
end QoS. Based on the distributed QoS registry and combined QoS model, we 
present a distributed service selection algorithm to find optimal service 
composition plan. Experimental results show that the algorithm achieves excellent 
selection result with outstanding performance in our architecture. 

1   Introduction 

Web Service is an emerging technology aiming at effectively integrating and reusing 
business applications in global scale. In web service framework, services could 
describe and publish their functional and non-functional properties in standard way. 
Customers could find the right service to fulfill their requirements through service 
discovery process. Service composition mechanism enables individual services to 
compose together to provide end user a more powerful service (composition service), 
which greatly improves service reuse [10]. 

Automatic service composition is an important issue in web service research. In the 
past, large amount of works have been done on validation of composition service 
logic, semantic discovery of appropriate services and monitoring of service execution 
[11]. Recently, pioneer researchers have proposed a new question in service 
composition: How to select a set of appropriate services to instantiate composition 
logic and satisfy user’s QoS requirements? This is called a quality driven service 
                                                           
*  This work is supported by the National Basic Research and Development Program (973 

program) of China under Grant No.2003CB314806; the Program for New Century Excellent 
Talents in University (No: NCET-05-0114); the program for Changjiang Scholars and 
Innovative Research Team in University (PCSIRT). 
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composition problem [1]. Some early works have presented basic QoS models for 
composition services. In these models, a QoS center/registry is often responsible for 
maintaining QoS information and carrying out the computation. The common 
accepted QoS criteria are execution duration, price, availability and reliability. 

However, 2 problems may hinder the application of these early solutions: Firstly, 
they assume only one QoS registry maintains all the geographical distributed 
autonomous services which is not practical in real world. As a result, all the 
selection algorithms proposed could only execute in centralized mode. Secondly, 
most of the works focus on service QoS and its compositional effect. For efficiently 
composing services on the internet, the network conditions also has effect on 
compositional QoS, e.g. network delay between services, bandwidth between 
services and network availability between services. Especially, for interactive 
applications or network intensive applications, e.g. online game, interactive 
multimedia system, the real-time network conditions and service conditions both 
have great impact on end-to-end QoS [6]. To address these problems, we proposed 
a distributed QoS registry architecture at first. The basic idea of our QoS registry is, 
every registry maintains a set of services, and registries are interoperable. Then we 
present a general QoS model for composition service including network QoS and 
service QoS. To effectively integrate the model into service composition process, 
we propose a heuristic service selection algorithm based on Extended Bellman-Ford 
Algorithm (EBFA) [2]. EBFA is a well-known algorithm in QoS routing to solve 
multi-constrained path routing problem.  

The rest of the paper is organized as follows: Section 2 reviews some related 
works. Section 3 describes the distributed QoS registry architecture. Section 4 
presents our QoS model in detail. Section 5 presents the service selection algorithm 
and its optimization. Section 6 discusses the algorithm and its complexity in different 
cases. Finally, the paper concludes in Section 7. 

2   Related Works 

Traditional Web Service QoS registrys focus on gathering QoS information from 
services and evaluating services. Serhani et al. [12] have presented a QoS architecture 
and its relationship with other entities in Web Service architecture. Maximilien et al. 
[13] focused on the policy architecture of processing QoS information. As far as we 
know, no works has mentioned the requirements of interoperation between registries. 

QoS issue in service composition is receiving more and more attention from both 
academia and industries. Zeng et al. [3] has presented a basic QoS model for service 
composition. Although they model only 5 most common QoS criteria: Response time, 
cost, availability, reliability and reputation, the model has very good extensibility for 
business service QoS. However, the Integer Programming computation for QoS may 
suffer from its complexity and could only execute in centralized mode.  

Gu et al. [6][7] have presented a model similar to ours in their multimedia service 
composition research. Their model contains link delay and link availability but the 
model could not reflect the complexity of composition service QoS in web service. 
Based on their model, they use an optimized Dijkstra algorithm to solve the problem, 
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which is inefficient in large network. Dijkstra algorithm also requires the execution 
entity to have global view of the whole network. 

Because the service selection problem is NP-hard [4], many heuristic approaches 
have been carried out to improve efficiency. Canfora et al. [4] proposed a genetic 
algorithm approach to optimize the selection process and gave a comprehensive 
comparison to Integer Programming approach. Yu et al. [5] presented 2 models for 
the problem. One is a combinatorial model which defines the problem as the Multi-
dimension Multi-choice 0-1 Knapsack Problem (MMKP) and solved by modified 
HEU heuristic algorithm. The other is a graph model which defines the problem as the 
Multi-Constraint Optimal Path (MCOP) problem and solved by modified Multi-
Constraint Shortest Path (MCSP) algorithm. Their approach shows outstanding 
performance in experiment, but still could only execute in centralized mode. 

3   Distributed QoS Registry Architecture 

In service composition process, there are 2 important entities responsible for 2 phases 
respectively: composition engine and QoS registry. Composition engine could 
generate and validate composition logic, the output is represented as task flow. A task 
flow is an abstract logic to fulfill user’s functional requirement. We have to select one 
service instance for each task in the flow. This stage is accomplished by the QoS 
registry.  

In our distributed QoS registry architecture, a registry could interoperate with 
other registries. The interoperation functions are implemented in standard Web 
Service interface. We currently implemented 3 kinds of protocols: The first kind is 
Maintenance, including registry status report, load report, restart and shutdown 
registries. The second is Administration, e.g. transferring a service’s registration to 
other registries based on service request. The third is Cooperation. The major usage 
of this kind is for planning service composition, described in section 5. The 
architecture illustrated in Fig.1(a). The Agent is responsible for collecting 
information from services. All interactions handled by Communication module. A 
QoS registry maintains at least 1 set of functionally identical services and different 
registry could only maintain functionally different services’ QoS information. To 
include network condition in service selection process, our QoS registry maintains 
link information between services. The link information could be probed by client-
side application and processed by QoS registry with history records before selection 
[8][9]. Here, the word “client” stands for both the end-user application and the 
middle services which may act as client from the viewpoint of successive services 
in composition logic.  

User experienced QoS largely depends on one task path which has the greatest 
impact on the user interested QoS criteria, we call this task path a critical task path 
(CTP), which could be predicted by composition engine with history data. A critical 
task path with n tasks is: 1 2, ,...... nCTP t t t= , where ( )1it i n≤ ≤ is the ith task in 
topological order. Each task has a set of candidate services, ( ) { }1 2, ,...... mS t s s s= , 
where m is the number of services which could fulfill task t . Each service has a set of 
non-functional properties. In composition service execution, candidate services from 
different tasks bind together to fulfill user requirements. Thus there is a virtual link 



176 F. Li, F. Yang, and S. Su 

between every pair of candidate services from adjacent tasks. A service path is 
represented as 1 1 2 2, , , ,...... ,n nSP l s l s l s= , where (1 )is i n≤ ≤ is the service selected 
for task it , ( )2il i n≤ ≤ is the link between is and 1is − , and 1l is the link between client 
and 1s . Fig.1(b) illustrated a service path across multiple QoS registries, 1 2 3, ,t t t  is a 
critical task path. 

 

Fig. 1. (a) Distributed QoS registry Architecture; (b) Service Path across different QoS registry 

4   QoS Model for Composition Services 

The QoS model contains two types of basic QoS criteria: Service related QoS criteria 
and link related QoS criteria. To show their impact on end users and apply distributed 
selection algorithm, we present an aggregation approach in this section. 

4.1   Basic QoS Criteria 

The service related QoS criteria have been discussed in several papers, e.g. response 
time, cost and availability. They belong to specific service and collected by QoS 
registry or clients report [8]. We assume there are u QoS parameters for 
service s : ( ) { }1 2, ,......S s s s

uQ s q q q= , where (1 )s
iq i u≤ ≤ is the ith QoS parameter.  

The link related QoS criteria have been researched for many years in internet field 
but have not been substantially discussed in current service composition research. 
As mentioned above, they could have a great impact on the user experienced 
composition service QoS. We assume there are v QoS parameters for link 
l : ( ) { }1 2, ,......L l l l

vQ l q q q= , where (1 )l
iq i v≤ ≤ is the ith QoS parameter. 

4.2   QoS Criteria Aggregation 

The QoS criteria which belong to both services and links could be aggregated 
together. For example, the availability of a composition service is the multiplication 
of each service’s availability and each link’s availability. In fact, the aggregation 
between services and links could be expanded to many other application specific QoS  
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criteria. Suppose the last x  QoS parameters of link and service could be aggregated, 
the aggregated QoS of a link and a service is: 

{ }1 1 1( , ) ,...... , ,...... , ,......A s s l l a a
u x v x xQ l s q q q q q q− −=  (1) 

( )( , ) 1 , ( )a l s
i i v x i u x iq f q q i x l Inlink s− + − += ≤ ≤ ∈ , ( )Inlink s  is the set of links ended at 

service s, if is the function to aggregate the ith aggregative QoS parameter. By 
record ( , )AQ l s to corresponding links, we can transform the service selection problem 
to link selection problem. 

After the aggregation process, each link-service pair has z u v x= + − QoS 
parameters. Thus a service path p has z QoS parameters too: 

( ) { }1 2, ,......P p p p
nQ p q q q= . If QoS of a service path satisfy user’s QoS 

constraints { }1 2, ,......C c c c
zQ q q q= , we call this path a feasible service path.  

4.3   Scoring Service Path 

Similar to [3], each service path has a score based on user interest: 

1 1

( ) , 0 1, 1p
i i i i

i z i z

Score p w q w w
≤ ≤ ≤ ≤

= ≤ ≤ =  (2) 

iw is user’s interest for the ith QoS parameter. We use (2) to evaluate a path and 
optimize selection algorithm, shows in section 5. 

5   Distributed Service Selection Algorithm 

We deduced the widely used Extended Bellman-Ford Algorithm (EBFA) in QoS 
routing to find feasible service path for critical task path. The basic idea of EBFA is: 
Find feasible path from source node (client) to nodes with n hops (services in task n), 
based on the result, iteratively find feasible path from source node to nodes with n+1 
hops, until all candidate services has been computed. 

A well-known problem of the EBFA is, in large network, each node may have to 
maintain a great number of feasible paths from source to it. For the specific problem 
of service selection, we propose a heuristic approach to effectively decrease the 
candidate path number and limit the traffic between QoS registries. It is a variation of 
limited path heuristic [2]. Briefly, our approach is: each service maintains at most K 
feasible paths which have the best scores. We call the algorithm EBFA-K. 

A distributed EBFA execution process is: Based on previous tasks’ selection result, 
a QoS registry computes a part of task sequence in critical task path and sends result 
to the next registry. The distributed execution illustrated in Fig.2. QoS registry 1 is 
responsible for find feasible service paths from client to task 1. It computes a set of 
candidate service path, sends result to registry 2. Registry 2 is responsible for 
selecting feasible service paths from task 1 to task 3. After computation, it sends 
result to registry 3. Registry 3 computes the final part of task path, send its result 
directly back to the first registry.  
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Fig. 2. Distributed execution process of EBFA 

Let T denote the task sequence should be computed in current QoS registry. Let 
't denote the last task computed in previous registry and ( )( )' 'P Path S t=  is the 

feasible path set from client to candidate services of task 't . 's represents the start 
service of link l . We assume the computation target is to minimize the score of 
service paths subject to user defined constraints. The EBFA-K algorithm on the ith 
QoS registry is illustrated in Fig.3. 

 

Fig. 3. EBFA-K algorithm 

EBFA-K ( )', , CP T Q  
Aggregate all candidate service QoS to link QoS; 
For each t T∈ in topological order 
 For each ( )s S t∈  
  For each ( )l Inlink s∈  
   RELAX-K ( )( '), , , CPath s s l Q  
If all tasks computed 
 Send ( )( )Path S t to QoS registry 1; 
Else Send ( )( )Path S t to QoS registry i+1; 
Return; 

RELAX ( )( '), , , CPath s s l Q  
For each ' ( ')p Path s∈  
 If ( ) ( )' ,p a cQ p Q l s Q+ <   
 Begin 
  If ( ) ( ) ( )' , , ( )p a pQ p Q l s Q p p Path s+ < ∀ ∈  
   Delete p ; 
  Else if ( ) ( ) ( )' , , ( )p a pQ p Q l s Q p p Path s+ > ∀ ∈  
   Return; 
  Insert 'newpath p l= + to ( )Path s ; 
 End 
 If ( ( ))sizeof Path s K>  
  Remove the path with highest score in ( )Path s ; 
Return; 
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Suppose there are n  tasks in critical task path and each task has m  candidate 
services, in the worst case, the time complexity of EBFA-K is ( )2 2O K nm , otherwise 
the worst time complexity of basic EBFA is ( )nO m [2] and of Dijkstra algorithm in [6] 
is 2 2( )O m n . Whenever a task has been computed, we can delete all paths recorded in 
previous tasks, so that total space needed in EBFA-K is ( )O Km . If all tasks belong to 
different QoS registries, traffic generated for computation between QoS registries 
is ( )O Knm . 

6   Experiments 

We studied the effectiveness and performance of EBFA-K in different cases by a 
series of experiments. The experiments were conducted on several PCs with same 
configuration of a Pentium 4 1.6GHz CPU and 256MB RAM, running Debian 
LINUX. All hosts connected to a LAN through 100Mb/s Ethernet cards.  

6.1   Evaluation Methodology 

In experiment, we evaluate 3 cases: 1, centralized execution of EBFA; 2, 
centralized execution of EBFA-K; 3, decentralized execution of EBFA-K. In 
centralized execution of EBFA, service and link both have 2 QoS parameters, 1 of 
them could be aggregated. Task number in critical task path is set at 4 to 7 
respectively. Service number in each task ranges from 2 to 10. In centralized 
execution of EBFA-K, we first compare its performance with EBFA, for its 
scalability, task number ranges from 10 to 40 with a step of 10 and service number 
in each task is from 5 to 50 with a step of 5. K is fixed at 5. We also evaluate the 
efficiency of EBFA-K for different QoS parameter number and different value of K. 
In this case, the task number is a constant value of 30, and service number in each 
task is 30. Total QoS parameter number is 10, 20 and 30, K is range from 1 to 10. In 
every experiment, we run 100 cases and each case have a set of random generated 
QoS parameters between 1 and 100.  

An important problem of EBFA-K is it may discard feasible path or best path in 
execution. We use 2 criteria to study this feature:  

1. Success Ratio: the times of finding out a feasible path in EBFA-K divided by the 
times of finding out a feasible path in EBFA, after executing the same set of cases. 
Shown in (3). 

( )

( )

SuccessTime EBFA K
SuccessRatio

SuccessTime EBFA

−=  (3) 

2. Approximation: For cases successfully executed in both EBFA and EBFA-K, 
sum up their result scores respectively, approximation is the sum of EBFA-K scores 
divided by the sum of EBFA scores. Shown in (4). 

( )

( )

SumofScores EBFA k
Approximation

SumofScores EBFA

−=  (4) 
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In distributed execution of EBFA-K, we evaluate the network impact to total 
execution time. The distributed execution does not change the computation result. We 
test the EBFA-K in distributed execution when task number is 30 and service number 
in each task is 20 and 30 respectively, critical task path is randomly divided to hosts. 
The host number ranges from 2 to 6.  

6.2   Result and Analysis 

In Fig.4, we show that EBFA-K outperforms EBFA (shows in Fig.4(a)) very 
significantly. EBFA-K could scale up to 2000 of candidate services in total but EBFA 
could only execute in a scale of around 50 services. The execution time of EBFA-K is 
very competitive too. We do not show the execution time of EBFA-K in small scale 
for it is often under 10 milliseconds. This result is not a surprise because the 
limitation of path number kept in each service largely decreases the feasible path 
search time. Fig.5(a) shows the effect of K and QoS parameter number to execution 
time of EBFA-K. In our case, K is much less than the service number, so the 
execution time grows nearly linearly with K. 

In experiment, EBFA-K achieves an excellent success ratio and approximation. 
In Fig.6(a), the success ratio is approximately 95% when K=4 and grows to 98% 
when K=10. Comparing to the great decrease of execution time, this success ratio is 
very acceptable. Interestingly, we found that in Fig.6(a), service number in each 
task has a positive effect to success ratio. This is because the more services in each 
task, the more paths would be kept. Fig.6(b) shows the approximation is about 99% 
when K>4. 

Fig.5(b) shows that distributed execution time grows with the host number 
because of network delay between hosts. The distributed execution time would 
increase in a wide area network, but if we collected all service QoS information to 1 
registry whenever we need a service composition, the time of transmitting would be 
unacceptable.  
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Fig. 4. (a) Execution time of EBFA; (b) Execution Time of EBFA-K 
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Fig. 5. (a) Execution time of EBFA-K in different K and QoS number; (b) Distributed execu-
tion time of EBFA-K 
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Fig. 6. (a) Success ratio of EBFA-K; (b) Approximation of EBFA-K 

For space reasons, the following experiment results are not illustrated in figures. We 
also evaluated the limited path heuristic EBFA, called EBFA-LPK. Although the 
execution time of EBFA-LPK is better than our EBFA-K due to it does not need a sort 
operation, the approximation is much worse than EBFA-K. When K=10, EBFA-LPK 
achieved only 62% approximation and growing slowly with K. The execution time of 
Dijkstra algorithm is slightly faster than basic EBFA but much slower than EBFA-K. 

7   Conclusion 

In this paper, we present a distributed QoS registry architecture and a general QoS 
model for composition service. The distributed QoS registry could cooperate with 
other registries to enhance their capability. The model includes both network QoS and 
service QoS which could reliably reflect the user experienced QoS and convert 
service selection problem into path selection problem. To effectively solve the path 
selection problem, we modify basic EBFA algorithm in two aspects: Firstly, a 
decentralized execution approach, this modification breaks the assumption that one 
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QoS registry maintains all services; Secondly, a heuristic approach to limit the path 
number kept in services when executing EBFA. In experiment, we discuss the 
efficiency and accuracy of EBFA-K for different cases. In general, our algorithm 
shows good path selection result with excellent performance, which proved that our 
architecture would result in good user experience of QoS for composition service. 
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Abstract. The core functionality of Web-service middlewares tries to
wrap existing business logics and make them accessible as Web ser-
vices. Recently, well-known standardization initiatives have proposed
some high-level declarative languages for the description of coordina-
tion protocols and the implementation of coordination middlewares. In
parallel to these initiatives, an increasing interest on the use of classical
coordination models on distributed environments has been shown. In this
work we present a Linda-like coordination framework using Petri nets,
which is executed by the Renew tool, a high-level Petri net interpreter
developed in Java, and subsequently exposed as a Web service able to be
used by other services for coordination purposes. The implementation is
based on an extension of the original Linda model that improves the tu-
ple representation capabilities and extends the matching functions used
for the recovery of tuples from the coordination space. The efficiency of
the proposed implementation has been empirically evaluated on a cluster
computing environment, and its performances compared with the previ-
ously reported ones related to JavaSpaces.

Keywords: Service coordination, Linda, Petri nets, Tuple space bench-
marks.

1 Introduction

The evolution of Web service middlewares requires the addition of some func-
tionalities already present in traditional middlewares for enterprise application
integration. Middlewares used in this context contain three main components
[1,2]: 1) a workflow engine for the definition and execution of the business logic,
2) a message broker and 3) the necessary infrastructure to ensure the correct-
ness and consistency of interactions (correct integration and execution of both,
horizontal and business protocols).
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The authors introduced in [3] a proposal of Web service middleware for the
definition and execution of (complex) web processes which can interact using
(complex) choreographies. The base formalism used in the proposal was the Ref-
erence nets paradigm [4], which is a subclass of the family of Nets-within-Nets [5].
As shown in the paper, the use of the same formalism for composition and coor-
dination purposes helps in simplifying the development process. In the proposed
framework, a coordination system based on the Linda paradigm was used as
an intermediate language for the definition of the interactions (choreographies)
among the involved Web services. This system acts as a message broker, allowing
an abstract and technology-independent definition of the inter-services interac-
tions. This point of view tries to bypass some vendors attempts to explicitly
include their middleware system directly into WSDL specifications, violating
the principle by which Web services must hide implementation details [6].

Tuple space-based coordination languages provide loosely coupled commu-
nication and coordination facilities regardless of any middleware programming
model. Communication and coordination between processes is handled through
a Tuple Space where processes put and withdraw tuples. This paradigm was
conceived by Gelernter et al. [7] as part of the Linda coordination language. Its
success in distributed systems has been due to a reduced set of basic operations, a
data-driven coordination and a space and time uncoupled communication among
processes that can cooperate without adapting or announcing themselves [8].

Different commercial organizations and research projects have concentrated
on the development of Linda-based coordination systems in distributed environ-
ments. One of the most popular commercial implementations is JavaSpaces [9],
provided by Sun Microsystems. Its specification inspired other Java implemen-
tations, such as GigaSpaces [10] and TSpaces [11] by IBM.

More recently, the popularity of XML as a mean for the coding and inter-
change of information in distributed environments made some XML-based tuple
space implementations to appear, such as JXTASpaces [12] and XMLSpaces [13].
WorkSpaces [14] is a remarkable proposal that uses XMLSpaces for service com-
position.

As previously stated, the framework proposed in [3] was based on the use of
the Nets-within-Nets paradigm, providing an environment for the definition and
execution of Web services, implemented using the tool Renew [15], developed at
the University of Hamburg. One of the components in the proposed framework
was a Linda-like coordination system. This paper has two main purposes. The
first one, to describe the implementation of that component. The second one, to
measure some performance parameters and to compare them with JavaSpaces
using the reference benchmark proposed in [16,17].

We are assuming the reader knows about Petri nets and Reference nets (see
[18,4] for the main concepts used here).

The paper is organized as follows. Section 2 introduces a formal definition of
tuple space and a set of matching functions. Section 3 describes an implementa-
tion of the Linda coordination system using the Renew tool. Section 4 presents
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the empirical performance measures obtained and the comparison with the ones
reported in [17] for JavaSpaces. Finally, some conclusions are presented.

2 The Linda Coordination Model

Informally, Linda [7,19] is a coordination language which provides generative
communication (communication by the production and consumption of passive
data structures) over a shared space (a blackboard or a bag in a global associative
memory). Data are represented as tuples (collections or sets of elements), so the
shared space is called tuple space. Roughly speaking, a tuple space is a repository
for a multi-set of tuples with, possibly, different lengths. In this paper nested
tuples are allowed, being a nested tuple a kind of Lisp-like list, where elements
can be either atoms or tuples (in our case, we are assuming that the empty tuple
does not exist).

Let A be a set of typed elements, called atoms, for which a mapping
EQA : A × A −→ {0, 1} is assumed to be defined. The set of tuples TA is
defined as follows:

1. for any a ∈ A, [a] belongs to TA
2. for any [a] ∈ TA, [[a]] belongs to TA
3. if [e1] and [e2] belong to TA, then [e1 e2] also belongs to TA

A tuple space is used by a set of processes in order to communicate and
interact by means of the insertion and removal of tuples. A process wanting to
insert a tuple t into a tuple space TA just needs to execute the outA(t) operation.
This is a non–blocking operation. On the other hand, the inA Linda primitive
can be used by a process in order to get a tuple from a subset of tuples of the
tuple space. The set of tuples is usually indicated by means of a pattern. Let
TA be a set of tuples. The extended tuple set, TA∗ , is defined as the tuple set
TA∪{∗}. An element of the extended tuple set is called pattern (also template or
query template).

A matching function M is a mapping M : TA ×TA∗ −→ {0, 1}. Given a tuple
t and a pattern p defined over the same set, they are said to match in M if, and
only if, M(t, p) = 1. The symbol ∗ introduced in the previous paragraph plays
the role of a wildcard for the matching function.

Given a tuple space TA, a matching function M , and a pattern p, the operation
t = inA(M, p) blocks the calling process until a M–matching tuple v in the tuple
space is found such that M(v, p) = 1; v is then removed from the tuple space
and assigned to t. The operation by which the tuple is found, removed, and
assigned to v is an atomic operation. If more than one tuple exists M–matching
with pattern v, one of the tuples is chosen in a non–deterministic way.

The third operation is a read operation. t = rdA(M, p) is as t = inA(M, p),
with the only difference being that the chosen matching tuple is not removed
from the tuple space.

By now, we are constraining ourselves to the case of four different match-
ing functions, namely, strong matching, weak matching, attribute matching and
general attribute matching.
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The strong matching function, SMA, is defined as follows:

SMA : TA × TA∗ −→ {0, 1}

such that

[e1 . . . en], [v1 . . . vm] ↪→ (n = m) ∧
n∧

α=1

⎧⎪⎪⎨
⎪⎪⎩

eα ∈ A ∧ vα ∈ A : EQA(eα, vα)
eα ∈ A ∧ vα = ∗ : 1
eα ∈ TA ∧ vα ∈ TA∗ : SMA(eα, vα)
Else 0

Notice that seeing a tuple as a representation of a tree, in the strong match-
ing the template and the tuple must have exactly the same structure, and two
leaves match if either both are “identical” (in the sense established by means
of the EQA function) or the template leaf is a * (a wildcard). For example,
the template [a, [b, ∗], d] matches the tuple [a, [b, c], d], but it does not match
[a, b, c, d].

The weak matching , WMA, allows the correspondence between a tuple and
a wildcard, and is defined as follows:

WMA : TA × TA∗ −→ {0, 1}

such that

[e1 . . . en], [v1 . . . vm] ↪→ (n = m) ∧
n∧

α=1

⎧⎪⎪⎨
⎪⎪⎩

eα ∈ A ∧ vα ∈ A : EQA(eα, vα)
eα ∈ TA ∪ A ∧ vα = ∗ : 1
eα ∈ TA ∧ vα ∈ TA∗ : WMA(eα, vα)
Else 0

Notice that in this case a wildcard can match with both, an atom and a tuple.
For example, the template [a, ∗, d] matches the tuples [a, [b, c], d] and [a, b, d].

We have also considered two matching functions based on attribute matching
and thought for XML scenarios. The attribute matching function allows to
look for tuples matching a pattern [attribute name *] at any level. The gen-
eral attribute matching is the generalization of the previous one to a list of
given attribute names.

3 A Petri Net-Based Implementation

Petri nets can help in providing an easy way of modeling concurrent and dis-
tributed systems, and also communication and coordination among processes.
In this section we propose an implementation of a Linda coordination system in
terms of Petri nets using the tool Renew [15]. This tool implements a graphical
editor and an execution engine for the class of Reference nets [4], which is a
subclass of the Nets-within-Nets family of Petri nets [5].

Renew is a high-level Petri net interpreter developed in Java, which allows
an easy integration of reference nets and Java code associated to transitions
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(allowing to access Java code from the Petri net and also to access the Petri net
from Java code). Renew implements a very efficient and flexible management
of concurrent aspects, which suggests to consider it as a serious candidate for
the implementation of a Linda coordination space. On the other hand, Renew
uses a tuple concept that allows an easy and efficient implementation of the
tuple concept used in Linda, since the inscription language of Renew includes
tuples as a data type. We have extended this type with some basic methods
to improve its functionality and to represent Linda-tuples as Renew-tuples, but
without changing its original capabilities.

A client wanting to use our Linda implementation can access it by means
of the invocation of operations in, out and rd via RMI or SOAP methods,
passing an XML tuple description as parameter. For instance, the sentence
txml = in(pxml) will return in txml the XML description of a tuple matching
the pattern described in pxml. Figure 1 depicts the Renew implementation of
the Linda server and shows the external interface, the client’s point of view.
Place tupleSpace is the tuple repository, where Linda tuples are stored as Re-
new tuples.
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Fig. 1. The Linda coordination model

Let us now concentrate on the Petri net solution. From the client’s point of
view, in, rd and out are invoked as single operations. The in an rd operations are
functions receiving a pattern as input parameter and returning a tuple, while out
is a procedure with a tuple as unique input parameter. From the server point’s
of view, a stub is used to hide the sequence of operations required to perform
the published operations. Renew manages Renew-stubs, a high-level interface
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description language which allows to encapsulate an ordered sequence of transi-
tion firings. To do that Renew provides channels as an unidirectional commu-
nication mechanism, allowing the transfer of parameters between the Petri net
and the external generated stub-code:

int startTake(Tuple p) { this:startTake(p); this:getTakeID(return); }

Tuple endTake(int id) { this:prepareTake(id); this:endTake(return); }

Let us trace the in(p xml) operation. From a conceptual point of view,
two steps are required: the one by which the pattern is inserted into the sys-
tem, and the one by which a matching tuple is returned, when possible. Since
Renew channels are unidirectional, each one of the previous steps is decom-
posed into two sub-steps, related by a system generated identifier: first, the pat-
tern is inserted into the system (this:startTake(t)), returning an identifier
(this:getTakeID(return)) associated to the pattern; second, the identifier is
passed (this:prepareTake(id)) to obtain the corresponding tuple
(this:endTake(return)).

Parsing from an XML description to the equivalent Renew tuple (from p xml
to p) and viceversa (from t to t xml) is also performed in the Renew stub, being
the following the code finally executed for the in operation:

XML_Tuple in(Tuple p_xml) {

return parser.Tuple2XML(endTake(startTake(parser.XML2Tuple(p_xml))));

}

The rd operation is similar. The out operation is modeled with the input
channel :write(t), where t corresponds to the XML coded tuple. This way,
the out operation results in a non-blocking operation, while in and rd result in
blocking-operations since they involve the use of input and output synchroniza-
tion channels.

Let us now concentrate on transition performTake in Figure 1, which applies
the matching function. This transition has two input arcs: the arc from place
tupleSpace that binds a matching tuple with variable t, and the arc from place
pendingTakeQueries, which binds a pair [requestID,pattern] to variables id
and p, respectively, and removes the matching tuple from the tuple space when
the transition is fired. For this transition to be fired, the guard p.matches(t)
must be open. We have implemented the matching functions described in Section
2. Pattern p carries the information of the matching function to be applied. The
case of transition performRead is analogous, with the only difference being the
type of arc related to the tupleSpace place: in this last case it is a read arc in
Renew terminology, with the read semantics, which means that the token is not
removed from the corresponding place.

4 Simulation, Evaluation and Results

Kapfhammer et al. have recently introduced in [17] a framework for tuple space
benchmarking, collectively referred to as the Space bEnchmarking and TesT-
ing moduLEs (SETTLE). They use the framework to measure the efficiency of
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JavaSpaces [9] with the model reported in [16]. Let us now compare these results
with the ones obtained by our implementation.

In the experiments, a set of Java clients access our Linda server. Every client
performs a startup phase to define some local variables and set the benchmark
parameters; then it iterates 1000 times the following cycle: execute an out oper-
ation, delay a random time (Tdelay ∈ [200,250] ms), and then retrieve the same
tuple (operation in). When completed, the client shutdowns. A detailed justi-
fication of the used parameters can be found in [17]. To study the influence of
the tuple’s size we have used the same objects as in [17,20]: NullEntry objects
(356 bytes), StringEntry objects (503 bytes), DoubleArrEntry objects (1031
bytes), and FileEntry objects (3493 bytes approximately). The matching func-
tion applied in [17] corresponds to the strong matching function, as defined in
Section 2, where the EQA mapping is the equals function of the used object
classes.

In the experiments the following measures have been taken: the throughput
(mean number of in/out operations executed per second), and the response
time (mean time between the instant in which an in/out operation arrives at
the server and the time the result tuple is returned). Notice that both parameters
are measured on the server’s side to be independent of network delays. This way
the results were obtained in a scenario similar to the one proposed in [17].

The benchmark was executed running q clients in q different nodes of a clus-
ter using the Condor software for High Throughput Computing (HTC) over 22
nodes and an additional one dedicated to execute the Linda Server. The configu-
ration for each node was a Genuine Intel Pentium 4 single processor workstation,
512 MB of RAM and a UDMA/133 SATA 7200 RPM disk subsystem running
GNU/Linux with a customized 2.6.8-2 kernel compiled in order to use the mwait

Fig. 2. Throughput and response time measurements for RLinda
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Fig. 3. Chart representing the measured throughput

instruction and an anticipatory input-output scheduler. The Java 1.4.2 compiler
and virtual machine were run with the default configuration, and the Linda’s
server was allowed to get the maximum available physical memory.

Figure 2(a) provides a graphical representation of the throughput related to
the number of concurrent clients q. The results shown that the heaviest oper-
ation is always an out or in operation using a FileEntry object. This type
of object is the biggest one, which makes the matching process to require more
CPU time for its processing. The best throughputs are always obtained when the
number of clients q belongs to [9, 14] (except when using the bigger FileEntry
objects, which reaches the maximal values in the range [2, 8]). The existence of a
certain performance decreasing threshold was previously reported by Zorman et
al. in [16] for the JavaSpaces implementation. As stated in [17], ”this threshold
represents the number of concurrent clients that will cause tuple space through-
put to knee as client response times continue to increase”. With respect to the
response time, Figure 2(b), it is clear that NullEntry tuples always take less
time to execute than the others. For values beyond 41 concurrent clients the
CPU execution time was so high that some connections were down, so it makes
no sense to show results beyond this number.

Figure 3 compares the throughput obtained by JavaSpaces, as presented in
[17] and the similar benchmarks executed with our implementation. Our im-
plementation speeds up over a 75% in the best case. As reported in [16,17],
performance significantly decreases in JavaSpaces when the number of concur-
rent clients exceeds a certain threshold around 8 concurrent clients. In our case,
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this threshold is around 12 clients. Notice that in [17] results were reported up
to 22 clients, while our implementation allowed us to run up to 41 concurrent
clients without degrading the system performances.

5 Conclusions

The framework for Web services definition and execution proposed in [3] used a
Linda-like coordination system as an intermediate formalism for the definition
and execution of complex interactions among Web services. Two main reasons
made us think of a Petri net implementation for such coordination system, us-
ing the Renew tool. On the one hand, the fact that the rest of the framework
is implemented in this formalism. On the other hand, the fact that Renew im-
plements an efficient managing of concurrent aspects, which are necessary when
implementing the set of Linda primitives.

In the paper we have described the proposed implementation, which has been
compared, from a performance point of view, with the results for JavaSpaces
reported in [17].

There are two main aspects to be developed in the future. The first one, the
extension of the benchmark and experiments to more general classes of tuples
and matching functions. The second one, to study a distributed version of our
implementation.
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Abstract. Three core technologies are needed to fully automate the
trading process: data mining, intelligent trading agents and virtual in-
stitutions in which informed trading agents can trade securely both with
each other and with human agents in a natural way. This paper describes
a demonstrable prototype e-trading system that integrates these three
technologies and is available on the World Wide Web. This is part of a
larger project that aims to make informed automated trading a reality.

1 Introduction

Trading involves the maintenance of effective business relationships, and is the
complete process of: need identification, product brokering, supplier brokering,
offer-exchange, contract negotiation, and contract execution. Three core tech-
nologies are needed to fully automate the trading process:

– data mining — real-time data mining technology to tap information flows
from the marketplace and the World Wide Web, and to deliver timely infor-
mation at the right granularity.

– trading agents — intelligent agents that are designed to operate in tandem
with the real-time information flows received from the data mining systems.

– virtual institutions — virtual places on the World Wide Web in which in-
formed trading agents can trade securely both with each other and with
human agents in a natural way — not to be confused with the term “virtual
organisations” as used in Grid computing.

This paper describes an e-trading system that integrates these three technologies.
The e-Market Framework is available on the World Wide Web1. This project
aims to make informed automated trading a reality, and develops further the
“Curious Negotiator” framework [1]. This work does not address all of the issues
in automated trading. For example, the work relies on developments in: XML
and semantic web, secure data exchange, value chain management and financial
services.

1 http://e-markets.org.au

K. Bauknecht et al. (Eds.): EC-Web 2006, LNCS 4082, pp. 193–202, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Data Mining

We have designed information discovery and delivery agents that utilise text
and network data mining for supporting real-time negotiation. This work has
addressed the central issues of extracting relevant information from different on-
line repositories with different formats, with possible duplicative and erroneous
data. That is, we have addressed the central issues in extracting information from
the World Wide Web. Our mining agents understand the influence that extracted
information has on the subject of negotiation and takes that in account.

Real-time embedded data mining is an essential component of the proposed
framework. In this framework the trading agents make their informed decisions,
based on utilising two types of information: First, information extracted from
the negotiation process (i.e. from the exchange of offers). Second, information
from external sources, extracted and provided in condensed form.

The embedded data mining system provides the information extracted from
the external sources. The system complements and services the information-
based architecture developed in [2] and [3]. The data mining system initially
constructs data sets that are “focused” on requested information. From the vast
amount of information available in electronic form, we need to filter the infor-
mation that is relevant to the information request. In our example, this will be
the news, opinions, comments, white papers related to the five models of digital
cameras. Technically, the automatic retrieval of the information pieces utilises
the universal news bot architecture presented in [4]. Developed originally for
news sites only, the approach is currently being extended to discussion boards
and company white papers.

The “focused” data set is dynamically constructed in an iterative process.
The data mining agent constructs the news data set according to the concepts
in the query. Each concept is represented as a cluster of key terms (a term can
include one or more words), defined by the proximity position of the frequent key
terms. On each iteration the most frequent (terms) from the retrieved data set
are extracted and considered to be related to the same concept. The extracted
keywords are resubmitted to the search engine. The process of query submission,
data retrieval and keyword extraction is repeated until the search results start
to derail from the given topic.

The set of topics in the original request is used as a set of class labels. In our
example we are interested in the evidence in support of each particular model
camera model. A simple solution is for each model to introduce two labels —
positive opinion and negative opinion, ending with ten labels. In the constructed
“focused” data set, each news article is labelled with one of the values from
this set of labels. An automated approach reported in [4] extends the tree-based
approach proposed in [5].

Once the set is constructed, building the “advising model” is reduced to a
classification data mining problem. As the model is communicated back to the
information-based agent architecture, the classifier output should include all the
possible class labels with an attached probability estimates for each class. Hence,
we use probabilistic classifiers (e.g. Näıve Bayes, Bayesian Network classifiers [6]
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Fig. 1. The architecture of the agent-based data mining system

without the min-max selection of the class output [e.g., in a classifier based
on Näıve Bayes algorithm, we calculate the posterior probability Pp(i) of each
class c(i) with respect to combinations of key terms and then return the tuples
< c(i), Pp(i) > for all classes, not just the one with maximum Pp(i). In the case
when we deal with range variables the data mining system returns the range
within which is the estimated value. For example, the response to a request for
an estimate of the rate of change between two currencies over specified period
of time will be done in three steps: (i) the relative focused news data set will be
updated for the specified period; (ii) the model that takes these news in account
is updated, and; (iii) the output of the model is compared with requested ranges
and the matching one is returned. The details of this part of the data mining
system are presented in [7]. The currently used model is a modified linear model
with an additional term that incorporates a news index Inews, which reflects the
news effect on exchange rate. The current architecture of the data mining system
in the e-market environment is shown in Figure 1. The {θ1, . . . , θt} denote the
output of the system to the information-based agent architecture. In addition,
the data mining system provides parameters that define the “quality of the
information”, including:

– the time span of the “focused” data set, defined by the eldest and the latest
information unit);

– estimates of the characteristics of the information sources, including relia-
bility, trust and cost, that then are used by the information-based agent
architecture.



196 J. Debenham and S. Simoff

3 Trading Agents

We have designed a new agent architecture founded on information theory. These
“information-based” agents operate in real-time in response to market informa-
tion flows. We have addressed the central issues of trust in the execution of con-
tracts, and the reliability of information [3]. Our agents understand the value
of building business relationships as a foundation for reliable trade. An inher-
ent difficulty in automated trading — including e-procurement — is that it is
generally multi-issue. Most of the work on multi-issue negotiation has focussed
on one-to-one bargaining — for example [8]. There has been rather less inter-
est in one-to-many, multi-issue auctions — [9] analyzes some possibilities. The
main focus of our agents is their information and their strength of belief in its
integrity. If their information is sufficiently certain then they may be able to esti-
mate a utility function and to operate rationally in the accepted sense. However
an agent may also be prepared to develop a semi-cooperative, non-utilitarian
relationship with a trusted partner.

An agent called Π is the subject of this discussion. Π engages in multi-issue
negotiation with a set of other agents: {Ω1, · · · , Ωo}. The foundation for Π ’s
operation is the information that is generated both by and because of its nego-
tiation exchanges. Any message from one agent to another reveals information
about the sender. Π also acquires information from the environment — including
general information sources —to support its actions. Π uses ideas from infor-
mation theory to process and summarize its information. Π ’s aim may not be
“utility optimization” — it may not be aware of a utility function. If Π does
know its utility function and if it aims to optimize its utility then Π may apply
the principles of game theory to achieve its aim. The information-based approach
does not to reject utility optimization — in general, the selection of a goal and
strategy is secondary to the processing and summarizing of the information.

In addition to the information derived from its opponents, Π has access to
a set of information sources {Θ1, · · · , Θt} that may include the marketplace in
which trading takes place, and general information sources such as news-feeds
accessed via the Internet. Together, Π , {Ω1, · · · , Ωo} and {Θ1, · · · , Θt} make
up a multiagent system. The integrity of Π ’s information, including information
extracted from the Internet, will decay in time. The way in which this decay
occurs will depend on the type of information, and on the source from which it
was drawn. Little appears to be known about how the integrity of real informa-
tion, such as news-feeds, decays, although its validity can often be checked —
“Is company X taking over company Y?” — by proactive action given a cooper-
ative information source Θj . So Π has to consider how and when to refresh its
decaying information.

Π triggers a goal, g ∈ G, in two ways: first in response to a message received
from an opponent {Ωi} “I offer you e1 in exchange for an apple”, and second in
response to some need, ν ∈ N , “goodness, we’ve run out of coffee”. In either case,
Π is motivated by a need — either a need to strike a deal with a particular feature
(such as acquiring coffee) or a general need to trade. Π ’s goals could be short-
term such as obtaining some information “what is the time?”, medium-term
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such as striking a deal with one of its opponents, or, rather longer-term such as
building a (business) relationship with one of its opponents. So Π has a trigger
mechanism T where: T : {X ∪ N} → G.

For each goal that Π commits to, it has a mechanism, G, for selecting a
strategy to achieve it where G : G ×M → S where S is the strategy library. A
strategy s maps an information base into an action, s(Yt) = z ∈ Z. Given a goal,
g, and the current state of the social model mt, a strategy: s = G(g, mt). Each
strategy, s, consists of a plan, bs and a world model (construction and revision)
function, Js, that constructs, and maintains the currency of, the strategy’s world
model W t

s that consists of a set of probability distributions. A plan derives the
agent’s next action, z, on the basis of the agent’s world model for that strategy
and the current state of the social model: z = bs(W t

s , mt), and z = s(Yt). Js

employs two forms of entropy-based inference:

– Maximum entropy inference, J+
s , first constructs an information base It

s as a
set of sentences expressed in L derived from Yt, and then from It

s constructs
the world model, W t

s , as a set of complete probability distributions.
– Given a prior world model, Wu

s , where u < t, minimum relative entropy
inference, J−

s , first constructs the incremental information base I(u,t)
s of sen-

tences derived from those in Yt that were received between time u and time
t, and then from Wu

s and I(u,t)
s constructs a new world model, W t

s .

The illocutions in the communication language C include information, [info].
The information received from general information sources will be expressed in
terms defined by Π ’s ontology. The procedure for updating the world model as
[info] is received follows. If at time u, Π receives a message containing [info] it is
time-stamped and source-stamped [info](Ω,Π,u), and placed in a repository Yt.
If Π has an active plan, s, with model building function, Js, then Js is applied
to [info](Ω,Π,u) to derive constraints on some, or none, of Π ’s distributions.
The extent to which those constraints are permitted to effect the distributions is
determined by a value for the reliability of Ω, Rt(Π, Ω, O([info])), where O([info])
is the ontological context of [info].

In the absence of new [info] the integrity of distributions decays. If D = (qi)n
i=1

then we use a geometric model of decay:

qt+1
i = (1 − ρD) × dD

i + ρD × qt
i , for i = 1, . . . , n (1)

where ρD ∈ (0, 1) is the decay rate. This raises the question of how to determine
ρD. Just as an agent may know the decay limit distribution it may also know
something about ρD. In the case of an information-overfed agent there is no
harm in conservatively setting ρD “a bit on the low side” as the continually
arriving [info] will sustain the estimate for D.

We now describe how new [info] is imported to the distributions. A single
chunk of [info] may effect a number of distributions. Suppose that a chunk of
[info] is received from Ω and that Π attaches the epistemic belief probability
Rt(Π, Ω, O([info])) to it. Each distribution models a facet of the world. Given
a distribution Dt = (qt

i)
n
i=1, qt

i is the probability that the possible world ωi for
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D is the true world for D. The effect that a chunk [info] has on distribution
D is to enforce the set of linear constraints on D, JD

s ([info]). If the constraints
JD

s ([info]) are taken by Π as valid then Π could update D to the posterior
distribution (p[info]

i )n
i=1 that is the distribution with least relative entropy with

respect to (qt
i)

n
i=1 satisfying the constraint:∑

i

{p[info]
i : JD

s ([info]) are all � in ωi} = 1. (2)

But Rt(Π, Ω, O([info])) = r ∈ [0, 1] and Π should only treat the JD
s ([info]) as

valid if r = 1. In general r determines the extent to which the effect of [info] on
D is closer to (p[info]

i )n
i=1 or to the prior (qt

i)
n
i=1 distribution by:

pt
i = r × p

[info]
i + (1 − r) × qt

i (3)

But, we should only permit a new chunk of [info] to influence D if doing so gives
us new information. For example, if 5 minutes ago a trusted agent advises Π
that the interest rate will go up by 1%, and 1 minute ago a very unreliable agent
advises Π that the interest rate may go up by 0.5%, then the second unreliable
chunk should not be permitted to ‘overwrite’ the first.

Information Reliability. We estimate Rt(Π, Ω, O([info])) by measuring the
error in information. Π ’s plans will have constructed a set of distributions. We
measure the ‘error’ in information as the error in the effect that information
has on each of Π ’s distributions. Suppose that a chunk of [info] is received from
agent Ω at time s and is verified at some later time t. For example, a chunk of
information could be “the interest rate will rise by 0.5% next week”, and suppose
that the interest rate actually rises by 0.25% — call that correct information
[fact]. What does all this tell agent Π about agent Ω’s reliability? Consider one
of Π ’s distributions D that is {qs

i } at time s. Let (p[info]
i )n

i=1 be the minimum
relative entropy distribution given that [info] has been received as calculated in
Eqn. 2, and let (p[fact]

i )n
i=1 be that distribution if [fact] had been received instead.

Suppose that the reliability estimate for distribution D was Rs
D. This section is

concerned with what Rs
D should have been in the light of knowing now, at time

t, that [info] should have been [fact], and how that knowledge effects our current
reliability estimate for D, Rt(Π, Ω, O([info])).

The idea of Eqn. 3, is that the current value of r should be such that, on
average, (ps

i )
n
i=1 will be seen to be “close to” (p[fact]

i )n
i=1 when we eventually

discover [fact] — no matter whether or not [info] was used to update D. That
is, given [info], [fact] and the prior (qs

i )
n
i=1, calculate (p[info]

i )n
i=1 and (p[fact]

i )n
i=1

using Eqn. 2. Then the observed reliability for distribution D, R
([info]|[fact])
D , on

the basis of the verification of [info] with [fact] is the value of r that minimises
the Kullback-Leibler distance between (ps

i )
n
i=1 and (p[fact]

i )n
i=1:

argmin
r

n∑
i=1

(r · p[info]
i + (1 − r) · qs

i ) log
r · p[info]

i + (1 − r) · qs
i

p
[fact]
i
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If E[info] is the set of distributions that [info] effects, then the overall observed
reliability on the basis of the verification of [info] with [fact] is: R([info]|[fact]) =
1−(maxD∈E[info] |1−R

([info]|[fact])
D |). Then for each ontological context oj , at time

t when, perhaps, a chunk of [info], with O([info]) = ok, may have been verified
with [fact]:

Rt+1(Π, Ω, oj) = (1 − ρ) × Rt(Π, Ω, oj) + ρ × R([info]|[fact]) × Sem(oj , ok) (4)

where Sem(·, ·) : O × O → [0, 1] measures the semantic distance between two
sections of the ontology, and ρ is the learning rate. Over time, Π notes the
ontological context of the various chunks of [info] received from Ω and over the
various ontological contexts calculates the relative frequency, P t(oj), of these
contexts, oj = O([info]). This leads to a overall expectation of the reliability
that agent Π has for agent Ω:

Rt(Π, Ω) =
∑

j

P t(oj) × Rt(Π, Ω, oj)

4 Virtual Institutions

This work is done on collaboration with the Spanish Governments IIIA Labora-
tory in Barcelona. Electronic Institutions are software systems composed of au-
tonomous agents, that interact according to predefined conventions on language
and protocol and that guarantee that certain norms of behaviour are enforced.
Virtual Institutions enable rich interaction, based on natural language and em-
bodiment of humans and software agents in a “liveable” vibrant environment.
This view permits agents to behave autonomously and take their decisions freely
up to the limits imposed by the set of norms of the institution. An important
consequence of embedding agents in a virtual institution is that the predefined
conventions on language and protocol greatly simplify the design of the agents.
A Virtual Institution is in a sense a natural extension of the social concept of
institutions as regulatory systems that shape human interactions [10].

Virtual Institutions are electronic environments designed to meet the following
requirements towards their inhabitants:

– enable institutional commitments including structured language and norms
of behaviour which enable reliable interaction between autonomous agents
and between human and autonomous agents;

– enable rich interaction, based on natural language and embodiment of hu-
mans and software agents in a “liveable” vibrant environment.

The first requirement has been addressed to some extent by the Electronic Insti-
tutions (EI) methodology and technology for multi-agent systems, developed in
the Spanish Government’s IIIA Laboratory in Barcelona [10]. The EI environ-
ment is oriented towards the engineering of multiagent systems. The Electronic
Institution is an environment populated by autonomous software agents that
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interact according to predefined conventions on language and protocol. Follow-
ing the metaphor of social institutions, Electronic Institutions guarantee that
certain norms of behaviour are enforced. This view permits that agents behave
autonomously and make their decisions freely up to the limits imposed by the
set of norms of the institution. The interaction in such environment is regulated
for software agents. The human, however, is “excluded” from the electronic in-
stitution.

The second requirement is supported to some extent by the distributed 3D
Virtual Worlds technology. Emulating and extending the physical world in which
we live, Virtual Worlds offer rich environment for a variety of human activities
and multi-mode interaction. Both humans and software agents are embedded
and visualised in such 3D environments as avatars, through which they com-
municate. The inhabitants of virtual worlds are aware of where they are and
who is there — elements of the presence that are excluded from the current
paradigm of e-Commerce environments. Following the metaphor of the physi-
cal world, these environments do not impose any regulations (in terms of lan-
guage) on the interactions and any restrictions (in terms of norms of behaviour).
When this encourages the social aspect of interactions and establishment of net-
works, these environments do not provide means for enabling some behavioural
norms, for example, fulfilling commitments, penalisation for misbehaviour and
others.

Virtual Institutions addressed both requirements, retaining the features and
advantages of the above discussed approaches. They can be seen as the logical
evolution and merger of the two streams of development of environments that
can host electronic markets as mixed societies of humans and software agents.

Technologically, Virtual Institutions are implemented following a three-layered
framework, which provides deep integration of Electronic Institution technology
and Virtual Worlds technology [11]. The framework is illustrated in Figure 2. The
Electronic Institution Layer hosts the environments that support the Electronic
Institutions technological component: the graphical EI specification designer IS-
LANDER and the runtime component AMELI [12]. At runtime, the Electronic
Institution layer loads the institution specification and mediates agents interac-
tions while enforcing institutional rules and norms.

The Communication Layer connects causally the Electronic Institutions layer
with the 3D representation of the institution, which resides in the Social layer.
The causal connection is the integrator. It enables the Electronic Institution
layer to respond to changes in the 3D representation (for example, to respond to
the human activities there), and passes back the response of the Electronic Insti-
tution layer in order to modify the corresponding 3D environment and maintain
the consistency of the Virtual Institution. Virtual Institution representation is
a graph and its topology can structure the space of the virtual environment
in different ways. This is the responsibility of the Social layer. In this imple-
mentation the layer is represented in terms of a 3D Virtual World technology,
structured around rooms, avatars, doors (for transitions) and other graphical el-
ements. Technically, the Social layer is currently utilising Adobe Atmosphere
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Fig. 2. The three layer architecture and its implementation

virtual world technology. The design of the 3D World of the Virtual Insti-
tution is developed with the Annotation Editor, which ideally should take as
an input a specification of the Electronic Institution layer and produce an ini-
tial layout of the 3D space. Currently, part of the work is done manually by a
designer.

The core technology — the Causal Connection Server, enables the Commu-
nication Layer to act in two directions. Technically, in direction from the Elec-
tronic Institution layer, messages uttered by an agent have immediate impact
in the Social layer. Transition of the agent between scenes in the Electronic
Institution layer, for example, must let the corresponding avatar move within
the Virtual World space accordingly. In the other direction, events caused by
the actions of the human avatar in the Virtual World are transferred to the
Electronic Institution layer and passed to an agent. This implies that actions
forbidden to the agent by the norms of the institution (encoded in the Elec-
tronic Institution layer), cannot be performed by the human. For example, if
a human needs to register first before leaving for the auction space, the cor-
responding agent is not allowed to leave the registration scene. Consequently,
the avatar is not permitted to open the corresponding door to the auction
(see [11] for technical details of the implementation of the Causal Connection
Server).

Virtual Institutions are immersive environments and as such go beyond the
catalogue-style markets with form-based interaction approaches currently dom-
inating the World Wide Web. Embedding traders (whether humans or software
agents) as avatars in the electronic market space on the Web positions them
literally “in” the World Wide Web rather than “on” it.
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5 Conclusions

A demonstrable prototype e-Market system permits both human and software
agents to trade with each other on the World Wide Web. The main contribu-
tions described are: the broadly-based and “focussed” data mining systems, the
intelligent agent architecture founded on information theory, and the abstract
synthesis of the virtual worlds and the electronic institutions paradigms to form
“virtual institutions”. These three technologies combine to present our vision of
the World Wide Web marketplaces of tomorrow.
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Abstract. Automating the creation and management of SLAs in elec-
tronic commerce scenarios brings many advantages, such as increasing
the speed in the contracting process or allowing providers to deploy an
automated provision of services based on those SLAs. We focus on the
service trading process, which is the process of locating, selecting, nego-
tiating, and creating SLAs. This process can be applied to a variety of
scenarios and, hence, their requirements are also very different. Despite
some service trading architectures have been proposed, currently there is
no analysis about which one fits better in each scenario. In this paper, we
define a set of properties for abstract service trading architectures based
on an analysis of several practical scenarios. Then, we use it to analyse
and compare the most relevant abstract architectures for service trad-
ing. In so doing, the main contribution of this article is a first approach
to settle the basis for a qualitative selection of the best architecture for
similar trading scenarios.

1 Introduction

Service level agreements (SLAs) are used by many different service industries to
grant guarantees about how a service will be provided or consumed by establish-
ing both functional and non-functional requirements that must be fulfilled by
both parties during the service development. The application of Internet-based
technologies for electronic commerce to establish and manage these SLAs offers
significant advantages to the traditional use of SLAs [1]. Specifically, automating
the creation and management of SLAs, so that the human participation in the
process is reduced to the minimum, brings benefits such as cutting down the
cost of reaching an agreement, increasing the speed in the contracting process
and allowing providers to deploy an automated provision of services based on
the SLAs agreed with their customers [2].

We define service trading process as the process of locating, selecting, negoti-
ating, and creating SLAs. Therefore, the service trading process is a subprocess
that covers the information and negotiation phases of the more general contract-
ing process [3]. The characteristics of the service trading process depend on the
particular scenario where it is developed. These scenarios are very diverse and
can range from a traditional supply chain to dynamically selecting the best VoIP
(Voice over IP) provider or contracting or renegotiating a contract with an ISP
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(see Section 2 for more information). As the scenarios are very different, the re-
quirements for each of them are also diverse. Therefore, we argue that there is no
one unique solution for service trading but we must choose the most appropriate
option for each situation.

We focus on abstract architectures for service trading, which are specifications
that define a set of elements for service trading. These abstract architectures can
be later implemented by using different technologies and applied for different
problem domains. Our goal in this paper is to define a set of properties for these
abstract service trading architectures based on an analysis of several service
trading scenarios. These properties enable the analysis and comparison of those
abstract architectures, which is a necessary step to select the most appropriate
architecture in each scenario.

The paper is structured as follows. First, in Section 2, we present four service
trading scenarios that serve as the basis for the set of properties for abstract
service trading architectures presented in Section 3. In Section 4, these properties
are used to analyse and compare the most relevant abstract architectures for
service trading. Finally, we conclude in Section 5.

2 Scenarios

In this section, we describe a set of scenarios that correspond to different cases
of service trading that have been selected based on the diversity of features,
stakeholders and domains.

Scenario 1. Service consumer looking for ISPs. This case relate to a
mid-large size company that looks for an ISP (Internet Service Provider). In
this scenario, a company publishes its demands and wait for the ISPs to make
their offers. In so doing, the company has a passive role while the providers act as
active organisations searching for customers. In this domain and from the point
of view of the company, it is appealing to have a periodic renegotiation of the
service. Furthermore, a high level of automation in the service trading enables
that every renegotiation is open to different ISPs in order to select the best
possible in each case; in this way, it is boosted a dynamic market where each
provider look forward competitive offers adjusted at their capabilities in each
moment. An additional issue is the strict temporal sequencing of the service
trading process. The trading process should coherently encompass the stages to
fit the temporal constraints for the company to avoid problems such as a lack of
the service due to the change of ISP.

In this scenario, the QoS terms during the SLA establishment are a key factor.
In this way, an interesting feature is to be able to automatically negotiate such
features. Concerning the decision-making process, the information known about
providers is the most important element; i.e. the reputation of provider or the
historic knowledge based on previous trading process. Lastly, participant organ-
isations should have the guarantee that the agreements reached by the system
are legitimate.
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Scenario 2. Computing services provider. In this case, a company offers
computing services to other organisations. In particular, this case is becoming
increasingly popular in research fields with intensive computational needs such
as bioinformatics. In a concrete manner, the company in this scenario can be
described as a computing service provider that receives demands from other
organisations in terms of computing jobs to be developed.

In this scenario it should be allowed for the company to specify offers that
optimise the usage of its resources. Specifically, in a computing company, unused
(or low used) resources means a decrease in the recovery of the initial investment.
In so doing, offers should vary based on the resource usage and the set of SLAs
the company has reached with its customers. Closely related with those ideas,
from the perspective of the customer, a negotiation of the terms of the SLA is
an interesting issue to be addressed. Moreover, this negotiation process can be
used by the provider to slightly adapt the final SLA and make concessions or
restrictions in order to optimise the current usage level of its resources.

Additionally, as those offers are tightly adjusted to the resource status in each
moment, the decision making infrastructure should also take into account this
information as a first level element before establishing new commitments with
a customer. Finally, it is interesting to remark that, unlike the previous case,
the reputation information is not an important issue from the perspective of the
computing provider.

Scenario 3. Company delegating to a trader specialized in VoIP. This
case describes a company that delegates its telephony needs to a trader that
handle its requests and locate the best possible VoIP(Telephony through Inter-
net) provider for each call. This trader represents an organisation that makes
profit acting as a facilitator between end-user companies and VoIP providers.
These providers offers different services characteristics (e.g. guaranteed band-
width) or restrictions (e.g. Some of them could only operate between certain
countries). In so doing, this trader offers a service of calls management by cre-
ating concrete agreements for each call (or set of calls) with the telephony
provider taking into account the preferences of the company: e.g. minimising
cost.

The information about the telephony service providers can be divided into
two sets: First, a set of information describing the capabilities of the provider
in general terms such as the operational countries or time slots classification
(Peak hours, reduced cost hours, etc.); this set can be used to create a selection
of potential providers. Second, in each moment, when handling an specific call,
the trader can ask about last minute offers from the providers; this offers would
be based on the resource status of provider (as in the previous scenario). In so
doing, based on the information harvested, the trader can construct the specific
SLA proposal the most appealing provider and, finally, if it agrees, the final SLA
is established and the call can be carried out.

Scenario 4. A generic service trader in a supply-chain. One of the
scenarios where service trading fits better is supply-chains, where each organisa-
tion create added value by composing services from different providers. In this
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case, a trader of services represents organisations that create high-level services
based on the composition of lower-level services. Many examples can be found
in the literature from telecommunications domain [4] to the transport domain
[5]. This idea of supply-chain can be isolated from a specific domain and, hence,
the elements and requirements expressed in this scenario are mostly valid for the
majority of supply-chains independently of the nature of the services supplied.

In this scenario, the key point to be addressed is an efficient composition
of services that adds value to the customer whose the trader sells its services.
To achieve its goals, an aspect to be addressed is the adaptability to differ-
ent markets. To a service trader the ability to understand different ontologies
is important because it allows him to communicate with different markets or
providers. Closely related with the previous ideas, information harvested about
different providers is necessary for an efficient decision making process of se-
lection of services. For each potential service provider, the trader should ask to
several sources: the provider itself for information about the capabilities it claims
to have, and third parties that can also supply important information about the
reputation of a certain provider.

In order to construct a composed service, the trader should agree several SLAs
with providers for each of the services that will be composed. In this way, during
the establishment of every SLA, three processes are relevant: (i) a classification of
the proposals (coming from the providers); (ii) a selection of the most promising
proposals; (iii) a decision about the handling process for each of the selected
proposals: e.g. whether we negotiate them or not.

3 Properties of Service Trading Architectures

In this section, we present a set of properties describing features of abstract archi-
tectures for service trading. These properties are derived from the four scenarios
described in Section 2. For each property a reference to the related scenario is
supplied; concretely, this references are based in the special importance of the
property for the specified scenario.

1. External discovery (S.1, S.2, S.3 and S.4): We say an abstract architecture
has an external discovery process if it uses an external infrastructure (e.g.
an external registry) to obtain the list of potential parties that demand (or
supply) a service that other party provides (or needs). Alternatively, the
process is internal if no external infrastructure is used, for example, if the
list of potential parties is directly provided by the user.

2. Knowledge adaptation (S.4): An abstract architecture has knowledge adap-
tation [6] [7] if it provides elements to adapt the local knowledge model to the
appropriate discovery infrastructure, making independent the characteristics
of the market modelled by the discovery service to the rest of architecture.

3. Market observation(S.3 and S.4): An abstract architecture with market ob-
servation monitors the changes in the market through observation of the in-
formation provided by external discovery infrastructures and informs about
these changes to the elements of the architecture.
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4. Symmetric architecture for providers and consumers (S.4): An abstract ar-
chitecture is symmetric if both service provider and consumer can start the
service trading process and there is no commitment as to which party ad-
vertises and which party queries to the discovery service. Alternatively, an
abstract architecture is asymmetric if only one consumer or provider can
start the service trading process.

5. Information query (S.3 and S.4): An information query is an inquiry made by
one party to another to obtain more detailed information about it or about
the service it provides or demands. Therefore, for an abstract architecture
to support information queries, it must have mechanisms to query services
or to respond to those queries.

6. World model (S.1, S.3 and S.4): An abstract architecture builds a world
model if it analyses previous interactions with the elements external to the
architecture, such as other parties or the discovery services, and uses the
results to make better decisions [8] during the service trading process.

7. Third party information (S.1, S.3 and S.4): This property represent that a
third party is explicitly queried to obtain information related to another.
For instance, to obtain information about its reputation or its geographical
location. In this case, a protocol to carry out this query as well as a shared
taxonomy of terms must be supported by the architecture.

8. Information managed about the parties (S.1, S.2, S.3 and S.4): There are
three types of information that can be managed about the parties: service
information, that is, information about the functional and non-functional
characteristics of the service; trading information or information about the
features of the trading process followed by the party; and party information,
i.e. information about the party that provides or demands a service, such as
its reputation or its geographical situation.

9. Proposals preselection (S.3 and S.4): An abstract architecture has a propos-
als preselection process if, before starting an agreement creation process or
a negotiation, it ranks and/or filters the proposals that it has received or
built based on criteria previously specified.

10. Agreement creation mechanisms (S.1, S.2 and S.4): An abstract architecture
has multiple agreement creation mechanisms if it supports different protocols
to reach to an agreement. These mechanisms can range from a take-it-or-
leave-it protocol [9] to a bilateral negotiation or an auction protocol [8].

11. Notary (S.1 and S.4): An abstract architecture has this property if it provides
any mechanism to guarantee that the agreement created between the two
parties is reliable and non-repudiable. We say an agreement is reliable if both
parties are signing and accepting the same previously agreed document.

12. Decommitment from previously established agreements (S.1 and S.4): An ab-
stract architecture supports the decommitment [10] from previously estab-
lished agreements if it can revoke previous agreements before the execution
of the service, possibly by paying some compensation to the other party. This
implies the implementation of any decommit protocol and the mechanisms
to decide when a decommit is profitable for it.
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13. Capacity estimator (S.2 and S.3): An abstract architecture may make use
of a capacity estimator to determine whether the provider can provision
a certain agreement enabling a finer control about its resources and the
implications of the agreements created [2].

14. Trading protocols (S.1, S.2, S.3 and S.4): A trading protocol is a set of stages
(e.g. advertisement, proposal submission, negotiation, resolution, etcetera.)
cross-linked in accordance to some temporal constraints and bounded to
some choreographies. The temporal restrictions specify a set of constraints
about the life-cycle of the trading process. These restrictions can vary from
simple fixed temporal points (e.g. End by 14:00 of 14th, March) to complex
relationships amongst the durations of some stages (e.g. Information stage
starts in the middle of the discovery stage). Therefore, an abstract archi-
tecture that supports different trading protocols must be able to deal with
different temporal constraints on the stages of the service trading process.

15. Creation of agreements for composed services (S.4): A composed service [11]
is a service whose implementation is based on the execution of other services
that may be provided by external entities and, hence, there may exist agree-
ments regulating that execution. The support for creating agreements for
composed services can vary significantly, from simple dependencies between
the services such as “I want either an agreement on all different services
or no agreement at all” to taking into account the service level properties
desired for the composed service.

16. Cooperative or non-cooperative agreement creation (S.1, S.2, S.3 and S.4):
An abstract architecture supports non-cooperative agreement creation when
it acts as a self-interested party reaching agreements with other self-interested
parties. Alternatively, an abstract architecture supports cooperative agree-
ment creation when it can reach agreements with other parties trying to max-
imise only the social welfare.

17. Consumer or provider orientation (S.1, S.3 and S.4): An abstract archi-
tecture is consumer-oriented if it carefully describes the behaviour of the
consumer (or the party acting on his behalf) in the service trading process.
Alternatively, it is provider-oriented if it carefully describes the behaviour
of the provider (or the party acting on his behalf). Note that an abstract
architecture may be both consumer and provider-oriented.

18. Deployment options : An abstract architecture may present several deploy-
ment options depending on their characteristics. Some examples of deploy-
ment are to integrate the architecture in the service provider or to implement
an independent trader of services offering its trading services to several ser-
vice providers or consumers.

19. Assessment mechanisms (S.1, S.3 and S.4): The assessment mechanisms of
an abstract architecture is the kind of information used in the architecture
to evaluate the goodness of a proposal or agreement in relation to some
criteria provided by the user [12]. For instance, the most usual assessment
mechanism in service trading is utility functions.

20. Forms of expressing information and preferences (S.1, S.2, S.3 and S.4):
The preferences and the information managed about the service and the
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parties can be expressed in different ways. Each abstract architecture may
have their own way to express them, however, the most commonly used are
to express them as constraints or as rules.

4 Analysis of Service Trading Architectures

Our goal is to apply the set of properties defined in the previous section to the
most relevant abstract architectures. In this context, an abstract architecture is a
specification that defines a set of elements (subsystems, components, interfaces,
data types, or collaborations) for service trading and that can be applied for dif-
ferent domains and implemented with different technologies. Therefore, it is not
the goal of this paper to analyse concrete architectures such as CREMONA [13].

Open Grid Services Architecture [5] is an abstract architecture for Grid sys-
tems and applications. The analysis of OGSA is based in [5] and other spec-
ifications developed by GGF (Global Grid Forum), which detail some aspects
not fully described in that document, such as WS-Agreement [9]. The discovery
employed is external and it is carried out by the so called information services.
The architecture is symmetric for service consumer and provider as both of
them may act as agreement initiators in WS-Agreement. There is no specific
element to deal with knowledge adaptation during discovery, although the use
of semantic-enabled discovery services could solve that problem. Concerning the
market observation, it is achieved by using a subscription mechanism specified
in the Grid Monitoring Architecture. Like discovery, both the information query
and the third party information is developed by using the information services.
The agreement creation mechanism employed in OGSA is the WS-Agreement
protocol, although a negotiation protocol is also being developed and agreements
for composed services can be created by using the Execution Planning Services.
Concerning the deployment, OGSA is conceived to be deployed as independent
services that are later used by higher-level applications. Finally, elements that
support the decision-making such as the creation of a world model and the types
of information managed about the parties together with the assessment mecha-
nisms and the forms of expressing information and preferences are not in the
scope of the architecture. This is also the case of the proposals preselection,
although Candidate Set Generator could develop that function.

Semantic Web Service Architecture [14] describes an abstract reference
architecture for semantic web service interoperability. In this architecture, the
discovery issues are addressed from the perspective of semantic registries (Match-
makers).The knowledge management is a key point in this architecture expressed
in the specification of different ontologies. In this context, despite the idea of mar-
ket can be induced from this architecture, there is not an explicit element that
actively reacts to different changes in the market (Market observation). This ar-
chitecture is not symmetric due it is highly focused in the organisation that acts
as service consumer and leaves the service provider as a comparatively simple
systems that remain passive during the service trading process. The information
query mechanism can be developed during the engagement phase in the contract
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preliminaries interaction. However, there is not specified an interaction with
third parties.The interaction mechanisms related with agreement creation are
based on abstract protocols described in FIPA Conversational Language. There
is an explicit requirement for non-repudiation mechanisms during the enactment
phase. Finally, though it is not specifically stated, this architecture is oriented
toward non-cooperative scenarios.

Web Services Modelling Ontology Full [15] presents an abstract conceptual
architecture for semantic web services and it is oriented to cross-organisational
scenarios. It uses an external discovery based in the Web Service Architecture
and it is symmetric for consumer and provider. It also supports knowledge adap-
tation by using semantic-based service descriptions. However, there is not explicit
information about how to carry out a market observation, the information query
nor third party information. Regarding the information managed about the par-
ties, it uses service and trading information (e.g. supported choreographies) but
it is not stated whether it can use information related to the parties. Like OGSA,
the mechanisms to support decision-making are out of the scope of WSMO-Full.
Therefore, neither the world model, the capacity estimator nor the assessment
mechanisms are covered. The agreement creation mechanisms supported are
specified through the so called contract agreement choreographies. WSMO-Full
includes partial support for decommitment in the post-agreement choreography
but the mechanism is not fully defined. It also partially supports trading protocols
through contract agreement and post-agreement choreographies but it does not
consider the specification of temporal constraints on them. However, WSMO-
Full does not include any support for complex service trading elements such as
a notary or the creation of agreements for composed services. The architecture
seems conceived to operate in a non-cooperative agreement creation, although
there is no explicit limitation in using it in a cooperative environment. Finally,
as it is a conceptual architecture, it does not consider any deployment options.

Adaptive Service Grid [4] has been developed as an intent to create service
providers that quickly adapt to business changes. In particular, the main goal
is to achieve an efficient way of composing services to create more complex ser-
vices with an added value. In the case of symmetric property, the elements that
implement the provider-part and consumer-part of the system in ASG are not
symmetric. The discovery is handled by the so called DDBQuery in a centred way
through a semantic registry (with reasoning capabilities). In this way, though
different ontologies handling are considered as part of the registry there is not an
explicit market that is observed. Concerning the world model, this architecture
specifies an element called ServiceProfiling that stores information about his-
toric interactions with providers creating a relative model of the provider that
is taken into account for the optimisation of the negotiation and selection of
services. The information managed about parties is highly oriented to service;
neither provider nor trading information are described in any of the processes.
This approach leaves open the specific negotiation protocol used to establish
the SLA for each service composed. However, WS-Agreement standard is spec-
ified as an implementation option. ASG can be applied to either cooperative
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Table 1. Comparison of abstract architectures

OGSA SWSA WSMO-Full ASG

(1) Yes (distributed) Yes Yes No

(2) No Yes (ontologies) Yes (ontologies) Yes (ontologies)

(3) Yes No No No

(4) Yes No Yes No

(5) Yes Yes No No

(6) Out of scope Out of scope Out of scope Yes

(7) Yes No No No

(8) Out of scope Service, party Service, trading Service

(9) Partial Out of scope No No

(10) WS-Ag Yes, FIPA-CL based Yes, through chor. Yes (e.g. WS-Ag)

(11) No Yes No No

(12) No No Partial No

(13) Yes No Out of scope No

(14) No No Lacks temporal constr. No

(15) Yes No No Yes

(16) Seems coop. Seems non-coop Seems non-coop Both

(17) Both Consumer Both Chiefly Consumer

(18) Independent services Out of scope Out of scope Technologies

(19) Out of scope Out of scope Out of scope Out of scope

(20) Out of scope Semantic info Semantic info Semantic Info

or non-cooperative scenarios. Despite ASG describes the architecture of a com-
posed services provider, from an architectural point of view this case is chiefly
service consumer oriented because it just looks for atomic service providers to
be composed. In ASG, the deployment possibilities are specified in terms of dif-
ferent development technologies and by identifying subsets of elements that are
mandatory and other that can be optional.

5 Conclusions

From the analysis developed in Section 4, we can extract several conclusions: (i)
The discovery process is well supported and most abstract architectures provides
knowledge adaptation; (ii) Most abstract architectures do not cover elements
to support the decision-making such as the world model; (iii) There is little
support for the most advanced features of service trading such as the notary,
the decommitment from established agreements and the trading protocols. Due
to these lacks, some complex service trading scenarios cannot be completely
achieved. Therefore, it may be interesting to develop new abstracts architecture
to deal with those scenarios taking the set of properties obtained in this article
as a starting point.

In summary, the contributions of this paper are: first, we obtain a set of
properties of abstract service trading architectures based on an analysis of several
service trading scenarios, and second, we use these properties to analyse and
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compare the most relevant abstract architectures for service trading. In so doing,
we set the basis for the development of a method to select the service trading
architecture most appropriate to the scenario where it is applied.

The future work is twofold. On the one hand, analysing additional service
trading scenarios to identify the properties that an abstract architecture for
service trading must have to successfully operate in them in order to define a
method to select the architecture for each of them. On the other hand, we intend
to extend the work to lower-level properties of non-abstract architectures so that
they cover concrete technologies, protocols and algorithms.
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Abstract. Traditional negotiation systems have been implemented using 
agent architectures, where agents communicate through the exchange of mes-
sages, based on particular language definitions implicitly encoded, using dif-
ferent implementations and meaning in their messages. Our approach focuses 
on solving the language heterogeneity problem between agents during a nego-
tiation process, by incorporating an ontology-based translator solution, which 
is executed only when a misunderstanding occurs. We designed the translator 
architecture considering that agents involved in a negotiation process may be 
using similar languages, and not all exchanged messages will cause failures 
due to misunderstandings. We executed experiments in a Web-based elec-
tronic negotiation system, incorporating multiple agents with different  
language syntax and meaning. The experimental tests show that the proposed 
solution improves the continuity of the execution of negotiation processes, re-
sulting in more agreements. 

1   Introduction 

Communications in electronic negotiation systems are crucial to achieve an agree-
ment. A traditional electronic negotiation system is populated by software entities 
called agents, where agents communicate through the exchange of messages derived 
from a particular agent communication language (ACL), for example KQML [1] or 
FIPA ACL [2]. Although negotiation messages are based in one of these specifica-
tions, detailed syntax and meaning of such messages differ from one system to an-
other depending on the developer’s convenience, causing language heterogeneity. 
Recently there has been a growing interest in conducting negotiations over Internet, 
and constructing large-scale agent communities based on emergent Web standards. 
The challenge of deploying and integrating heterogeneous agents in open and dy-
namic environments is to achieve interoperability at the communication level, reduc-
ing misinterpretation of exchanged messages during negotiation processes. 

An ACL allows an agent to share information and knowledge with other agents, or 
request the execution of a task. KQML was the first standardized ACL from the 
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ARPA knowledge project. KQML consists of a set of communication primitives aim-
ing to support interaction between agents. KQML includes many performatives of 
speech acts. Another standard ACL comes from the Foundation for Intelligent Physi-
cal Agents (FIPA) initiative. FIPA ACL is also based on speech act theory, and the 
messages generated are considered as communicative acts.  

The objective of using a standard ACL is to achieve effective communication 
without misunderstandings, but this is not always true. Because, standards specify 
the semantics of communicative acts, but the software implementation is not explic-
itly defined, leaving developers to follow their own criteria. Furthermore, standard 
ACL specifications consider the incorporation of privately developed communica-
tive acts. Thus, we consider that there is a problem of language heterogeneity 
when: 

1. Agents involved in a negotiation process use different ACL for communication. To 
start a negotiation process, agents should use the same ACL to have a basic under-
standing. 

2. Negotiation agents use the same ACL, but different versions or different imple-
mentations of such ACL. 

3. Negotiation agents use the same ACL and same version, but messages generated 
by each agent have different syntax and/or meaning not based on explicit seman-
tics, but on particular definitions implicitly encoded. 

We have concentrated our work in the third case of language heterogeneity problem, 
and we have selected a translation approach based on the incorporation of a shared 
ontology. We implemented the ontology to explicitly describe negotiation messages in a 
machine interpretable form. The ontology represents the shared vocabulary that the 
translator uses during execution of negotiation processes for solving misunderstandings.  

The rest of the document is organized as follows. In section 2, we present the re-
lated work. In section 3, we describe the translator architecture. In section 4, we 
present the design and implementation of the ontology. In section 5, we present the 
general architecture of the system for executing negotiation processes. In section 6, 
we describe the results of experiments. Finally in section 7, we present conclusions. 

2   Related Work 

According to Jürgen Müller [3], research in negotiation is organized in three classes: 
language, decision and process. We have concentrated our work in the language as-
pect of negotiation; in particular we are interested in analyzing research concerning 
the communication language interoperability between agents. In the revised works we 
have identified two trends in communications between negotiation agents, one is the 
generalized idea of using a standard, and the other is to provide mechanisms for solv-
ing heterogeneity. In particular, in this work we deal with the second trend. In this 
section we present the related work within this context.  

Malucelli and Oliveira [4] stated that a critical factor for the efficiency of negotia-
tion processes and the success of potential settlements is an agreement between nego-
tiation parties about how the issues of a negotiation are represented and what this 
representation means to each of the negotiation parties. In [5] authors explain that 
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interoperability is about effective use of systems´ services. They argue that the most 
important precondition to achieve interoperability is to ensure that the message sender 
and receiver share the same understanding of the data in the message and the same 
expectation of the effect of the message. S. Rueda [6] argues that the success of an 
agent application depends on the communication language, allowing agents to interact 
and share knowledge. Pokraev [7] discussed the problems of automating the process 
of negotiation. In this work he argues that there is a problem of lack of common un-
derstanding between participants in a negotiation, because messages are created by 
different actors and different meaning is given to the concepts used in them. In [8] 
authors explain that there are two important aspects of a negotiation process: commu-
nication between negotiation parties and decision-making. They state that communi-
cation deals with how to represent negotiator’s requirements and constraints on a 
product and service and how to convey intentions by passing messages between nego-
tiation parties. The lack of common language implementations represents a problem 
during the exchange of messages between heterogeneous systems, and this lack of 
standardization is known as interoperability problem [9]. 

In the above related works we can see that there is a common concern in communi-
cations in agent communities. Authors present the problem of lack of common under-
standing or the need for clarifying the meaning of concepts. But there is no common 
solution to the problem, not even a clear approximation. In this paper we present the 
incorporation of an ontology-based translator solution, which is executed only when a 
misunderstanding occurs. 

3   Translator Architecture 

We designed the translator architecture analyzing two possibilities. In figure 1, two 
architectural designs are shown. The architecture identified by letter a, was presented 
by Uschold [10]. This architecture was proposed to integrate different software tools,  
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Fig. 1. Translator architectures 
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using an ontology as an interlingua to support translation between different lan-
guages. We consider that this is a good solution when systems use totally different 
languages, because communications are executed through the translator. The second 
architecture identified by letter b is our proposal. We designed this architecture con-
sidering that agents involved in a negotiation process may be using similar ACL, and 
not all messages generated will cause misunderstanding. Communications in our 
architecture are executed through an independent message transport, and only when 
agents need translation, the translator is invoked, reducing the number of translations. 

3.1   Translator Functionality 

The translator acts as an interpreter of different negotiation agents. In figure 2, we 
present the functionality of this module. The translator module first reads the input 
parameters, and then opens a connection to the Ontology to make queries. When the 
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connection has been established it narrows the search by selecting only the “class” of 
the incoming “message”. It then searches for and retrieves all primitives that belong 
to the “receiver” agent in the same “class”. And finally it makes a comparison to find 
a similar primitive, when this process ends it returns the equivalent primitive; in other 
case it returns a failure message. 

A misunderstanding event occurs when an agent receiving a message, compares 
it to its own message knowledge base, and acknowledges that the received message 
is not in his base, and then invokes the translator to find the relation with its own 
messages. 

For example, suppose that agents A and B initiate a negotiation process, using 
their own local ACL, sending messages over the message transport. If happens that 
agent A misunderstands a message from agent B, it invokes the translator module 
sending the message parameters (sender, receiver, message). The translator inter-
prets the message based on the definitions of the sender agent and converts the 
message into an interlingua. Then the translator converts the interlingua representa-
tion to the target ACL based on the receiver agent definitions. Finally, the translator 
sends back the message to the invoking agent A and continues with execution of 
negotiation. 

The translator is invoked only in the occurrence of a misunderstanding, assuring 
interoperability at run time. 

4   Shared Ontology 

Ontologies have been studied in various research communities, such as knowledge 
engineering, natural language processing, information systems integration and knowl-
edge management. Ontologies are a good solution for facilitating shared understand-
ing between negotiation agents. The principal objective in designing the ontology was 
to serve as an interlingua between agents during exchange of negotiation messages. 
According to Müller [3], negotiation messages are divided into three groups:  
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initiators, if they initiate a negotiation, reactors, if they react on a given statement 
and completers, whether they complete a negotiation. We selected this classification 
to allow the incorporation of new negotiation primitives from the local agent ACL. 
Figure 3 shows the general structure of our ontology. 

We built the ontology using OWL as the ontological language, because it is the 
most recent development in standard ontology languages from the World Wide Web 
Consortium (W3C)1. An OWL ontology consists of classes, properties and individu-
als. We developed the ontology using Protégé [15, 16], an open platform for ontology 
modeling and knowledge acquisition. Protégé has an OWL Plugin, which can be used 
to edit OWL ontologies, to access description logic reasoners, and to acquire in-
stances of semantic markup.  

5   Implementation of the Negotiation System 

The general architecture for the execution of negotiation processes is illustrated in 
figure 4. This architecture has the following elements: the matchmaker module, the 
negotiation process module and the translator module. The matchmaker module is 
continuously browsing buyer registries and seller descriptions, searching for coinci-
dences. The negotiation process module controls the execution of negotiation proc-
esses between multiple agents according to the predefined protocols.  

Negotiation 
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Negotiation 
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Descriptions 
BPEL

Translator 

Matchmaker 
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Buyer 
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Seller 
Agent 

Buyer 
Agent 

Matchmaker Negotiation Translation  

Fig. 4. Architecture of the prototype 
 
The seller and buyer agents are the representative software entities used by their re-

spective owners to program their preferences and negotiation strategies. For example, 
a seller agent will be programmed to maximize his profit, establishing the lowest 
acceptable price and the desired price for selling. In contrast, a buyer agent is seeking 
to minimize his payment.  

                                                           
1 http://www.w3.org 



 An Ontological Approach for Translating Messages in E-Negotiation Systems 219 

The translator module is invoked whenever the agent misunderstands a negotia-
tion message from another agent. The translator module was implemented using 
Jena2, a framework for building Semantic Web applications. It provides a program-
matic environment for OWL, including a rule-based inference engine. For the de-
scription and execution of negotiation processes, we used BPEL4WS. BPEL4WS 
defines a model and a grammar for describing the behavior of a business process 
based on interactions between the process and its partners. BPEL4WS represents a 
convergence of the ideas in the XLANG and WSFL specifications. Both XLANG 
and WSFL are superseded by the BPEL4WS specification. The interaction with 
each partner occurs through Web service interfaces, and the structure of the rela-
tionship at the interface level is encapsulated in what we call a partner link. The 
BPEL4WS process defines how multiple service interactions with these partners are 
coordinated to achieve a business goal, as well as the state and the logic necessary 
for this coordination.   

6   Experimental Results 

For the execution of experiments we first designed various negotiation agents with 
different language definitions. On designing the negotiation agents, we identified 
three core elements, strategies, the set of messages and the protocol for executing 
the negotiation process. The requirements for these elements were specified as 
follows: 

1. Strategies should be private to each agent, because they are competing and 
they should not show their intentions. 

2. Messages should be generated privately. 
3. The negotiation protocol should be public or shared by all agents participating, 

in order to have the same set of rules for interaction. The negotiation protocol 
establishes the rules that agents have to follow for interaction. 

We then populated the ontology using the agent language definitions. And finally 
we executed negotiations using the system described in section 5. The negotiation 
experiments were executed in two phases. The first execution tested the interaction 
between agents, incorporating messages with different syntax, without the translator. 
For the second execution we used the same scenario, but enabled the translator mod-
ule. The results of these experiments were registered in a log file. Table 1 shows the 
results of both cases. 

The first execution results showed that there were some negotiations that ended the 
process with no agreement. This was due to the private strategies defined inside the 
agents. But there were some negotiation processes that ended due to lack of under-
standing of negotiation messages. 

The second phase results showed a reduction in the number of negotiations fin-
ished by lack of understanding, which does not mean that the incorporation of a trans-
lator module will ensure an agreement; but at least, the negotiation process will 
continue executing.  

                                                           
2 http://jena.sourceforge.net 
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Table 1. Negotiation results 

Last price Max pay Rounds Qty Final price 1st execution 2nd execution 

$  1,750.00 $     849.00 12 847 $            - no offer no offer 

$     774.00 $  1,760.00 3 887 $  1,674.00 offer accepted offer accepted 

$  1,788.00 $     128.00 12 1660 $            - no offer no offer 

$  1,058.00 $     110.00 12 1270 $            - no offer no offer 

$     694.00 $     938.00 10 950 $     894.00 offer accepted offer accepted 

$     761.00 $       77.00 12 1475 $            - no offer no offer 

$  1,940.00 $  2,233.00 10 570 $  2,140.00 offer accepted offer accepted 

$     621.00 $     446.00 12 56 $            - no offer no offer 

$  1,008.00 $  1,235.00 10 30 $  1,208.00 offer accepted offer accepted 

$     114.00 $     704.00 7 8 $     614.00 offer accepted offer accepted 

$  1,837.00 $  2,199.00 9 53 $  2,137.00 offer accepted offer accepted 

$  1,665.00 $  2,047.00 9 56 $  1,965.00 offer accepted offer accepted 

$  1,377.00 $  1,783.00 8 31 $  1,777.00 offer accepted offer accepted 

$  1,920.00 $     286.00 12 81 $            - no offer no offer 

$     172.00 $  1,553.00 2 41 $  1,172.00 offer accepted offer accepted 

$     980.00 $  1,541.00 2 67 $            - not understood offer accepted 

$  1,826.00 $  2,464.00 2 99 $            - not understood offer accepted 

$  1,276.00 $     500.00 2 43 $            - not understood no offer 

$  1,500.00 $  1,108.00 2 110 $            - not understood no offer 

$  1,400.00 $  1,520.00 3 4 $            - not understood offer accepted 

Figure 5 shows a comparison for the two phases executed. The second phase shows 
the elimination of the “not understood” occurrence. 
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Fig. 5. Graphical comparison for the execution of experiments 
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7   Conclusions 

In this paper we have presented a translator architecture based on the incorporation of 
a shared ontology, to address the problem of language heterogeneity. We imple-
mented the ontology to explicitly describe negotiation messages in a machine inter-
pretable form. The ontology represents the shared vocabulary that the translator uses 
during execution of negotiation processes for solving misunderstandings at run time. 
In particular, we implemented an efficient translator architecture, which translates 
only when is necessary. We evaluated the ontology in the target application, and de-
scribed the system architecture into which the negotiation processes are executed. We 
believe that language interoperability between negotiation agents is an important issue 
that can be solved by incorporating a shared ontology. The experimental tests showed 
that the proposed architecture improves the continuity of the execution of negotiation 
processes, resulting in more agreements. 
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Abstract. Online advertising is aimed to promote and sell products and services 
of various companies in the global market through internet. In 2005, it was 
estimated that companies spent $10B in web advertisements, and it is expected 
to grow by 25-30% in the next few years. The advertisements can be displayed 
in the search results as sponsored links, on the web sites, etc. Further, these 
advertisements are personalized based on demographic targeting or on 
information gained directly from the user. In a standard setting, an advertiser 
provides the publisher with its advertisements and they agree on some 
commission for each customer action. This agreement is done in the presence of 
Internet Advertising commissioners, who represent the middle person between 
Internet Publishers and Internet Advertisers. The publisher, motivated by the 
commission paid by the advertisers, displays the advertisers’ links in its search 
results. Since each player in this scenario can earn huge revenue through this 
procedure, there is incentive to falsely manipulate the procedure by extracting 
forbidden information of the customer action. By passing this forbidden 
information to the other party, one can generate extra revenue. This paper 
discusses an algorithm for detecting such frauds in web advertising networks. 

1   Introduction 

In the increasingly wired world of today, the importance of web advertising can 
hardly be over-emphasized for marketing goods and services on a global platform. It 
is undoubtedly one of the best media to target customers and influence brand results. 
Currently having a market size of over $10 billion, Web advertising is projected to be 
a $17.3 billion business in 2007 [14]. Also, worldwide B2B Internet commerce is 
nearly $8.5 trillion, and B2C e-commerce market is estimated to be $133 billion [15]. 
A large part of this revenue comes from the “Search Advertising”. Search Advertising 
has been embraced by advertisers due to its innate relevancy, the simplicity of the 
results and because advertisers can determine more precise response rates. In such a 
large commercial market, there is always a chance of some fraud to exploit the 
market. Web advertising is also believed to be susceptible always to some form of 
fraud. International e-commerce continues to be a far higher risk, with order rejection 
and fraud rates about three times higher than the overall rate [16]. The number of 
registered cases of fraud in Web Advertising has witnessed a tremendous increase in 
the last few years. $2.8 billion in e-commerce revenues was lost to fraud in 2005. The 
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consequences are deleterious for the industry. It was seen that 3.9% of all e-commerce 
orders declined on the suspicion of fraud in 2005 [16]. Various kinds of frauds, such 
as hit inflation, hit shaving and click fraud, exists in web advertisement. The detection 
of the same becomes a vital problem in the growing internet advertising industry. 

In this paper, we address one particular type of fraud that exists in search 
advertising. In this scenario, advertisers provide their advertisements and a related set 
of keywords to a publisher (a search engine), and they agree on a commission for 
some customer action(s). This agreement takes place in the presence of a middle 
party, called, the Internet Advertising commissioner. In return of the commission paid 
by advertisers, the publisher displays the advertisers’ links in its search result. Since 
each player in this scenario can earn huge revenue through this procedure, there is 
incentive to falsely manipulate the procedure by extracting forbidden information of 
the customer action. By passing this forbidden information to any other party, one can 
possibly generate extra revenue. We probe a possible way to find such kind of fraud 
in this framework. We propose an algorithm to detect frauds in a web (i.e. online) 
advertising network, and illustrate the method with an example. We also show the 
performance results of our proposed algorithm.  

The rest of the paper is organized as follows. The related work is outlined in 
Section 2. The problem is described formally in Section 3. The solution for fraud 
detection in the web advertising scenario is described in Sections 4. The experimental 
results are discussed in Section 5. Finally, we conclude the paper in Section 6. 

2   Related Work 

Guidance in formulating WWW advertising policy with respect to consumer attitudes 
has been provided in [7]. Realizing the lack of standardization in web advertising 
model, [8] presents different pricing models that may be used in the current scenario. 
Many click-through payment programs have been established on the web, by which 
(the webmaster of) a target site pays a referrer site for each click through that refers to 
the target [1, 2, 3 ,4]. In [2] a hit inflation attack on pay-per click web advertising is 
introduced which is virtually impossible for the program provider to detect 
conclusively. The authors argue that their attack is impossible to detect. However in 
[3], a solution to the problem described in [2] is proposed. It uses streaming rule 
algorithm to detect fraud presented. Paper [11] introduces the problem of finding 
duplicates in data streams to detect fraud in web advertising. More importantly, the 2 
most dominant forms of advertiser supported websites that exist today are sponsored 
content sites and entry portal sites, that provide search and directory features to web 
browsers [8]. The practice of sponsored search advertising - where advertisers pay a 
fee to appear alongside particular Web search results - is now one of the largest and 
fastest growing sources of revenue for Web search engines [9]. In [10], the authors 
address certain issues present in search engine advertising like placement of links, 
safeguards search engines can and can’t offer, identifying click fraud patterns, etc. 
Even though fraud in search advertising has profound implications on web advertising 
businesses, it has not been adequately addressed so far. We propose a way to detect 
malicious collaborations that are possible in such a scenario, and possess potential 
threat to the integrity of e-commerce industry. 
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3   The Problem Statement  

This paper addresses the problem of how to detect a possible malicious collaboration 
between an advertiser and a search engine (publisher) in a particular Web Advertising 
scenario, wherein a list of advertisers officially collaborate with a search engine to 
display their links on the search result  in exchange of appropriate revenue. But, under 
such a malicious collaboration, the search engine illegally but secretively discloses 
forbidden information about user’s actions to one particular advertiser, for him to gain 
competitive business advantage conveniently. 

3.1   Web Advertising Networks Framework 

The Figure 1 describes the Web Advertising Networks framework. In this section, we 
describe the functionalities of each component.  

 

Fig. 1. Web Advertising Networks Framework 

Advertisement Publishers (P1, P2, … Pm): These are independent parties that 
promote the products or services of an advertiser, based on a Pay-per-click agreement, 
in exchange for a commission on leads or sales. A publisher displays advertisements, 
text links, or product links on its Web site, or in email campaigns, or in search listings 
and is paid a commission by the advertiser when a visitor takes a specific action.   

Advertisers (A1, A2, … An): Advertisers place advertisements and links related to 
their products and services on other Web sites (publishers) and, through an 
Advertising Commissioner, pay those publishers a commission for leads or sales that 
result from their sites. Each advertiser Ai provides a list of keywords {x1, x2, … xn} to 
the commissioner, that best describes his/her products and services.  

Advertising Commissioner: Being the middle party in this scenario, Advertising 
Commissioner is responsible for displaying advertisements of advertisers at other 
websites (publishers) such that the advertisers can achieve maximum gain from the 
advertisements. There is no such direct link between Advertisers and Publishers. 
Advertising commissioner is responsible for all legal issues that may arise in future. 
The Commissioner, on the behalf of the advertiser, provides the keywords {x1, x2, … 
xn}  and a corresponding list of advertisers to each publisher Pj. According to the 
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agreement, the publisher Pj displays the links of advertisers whenever any user 
searches using keywords xj. 

3.2   Illustrative Example 

To study the problem closely and to motivate the reader, we narrow down our 
analysis to a specific example of this type of fraud, which reveals the number of 
issues in detecting such frauds. We later generalize the problem and propose an 
algorithm to detect this kind of fraud. Consider a search engine XYZ.com (the 
publisher) and suppose some airline companies A1, … An have a Pay-Per-Click (PPC) 
advertisement contract with XYZ.com. This type of agreement between XYZ.com 
and Airline companies is carried out in the presence of Advertising commissioner. 
According to the agreement, whenever there is any enquiry regarding Airline 
reservation at XYZ.com, links of these airlines’ web sites are displayed. The exact 
placement of the ad links is based on how much one bids against his competitors; the 
more one bids, the higher in position his link appears. Without loss of generality, let’s 
assume that links of A1, … Ai are displayed at positions 1, …., i respectively, from the 
top, which is in accordance with the amount they pay. 

Now, consider a hypothetical case, where a user wants to enquire about the 
airfare from New Delhi to Mumbai. For this purpose, the user visits the site 
XYZ.com and types the phrase – ‘Airfare from New Delhi to Mumbai’. Now as per 
the advertisement contract links are displayed in order. It is fair to assume that user 
will click on the link as per the order in which they are displayed. So initially, we 
suppose that the user goes to A1.com, enquires about the cheapest fare and then 
switches over to A2.com, and then moves further. After getting the required airfare 
from all these airlines he will analyze the fares and will opt for the one who offers 
the cheapest fare.  

Till here everything seems to be fine and thus, the one which offers competitive 
rates should have maximum market share. But, a possibility which lies here is that Ai 
(say), wanting to maximize its revenue from online booking, may try to collaborate 
with XYZ.com in an unofficial way. According to this probable unofficial contract, 
XYZ.com will display the link of Ai at the ith position only, but it will provide the 
links of all other airline sites which the user have visited already, that is prior to 
visiting Ai's site, to Ai. 

Why will XYZ.com do so? Generally the honest and ethical sites won’t do this, 
as this may ruin their market image in future. But in such a competitive world 
everybody wants to maximize his/her profit at whatever cost. In lieu of links, 
(visited by user before coming to Ai.com) XYZ.com can charge a good amount of 
money from An. 

What will Ai do after getting links from XYZ.com? On getting the links visited by 
the user, Ai will surf those websites and get the fares given by them. After knowing 
the fares offered by them, Ai.com will offer the lowest fare among these. So, this is 
likely to lead to an increase in the online revenue of Ai and decline in other airlines' 
revenue. Thus, Ai can generate much more business. The process of getting Airfare 
from A1,…, A(i-1) if done manually by Ai would take a large amount of time; so we 
suppose that such a process is automated as shown below. 
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Fig. 2. 

Thus, we see that collaboration of two websites in such a setting can lead to the 
decline in the business of the other. This type of fraud can exist in other similar 
scenarios where the user makes purchases with the help of a search engine. In this 
specific example, A1 or other airlines may realize that they are not gaining revenue 
generated by referrals from XYZ.com despite offering competitive rates each time.  

4   Fraud Detection in Web Advertising 

In this section we describe the proposed solution of detecting a malicious 
collaboration, which leads to frauds, in web advertising networks. There are many 
interesting issues involved in this problem. We discuss these issues and illustrate how 
we have taken these issues into consideration while describing the fraud detection 
algorithm. 

4.1   Analysis of Problem 

Again, the question is how to detect malicious collaboration in the advertisement 
network as discussed in previous sections? The only entity that can help in detecting 
such an association is the Internet Service Provider (ISP), through which the customer 
logs on to the Internet. The solution of this problem requires analyzing the stream of 
HTTP requests that have been made by the customers in a specific time interval. ISP 
maintains the log of each customer’s internet activity i.e., record of each page visited 
by customer, time spent there, from which IP he or she has come, etc. The part of ISP 
log that is accessible to the Advertising Commissioner is of the form [(a1, t1), (a2, 
t2)…(an, tn)] , where each tuple (ai, ti) denotes that page ‘ai’ is requested at time ‘ti’. 
So, ISP Log will contain all the web pages requested in the time period t1 to tn. 

Revisiting the above example step-wise: 

• User visits XYZ.com (say, S1); queries about airfare from Delhi to Mumbai  
• XYZ.com displays the results as A1…Ai,…,An 
• User clicks on the links in the order in which they are displayed and gets 

airfare offered by A1, A2 …… 
• User clicks on Ai and enquires about airfare from Delhi to Mumbai. 
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• XYZ.com gives the links already visited by the user to Ai  i.e. (A1…A(i-1) ) 
• Ai visits each of these links (A1…A(i-1)) through an automated application, 

and gets to know the relevant fare offered by them  
• Ai dynamically changes its fare and offers a fare which is lower than all the 

other fares.  

Now, if we consider visiting links as HTTP requests, then our ISP log would look 
like, [(S1, T1)…(A1, T2)...(Ai, Ti)…(A1, Tp)…(A(i-1), Tq)]. Here, dots (…) represent 
HTTP requests from other internet users who are accessing internet from the same 
ISP. There may be many HTTP requests to the ISP at the same time. 

4.2   Analysis of Http Stream Requests 

Considering the running example, the owner of A1 airlines can investigate the 
collaboration between S1 and Ai, if he realizes that he is not earning any business 
through S1. With the help of the Commissioner, the stream of HTTP requests for a 
particular period of time can be analyzed. There exists forward association between 
some elements.  

The association (S1 A1) tells that page A1 is requested after page S1. So, if A1 
suspects a malicious collaboration between S1 and Ai, then he would be interested in 
finding all the occurrences of S1 A1 and within some span of this occurrence, he 
would analyze the other stream requests. The second forward association is of type 
(A1 Ai) which tells us that page Ai is visited after A1. Now, if there is a visit on A1 
again after Ai, and A1 is losing revenue in this case, then there is a possibility that such 
an association exists.  

In terms of semantics, (S1 A1, A1 Ai)  (Ai A1) is the association. Whenever 
such a condition exists, and A1 has not got business, then there lies the possibility of a 
fraud. Because, in an otherwise normal scenario, if an A1 Ai and Ai A1 association 
exists, then that would imply that the user has revisited A1 since A1 is probably 
offering the cheapest fare, and hence A1 should be the one selling the ticket and 
gaining business. 

We will analyze the HTTP stream requests and find out all the associations that 
exist in the stream. We will consider the associations between S1 and A1 in a time 
span of sp1  (Page A1 is requested after S1 within time span of sp1). For finding the 
association between A1 and Ai (A1 Ai) we will consider a different time span sp2, 
because the time between a click on A1 and Ai will be more than that of sp1. Note that 
in this time period, the user will enquire about the fare from sites A1, … Ai-1, and in 
the end he will click on Ai). Now to find the association of type An A1 we will 
consider time span of sp3 because page A4 is requested automatically by the 
automated script run by A4 (so it’s probable that sp3 will be less than sp1).  

So in general, on getting the ISP log, we take the first element and consider it as 
a base element. We set time stamp of this first element to zero. Time stamp of other 
elements are modified on the basis of the first element. All these new time stamps 
are converted into seconds.  For generic case, the task is to find the association of 
type - 

[(X1  X2),(X2 X3)]  (X3 X2)   where,  
X1 = Publisher suspected by owner of X2  
X2 = Advertiser who is losing revenue 
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X3 = Competitor who may be in malicious collaboration with the publisher   
sp1 = Maximum Time Period between visiting X1 and X2 by user 
sp2 = Maximum Time Period between visiting X2 and X3 by user 
sp3 = Time in which automated application of X3 can visit other sites 
count1 = counts the no. of occurrences of type [(X1  X2),(X2 X3)] 
count2 = counts the no. of occurrences of type [(X1  X2),(X2 X3)]  (X3 X2) 

4.3   Algorithm 

Here, we present a formal representation of our algorithm which we wish to propose. 
The inputs to the algorithm include the ISP log that is available to the Advertising 
Commissioner, sites X1, X2 and X3, and the time spans sp1, sp2 and sp3. The 
algorithm scans the ISP log four times, each time marking the elements which form 
the associations we need to detect in order to suspect the malicious collaboration. We 
maintain the count of the number of times particular associations are detected, so that 
we can use it for further analysis. The algorithm given below finally gives the total 
number of occurrences of the association [(X1  X2),(X2 X3)]  (X3 X2) that it 
detects through analysis of the ISP log. 

begin 
For each element x in the ISP log 
     If x = X1, then  
         Mark x as [X1] 
For each element x in the ISP log 
     If x = [X1], then  
         For each element y within time span sp1 of x 
                 If y = X2, then  
                 Mark y as [X2] 
For each element x in the ISP log 
     If x = [X2], then  

For each element z within time span sp2 of x 
                 If z = X3, then  
           Mark z as [X3] 

    Increase the count1 by1 
For each element x in the ISP log 
     If x = [X3], then  

   For each element w within time span sp3 of x 
           If w = X1, then  

    Increase the count2 by 1 
 end 

Applying the above algorithm in running example, 

• Find all the forward associations of form S1 A1, within a time span sp1. 
• Mark all such occurrences of A1 with [A1]. 
• Find the forward associations of type [A1] Ai within a time span sp2. 
• Mark all such occurrences of Ai with [Ai]. 
• Now we have all the occurrences of type (S1 A1, A1 Ai). 



 Detecting Frauds in Online Advertising Systems 229 

• Find forward associations of type [Ai] A1 within time span sp3 and count 
the number of such occurrences. 

• If such associations exist, then there is a possibility of some malicious 
collaboration between S1 and Ai. 

There may be some cases in which XYZ.com, A1.com and Ai.com are visited 
independently, and our algorithm may have found out such occurrences and counted 
them as well. But such number would be very small and there would be some error in 
our calculation. Moreover, this error does not matter as A1 is not interested in counting 
total number of cases where this association exists. A1 is only interested in whether or 
not there exists any collaboration between XYZ.com and Ai. So, by analyzing the result 
of this algorithm, he can infer where or not there exists such collaboration. 

In the next section we will discuss some of the issues involved in the performance 
of this algorithm. We further show the experimental results obtained by implementing 
this algorithm and finally conclude in the last section. 

4.4   Issues Involved 

4.4.1   Time Span 
We have considered 3 parameters in our algorithm, time span sp1, sp2 and sp3. These 
parameters represent the time span within which the next click will be made by the 
user on the links of the search result, and we find the association rules [5] within these 
time spans. These parameters depend upon the time taken by the advertiser to answer 
the query of the user about a specific product or service. Thus, these parameters are 
domain dependent.  

For example, the time span sp2 depends upon the position of link of the malicious 
advertiser. The time span sp3 depends on the time taken by the automated application 
of the malicious advertiser. To support our experimentation results and assumptions 
of the parameters we have assumed in the simulation, we have referred to survey. 

4.4.2   Position of Link of Advertiser in Search Listing 
In this scenario, where a search engine and advertisers can have a malicious 
collaboration, the best position for the malicious advertiser in the search result is a 
matter of choice. The best position for any advertiser in the search result not only 
depends on the products or services advertiser is offering but it also depends on the 
user who is going to use these products and services. Lot of surveys have been done 
on the search listing results and users preferences and demographics [12]. However, 
we have presented a generic algorithm which is independent of these factors. Also, 
domain dependent factors like these can be easily incorporated into it. 

5   Experimental Results 

We implemented our algorithm on simulated ISP data which we generated in the form 
of random http requests. Considering each possible position of link of the malicious 
advertiser in the search engine one at a time, we generated sets of ISP data by 
simulating http requests. Once we obtained this data for each position, we ran our 
algorithm on it and varied the input parameters. Our program was run on a sample of 
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200 users. There are 6 input parameters to our algorithm. The 3 parameters, sp1, sp2 and 
sp3, which are time spans, affect the efficiency of our algorithm. Among these time 
spans, sp2 is the most significant one. This represents the time between clicking the link 
of the advertiser who is losing revenue (A1, in our example case) and the link of 
malicious advertiser. For instance, if the link of the malicious advertiser is placed at the 
bottom, then this time span sp2 must be sufficiently larger than the other two parameters.  

Implementing the above running example, we assumed that 7 advertisers have a PPC 
agreement with a publisher P. Keeping the time spans sp1 and sp3 same each time, we 
vary sp2. The efficiency of algorithm comes out to be higher for higher value of sp2. 

 Fig. 3. 

Performance of the algorithm is sketched in the above figure and it is seen that 
different values of sp2 gives difference result. In the worst case scenario, when time span 
sp2 is very small, our algorithm was able to identify 25% of the above associations which 
exposed the malicious collaboration between the publisher and advertiser. Efficiency of 
the algorithm can be increased if time span sp2 is made appropriately large.  

The experimental results confirm that if domain dependent factors like time spans 
are chosen appropriately and fed into the algorithm proposed above, such malicious 
collaborations as defined in this framework can possibly be detected.  

6   Conclusions 

Web Advertisement business is booming rapidly today, but, at the same time, it is also 
believed to be susceptible to some forms of fraud. This paper has addressed to detect one 
kind of a fraud that may exist in web advertising networks. We have proposed an 
algorithm to detect the possible malicious collaboration between a search engine 
(publisher) and a particular advertiser, wherein forbidden information regarding custom-
mers’ actions are provided secretively to that advertiser to conveniently gain advantage 
over its competitors. Such a fraud can exist in any kind of scenario where purchases are 
made online through a search engine, and a list of advertisement companies compete to 
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gain more business. The analysis of our detection approach shows that it is indeed 
possible for a concerned party, say another advertisement company, to detect such a 
fraud with the help of the Advertising Commissioner in place. 
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Abstract. One of the most spectacular phenomenon that appeared over the 
Internet in 2005 was pixel advertisement or, to be more precise, web page with 
graphical micro-ads. The freshness and extreme simplicity of the concept to sell 
small 100-pixel squares on a virtual billboard to publish an image linking to 
another resource was a subject of many articles published in the Internet. 
However, success of MillionDollarHomePage.com project was hard to repeat. 
The winner took the cream. In the paper I try to identify and analyze success 
factors and weak points of the new concept in the Internet marketing. Several 
changes and improvements are proposed to focus users attention on the 
geographical context of micro-ads placed on a map in the background. 
Conceptual work is illustrated by a prototype system offering proposed features. 

1   Introduction 

One of the most spectacular phenomenon that appeared over the Internet in 2005 was 
pixel advertisement or, to be more precise, web page with graphical micro-ads. The 
freshness and extreme simplicity of the concept to sell small 100-pixel squares on a 
virtual billboard to publish an image linking to another resource was a subject of many 
articles published in the Internet. However, success of MillionDollarHomePage.com 
project is still hard to repeat. Even a quick review [9] of pixel-ad services trying to 
follow the origin gives us a clue that a key to focus customers attention is adding new 
functionality to the service. The concept itself appeared very catchy, but advertisers 
expect the visitors to return and interact with the information provided (e.g. read the 
content or click a link).  

In the paper I try to identify and analyze success factors and weak points of the 
new concept in the Internet marketing. Several changes and improvements are 
proposed to focus users attention on the geographical context of micro-ads placed on 
a map in the background. Conceptual work is illustrated by a prototype system 
offering proposed features. 

2   Internet as a Platform for Advertising 

Internet is currently the platform for the most effective marketing of brand, products, 
and services [1]. There are several reasons why advertisers decide to use Internet 
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 An Improved Web System for Pixel Advertising 233 

technology in their marketing programs. The key issue is cost-effectiveness of such 
campaign. Another reason is global access to information presented on websites and 
possibility to serve information (or sell products) in a non-stop (24/365) mode. The 
customers may access web resources at their time within the period required to 
understand given information. We must also take into account a wide variety of ways 
to focus customers’ attention on a specific product. Mixture of text, graphics, 
animation, voice or sound background plus possibility of interactive contact with the 
customer offered in Internet marketing has no precedent in any other type of media. In 
fact appearing a new technique of web promotion does not eliminate the old ones but 
opens a new communication channel which is soon combined with other forms of 
communication creating new advertising service. More than that we can currently 
observe a renaissance of text ads which are reported to be viewed most intently [2]. It 
is relatively easy to match text advertising with the context of textual content of a 
document where the ad is placed. An example of such a system based on keywords 
matching is AdSense program served by Google [3]. Advertisements displayed on 
web pages participating in the program correspond to the context of page content 
which makes the delivery of the ads well targeted.  

3   Huge Graphics, Small Fonts 

A picture is worth a million words. Especially when the picture makes a positive 
association in our mind it may remain in our memory for long and make knowledge 
acquisition more effective. Marketers know the above truth very well and use images 
in advertising. What comes from Eyetrack III research [2] on human eye and brain 
perception while reading on-line content is that: 

• larger on-line images hold the eye longer than smaller pictures, 
• small fonts encourage focused viewing while large type promotes lighter 

scanning. 

In this context it is quite reasonable to place huge banners on a web page or display 
extra large pup-up windows with graphical ads if you want to make your advertising 
effective. But such a practice rises objection in visitors’ minds – ‘I want to go directly 
to the content!’. They tend to use tools that disable pop-up function in their web-
browsers or install programs that detect images suspected to be ads avoiding 
displaying them on the screen (by the way it makes the web page load faster). In 
reaction, advertisers change sizes of graphical ads to make automatic ads removing 
more difficult and the chase goes on. Will the visitors accept ads if they are smaller? 
How far should the graphical ad be shrank to be accepted be those who install ad-
killers? Will the advertiser pay the same money for very small image instead of huge 
banner but displayed on more screens?  

4   Small Graphics, No Space for Text – But It Worked… Once 

Absolutely the opposite to ‘huge graphics’ approach to displaying graphical links to 
web resources was introduced by Alex Tew, a 21 year old student from UK who 
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lunched a project named MillionDollarHomePage.com, see fig. 1. Tew made a table 
of million pixels divided into 10.000 blocks of 10x10 pixel in size and used to sell 
them for US$ 100 per square (US$ 1 per pixel). The site went live on August 26, 
2005. The most surprising in the story is that Tew had a great success in selling the 
‘squares’. He also had the luck to focus press interest on spectacular growth of his 
service. On September 22, 2005, when BBC News reported [4] about the million 
dollar project he had sold US$ 74,000 worth of space [5]. Within the next week he 
more than doubled the sales.  

 

Fig. 1. MillionDollarHomePage.com website 

There is no question that the greatest popularity of MillionDollarHomePage.com 
came after BBC reportage. It was a real speed-up. Alex Tew earned enough to cover 
his studies, however he deferred the university and focused on the business. He 
employed a press officer in the US and quite soon 50 per cent of advertisers were 
coming from the US alone.  

At the same time when Tew’s website was quickly growing in popularity several 
webmasters tried to follow the success and opened similar services (complete 
software packages to run a website similar to milliondollarhomepage.com are 
available for less than US$ 50). What appeared quite soon copy-cats had very few 
advertisers and Tew himself sad to Financial Times: The idea only works once and 
relies on novelty [6]. The success story goes on, although Alex Tew sold the  
last 1,000 pixel field on his site at eBay auction for US$ 38,100 on January 11, 
2006 [7].  
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5   Why Visitors Do Not Return to MillionDollarHomePage.com 

In the end of 2005 when I first red about the MillionDollarHomePage.com project I 
asked myself if I would like to make it my starting page. The answer was “No”, 
although I was really impressed by the colorful mixture of micro-ads. I also asked the 
same question my computer science students. Among 70 people there was no one 
who would be eager to save the address MillionDollarHomePage.com as a starting 
page in their web browsers. In fact, students declared that possibly they would show 
the web page to their friends as a phenomenon but they will not return for links nor 
any other knowledge. Website traffic meter confirms our observation (see Fig. 2). 
People do not want to return to a web page worth US$ 1m!  

 

Fig. 2. Website traffic graph for milliondollarhomepage.com. Source: www.alexa.com. 

5.1   What Is Missing in MillionDollarHomePage.com 

Continuing discussion with my students on ‘How to improve the concept of pixel-ad 
web-page to make it attractive enough to return’ I organized a brain storm with a 
group of students. The key features proposed during the discussion were the 
following: 

• a search tool to find or an easy-to-use tool to filter advertisers (by category, 
keywords, etc.), 

• dynamic placement of the logos (ads) on the board in such an order to create, an 
image or something like an ASCII Art (by the way it is an interesting example an 
application of solving ‘optimal placement’ problem), 

• a tool forcing frequent changes of content (originally fields on the 
MillionDollarHomePage.com are sold for ‘at least five years’ and although it is 
possible to change the image or URL we expect that this function will not be used 
often if it is not forced by the system). 
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5.2   Why People Do Not Click on Ads 

While it is hard to say why other people do or do not do something we tried to find 
reasons why we do not like click on advertising, banners, etc. After a pretty long 
discussion we agreed and grouped our threats into several sets: 

• missing a clear rule on ‘what will happen when I click’. Action trigged after 
clicking on a link is defined and known to the web-browser (e.g. whether the 
new/linked document will be opened in the same or a new window). Users may 
only guess what may happen unless they read and understand source file of the 
document in the web-browser. And even after analyzing the source of the link 
user cannot be sure about behavior of the document downloaded to the web-
browser. Opened document may have defined actions that will be run on the 
event of closing web-browser window, 

• information about linked resource (real full address) displayed on the status line 
(bottom part of web-browser window) is very often hidden to the user or presented 
in descriptive manner (i.e. instead of ‘http://www.mywebsite.com/sht.php?refid=1’ 
the web-browser shows information ‘Welcome to my site’). The text presented on 
the status line may be freely defined by the author of the web page, 

• wide variety of file formats that are interpreted and executed on client site, which 
rises risk of introducing computer viruses (trojan horses, etc.) to the local system. 
If the real URL is hidden to the visitor s/he does not know what file is transferred 
to the local system and opening such resource is a ‘blind date’. 

We are aware of the fact that there are techniques of blocking dynamic content in 
web-browsers, but by disabling those dynamic functions users loose many effects that 
are safe for their systems.  

5.3   The Objective of Advertising 

The objective of advertising is to inform, to persuade, and to remind [8]. The content 
of MillionDollarHomePage.com is static and thus the service is awaiting for visitors. 
Even if we agree that there is a bit of information in the image displayed on this 
multi-ad-billboard and we direct the visitor via link to complete source of 
information, we still miss two objectives of advertising: to persuade and to remind. In 
fact we cannot expect that software tools would be intelligent enough to persuade the 
visitor to buy something thus selecting arguments and composing suggestive 
messages remain human domain. Finally, repeatable visits and possibility to remind 
advertising message requires that the system offers the visitor fresh information – a 
piece of knowledge that the visitor consider valuable at access time. Alex Tew’s 
approach – static page of graphical links – is useless in this case, especially now, 
when all the fields have been sold and we cannot expect frequent changes in the 
content. Dynamic changes of the content seem to be the key to achieve multiple visits 
of customers. It is also worth to consider other bonus for visitors, e.g. free interactive 
gadgets (screen savers, software to download, etc.) – something that our target group 
may consider worth revisiting. A good example here is service PixMeUp.com. On 
every day they give a prize of US$100 to one of the visitors clicking on 
advertisements.  
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Size of an advertisement has influence on visitors’ perception. The bigger the ad 
the more suggestive it is to customers [2]. But following Alex Tew’s concept to place 
hundreds of ads on the same screen we cannot dedicate substantial part of the screen 
to a single graphic. There is a need to find a hybrid solution – display bigger image on 
request, e.g. when user moves mouse cursor above a corresponding miniature ad.  

6   Improvement Proposal 

Alex Tew’s concept on displaying multiple graphical micro-ads on a single web-page 
has numerous mutations. A comprehensive review on different applications of pixel 
pages is available at MDHP Watch [9]. However majority of services analyzed by 
MDHP Watch are simple copies of the origin and, what was mentioned above, have 
little chance for success. Looking for success in domain of pixel ads we must consider 
extending functionality to provide users with extra value – meta information coming 
from context of advertisement placement.  

6.1   Geographical Context of Graphical Advertisement 

There are plenty of applications where it is recommended to focus visitor’s attention 
on particular group of advertisements. However we know nothing about our 
anonymous guest and his preferences, interests etc. and thus we may present all the 
information we have but in such an order that the guest will find appropriate subset in 
natural intuitive way. One of the ways to arrange micro-ads on the screen in ‘logical’ 
order is to place them on a map. If the background of the virtual billboard is a map 
then placement of an image representing advertisement provides additional 
geographical context to the ad.  

For practical reasons the map being a background must be prepared in light colors, 
maybe even a little blured. Juicy, intensive colors of background could dominate over 
content (small icons or images).  

Some parts of the map are more important than the other, e.g. names of main 
streets on a city map should not be covered by ads to ensure that one can easily orient 
oneself on the map. Map-based approach is sensitive to number of ads placed on the 
billboard. If the map is completely covered then geographical context of the ads is 
lost. To avoid this risk we can propose two approaches: 

• taboo list – list of fields on the virtual billboard where it is prohibited to place an 
ad. Taboo list of fields on the map which are not available to place an ad is 
defined by the system administrator,  

• cover ratio – part (percent) of fields that can be occupied at a time.  

In our implementation we use a hybrid solution including both above conditions. 

6.2   Logical Filters Based on Keywords 

In order to avoid dynamic generation of entire billboard build-up of several hundred 
pieces most frequently used approach assumes that the billboard is generated at server 
side on the event of adding or removing an ad. Let’s assume a situation, where each 
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ad is additionally described by a list of keywords. Values assigned to each keyword 
define subsets of advertisements sharing some properties. System administrator may 
define several filters – several queries to the database that return a subset of ads that 
satisfy specified condition (e.g. ‘property = house’). In this case we can consider 
automatic generation of several virtual billboards (background map with miniature 
graphical ads stuck on the map at their location) on the event of adding/removing an 
ad to/from database. This approach is justified by speed of the application. On-line 
generation of a billboard made of hundreds of ads on a very busy web-server takes 
time that may even count in seconds.  

The approach proposed above where users cannot freely specify queries but may 
choose from a number of views based on filters defined by administrator seem to be a 
good compromise. Users have the opportunity to see ads from various perspectives 
and system works effectively because the complex graphics are generated only on the 
event of change in content.  

6.3   No Need to Click to See More 

Being aware of the threats of visitors who are not very likely to click on links (see 
chapter 5.2) we can provide them with preview. In our case, we decided that each 
advertisement will be represented by a miniature graphic (G1), medium size graphic 
(G2), title (T), description (D) and URL, optionally definition may be extended by 
values of keywords. Once a visitor moves mouse cursor over a miniature graphical ad 
the web-browser opens a preview window on a new layer (see Fig. 3). The preview 
window closes automatically when mouse cursor leaves the area of miniature ad or 
opened preview area.  

Miniature graphic still preserves the function of a link to a resource intended by the 
advertiser. Mouse click over a miniature image opens a new browser window and 
loads linked document. 

6.4   Virtual Ad-Briefcase: Temporal Storage 

Pixel-ad system equipped with preview function described in chapter 6.3 can serve as 
a repository of link (like the origin: MillionDollarHomePage.com) or to be more like 
a billboard with short textual or graphical messages. Viewing hundreds of 
advertisements displayed on one screen while only some pieces of information may 
be valuable to the user requires making notes. In order to collect previews that 
focused user’s attention and note them with computer mouse we can propose a virtual 
briefcase. Once the information given in preview seems valuable to the user s/he can 
store the ad (its content) in a table named ad-briefcase by clicking a briefcase icon in 
bottom-right corner of preview window, see Fig. 3 (B). The ad-briefcase is intended 
to store ads selected by the user for further processing: e.g. printing or comparing on 
the screen. Ad-briefcase may be displayed and printed on user request. To keep the 
notes private for the user the ad-briefcase is cleared on closing session (closing web-
browser). 
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Fig. 3. Schematic visualization of proposed improvements to pixel-ad system 

6.5   Short Period of Advertisement Exposition 

In order to keep advertisement and messages up-to-date it is necessary to force 
content refreshing. In our approach exposition period (the time when advertisement is 
displayed on the map) is a configurable parameter. However we recommend to keep it 
relatively short, e.g. two weeks or one month. Of course the period depends on 
domain of application.  

Owner of an advertisement that is approaching the end of exposition is informed 
by email sent to him several (e.g. four) days before the end. During remaining time 
the exposition period may be extended but it requires the owner to manually confirm 
the content. If exposition period of an ad is not extended it is automatically removed 
from database, from the map and place occupied by the miniature ad becomes 
available for new advertisers. 

7   Applications 

New functions of pixel-ad system proposed in the paper have been implemented in a 
prototype system microBan [10]. Current and still changing prototype version of the 
system can be accessed at: www.microban.pixel.livent.pl. Currently we consider 
opening several publicly accessible information services. Two of them are mentioned 
below. 
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7.1   House to Let 

In all academic cities students coming for studies from other places have the same 
problem – to find a room to live at a reasonable price, close to the university and they 
would like to see at least a photo of the house or rooms inside before they decide to 
go to meet the owner and negotiate the price. Pixel-ads located on a city map seem to 
be a good solution for those who want to let and to rent a house or a flat. Typical 
advertisement provided in local newspapers or real-estate offices usually miss 
geographical context and even if they are described by address, street name says very 
little to newcomers in the city, they need a map anyway. For them it is the best to 
choose from alternatives presented on a map.  

7.2   ECDL Exams 

Another application area where we plan to use proposed system is an information 
message board where ECDL (European Computer Driving Licence) examination 
centers may publish information about dates of next exams planned across the 
country. Quite many people willing to join the exams do manual search over web 
pages containing partial information on exams organized by particular examination 
center. Collecting this distributed knowledge in one information system with intuitive 
‘search tool’ – the map – for manual selecting examination center near the place 
where the candidate lives will make it much easier to find a location to join the 
exams.  

8   Summary 

Pixel-ad systems grow in popularity since year 2005 when Alex Tew’s MillionDollar-
HomePage.com project had a spectacular success selling US$ 1m worth of graphical 
micro-ads on a static web-page. Unfortunately, majority of services that try to repeat 
financial success of the first project do not offer any additional functions nor extensions 
that could make the services unique and offer new value for customers. In this paper 
there is a proposal of several new functions that could provide additional contextual 
information and force dynamic change of content on specific pixel-ad board built on a 
map in the background.  

A prototype system implementing described functions has already been built and 
currently we are working on applying the concept to provide a publicly accessible 
high quality information systems. 
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