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Abstract. For classification problem, the training data will significantly in-
fluence the classification accuracy. When the data set is highly unbalanced, 
classification algorithms tend to degenerate by assigning all cases to the most 
common outcome. Hence, it is important to select the suitable training data 
for classification in the imbalanced class distribution problem. In this paper, 
we propose cluster-based under-sampling approaches for selecting the repre-
sentative data as training data to improve the classification accuracy in the 
imbalanced class distribution environment. The basic classification algorithm 
of neural network model is considered. The experimental results show that 
our cluster-based under-sampling approaches outperform the other under-
sampling techniques in the previous studies. 

1   Introduction 

The classification techniques usually assume that the training samples are uniformly-
distributed between different classes. A classifier performs well when the classifica-
tion technique is applied to a dataset evenly distributed among different classes. How-
ever, many datasets in real applications involve imbalanced class distribution problem 
[5, 7]. The imbalanced class distribution problem occurs while there are much more 
samples in one class than the other class in a training dataset. In an imbalanced data-
set, the majority class has a large percent of all the samples, while the samples in 
minority class just occupy a small part of all the samples. In this case, a classifier 
usually tends to predict that samples have the majority class and completely ignore 
the minority class.  

One simple method of under-sampling is to select a subset of MA randomly and 
then combine them with MI as a training set, which is called random under-sampling 
approach. Several advanced researches are proposed to make the selective samples 
more representative. The under-sampling approach based on distance [7] uses distinct 
modes: the nearest, the farthest, the average nearest, and the average farthest distances 
between MI and MA, as four standards to select the representative samples from MA. 
For every minority class sample in the dataset, the first method “nearest” calculates 
the distances between all majority class samples and the minority class samples, and 
selects k majority class samples which have the smallest distances to the minority 
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class sample. If there are n minority class samples in the dataset, the “nearest” ap-
proach would finally select k× n majority class samples (k ≥ 1). However, some sam-
ples within the selected majority class samples might duplicate.  

Similar to the “nearest” approach, the ”farthest” approach selects the majority class 
samples which have the farthest distances to each minority class samples. For every 
majority class samples in the dataset, the third method “average nearest” calculates 
the average distance between one majority class sample and all minority class sam-
ples. This approach selects the majority class samples which have the smallest aver-
age distances. The last method “average farthest” is similar to the “average nearest” 
approach; it selects the majority class samples which have the farthest average dis-
tances with all the minority class samples. The above under-sampling approaches 
based on distance in [7] spend a lot of time selecting the majority class samples in the 
large dataset, and they are not efficient in real applications. 

In 2003, J. Zhang and I. Mani [6] presented the compared results within four in-
formed under-sampling approaches and random under-sampling approach. The first 
method “NearMiss-1” selects the majority class samples which are close to some 
minority class samples. In this method, majority class samples are selected while their 
average distances to three closest minority class samples are the smallest. The second 
method “NearMiss-2” selects the majority class samples while their average distances 
to three farthest minority class samples are the smallest. The third method “NearMiss-
3” take out a given number of the closest majority class samples for each minority 
class sample. Finally, the fourth method “Most distant” selects the majority class 
samples whose average distances to the three closest minority class samples are the 
largest. The final experimental results in [6] showed that the NearMiss-2 approach 
and random under-sampling approach perform the best. 

In this paper, we study the effects of under-sampling [1, 3, 6] on the backpropaga-
tion neural network technique and propose some new under-sampling approaches 
based on clustering, such that the influence of imbalanced class distribution can be 
decreased and the accuracy of predicting the minority class can be increased. 

2   Our Approaches 

In this section, we present our approach SBC (under-Sampling Based on Clustering) 
which focuses on the under-sampling approach and uses clustering techniques to 
solve the imbalanced class distribution problem. Our approach first clusters all the 
training samples into some clusters. The main idea is that there are different clusters 
in a dataset, and each cluster seems to have distinct characteristics. If a cluster has 
more majority class samples and less minority class samples, it will behave like the 
majority class samples. On the opposite, if a cluster has more minority class samples 
and less majority class samples, it doesn’t hold the characteristics of the majority 
class samples and behaves more like the minority class samples. Therefore, our ap-
proach SBC selects a suitable number of majority class samples from each cluster by 
considering the ratio of the number of majority class samples to the number of minor-
ity class samples in the cluster.  
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2.1   Under-Sampling Based on Clustering 

Assume that the number of samples in the class-imbalanced dataset is N, which in-
cludes majority class samples (MA) and minority class samples (MI). The size of the 
dataset is the number of the samples in this dataset. The size of MA is represented as 
SizeMA, and SizeMI is the number of samples in MI. In the class-imbalanced dataset, 
SizeMA is far larger than SizeMI. For our under-sampling method SBC, we first cluster 
all samples in the dataset into K clusters. The number of majority class samples and 

the number of minority class samples in the ith cluster (1≦i≦K) are i
MASize  and 

i
MISize , respectively. Therefore, the ratio of the number of majority class samples to 

the number of minority class samples in the ith cluster is i
MI

i
MA SizeSize / . If the ratio 

of SizeMA to SizeMI in the training dataset is set to be m:1, the number of selected ma-
jority class samples in the ith cluster is shown in expression (1): 
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In expression (1), MISizem ×  is the total number of selected majority class samples 

that we suppose to have in the final training dataset. ∑
=

K
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the number of majority class samples to the number of minority class samples in all 
clusters. Expression (1) determines that more majority class samples would be se-
lected in the cluster which behaves more like the majority class samples. In other 

words, i
MASSize  is larger while the ith cluster has more majority class samples and 

less minority class samples. After determining the number of majority class samples 
which are selected in the ith cluster, 1≦i≦K, by using expression (1), we randomly 
choose majority class samples in the ith cluster. The total number of selected majority 
class samples is m× SizeMI after merging all the selected majority class samples in 
each cluster. At last, we combine the whole minority class samples with the selected 
majority class samples to construct a new training dataset. Table 1 shows the steps for 
our under-sampling approach. 

For example, assume that an imbalanced class distribution dataset has totally 1100 
samples. The size of MA is 1000 and the size of MI is 100. In this example, we clus-
ter this dataset into three clusters. Table 2 shows the number of majority class samples 

i
MASize , the number of minority class samples i

MISize , and the ratio of i
MASize  to 

i
MISize  for the ith cluster. 

Assume that the ratio of SizeMA to SizeMI in the training data is set to be 1:1, in other 
words, there are 100 selected majority class samples and the whole 100 minority class 
samples in this training dataset. The number of selected majority class samples in each 
cluster can be calculated by expression (1). Table 3 shows the number of selected  
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Table 1. The structure of the under-sampling based on clustering approach SBC 

Step1. Determine the ratio of SizeMA to SizeMI in the training dataset. 
Step2. Cluster all the samples in the dataset into some clusters. 
Step3. Determine the number of selected majority class samples in 

each cluster by using expression (1), and then randomly 
select the majority class samples in each cluster. 

Step4. Combine the selected majority class samples and all the mi-
nority class samples to obtain the training dataset. 

Table 2. Cluster descriptions 

Cluster ID Number of majority 
class samples 

Number of minority 
class samples 

i
MI

i
MA SizeSize /  

1 500 10 500/10=50 
2 300 50 300/50=6 
3 200 40 200/40=5 

Table 3. The number of selected majority class samples in each cluster 

Cluster ID The number of selected majority class samples 
1 1×100× 50 / (50+6+5) =82 
2 1×100× 6 / (50+6+5) = 10 
3 1×100× 5 / (50+6+5)= 8 

majority class samples in each cluster. We finally select the majority samples ran domly 
from each cluster and combine them with the minority samples to form the new dataset. 

2.2   Under-Sampling Based on Clustering and Distances 

In SBC method, all the samples are clustered into several clusters and the number of 
selected majority class samples is determined by expression (1). Finally, the majority 
class samples are randomly selected from each cluster. In this section, we propose 
other two under-sampling methods, which are based on SBC approach. The difference 
between the two proposed under-sampling methods and SBC method is the way to 
select the majority class samples from each cluster. For the two proposed methods, 
the majority class samples are selected according to the distances between the major-
ity class samples and the minority class samples in each cluster. Hence, the distances 
between samples will be computed. 

For a continuous attribute, the values of all samples for this attribute need to be 
normalized in order to avoid the effect of different scales for different attributes. For 
example, suppose A is a continuous attribute. In order to normalize the values of at-
tribute A for all the samples, we first find the maximum value MaxA and the minimum 
value MinA of A for all samples. To lie an attribute value ai in between 0 to 1, ai is 

normalized to 
AA

Ai

MinMax

Mina

−

− . For a categorical or discrete attribute, the distance between 
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two attribute values x1 and x2 is 1 (i.e. x1-x2=1) while x1 is not equal to x2, and the 
distance is 0 (i.e. x1-x2=0) while they are the same. 

Assume that there are N attributes in a dataset and X
iV  represents the value of at-

tribute Ai in sample X, for 1≦i≦N. The Euclidean distance between two samples X 
and Y is shown in expression (2). 

∑ −=
=

N

i

Y
i

X
i VVYX

1
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The two approaches we proposed in this section first cluster all samples into K (K ≥ 
1) clusters as well, and determine the number of selected majority class samples for 
each cluster by expression (1). For each cluster, the representative majority class 
samples are selected in different ways. The first method SBCMD (Sampling Based on 
Clustering with Most Distant) selects the majority class samples whose average dis-
tances to M closest minority class samples in the ith cluster are the farthest. The sec-
ond method, which is called SBCMF (Sampling Based on Clustering with Most Far), 
selects the majority class samples whose average distances to all minority class sam-
ples in the cluster are the farthest. 

3   Experimental Results 

For our experiments, we use three criteria to evaluate the classification accuracy for 
minority class: the precision rate P, the recall rate R, and the F-measure for minority 
class. Generally, for a classifier, if the precision rate is high, then the recall rate will 
be low, that is, the two criteria are trade-off. We cannot use one of the two criteria to 
evaluate the performance of a classifier. Hence, the precision rate and recall rate are 
combined to form another criterion F-measure, which is shown in expression (3). 

MI’s F-measure = 
RP

RP2

+
××

 (3) 

In the following, we expression (3) to evaluate the performance of our approaches 
SBC, SBCMD, and SBCMF by comparing our methods with the other methods AT, 
RT, and NearMiss-2 on synthetic datasets. The method AT uses all samples to train 
the classifiers and does not select samples. RT is the most common-used random 
under-sampling approach and it selects the majority class samples randomly. The last 
method NearMiss-2 is proposed by J. Zhang and I. Mani [6], which has been dis-
cussed in section 1. The two methods RT and NearMiss-2 have the better performance 
than the other proposed methods in [6]. In the following experiments, the classifiers 
are constructed by using the artificial neural network technique in IBM Intelligent 
Miner for Data V8.1. 

For each generated synthetic dataset, the number of samples is set to 10000, the 
number of numerical attributes and categorical attributes are set to 5, respectively. 
The dataset DSi means that the dataset potentially can be separated into i clusters,  
and our methods also cluster the dataset DSi into i clusters. Figure 1 shows the  
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Fig. 1. The distribution of samples in a dataset 

distribution of samples in a dataset which has three clusters inside. Moreover, in order 
to make the synthetic datasets more like real datasets, the noisy data are necessary. 

 

Fig. 2. Example for disordered samples 

The synthetic datasets have two kinds of noisy data: disordered samples and excep-
tional samples. The disordered samples mean that some majority class samples (or 
minority class samples) lie to the area of minority class samples (or majority class 
samples). The disordered samples are illustrated with Figure 2. As for exceptional 
samples, they distribute irregularly in a dataset and outside the clusters. The samples 
outside the clusters in Figure 3 are exceptional samples. A dataset DSi with j% excep-
tional samples and k% disordered samples is represented as DSiEjDk. If there is no 
disordered sample in the synthetic dataset, the dataset is represented as DSiEjDN. 
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Fig. 3. Example for exceptional samples 

Figure 4 shows the experimental results in the datasets in which the ratios of the 
number of majority class samples to the number of minority class samples are 2:1, 
4:1, 9:1, 18:1, 36:1, and 72:1, respectively. For each specific ratio, we generate sev-
eral synthetic datasets DSiE10D20 in which i is from 2 to 16. Hence, the average 
MI’s F-measures are computed from all the datasets for each specific ratio. In Figure 
4, we can see that the average MI’s F-measure for SBC is higher than the other meth-
ods in most cases. 
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Fig. 4. Average MI’s F-measure for datasets DSiE10D20 
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Fig. 5. MI’s F-measure for each method on the datasets with 30% exceptional samples and 40% 
disordered samples 
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Fig. 6. MI’s F-measure for each method on the datasets with 50% exceptional samples and 60% 
disordered samples 

We raise the percentage of exceptional samples and disordered samples to 30% and 
40%, respectively. And then we continue to raise the percentage of exceptional sam-
ples and disordered samples to 50% and 60%, respectively. Figure 5 and Figure 6 
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show the experimental results in DSiE30D40 and DSiE50D60, respectively, in which 
i is from 2 to 16. The experimental results show that SBCMD is the most stable 
method and has high MI’s F-measure in each synthetic dataset. RT is also a stable 
method in the experiments, but the performance for SBCMD is better than RT in most 
cases. Although the MI’s F-measure for SBCMF is higher than the other methods in 
some cases, the performance for SBCMF is not stable. Hence, the performance for 
SBCMD is the best in most of the cases when the datasets contain more exceptional 
samples and disordered samples, and SBC is stable and performs well in any case. 

The average execution time for each method is shown in Figure 7. The execution 
time includes the time for executing the under-sampling method and the time for 
training the classifiers. According to the results in Figure 7, both SBC and RT are 
most efficient among all the methods, and NearMiss-2 spends too much time for se-
lecting the majority class samples. 
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Fig. 7. Average execution time for each method 

4   Conclusion 

In a classification task, the effect of imbalanced class distribution problem is often 
ignored. Many studies [2, 4] focused on improving the classification accuracy but did 
not consider the imbalanced class distribution problem. Hence, the classifiers which 
are constructed by these studies lose the ability to correctly predict the correct deci-
sion class for the minority class samples in the datasets which the number of majority 
class samples are much greater than the number of minority class samples. Many real 
applications, like rarely-seen disease investigation, credit card fraud detection, and 
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internet intrusion detection always involve the imbalanced class distribution problem. 
It is hard to make right predictions on the customers or patients who that we are  
interested in. 

In this study, we propose cluster-based under-sampling approaches to solve the 
imbalanced class distribution problem by using backpropagation neural network. The 
other two under-sampling methods, Random selection and NearMiss-2, are used to be 
compared with our approaches in our performance studies. In the experiments, our 
approach SBC has better prediction accuracy and stability than other methods. SBC 
not only has high classification accuracy on predicting the minority class samples but 
also has fast execution time. SBCMD has better prediction accuracy and stability 
when the datasets contain more exceptional samples and disordered samples. How-
ever, SBCMF does not have stable performances in our experiments. The two meth-
ods take more time than SBC on selecting the majority class samples as well.  

References 

1. Chawla, N. V.: C4.5 and Imbalanced Datasets: Investigating the Effect of Sampling 
Method, Probabilistic Estimate, and Decision Tree Structure. Proceedings of the ICML’03 
Workshop on Class Imbalances (2003). 

2. Caragea, D., Cook, D., Honavar, V.: Gaining Insights into Support Vector Machine Pattern 
Classifiers Using Projection-Based Tour Methods. Proceedings of the KDD Conference, 
San Francisco, CA (2001) 251-256. 

3. Drummond, C., Holte, R. C.: C4.5, Class Imbalance, and Cost Sensitivity: Why Under-
Sampling Beats Over-Sampling. Proceedings of the ICML’03 Workshop on Learning from 
Imbalanced Datasets (2003). 

4. del-Hoyo, R., Buldain, D., Marco, A.: Supervised Classification with Associative SOM. 
Lecture Notes in Computer Science, Vol.2686 (2003) 334–341. 

5. Japkowicz, N.: Concept-learning in the Presence of Between-class and Within-class Imbal-
ances. Proceedings of the Fourteenth Conference of the Canadian Society for Computa-
tional Studies of Intelligence (2001) 67–77. 

6. Zhang, J., Mani, I.: kNN Approach to Unbalanced Data Distributions: A Case Study Involv-
ing Information Extraction. Proceedings of the ICML’2003 Workshop on Learning from 
Imbalanced Datasets (2003). 

7. Chyi, Y.M.: Classification Analysis Techniques for Skewed Class Distribution Problems, 
Master Thesis, Department of Information Management, National Sun Yat-Sen University 
(2003). 


	Introduction
	Our Approaches
	Under-Sampling Based on Clustering
	Under-Sampling Based on Clustering and Distances

	Experimental Results
	Conclusion
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




