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Preface 

The International Conference on Intelligent Computing (ICIC) was formed to provide 
an annual forum with dedication to the emerging and challenging topics in artificial 
intelligence, machine learning, bioinformatics, and computational biology, etc. It aims 
to bring together researchers and practitioners from both the academia and industry to 
share ideas, problems and solutions related to the multifaceted aspects of intelligent 
computing. 

The ICIC 2006 to be held in Kunming, Yunnan, China, 16-19 August 2006 is the 
second International Conference on Intelligent Computing, which is built upon the 
success of ICIC 2005 held in Hefei, China, 2005. 

This year, the conference mainly concentrates on the theories & methodologies as 
well as the emerging applications of intelligent computing. It intends to unify the 
contemporary intelligent computing techniques within an integral framework that 
highlights the trends in advanced computational intelligence and bridges the 
theoretical research with the applications. In particular, the bio-inspired computing 
emerges as a key role in pursuing for novel technology in recently years. The 
resulting techniques vitalize the life science engineering and daily life applications. In 
light of this trend, the theme for this conference is the Emerging Intelligent 
Computing Technology and Applications. Papers related to this theme were especially 
solicited, including theories, methodologies, and applications in science and 
technology. 

The ICIC 2006 received over 3000 submissions from 36 countries and regions. All 
papers went through rigorous peer review and each paper received at least three 
review reports. Based on the review reports, the Program Committee finally selected 
703 high-quality papers for presentation at ICIC 2006. These papers cover 29 topics 
and 16 special sessions, and are included into five volumes of proceedings published 
by the Springer, including one volume of Lecture Notes in Computer Science 
(LNCS), one volume of Lecture Notes in Artificial Intelligence (LNAI), one volume 
of Lecture Notes in Bioinformatics (LNBI), and two volumes of Lecture Notes in 
Control and Information Sciences (LNCIS).  

This volume of Lecture Notes in Computer Science (LNCS) includes 161 papers 
covering cover relevant 7 topics and 3 special session topics. 

The organizers of the ICIC 2006, including the Yunan University, the Institute of 
Intelligent Machines of the Chinese Academy of Science, and Queen’s University 
Belfast, have made enormous effort to ensure the success of ICIC 2006. We hereby 
would like to thank the members of the ICIC 2006 Advisory Committee for their 
guidance and advice, the members of the Program Committee and the referees for 
their collective effort in reviewing and soliciting the papers, and the members of the 
Publication Committee for their significant editorial work. We would like to thank 
Professor Alfred Hofmann, the executive editor from Springer, for his frank and 
helpful advice and guidance throughout and his support in publishing the proceedings 
in the Lecture Notes series. In particular, we would like to thank all the authors for 
contributing their papers. Without the high-quality submissions from the authors, the 
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success of the conference would not have been possible. Finally, we are especially 
grateful to the IEEE Computational Intelligence Society, The International Neural 
Network Society and the National Science Foundation of China for the their 
sponsorship.  

10 June 2006                                                                                       De-Shuang Huang 
Institute of Intelligent Machines 

Chinese Academy of Sciences, China 
Kang Li 

Queen’s University Belfast, UK 
George William Irwin 

Queen’s University Belfast, UK 
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Abstract. In this paper, a concept of balanced learning is presented, and an 
improved neural networks learning scheme is proposed to speed up the learning 
process in cerebellar model articulation controllers (CMAC). In the 
conventional CMAC learning scheme, the corrected amounts of errors are 
equally distributed into all addressed hypercubes, regardless of the credibility of 
those hypercubes. The proposed improved learning approach is to use the 
inversion of the kth power of learned times of addressed hypercubes as the 
credibility, the learning speed is different at different k. For every situation it 
can be found a optimal learning parameter k . To demonstrate the online 
learning capability of the proposed balanced learning CMAC scheme, two 
nonlinear system identification example are given. 

1   Introduction 

Learning capability is an very important issue for intelligent system like dynamic 
nonlinear systems. Because these systems are usually complicated, and the knowledge 
used for fulfilling intelligent behaviors may not exist or are very difficult to obtain. 
When learning capability is considered, neural networks are always the first 
candidates to be taken into account, especially for backpropagation (BP) trained 
multiplayer feedforward neural networks. However, owing to the gradient descent 
nature of BP neural networks learning algorithm, the learning process of BP algorithm 
may need to iterate many times so as to converge to an acceptable error level, or even 
cannot converge at all. Another unsuccessful property of BP algorithm is its 
distributed knowledge representation capability [1-2]. So the BP algorithm can hardly 
be used for online learning. This is because online learning needs to work within real-
time constraints, and the training can only be performed for current patterns. As a 
result, it is hard to find any successful online BP examples in real applications. 

Another kind of learning approaches, termed as cerebellar model articulation 
controllers (CMAC) was proposed in the literatures [3-4], in which several 
advantages including local generalization and rapid learning convergence have been 
demonstrated [5-6]. It seems to be a good candidate for online learning. However, the 
learning of the conventional CMAC approach still needs several cycles (or called 

                                                           
* This project is supported by JiangSu Province Nature Science Foundation (BK 2004021). 
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epochs) to converge [7-8]. Though the conventional CMAC is much faster than BP 
algorithm, it still is not good enough for online learning system. Consequently, 
several approaches have been proposed to improve the learning performance of 
CMAC [9-10] recently. For instance, the fuzzy concept was introduced into the cell 
structure of CMAC, it indeed increases the accuracy of the representation of the 
stored knowledge. However, the speed of convergence still cannot satisfy the 
requirement for real-time applications. 

In order to improve the learning speed of CMAC, a new learning approach that has 
considered the credibility of the learned values was proposed in the literature [11]. In 
the conventional CMAC learning schemes, the correcting amounts of errors are 
equally distributed into all addressed hypercubes, regardless the credibility of those 
hypercubes. Such an updating algorithm violates the concept of credit assignment, 
i.e., it requires that the updating effects be proportional to the responsibilities of 
hypercubes.  

From the literature [11], it is indeed shown that the credit assignment CMAC (CA-
CMAC) is faster and more accurate than conventional CMAC. However, in the 

literature [11], the credit assignment is proportional to
1)(

1

+jf
, )( jf  is the learned 

times of the j th hypercubes. It did not investigate how to effect the learning result by 
the degree of )( jf  further. 

In this paper, a new improved CA-CMAC (ICA-CMAC) learning scheme is 
presented. This algorithm can guarantee that the credit assignment is proportional to 

kjf )1)((

1

+
, Where k is a learning constant, this is a general credit assigned 

CMAC learning algorithm. When k is “0” and “1”,  ICA-CMAC will become the 
conventional CMAC and CA-CMAC respectively. The experimental results given by 
the examples showed that the ICA-CMAC has a optimal value of k in improving the 
neural networks learning speed and accuracy. 

This paper is organized as follows. The conventional CMAC and the credit 
assigned CMAC (CA-CMAC) are introduced in Section 2. In section 3, a new 
improved CA-CMAC (ICA-CMAC) learning scheme is described. In section 4, the 
comparison between the conventional CMAC CA-CMAC and ICA-CMAC is 
presented. Moreover, to demonstrate the online learning capability of the proposed 
balanced learning CMAC scheme, two nonlinear system identification examples are 
given to support our claim. Finally, Section 5 concludes the whole paper. 

2   Conventional CMAC and Credit Assigned CMAC 

2.1   Conventional CMAC 

The basic idea of CMAC is to store learned data into overlapping regions in a way that 
the data can easily be recalled but use less storage space. Taking a two-dimensional  
(2-D) input vector, or called as two-dimensional CMAC (2-D-CMAC), as an example, 
the input vector is defined by two input variables, x1 and x2. The corresponding 
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structure of a 2-D-CMAC is shown in Fig.1. In this example, 7 locations, called as bits 
in the literature, are to be distinguished for each variable. For each state variable, three 
kinds of segmentation, or called as floors, are used. For the first floor, the variable x1 is 
divided into three blocks, A, B, and C and the variable x2 is divided into three blocks, 
a, b, and c. Then the areas, Aa, Ab, Ac, Ba, Bb, Bc, Ca, Cb, and Cc are the addresses 
or the locations that store data, Such areas are often called hypercubes. Similarly, 
hypercubes, Dd, De, Df, Ed, Ee, Ef, Fd, Fe, and Ff are defined in the second floor, and 
Gg, Gh, Gi, Hg, Hh,Hi,Ig,Ih,and Ii are defined in the third floor. Be aware that only the 
blocks on the same floor can be combined to form a hypercubes. Thus, the hypercubes, 
such as, Ad and Db, do not exist. In this example, there are 27 hypercubes used to 
distinguish 49 different states in the 2-D-CMAC. 

The basic concept of CMAC is illustrated in Fig.2. There are two phases of 
operations performed in the CMAC algorithm: the output-producing phase and the 
learning phase. First, the output-producing phase is discussed. In this phase, CMAC 
uses a set of indices as an addressed in accordance with the current input vector (or 
the so-called state) to extract the stored data. The addressed data are added together to 
produce the output. Let the number of floors be m, the number of hypercubes be N, 
and the number of total states be n. Then, the output value ys for the state s 
(s=1 n) is the sum of all addressed data, and it can be computed as: 

=

=
N

j
jss wCy

1

 (1) 

where jw  is the stored data of the j th hypercube and sC  is the index indicating 

whether the j th hypercube is addressed by the state s . Since each state addresses 

exactly m hypercubes, only those addressed sC  are 1, and the others are 0, As shown 

in Fig1. let the hypercubes Bb, Ee, and Hh be addressed by the state ( )s 3,3 , Then 

only those three sC , are 1 and the others are 0. 

    

  Fig. 1. Structure of a 2-D CMAC                    Fig. 2. Basic operational concept of CMAC 
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Whereas the output-producing phase is to generate an output from the CMAC table, 
the learning phase is to update the data in the CMAC table, according to the error 
between the desired output and the obtained output. Traditionally, the error is equally 

distributed to modify the addressed data. Let s  be the considered state and i
jw be the 

stored values of the j th hypercube after i iterations. The conventional CMAC 

updating algorithm for i
jw  is 

=

−− −+=
N

j

i
jsss

i
j

i
j wCyC

m
ww

1

11 )(
α

 (2) 

where sy is the desired value for the state s  , 
=

−
N

j

i
js wC

1

1 is the produced output 

of the CMAC for the state s  , and  is a learning constant. Note that only those 
addressed hypercubes are updated. It has been proved that if  is not greater than 
two, then the CMAC learning algorithm will converge[5-6].        

In the above learning process, the errors are equally distributed into the 
hypercubes being addressed. However, after 1−i  iterations, the original stored 
data in the CMAC table already contain some knowledge about previous learning. 
However, not every hypercubes had the same learning history, hence, those 
hypercubes do not have the same credibility. Disregarding such differences, all 
addressed hypercubes get equal shares for error correcting in (2). As a result, 
previous learned information may be corrupted due to large error caused by an 
unlearned state. When the training process lasts for several cycles, this situation 
may actually be “smoothed out”. This is evident from successful learning in 
various CMAC applications, However, when the online learning is required, and 
perhaps only one cycle of training can be performed, there may not have enough 
time for smoothing out the corrupted data. Thus, the learned results of the 
updating algorithm may not be acceptable. This can be seen in later simulations. 

2.2   Credit Assigned CMAC 

In the conventional CMAC updating algorithm, unlearned hypercubes may 
produce the corruption for adjacent hypercubes. Thus the learned results may not 
be satisfactory in online applications. In order to avoid such corruption effects, 
the error correction must be distributed according to the creditability of the 
hypercubes. 

Such a concept is often referred to as the credit assignment for learning [12-
13]. If possible, the error correction must be distributed according to the 
creditability of the hypercubes. However, in the CMAC learning process, there is 
no way of determine which hypercubes is more responsible for the current error, 
or more accurate than the others. The only information that can be used is how 
many times the hypercubes have been updated. The assumption used in the 
literature [11] is that the more times the hypercubes has been trained, the more 
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responsible the stored value is. Hence, the times of updating for hypercubes can 
be viewed as the creditability of those hypercubes. 
With the above assumption, (2) in the literature [11] can be rewritten as 

=

−

=

−

−
− −

+

++=
N

j

i
jssm

l

s
i
j

i
j wCy

lf

jf
Cww

1

1

1

1

1
1 )}(

)1)((

)1)((
{α  

(3) 

where )( jf  is the learned times of the j  th hypercube , and m is the number of 

addressed hypercubes for a state, i.e. the number of floors. The idea of the updating 
algorithm is that the effects of error correcting must be proportional to the inversion 
of learning times for the addressed hypercubes. Note, that the learning times must 
included the current one to prevent the case divided by zero. In (3) the equal share of 

error correcting as 1/ m  in (2) is replaced by ( ) 1 1

1

( ) 1 / ( ( ) 1)
m

l

f j f l
− −

=

+ +  . With 

this modification, the learning effects can be appropriately distributed into the 
addressed hypercubes according to the creditability of hypercubes. However, this is 
not the best result, because it did not investigate how to effect the learning result by 
the degree of )( jf  further. 

    In the paper the credit assignment is proportional to 1 /( ( ) 1)kf j + , where k is 

the balanced learning constant that reflect the weight of the stored value ( or the 
previous learned information) and unlearned (or new state ) in the neural networks 
training process. 

3   Improved Credit Assigned CMCA (ICA-CMAC) 

3.1   Credit Assigned  

According to the analysis above, the concept of the balanced learning is presented 

here. The updating algorithm for i
jw  can be rewritten as: 

1 1

1

1

( ( ) 1)
{ }( )

( ( ) 1)

k N
i i i
j j s s s jm

k j

l

f j
w w C y C w

f j
α

−
− −

− =

=

+= + −
+

 
(4) 

where k  is the balanced learning constant, obviously when k  is 0 or 1, the ICA-
CMAC is the conventional CMAC and the CA-CMAC of the literature [11], 
respectively. The more )( jf  value is, the more updating times of the addressed 

hypercubes is, the responsible stored value is. When the k  value is very much, 
the stored value is hardly changed for the more )( jf  hypercubes. In this 

situation the addressed hypercubes with unlearned or less )( jf have gotten most 
correcting amounts of errors. 
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In addition, when k  is very little, the influence of the learned times )( jf to 

the credit assignment is also very small, the )( jf  has no effect on the credit 

assignment at k =0, In this situation, the error is equally distributed to modify the 
addressed hypercubes, all addressed hypercubes have gotten equal credit 
assignment, regardless of the learned times )( jf . 

Hence, k  is the balanced learning constant that reflects the weight of the 
stored value (or the previous learned information) and unlearned (or new state) in 
the neural networks training process. The different k  will get the different 
learning result. Form the following simulations, it can be seen how to influence 
the learning speed of CMAC by changing balanced learning k .  

3.2   Addressing Function 

In the original CMAC described in literatures [3] and [4] , a hashing method is 
used to reduce the storage space. The hashing method is a way of storing data in a 
more compact manner, but may lead to the collisions of data, and then may 
reduce the accuracy of CMAC. In fact, there exists a paper [14] that discusses the 
applicability of the use of hash coding in CMAC. In our approach, an addressing 
function is used to simultaneously generate the indices to address the required 
hypercubes [11]. This approach is to code all possible hypercubes in an array 
manner, it can saves a lot of time and memory, and will not cause any collisions in 
data retrieval when compared to simple addressing approaches. 

Here, let us take a three dimensional(3-D) CMAC for an example. Suppose that for 
each dimension, there are 1)1( +−∗ nbm  locations to be distinguished, where m is 

the number of floors in CMAC and nb is the block number for each floor. In this 

example, each block covers m states and only 3nbmN ∗= hypercubes are needed 
to distinguish 3)1)1(( +−∗ nbm states. Consider a state , denoted 

by ),,( 321 xxx representing the locations of the state for those three dimensions, 

respectively. Let the m addressed hypercubes by the state s be )( js , for 

mj ,...,1= , The addressing function is to generate )( js , for mj ,...,1= , The 

addressing function ),,,()( 321 jxxxFjs = , is  

  if 1=j , 0=i , 1+−= jmi ;  

)/)int(( 1 mixax += ;  

)/)int(( 2 mixay += ; 

)/)int(( 3 mixaz += ;  

1)1(),,,()( 32
321 +∗−+∗++== nbjnbazayaxjxxxFjs .  

When a state is defined with this addressing function, the addressed 
hypercubes can directly be obtained. Thus, no matter what the output-producing 
phase, or the learning phase is, the required data extraction or data updating can 
be performed with those hypercubes directly. 
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4   Simulation Results 

To illustrate the learning capability of ICA-CMAC, two examples are conducted 
to compare the learning speed of ICA-CMAC at the different balanced learning 
constant k . 

4.1   Two-Dimensional Simulation Results 

Let two-dimensional nonlinear function is: 

1 2 1 2 1 1( , ) sin cosy x x x x x and xπ π π π=   − ≤ ≤     − ≤ ≤  (5) 

For this example, each variable contains 81 locations. For each variable, 10 floors 
are used, and each floor contains 9 blocks. The total states are 6561 =81 81, and the 
number of the used hypercubes is 10 (only 12.4% of the total states). 
Here, the learning rate is assumed as =1.The training data is obtained by equally 
sampling both variable, and the number of the used training data is 6561. 

In the learning process, the learning speed is described by the total absolute 
error(TAE), the total absolute error can be rewritten as: 

=

−=
n

s
ss yyTAE

1

 (6) 

where n is the number of total states, ys is the desired value for the state s, ys  is the 
output value for the state s. 

As a result, the learning process for this example is illustrated in Fig.3. All ways of 
evaluating the errors are considered at the different balanced learning constant k . 

Note that in this figures, the k  value is 0.0, 0.8, 1.2, 2.0 respectively. The detailed 

and full data is showed in tables 1, here the balanced learning constant k  is 0.0, 0.4, 
0.8, 1.2, 1.6, 2.0, 2.4 respectively.  

In general, online learning schemes are typically used for systems because those 
schemes can “observe” the changes and then cope with them. In our approach, even 
though we used the inversion of the k th power of learned times as an index of 
creditability, such information can be not used to distribute the error amounts. When 
there are changes (time-varying parameters) in the system, the errors occur to 
compensate for those changes. Those errors are then distributed into hypercubes 
according to the used update law. 

The error correcting ability of ICA-CMAC is not different from conventional 
CMAC for this situation. They may be different only in the distributed amount of the 
errors. Such a distribution in ICA-CMAC is dependent on the learning times of 
hypercubes, and the learning times of hypercubes areapproximately the same if 
sufficient learning is conducted. Thus, while facing time-varying systems, there are 
no differences at different k value in ICA-CMAC for long time. From those figures 
and tables, It can be seen that after 10 cycles, there is a little difference for different 
balanced learning consent k. In the situation, all CMAC can learn well. 
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Table 1. Total absolute errors in 2-D ICA-CMAC balanced learning  

cyclek
1 2 3 4 5 6 7 8 9 10 11 12 13

0.0 108.0 121.1 55.74 79.37 48.39 50.50 47.95 39.57 44.53 39.14 39.37 38.62 38.21
0.4 84.77 92.42 42.12 67.21 41.98 45.67 44.11 37.74 42.32 38.41 38.98 38.50 38.23
0.8 63.30 59.17 32.72 48.80 37.77 40.33 39.81 37.57 39.70 38.60 38.65 38.59 38.49
1.2 61.45 44.73 31.75 41.36 36.21 39.68 39.30 38.17 39.39 38.52 38.46 38.31 38.34
1.6 65.89 46.31 40.34 43.34 40.06 40.53 40.36 39.52 40.01 39.49 39.46 39.65 39.57
2.0 71.56 48.14 43.56 44.68 41.73 41.40 41.17 40.20 40.48 39.87 39.74 39.95 39.85
2.4 102.0 58.89 52.78 50.45 46.17 44.50 43.73 42.43 42.40 41.40 41.04 41.15 40.95

cyclek
14 15 16 17 18 19 20 21 22 23 24 25 26

0.0 38.34 38.08 38.08 38.04 38.03 38.03 38.03 38.04 38.03 38.03 38.03 38.03 38.03
0.4 38.30 38.14 38.15 38.13 38.14 38.14 38.15 38.15 38.16 38.17 38.16 38.17 38.17
0.8 38.48 38.45 38.47 38.49 38.50 38.51 38.51 38.51 38.50 38.49 38.48 38.48 38.47
1.2 38.47 38.37 38.31 38.31 38.21 38.40 38.47 38.37 38.45 38.33 38.32 38.31 38.30
1.6 39.64 39.71 39.76 39.77 39.75 39.73 39.68 39.64 39.59 39.54 39.48 39.43 39.38
2.0 39.96 40.07 40.11 40.12 40.14 40.15 40.14 40.11 40.05 39.97 39.89 38.81 39.73
2.4 40.89 40.82 40.75 40.75 40.82 40.90 40.94 40.93 40.85 40.73 40.58 40.42 40.28  

 

Fig. 3. The total absolute error (TAE) of 2-D ICA-CMAC 

But in the early learning stage, the learning result is completely different. It can be 
observed that the errors for k  =1.2 is much smaller than others, such as the 
conventional CMAC ( k =0) and CA-CMAC ( k  =1). So the best balanced learning 
consent k  is 1.2. In other word, at k = 1.2 situation, the stored value (or the previous 
learned information) and unlearned (or new state) in the neural networks training 
process achieve the best “balance”. From the experimental results given above, it can 
be found that our proposed balanced learning concept is very right. 

4.2 Three-Dimensional Simulation Results 

Let three-dimensional function is: 

1 2 3 1 2 3 1 2 3( , , ) sin cos sin , ,y x x x x x x x x xπ π=   − ≤ ≤  (7) 
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For this example, each variable contains 26 locations. For each variable, 5 floors are 
used( 5=m ), and each floor contains 6 blocks( 6=nb ). The total states are 

3)1)1(( +−∗ nbm =17576= 26 26 26∗ ∗ , and the number of the used 

hypercubes is 3nbm ∗ = 6665 ∗∗∗ =1080 (only 6.2% of the total states). Here, 
the learning rate is assumed as α =1. The training data is obtained by equally 
sampling both variable, and the number of the used training data is 17576. 
In the learning process, the total absolute error (TAE) can be rewritten as also: 

=

−=
n

s
ss yyTAE

1

 (8) 

Table 2. Total absolute errors in 3-D ICA-CMAC balanced learning 

cyclek
1 2 3 4 5 6 7 8 9 10 11 12 13

0.00 1298. 1091. 967.1 952.1 846.7 862.7 840.8 835.8 849.4 832.2 841.7 832.6 836.2
0.25 1199. 1014. 958.2 934.2 814.3 867.5 827.1 833.7 830.3 822.4 828.9 819.5 826.3
0.50 1107. 896.7 926.7 903.8 811.7 841.3 813.8 830.1 821.7 820.6 824.2 818.5 825.0
0.75 1669. 1177. 1298. 1011. 943.2 942.3 862.8 895.1 854.6 864.3 857.0 850.3 852.4
1.00 2321. 1811. 1613. 1275. 1058. 1081. 926.6 965.5 908.9 916.4 916.1 884.6 888.1
1.25 2471. 1953. 1754. 1458. 1249. 1191. 959.4 986.1 956.6 951.4 964.3 932.1 932.8
1.50 2927. 2407. 2216. 1954. 1586. 1326. 1236. 1156 1049 989.2 973.1 970.4 965.6

cyclek
14 15 16 17 18 19 20 21 22 23 24 25 26

0.00 835.4 837.1 837.5 836.9 837.3 837.6 837.5 837.4 837.5 837.2 837.0 836.8 836.7
0.25 824.2 825.1 825.0 824.7 825.3 825.4 826.0 826.1 826.1 826.1 826.0 826.1 826.0
0.50 820.9 821.7 818.6 819.5 820.2 821.4 823.0 823.7 824.6 825.6 826.0 826.0 825.6
0.75 839.7 842.6 834.1 840.4 840.7 844.1 845.5 844.7 844.5 842.1 838.7 834.7 830.5
1.00 869.0 886.2 879.2 889.8 889.8 890.0 887.7 880.8 876.7 869.5 862.7 857.3 851.6
1.25 913.4 922.8 923.6 919.4 913.0 906.6 897.3 887.5 881.6 876.4 873.9 870.5 867.1
1.50 934.0 933.1 934.8 920.4 917.9 912.1 902.0 895.8 888.4 887.1 884.1 881.6 883.2  

 

Fig. 4. The total absolute error (TAE) of 3-D ICA-CMAC 
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As a result, the learning process for this example is illustrated in Fig.4. All ways of 
evaluating the errors are considered at the different balanced learning constant k . 

Note that in Fig.4, the k  value is 0.0, 0.25, 0.5, 0.75, respectively. 

The total absolute error (TAE) from k =0.0, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5 is all 
tabulated in tables 2.  

From Fig.4 and Table 2, It can be seen that the errors for k =0.5 is much smaller 

than others, and the learning speed of the conventional CMAC ( k =0) is very slow. 

So the best balanced learning consent k is 0.5. In other word, at k  =0.5 situation in 
the example, the stored value (or the previous learned information) and unlearned (or 
new state) in the neural networks training process achieve the best “balance”. From 
the experimental results, it can be found that proposed balanced learning concept is 
reasonable. 

In another, comparing the example 1 with example 2, it can be found that the 
balanced optimal learning parameter k  is different for different object function. But 

for every situation the balanced optimal learning parameter k  always can be found. 

5   Conclusions  

 In the paper, a general credit assigned CMAC learning algorithm was proposed based 
on the concept of balanced learning.  

With this idea, the learning speed can indeed become very fast when k is a best 
value. As a result, the experimental results given by the first example showed that at 
k  =1.2 the improved CMCA is faster and more accurate than the other CMAC in the 

early learning stage. But k =0.5 is the best balanced learning constant in the second 

example. In other word, the best balanced learning parameter k  is different at 
different situation.  

In addition, an addressing function is used to simultaneously generate the indices to 
address the required hypercubes without using a huge index matrix or checklist. This 
method can save a lot of time and memory, and will not cause any collisions in data 
retrieval when compared to other simple addressing approaches. 
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Abstract. A novel cooperative evolutionary system, i.e., CGPNN, for automatic 
design artificial neural networks (ANN’s) is presented where ANN’s structure 
and parameters are tuned simultaneously. The algorithms used in CGPNN 
combine genetic algorithm (GA) and particle swarm optimization (PSO) on the 
basis of a direct encoding scheme. In CGPNN, standard (real-coded) PSO is 
employed to training ANN’s free parameters (weights and bias) and binary-
coded GA is used to find optimal ANN’s structure. In the simulation part, 
CGPNN is applied to the predication of tool life. The experimental results show 
that CGPNN has good accuracy and generalization ability in comparison with 
other algorithms. 

1   Introduction 

Artificial Neural networks (ANN’s), and in particular, the multilayer feed-forward 
neural networks [1], are widely used in many application areas over the years. It is 
claimed that a three-layered feed-forward neural network can approximate any 
nonlinear function with arbitrary accuracy. Nonetheless its drawback is that the 
design of an efficient architecture and the choice of the synaptic weights require high 
processing time. 

In general, ANN’s are designed by means of trial and error and fixed during the 
learning process and the parameters are trained by gradient-based algorithms such as, 
error back propagation (BP), conjugate gradient descent, resilient, BFGS quasi-Newton, 
one-step secant, Levenberg-Marquardt and Bayesian regularization methods [2-7]. 

The two main disadvantages of such method include: 

1) Those algorithms are based on the gradient information of an objective 
function, easily trapped in local minima, and are limited for applications in 
complex optimization problems. 

2) A fixed structure may not provide the optimal performance within a defined 
training period. A small network may not provide good performance owing to 
its limited information processing power. A large network, on the other hand, 
may lead to overfitting and the implementation cost for a large network is also 
high. 
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To obtain ANN’s structure automatically, constructive and destructive algorithms 
can be used [8 9]. However, Angeline et al. [10] indicated that such structural hill 
climbing methods are susceptible to becoming trapped at structural local optima and 
they only investigate restricted topological subset rather than the complete class of 
network architectures. 

The advent of evolutionary computation (EC) has inspired as a new technique for 
optimal design of neural networks. There have been many applications for both 
parametric and structural learning [11-13]. These works fall in two broad categories 
of evolutionary computation: genetic algorithms and evolutionary programming. 
Although, some attempts have been made in developing evolving networks, few 
authors have devoted their attention to the cooperative evolutionary system.  

This paper aims at giving a cooperative environment to automatic design of 
ANN’s. A cooperative evolutionary system, i.e., CGPNN, is presented by using two 
evolutionary algorithms: genetic algorithm (GA) and particle swarm optimization 
(PSO).  In CGPNN, standard PSO is used for the weights (including biases) training 
of ANN’s, and binary GA is applied to find the appropriate network architecture. 
Both algorithms can jointly search the global optimal ANN’s structure and 
parameters. As examples of the application of CGPNN, it is applied to the predication 
of tool life.  The results will be compared with those obtained by traditional feed-
forward ANN’s with a fixed structure that trained by BP, GA and PSO. 

The rest of the paper is organized as follows. Section 2 describes the standard PSO 
(SPSO), GA and multilayer feed-forward ANN’s. Section 3 describes the detailed 
cooperative evolutionary strategy for multilayer feed-forward ANN’s design. 
Section 4 presents the experimental settings and results for each algorithm. Section 5 
concludes the paper.  

2   Background 

This section briefly presents an overview of SPSO, GA and multilayer feed-forward 
ANN’s. 

2.1   Standard PSO (SPSO) 

Particle swarm optimization (PSO) is a novel bio-inspired evolutionary computation 
technique firstly developed by Kennedy and Eberhart in 1995 [14, 15]. In PSO, the 
potential solutions, called particles, fly in a D-dimension search space with a velocity 
which is dynamically adjusted according to its own experience and that of its 
neighbors. 

The thi − particle is represented as ),...,( 21 iDiii xxxx =  in the D-dimensional space, 

where ],[ ddid ulx ∈ , ],1[ Dd∈ , 
dd ul ,  are the lower and upper bounds for the dth 

dimension, respectively. The rate of velocity for particle i  is represented as 
),...,,( 21 iDiii vvvv = , is clamped to a maximum velocity 

max max,1 max, max,( ,... , ),d Dv v v v=  which is 

specified by the user. In each time step t, the particles are manipulated according to 
the following equations: 
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1 1 2 2( ) ( )id id id id gd idv wv R c P x R c p x= + − + −  (1) 

,id id idx x v= +  (2) 

where w  is inertia weight , 
1R and 

2R  are random values between 0 and 1. 1c and 2c  

are acceleration constants, which control how far a particle will move in a single 
iteration. 

iP  is the best previous position of the thi − particle.  

2.2   Genetic Algorithm (GA) 

Genetic algorithms [16] are inspired by the evolution of populations. In a particular 
environment, individuals which better fit the environment will be able to survive and 
hand down chromosomes to their descendants, while less fit individuals will become 
extinct. 

The genetic algorithms create populations of individuals which are often 
represented by a binary representation. The populations are evolved to find good 
individuals by performing genetic operations, such as reproduction, crossover, and 
mutation. A fitness function is defined which measures the fitness of each 
individual.  

As stated above, the task here is to use binary-coded GA for optimal design the 
neural architectures. 

2.3   Multilayer Feed-Forward ANN’s  

In this work, multilayer feed-forward ANN’s with each layer consisting of a number 
of computing neurons have been used. A MFNN represents a nonlinear mapping 
between input vector and output vector through a system of simple interconnected 
neurons. 

A three-layer feed-forward network composed of one input layer, one hidden layer 
and one output layer is shown schematically in Fig.1.  The number of neurons in hid-
den layer and output layer are H and O, respectively. 

The neurons in the hidden layer perform computations, and the outputs of these 
neurons are given by 

( ) ( ) ( )

1

(( ) ), 1, 2, ...
I

H H H
j j ij i j

i

x f w x b j H
=

= + =  (3) 

The outputs of neurons in the output layer are given by 

( )

1

(( ) ), 1, 2,...
H

H
j j ij i j

i

y f w x b j O
=

= + =  (4) 

w and b are adjustable parameters called weights and biases parameters, which will 
be tuned. ( )f is the nonlinear activation function 
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Fig. 1. Three-layer BP network architecture 

3   Designing ANN’s Using Cooperative Evolutionary System 

The overall learning process of CGPNN can be described as follows: 

(1) Parameter representation   
In our work the direct encoding scheme is applied to encode the architecture of 
network. Two equal size one-dimensional matrices are used to specify an ANN in 
CGPNN. One matrix is the weight matrix, W, whose entries are real numbers.   For 
the three-layer MFNN mentioned above, the free parameters to be coded include 
weights and biases, which can be defined as a one-dimensional matrix, i.e., 

( ) ( ) ( ) ( )

1 2 ,1 2 ,1 2 ,1 2 .

IH H O H O

I H H O H O

w w b b
× ×

 

( )IHw  is the weights between input layer and hidden layer. ( )HOw  is the weights 

between hidden layer and output layer. ( )Hb  represents the biases of  the hidden 

layer. ( )Ob   represents the biases of the output layer. The size of the matrix can be 
represented by D I H H O H O= × + × + + . 

The other is connectivity matrix, C, corresponding to the weights (bias), whose 
entries can only be “0” or “1’’. A bit “0” in an individual indicated the absence of the 
corresponding weights (bias). Otherwise a bit “1” in an individual indicated the 
presence of the corresponding weights (bias). 

Then the last weight LW concerned with the MFNN computation is the 
multiplication of W and C, i.e. LW=W.C’.  

(2) Initialization 
In CGPNN, PSO and GA both work with the same population, Initially M individuals 
forming the population should be randomly generated and each consists of D 
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parameters. These individuals may be regard as chromosomes in terms of GA, or as 

particles in terms of PSO. In addition, the learning parameters, such as 1c  and 2c , 

inertia weight w should be assigned in advance. 

(3) Evaluate the fitness function 
To evaluate the performance of an individual,  a predefined fitness function should be 
formulated. The fitness function takes into account two aspects: mean squared error 
between network outputs and desired outputs, and the complexity of ANN. 

The SSE is calculated as the following: 

#
2

1 1

( )
of patterns O

kp kp
p K

SSE d y
= =

= −  (5) 

where kpd is the k-th node of desired output and kpy  is the k-th network output. 

The complexity of the network is simply defines as  

max

Nhidden
N

hidden
CNN =  (6) 

where hiddenN is the number of weights that are involved in networks; max hiddenN is 

predefined the max number of hidden units. 
Then the fitness function of network could be expressed as follows: 

Fitness SSE CNNλ= +  (7) 

where λ is a constant which balances the impact of SSE and CNN. Designing a 
network with CGPNN means moving the individuals among the search space to 
minimize the fitness function. 

(4) Enhancement 
The enhancement mechanism acts as follows: first the weights and bias of the 
population are updated according to Eqs (1) and (2), then the connectivity bits for the 
current solution are updated by reproduction, crossover and mutation operation in 
GA. These two steps can change both structure and parameters to produce new best-
performing individuals. 

(5) Termination condition 
The proposed algorithm is performed until the Fitness is small enough, or a pre-
determined number of epochs is passed.  It is expected that, after a certain number of 
iterations, the near –optimal ANN’s architecture can be obtained. 

4   Experimental Studies 

Tool life is usually defined as the period time that tool cutting edges lose their 
usefulness through wear [17] it is commonly expressed as the actual cutting time to 
failure but other measures such as the length of work-piece cut, the volume of metal 
removed and the number of components produced to failure can be also used [18]. 
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From a maintenance point of view, it is very expensive if cutting tool breakage occurs 
during machining operation due to end of tool life. Therefore, Tool life estimation is 
very essential for optimizing the cutting performance in turning operations. 

In general, mathematical models are available for the prediction of tool life, which 
require a large number of data for successful implementation.  Recent research 
preferred artificial neural network, which can be trained using a finite set of data. 
Many works have proved the performance of neural networks to estimate tool life in 
major machining operations including turning [19] and drilling [20]. 

Table 1. Normalized patterns used for training and testing 

Sample 
number 

Speed 
(S) (m/min) 

Feed 
(F)(mm/rev) 

Depth of Cut 
 (D)  (mm) 

Flank wear Width 
(Vb) (mm) 

Output Tool 
Life (min) 

1 0.15 0.07 0.09 0.15 0.42 
2 0.10 0.13 0.09 0.09 1.00 
3 0.20 0.13 0.09 0.17 0.31 
4 0.10 0.21 0.09 0.21 0.35 
5 0.20 0.27 0.09 0.12 0.23 
6 0.25 0.27 0.09 0.20 0.10 
7 0.10 0.07 0.17 0.18 0.54 
8 0.25 0.07 0.17 0.19 0.21 
9 0.15 0.13 0.17 0.17 0.40 
10 0.10 0.21 0.17 0.23 0.29 
11 0.20 0.27 0.17 0.17 0.08 
12 0.25 0.25 0.17 0.13 0.13 
13 0.15 0.03 0.26 0.23 0.12 
14 0.15 0.13 0.26 0.12 0.60 
15 0.25 0.13 0.26 0.26 0.09 
16 0.10 0.21 0.16 0.24 0.23 
17 0.20 0.23 0.26 0.22 0.28 
18 0.10 0.27 0.26 0.19 0.48 
19 0.25 0.27 0.20 0.16 0.10 
20 0.20 0.07 0.08 0.16 0.27 

Table 2.  Comparison of sum square error (SSE) with different methods 

Method BPNN GANN PSONN CGPNN 
SSE (Average) 0.08975 0.0658 0.0157 0.0087 
SSE (Best) 0.08419 0.0625 0.0137 0.0052 

In this work,  CGPNN is used for designing ANN with speed of work piece (S), 
feed of the tool (F), depth of cut the tool (D) and flank wear width (Vb) as input 
vectors and cutting tool life as the output vector. As comparison, ANN trained by BP 
(BPNN), GA (GANN) and PSO (PSONN) are also used for the same task. 

The database used for training and testing is taken from [21]. Twenty sets of results 
are collected as shown in Table 1. The first 15 patterns were used for training and the 
last 5 patterns were considered for testing. Before the patterns are selected for training 
and testing, they should be normalized so that they lie between 0 and 1.  
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Fig. 2. Averaged best-so-far SSE in each generation 

Table 3. Performance comparisons for ANN’S testing using different methods 

Sample number Expected output GANN BPNN PSONN CGPNN 
16 0.23 0.2594 0.2612 0.2518 0.2317 
17 0.28 0.2871 0.3204 0.2987 0.2734 
18 0.48 0.4248 0.4324 0.4498 0.4621 
19 0.10 0.0964 0.1315 0.1151 0.1021 
20 0.27 0.3021 0.2928 0.2877 0.2682 

In applying CGPNN, GA and PSO are both work with the same population, i.e. the 
population size of each algorithm 80n = , is chosen. The parameters crossover 
probability 0.4,cP =  mutation probability 0.1.mP =  inertial weights 

max 0.9,w = min 0.4,w = the 

acceleration constants 
1 2 0.1.c c= =  are used.  

For fair comparison, all the parameters in PSONN and GANN are set   the same as 
those used in CGPNN.  In BP, the learning rate η  and the momentum α are set as 

0.3 and 0.9, respectively. For BPNN, GANN and PSONN the same network 
configuration with 4-6-1architecture are deigned. 

The evolution is processed for 500 generations and is repeated for 20 runs. The 
averaged best-so-far SSE value over 20 runs for each generation is shown in Fig. 2.  

The best and averaged SSEs for the 20 runs after 500 generations of training are 
listed in Table 2. 

Table 2 illustrates that the average and best SSEs of CGPNN are smaller than those 
of BPNN, GANN and PSONN. Observing from Fig.2, we can see that CGPNN 
converges with a higher speed compared to BPNN, GANN, PSONN, and obtains a 
better result. The phenomenon may attribute to the following characteristics: 
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1) Traditionally, the structure of neural network is based on trial and error, while 
the CGPNN identify the structure and the parameters of the network 
simultaneously in a large search space. Therefore, the convergence 
performance of the neural network could be reasonably enhanced. 

2) In training the parameters of the neural networks using GA and PSO, the 
memory and cooperation features of PSO help it converge faster than GA. 

3) Although BP algorithm contributes a lot in the past years, its relatively low 
convergence speed frequently restricts its application field. As can be seen 
from the figure, BP converges much slower than other methods. 

To test the performance of the designed ANN, the prediction results of the last 5 
patterns are listed in Table 3. This comparison is also shown using graphs in Figs. 3 
(a)-(d). It should be noted that the BPNN is evolved for 3000 generations repeated for 
20 runs. The prediction results of SPSO are more or less the same and slight superior 
to the BPNN and GANN method, while our proposed method outperforms that of any 
other approaches. It is shown that CGPNN can predict tool life with high accuracy 
and the prediction error of the tool life is less than 3.7%. 

 

(a )                                                               (b) 

 

(c)                                                                      (d) 

Fig. 3. Actual and predicted tool life by different methods: (a) BPNN; (b) GANN; (c) PSONN 
(d) CGPNN 
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5   Conclusions 

In this paper, a cooperative evolutionary system and its learning strategy for 
predicting tool life were proposed.  The hybrid algorithm use GA to evolve the 
architecture and PSO to learn the free parameters simultaneously. The automatic 
structure design of neural networks has been a heated problem for a long period. This 
paper attempt to automatically design a neural network for predicting tool life, and the 
simulation results demonstrate its superiority compared with some other methods. 
Further work will be focused on ulteriorly optimize the structure and the parameters 
of the neural networks, and exploring the effective application in some other fields. 
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Abstract. Medical Image Analysis represents a very important step in clinical 
diagnosis. It provides image segmentation of the Region of Interest (ROI) and 
the generation of a three-dimensional model, representing the selected object. In 
this work, was proposed a neural network segmentation based on Self-
Organizing Maps (SOM) and a three-dimensional SOM architecture to create a 
3D model, starting from 2D data of extracted contours. The utilized dataset 
consists of a set of CT images of patients presenting a prosthesis’ implant, in 
DICOM format. An application was developed in Visual C++, which provides 
an user interface to visualize DICOM images and relative segmentation. More-
over it generates a three-dimensional model of the segmented region using  
Direct3D. 

1   Introduction 

Image Processing, aimed to interpret and classify image content, has attracted re-
search attention since the birth and spread of computers. Technology improvements 
have brought more applications to image classification such as Image and Scene 
Analysis, Image Understanding, Object Recognition and Computer Vision. Recogni-
tion, description and automatic classification of structures inside images represent an 
important issue in a huge set of scientific and engineering subjects. 

The  medical research has been quite receptive of image processing like X-ray CT 
and Magnetic Resonance. The output of these techniques, an image of the patient’s 
body (slice), allows physicians examining and diagnosing without the need of sur-
gery. In order to perform these complex medical processes, some operations over the 
images have to be performed.  

A standard was introduced by the American College of Radiology (ACR) and the 
National Elecrical Manufactoring Association (NEMA) called DICOM (1993) [3] 
which is now considered the world standard for transferring and managing medical 
images. 

Image Analysis represents an image processing application directed to extract sig-
nificant informations for describing internal structures. In particular, image segmenta-
tion represents a fundamental step in image analysis since it allows extracting the 
region of interest to recognize and classify. So this is a critical step: precision and 
quality of the result can heavily affect next processes. Segmentation aim [4] is to 
decompose an image in distinct parts or ROIs: each ROI is homogeneous to a particu-
lar characteristic and it is separate from adjacent regions. The segmentation of an 
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image can be carried out by different techniques that are based on the discontinuity 
and similarity of the grey levels of an image. Some techniques proposed in literature 
[5, 6] are based on artificial neural networks algorithms. Artificial Neural Networks 
[7] try to simulate a structure similar to the one that is believed the human brain has 
got. The area of the brain is organized into several sensory modalities such as speech 
or hearing. The engineering approach of neural networks develops hardware or soft-
ware inspired by the brain’s structure. 

The segmented regions can be processed to generate a three-dimensional model of 
the selected object. Three-dimensional visualization, in fact, is now a precious tool in 
biomedical imaging. The medical applicability of 3D image processing is very impor-
tant, the field of applications are being very large, from the medical statistics to com-
puter assisted tomography [8]. 

2   Self-Organizing Maps (SOM) 

Kohonen’s Self-Organizing Maps (SOM) [1, 2] are simple analogies of the human 
brain’s way of organizing information in a logical manner. Kohonen’s method emu-
lates the unsupervised learning in an elegant, extremely easy manner. It consists of 
one layer of neurons and uses the method of competitive learning with “winner takes 
all” logic. 

Kohonen’s Self-Organizing Maps consist of one layer of neurons organized in one, 
two and multi-dimensional arrays (fig.1). 

 

Fig. 1. One-dimensional and two-dimensional Kohonen’s maps 

Each neuron has as many input connections as there are number of attributes to be 
used in the classification. All the neurons in the map are interconnected and each 
neuron influences others which are into its neighbourhood. The lateral coupling of the 
neurons is thought as a function of the distance in two ways: excitatory and inhibitory. 
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The excitatory is in a short range up to a certain radius, and the inhibitory surrounds 
the excitatory area up to a bigger radius. A cluster or bubble around one particular 
node of the network is formed due to the lateral coupling around a given cell. The 
primary input determines a “winner” node, which will have a certain cluster, and then, 
following the input, the winner node with its surrounding cluster or neighbourhood 
will adapt to the input. 

The training procedure consists of finding the neuron with weights closest to the 
input data vector and declaring that neuron as the winning neuron: 

NkTkwTiw ...1=∀−≤−  

where: 

wi is winner neuron 
wk is any neuron 
T is the input vector to classify 
N is the number of neurons 

After finding the winner, the next step is to update the weights’ vector of the neurons, 
as: 

( ) ( ) ( )( ) NktkwTkiGtkwkw ...11,1 =∀−−⋅+−= µ  

where: 
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The factor ( )kiG ,  is the Gauss function related to the dimension of neuron’s 
neighbourhood.  It considers the influence between the winner neuron i and a neuron 
k in its vicinity. It is defined as: 
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where  is the bubble’s radius. At the beginning this parameter is set to a certain value 
which is decreased at each iteration of the training procedure. 

So the training algorithm is iterative and this procedure is repeated a certain number 
of times. The stop criterion of the algorithm is determined by one of the following: 

•  or µ go down under an arranged value; 
• the maximum number of epochs is reached; 
• weights’ values are stable. 

At the end of the training algorithm, the network is seen as a “black box” which asso-
ciates to each sample of the input pattern the index or weights of a neuron in the map. 
In this way, the net classifies and labels each element in the input pattern. 
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3   Medical Image Segmentation 

Image segmentation techniques are based on image properties such as intensity, col-
our or geometry to identify homogeneous ROIs and their contours. There are two 
main approaches: the first is based on regions and the second on contours. These are 
based on two properties: similarity and discontinuity. 

We have used two main techniques based on the first approach: Thresholding and a 
Neural Network segmentation based on Kohonen’s Self-Organizing Maps. 

Thresholding is the most popular segmentation technique, due to its conceptual 
and computational simplicity. It uses the property of local similarity of image’s pixels 
to define a certain grey level T, called binarization threshold, which permits to subdi-
vide an image in significant regions. 

Given a couple of grey values (g0, g1), once the threshold value T was defined, the 
segmentation result of an image I(x,y) is a binary one Ib(x,y) which satisfies the fol-
lowing relation: 

≥

<
=
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TyxIg
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),( if1
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In the case of medical images in DICOM format, we can use a CT Number, ex-
pressed in Hounsfield units, as threshold value instead of its associated grey level. 
This creates a more efficient segmentation, because the Hounsfield scale is larger than 
the grey one. The limited range of the grey scale, equal to 255, compresses the 
Hounsfield scale, up to 4000, with consequent loss of voxels’ informations. This 
makes more difficult to distinguish regions among which there is a small difference in 
Hounsfield values that becomes almost null in the grey scale. 

This segmentation process can be made automatic by a neural network approach 
based on Kohonen’s self-organizing maps. Their ability of self-organization permits 
to classify image’s pixels basing on some features of the regions to find out. The 
objective is to label each pixel grouping them in a certain number of clusters. 
In particular, the input pattern is represented by the set of slices of the acquired vol-
ume, while the output layer represents the regions to be found. 

The SOM network is organized as follows (fig. 2): 

 

Fig. 2. Kohonen’s Self-Organizing Map 
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• one input neuron represented by the voxel’s CT Number; 
• n output neurons representing the number of ROIs to extract from the original 

image. 
The map is one-dimensional and the neurons are set on a virtual line, so the dis-

tance between two consecutive neurons is unitary. 
In the initialization step neurons’ weights are set to zero, for assuring the same as-

sociation order to all slices. In the training procedure the weights will adapt to the CT 
Numbers of the presented slice. This procedure is repeated for each slice of the ac-
quired volume, while the initialization is performed only for the first slice. In this way 
the weights will adapt to all CT Numbers of the entire volume. At the end of the train-
ing procedure, the net is able to assign an index to each voxel representing its own 
region. 

After segmenting all images and extracting the region of interest, the next step is 
the Edge Detection. This process creates binary images in which activated pixels 
identify contours of the extracted regions using a particular operator. In the consid-
ered case the most significant is the gradient operator. It determines the boundary 
pixels between two different regions. This process is a simple task if we consider the 
segmented regions for their definition. 

Edge detection is the final step before the next three-dimensional reconstruction 
starting from 2D contours. 

4   Three-Dimensional Reconstruction 

The aim of three-dimensional reconstruction is to generate a 3D model of the object  
extracted by the segmentation techniques which were described previously. The main 
problem is to generate a polygonal mesh starting from two-dimensional contours 
placed on different planes. This consists of establishing an order among contours’ 
points in order to generate a well connected mesh which will represent the external 
surface of the object. Some techniques were proposed in literature [9] which were 
based on a geometrical and mathematical approach. We have developed an alternative 
approach based on artificial neural networks. 

This approach consists of a particular SOM architecture that is based on a three-
dimensional topology. In this network, neurons represent vertices of the triangular 
mesh to generate, so weights represent three-dimensional coordinates of the mesh’s 
vertices.  

The input pattern contains three-dimensional coordinates of the contours extracted 
from two contiguous slices, so the SOM input layer is composed of three input neu-
rons representing these three coordinates. 

The neurons’ weights in the three-dimensional self-organizing map are initialized  
to create a cylindrical mesh which is the first approximation of the external surface 
(fig. 3). This is an important step because, in this way, the training procedure and so 
the algorithm convergence is faster. 

The activation bubble, in this case, is seen as a sphere which radius’ length is de-
fined by the neighbourhood dimension of a neuron in the map. This sphere must con-
tain only vertices placed on a single slice, because the influence on neurons, placed on 
a different plane, may cause a wrong mesh’s deformation along z-axis. This influence 
can be reduced by increasing the distance between two contiguous slices.  
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Fig. 3. Weights’ initialization to create a first cylindrical mesh and resulting mesh at the end of 
the training procedure 

In the training procedure, each contours’ point is randomly presented to the net-
work as input which activates the nearest neuron. 

So winning neuron’s weight vector is updated to bring the corresponding mesh’s 
vertices closer to the point’s input data. In order to maintain similarity of topologi-
cally closed  neurons, weights of all neurons within a selected radius are adjusted. 
In the case where one neuron is continually the winning neuron, its computed distance 
is also modified by some amount to allow other neurons winning. At each iteration, 
the radius of correction is also gradually reduced. 

As the training procedure progresses, mesh’s vertices will adapt to the contours’ 
points generating an adaptive triangular mesh, approximating the external surface. 

The training procedure ends when one of the following stop criteria is satisfied: 

• the maximum number of epochs is reached; 
• the approximation coefficient is reached. 

The approximation coefficient is defined as the mean value of distances between each 
net input and its corresponding neuron (mesh’s vertex). A smaller value of this coeffi-
cient will bring the adaptive mesh to a better approximation of the external surface. 
This SOM algorithm is repeated for each set of corresponding contours and for each 
couple of slices. 

5   Application and Results 

The idea of developing an own application arose from analysis of commercial soft-
wares such as MATLAB and Etdips 2.0. 

The application was developed in Visual C++ using Windows APIs to create a 
graphical and interactive user interface. It is based on a MDI (Multiple-Document 
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Interface) application in order to allow the user working with multiple documents 
within a single application [10]. 

The application provides functions for reading medical images in DICOM format, 
making the image thresholding and SOM segmentation, extracting regions’ contours 
and finally generating and visualizing the 3D model of the extracted objects. 

The considered dataset contains CT images of a patient presenting a prosthesis’ 
implant. In particular, it consists of a set of 264 DICOM images (512x512 pixels) 
representing slices which are 0.8mm thick. 

Thresholding technique is defined by two values: a minimum and a maximum 
threshold. In our dataset, the thresholding values for prosthesis identification are set 
as follows: Tmin = 2000, Tmax = 3000, according to the Hounsfield scale. 

 

Fig. 4. SOM segmentation result after training procedure 

The SOM segmentation technique automates this process through the definition of 
network parameters: number of neurons (regions to identify) and number of epochs 
(training iterations). After training and labeling each pixel in the dataset, the result is 
shown in figure 4: the prosthesis is identified with black colour. The streaks in the 
segmented images are due to the presence of metal streak artifacts in the original 
images. 

After selecting the desired region (prosthesis), edge detection extracts the region’s 
boundary pixels generating the binary image shown in figure 5. 

 

Fig. 5. Particular of the binary image after edge detection 
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Fig. 6. 3D visualization of the extracted contours 

 

Fig. 7. 3D visualization of the resulting triangular mesh 

The final step is to generate a three-dimensional model of the prosthesis starting 
from the set of the extracted contours. We have used Direct3D APIs to render the 3D 
model, instead of the traditional OpenGL used by most of the commercial clinical 
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applications. A first 3D model consists of rendering the entire set of contours which 
gives a first idea about the object to be represented (fig. 6). 

The second 3D model consists of rendering the adaptive triangular mesh obtained 
with the proposed neural algorithm. The resulting mesh is shown in figure 7. The 
mesh consists of 6096 vertices equal to 1/2 of contours’ pixels. The application of 
lights and texture makes the scene more realistic. The visualization is also interactive, 
so the user can rotate the object in all the directions using mouse pointer. 

To evaluate our application’s elaboration timings we must consider the dataset’s 
size, the size of the object to be rendered and the resolution of the 3D model. Running 
our application on a Pentium III (667 MHz) with 256 megabytes of main memory and 
considering our dataset, data reading and edge detection timings are negligible, while 
thresholding technique takes few seconds. SOM thresholding method timings depend 
on epoch’s number: it takes about 15 minutes with 200000 epochs for each slice. 3D 
reconstruction timings mainly depend on the number of neurons (mesh vertices): it 
takes from few seconds for low mesh resolution (1/5 of contours’ pixels) to about 20 
minutes for high mesh resolution (1/2 of contours’ pixels). 

6   Conclusions and Future Work 

Artificial Neural Networks represents an optimal alternative to some complex algo-
rithms for data analysis and particularly for three-dimensional reconstruction. SOM 
neural networks, in particular, represents an important tool which can be applied to a 
lot of different problems thanks to their self-organizing capability. In this work we 
have proposed two different SOM applications: medical image segmentation and 
three-dimensional reconstruction. The application of this algorithm to 3D model re-
construction is resulted simpler and more intuitive with respect to some other algo-
rithms which are based on mathematical and geometrical approaches. 

With the considered dataset, we have noticed that the presence of metal streak arti-
facts into original images doesn’t permit to make a correct segmentation of all the 
regions in the acquired volume. So only the prosthesis was correctly identified. 

Moreover, Direct3D has represented an optimal alternative to OpenGL for making 
a fast rendering which has permitted to create an interactive 3D visualization. 

Further research will be directed to make the SOM segmentation fully automatic 
using ART (Adaptive Resonance Theory) networks. It will also provide the imple-
mentation of three-dimensional segmentation techniques to identify correctly all the 
regions inside an acquired volume, characterized by images presenting a great pres-
ence of streak artifacts. 
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Abstract. In this paper, a new neural network for a class of variational
inequalities with linear and nonlinear constraints is proposed by con-
verting it into an extended variational inequality. The proposed neural
network with the asymmetric mapping is proved to be stable in the sense
of Lyapunov and converge to a solution of the original problem within
a finite time under a weaker co-coercivity condition by using a convex
energy function. Meanwhile, the finite-time convergence for the proposed
network with the gradient mapping is also shown under some mild con-
ditions. Compared with the existing neural networks, the new model is
suitable to parallel implementation with lower complexity, and can be
applied to solve some nonmonotone problems. The validity and transient
behavior of the proposed neural network are demonstrated by numerical
examples.

1 Introduction

We are concerned with the following variational inequality problem with linear
and nonlinear constraints: to find a vector u∗ ∈ C such that

VI(F,C) (u− u∗)T F (u∗) ≥ 0, ∀u ∈ C, (1)

where u ∈ Rn, F is a continuous mapping from Rn into Rn,

C = {u ∈ U, |g(u) ≥ 0, Au ∈ V },

A ∈ Rp×n, U = {u ∈ Rn|li ≤ ui ≤ hi, i = 1, 2, · · · , n}, V = {v ∈ Rp|aj ≤
vj ≤ bj , j = 1, 2, · · · , p} (some bj(or −aj, −li, hi) could be +∞), g(u) = (g1(u),
g2(u), · · ·, gm(u))T , and gi(u) (i = 1, 2, · · · , m) is concave on U and continuously
differentiable on an open convex set D including U .

Problem (1) includes nonlinear complementarity problems(C = Rn
+), system

of nonlinear equations(C = Rn), and many optimization problems such as lin-
ear and quadratic programming, nonlinear programming, extended linear and
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quadratic programming[8], minimax problems and so on. Thus it has many im-
portant applications(see [1,6,7,8] and the references therein). In many scientific
and engineering applications, real-time on-line solutions of problem (1) are de-
sired. However, traditional algorithms[1,6,8,11] are not suitable for a real-time
on-line implementation on the computer. Thus it is of great interest in practice
to develop some neural network models which could provide a real-time on-line
solution.

Recently, neural networks for optimization problems have achieved many sig-
nificant results[2,3,4,5,9,10]. Friesz et al.[2] proposed globally projected dynamic
systems, which can be viewed as a neural network model suitable for hardware
implementation with the low complexity, but the asymptotical stability of this
system for a monotone and asymmetric mapping could not be guaranteed [2,3,5].
Xia and Wang [9] proposed a neural network with a two-layer structure which
can be applied to (1) by introducing the Lagrange multipliers to the constraints,
yet its structure is quite complex and its asymptotical stability might not be
guaranteed when g(u) is nonlinear since the Lispchitz condition is not satisfied
even if the mappings F (u) and g(u) are all Lipschitz continuous. To avoid es-
timating the Lipschitz constant, Gao, Liao and Qi[5] proposed a simple neural
network and provided several simple sufficient conditions to ensure its asymptot-
ical stability. In particular, problem (1) can be solved by this model, yet the size
of the resulting network must be enlarged since the Lagrange multipliers must
be added to the constraints, and thus the model complexity must be increased
substantially. More importantly, the stability condition of the model in [5] is so
strong that it cannot ascertain the stability for solving Example 2 in Section 4.

Based on the above considerations and to overcome the above shortfalls, in
this paper, we will a) propose a new neural network for solving problem (1)
by means of the necessary and sufficient conditions of its solution, b) prove
the finite-time convergence for the proposed neural network under the weaker
monotonicity conditions by defining the proper energy functions. Compared with
the existing neural networks for (1), the new model can be applied to solve some
nonmonotone problems, and has a much simpler structure. The obtained results
for the proposed neural network with the gradient mapping improves the existing
ones in [4,5].

Throughout the paper, we assume that problem (1) has a finite solution u∗,
and satisfies the Slater condition[1], i.e., there exists a u′ ∈ Rn such that

u′ ∈ U, g(u′) > 0, Au′ ∈ V. (2)

We let ‖ · ‖ denote the Euclidean norm, ∇f(u) = [∂f(u)/∂u1, ∂f(u)/∂u2,
· · · , ∂f(u)/∂un]T denote the gradient vector of the differentiable function f(u)
at u, g′(u) = [∇g1(u),∇g2(u), · · · ,∇gm(u)]T ∈ Rm×n and c+ = max{0, c}.
The projection operator PΩ on a closed convex set Ω ⊆ Rn is defined by
PΩ(x) = argmin

y∈Ω
‖x − y‖. A basic property of the projection mapping on a

closed set [4] is

[x− PΩ(x)]T [PΩ(x) − y] ≥ 0, ∀x ∈ Rn, y ∈ Ω. (3)
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A neural network is said to be stable in the sense of Lyapunov, and asymptoti-
cally stable, if the corresponding dynamical system is so. For the convenience of
later discussions, it is necessary to introduce the following definitions.

Definition 1. A neural network is said to have a finite-time convergence to one
of its equilibrium point z∗ if there exists a time τ0 such that the output trajectory
z(t) of this network reaches z∗ for t ≥ τ0 (see [10]).

Definition 2. A mapping F is said to be a gradient mapping on Ω, if there
exists a differentiable function f : Ω → R1 such that ∇f(u) = F (u) for all
u ∈ Ω; otherwise, F is said to be an asymmetric mapping on Ω.

2 The Neural Network Model

In this section, we shall construct a neural network for solving (1), and show the
advantages of the new model over the existing ones. First, we state a sufficient
and necessary condition for the solution of (1), which provides the theoretical
foundation in designing our neural network.

Theorem 1. u∗ is a solution of (1) if and only if there exists a (λ∗, µ∗) ∈ Rm+p

such that⎧⎨⎩
u∗ ∈ U, (u− u∗)T [F (u∗)− (g′(u∗))T λ∗ −AT µ∗] ≥ 0, ∀u ∈ U,
λ∗ ≥ 0, g(u∗) ≥ 0, (λ∗)T g(u∗) = 0,
Au∗ ∈ V, (µ−Au∗)T µ∗ ≥ 0, ∀µ ∈ V.

(4)

Proof. Obviously, u∗ is a solution of (1) if and only if it is a solution of the
following convex problem

min{uT F (u∗)|u ∈ U, y ∈ V, g(u) ≥ 0, Au = y}. (5)

Then the Lagrange function of (5) is

L(u, y, λ, µ) = uT F (u∗)− λT g(u)− µT (Au − y),

which is defined on U × V × Rm
+ × Rp. From the Kuhn-Tucker saddle theorem

in [1], (4) can be obtained by simple argument.

Obviously, Theorem 1 indicates that problem (1) is equivalent to the extended
variational inequality problem EVI(Q, G, Ω): find a z∗=((u∗)T , (λ∗)T , (µ∗)T )T ∈
Rm+n+p such that

Q(z∗) ∈ Ω, [z −Q(z∗)]T G(z∗) ≥ 0, ∀z ∈ Ω = U ×Rm
+ × V,

where z = (uT , λT , µT )T , Rm
+ = {y ∈ Rm|y ≥ 0},

Q(z) =

⎛⎝ u
λ

Au

⎞⎠ and G(z) =

⎛⎝F (u)− (g′(u))T λ−AT µ
g(u)
µ

⎞⎠ .

Furthermore, using (3), we can easily verify the following result which estab-
lishes the relationship between the solution of problem (1) and the solution of a
projection system.
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Lemma 1. u∗ is a solution of (1) if and only if there exists a (λ∗, µ∗) ∈ Rm+p

such that {
u∗ = PU{u∗ − α[F (u∗)− (g′(u∗))T λ∗ −AT µ∗]},
λ∗ = [λ∗ − g(u∗)]+, Au∗ = PV (Au∗ − µ∗), (6)

where α is a positive constant, λ+ = (λ+
1 , λ+

2 , · · ·, λ+
m)T , PU (u) = [(PU (u))1,

(PU (u))2, · · · , (PU (u))n]T and (PU (u))i = min{hi, max{ui, li}} for i = 1, 2,
· · · , n, and PV (µ) is similar as PU (u).

Lemma 1 indicates that a solution of problem (1) can be obtained by solving
(6). For simplicity, we denote K = U ×Rm+p, K∗ = {z ∈ Rm+n+p|z solves (6)},
and {

λ̃ = [λ− g(u)]+, µ̃ = PV (Au− µ),
ũ = PU{u− α[F (u)− (g′(u))T λ̃−AT (µ−Au + µ̃)]}. (7)

Then the above results suggest the following dynamical equation for the propos-
ing neural network model to solve (1):

dz

dt
=

d

dt

⎛⎝u
λ
µ

⎞⎠ = −κE(z) = −κ

⎛⎝2(u− ũ)
λ− λ̃

Au− µ̃

⎞⎠ , (8)

where κ > 0 is a scaling constant.
It is easy to see that the circuit realizing the model (8) consists of m + n + p

integrators, m + n + p piecewise-activation functions for PU (·), PV (·) and (·)+,
mn + n + m processors for g′(u), F (u) and g(u), mn analog multipliers for
(g′(u))T λ̃, some amplifiers and summers. Thus the complexity of the proposed
network depends only on F (u), g(u), and g′(u) of (1).

To show the advantages of the proposed network (8), we compare it with three
existing neural networks. First, let’s look at the model in [9]. According to the
circuit of the model in [9], the model (8) has no in addition terms F (u), g(u),
F (ū), g(ū), (g′(u))T λ and (g′(ū))T λ̄ when V = {b}, where ū = PU{u−α[F (u)−
(g′(u))T λ−AT µ]} and λ̄ = [λ− αg(u)]+. Thus model (8) is much simpler.

Next, we compare the network (8) with the model in [4]. Model (8) can be
applied to (1) with the asymmetric mapping, while the model in [4] is only
designed to solve convex programming problems, and thus no stability result
was given in [4] for the asymmetric mapping. Moreover for (1) with the gradient
mapping, even though model (8) with α = 1 is model in [4] when V = {b}, yet
the theoretical results for them are different. The model in [4] is asymptotically
stable when F is monotone. Model (8) has a finite-time convergence under a
weaker monotonicity condition(see Theorem 4 in Section 3), thus it could be
applied to solve some nonmonotone problems.

Finally, we compare the network (8) with the model in [5]. First, model in [5]
can be applied to (1) by attaching the Lagrange multipliers to the constraints,
yet the size of the resulting network must be enlarged to m + 3n + 2p and thus
the model complexity must be increased substantially. Second, for (1) with the
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asymmetric mapping F , model (8) has a finite-time convergence under a weaker
co-coercivity condition(see Theorem 3 in Section 3), but no such a result holds
for the model in [5] at this case. Third, for (1) with a gradient mapping, model
in [5] requires the condition that F is monotone at a finite solution u∗ of (1) on
Rn, while the network (8) is only required that F is monotone at a finite solution
u∗ of (1) on U (See (A3) in Section 3). Thus, the stability and convergence of
model in [5] cannot be guaranteed when applied to Example 2 in Section 4 since
F in this example is only monotone at a finite solution u∗ ∈ U , while model (8)
will be shown to have the finite-time convergence for it.

From Theorem 1 and Lemma 1, we know that there must be a finite z∗ ∈
K∗ since problem (1) has a finite solution u∗ ∈ U . Furthermore, by (4) and
(8), we have the following result, which describes the relationship between an
equilibrium point of (8) and a solution of problem (1).

Lemma 2. z ∈ K∗ if and only if z is an equilibrium point of network (8).

3 Stability Analysis

In this section, we shall study some theoretical properties for (8). The following
assumptions and lemmas are required in our later discussion.

Assumptions:

(A1) The mappings F and g′ are locally Lipschitz continuous on a open convex
set D including U .

(A2) The mapping F is co-coercive at one finite solution u∗ ∈ U of problem (1)
with modulus ν > 0, i.e., (u − u∗)T [F (u) − F (u∗)] ≥ ν‖F (u)− F (u∗)‖2 for
all u ∈ U .

(A3) The mapping F is monotone at one finite solution u∗ ∈ U of problem (1),
i.e., (u− u∗)T [F (u)− F (u∗)] ≥ 0 for all u ∈ U .

It should be noted that (A2) implies (A3), but (A2) (or (A3)) does not imply
that the mapping F is monotone on U(see Example 2 in Section 4 and [11]).

Lemma 3. The followings are true.

(i) The function ‖λ̃‖2 is continuously differentiable on D × Rm and convex on
U ×Rm.

(ii) The function ‖Au − µ − µ̃‖2 is continuously differentiable and convex on
Rn+p.

Proof. (i) See the proof of Lemma 2 in [4].
(ii) From (3), we have

(x− y)T [PV (x)− PV (y)] ≤ ‖x− y‖2, ∀x, y ∈ Rp. (9)

Let ψ(w) = ‖Au − µ − µ̃‖2/2, then ψ(w) = ‖y − PV (y)‖2/2 with y = Au − µ.
Thus it is easy to verified that ψ(w) is differentiable on Rn+p and

∇ψ(w) =
(

AT (Au − µ− µ̃)
µ + µ̃−Au

)
. (10)
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∀w1 = ((u1)T , (µ1)T )T , w2 = ((u2)T , (µ2)T )T ∈ Rn+p, let yi = Aui − µi for
i = 1, 2, then

(w1 − w2)T [∇ψ(w1)−∇ψ(w2)]
= (y1 − y2)T [y1 − y2 − PV (y1) + PV (y2)] ≥ 0,

where the last step follows by setting x = y1 and y = y2 in (9). Therefore ψ(w)
is convex [7].

Lemma 4. Let ϕ(z) = (‖λ̃‖2 + ‖Au− µ− µ̃‖2)/2 and

V1(z, z∗) = α[ϕ(z)− ϕ(z∗)− (z − z∗)T∇ϕ(z∗)]

+
1
2
[‖u− u∗‖2 + α(‖λ− λ∗‖2 + ‖µ− µ∗‖2)], (11)

where z∗ = ((u∗)T , (λ∗)T , (µ∗)T )T ∈ K∗ is finite. Then the followings are true.

(i) V1(z, z∗) is convex on K and continuously differentiable on D ×Rm+p;
(ii) V1(z, z∗) ≥ min{1, α}‖z − z∗‖2/2 for all z ∈ K;
(iii) If (A2) holds at u∗, then ∇V1(z, z∗)T E(z) ≥ ν1‖E(z)‖2 for all z ∈ K,

where ν1 = min{α, [1− α/(4ν)]/2}.

Proof. From Lemma 3, ϕ(z) is convex on K and continuously differentiable on
D ×Rm+p. Thus (i)-(ii) can be obtained by (11) and [1].

(iii) It is easy to see that

∇ϕ(z) =

⎛⎝−(g′(u))T λ̃ + AT (Au− µ− µ̃)
λ̃

µ−Au + µ̃

⎞⎠ .

Then by (4), (8), (11), and similar to the proof of Lemma 3(iii) in [4], we have

∇V1(z, z∗)T E(z) = 2(u− ũ)T {u− u∗ + α[(g′(u∗))T λ∗ − (g′(u))T λ̃

+AT (Au − µ− µ̃− µ∗)]}+ 2α(λ− λ̃)T (λ− λ∗)
−α(‖λ− λ̃‖2 + ‖Au− µ̃‖2) + 2α(µ− µ∗)T (Au − µ̃)

≥ 2‖u− ũ‖2 + α(‖λ− λ̃‖2 + ‖Au− µ̃‖2)
+2α(ũ− u∗)T [F (u)− F (u∗)], ∀z ∈ K. (12)

By the fact that (A2) holds at u∗ of (1), we have

(ũ− u∗)T [F (u)− F (u∗)] = [(u− u∗)− (u− ũ)]T [F (u)− F (u∗)]
≥ ν‖F (u)− F (u∗)‖2 − ‖u− ũ‖‖F (u)− F (u∗)‖
≥ − 1

4ν
‖u− ũ‖2, ∀u ∈ U.

This (8) and (12) imply (iii) holds.
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The results in Lemma 4 pave a way to study the dynamical behavior of (8).
From Lemma 4 and similar to the proof in [4,5], we have the following results
for (8).

Theorem 2. Assume that (A1)-(A2) hold. If, in addition, α < 4ν, then for any
z0 ∈ K, there exists a unique continuous solution z(t) ∈ K of (8) with z(0) = z0

for all t ≥ 0.

Theorem 3. Assume that (A1)-(A2) hold. If, in addition, α < 4ν, then neural
network (8) is stable in the sense of Lyapunov, and for any z0 ∈ K, the solution
z(t) of (8) with z(0) = z0 will converge to K∗, i.e., lim

t→+∞ dist (z(t), K∗) = 0,

where dist(z, K∗) = inf
v∈K∗

‖z − v‖. Furthermore, if problem (1) has a unique

solution, or (A2) is verified at any finite solution of (1), then z(t) reaches a
point in K∗ within a finite time when the designing parameter κ is large enough.

When F is a gradient mapping, i.e., there exists a continuously differentiable
function f : U → R1 such that ∇f(u) = F (u) for all u ∈ U , with the aid of the
function

V2(z, z∗) = V1(z, z∗) + α[f(u)− f(u∗)− (u− u∗)T F (u∗)], (13)

we can prove that the following finite-time convergence result for (8) by similar
argument in [5].

Theorem 4. Suppose that (A1) and (A3) hold. If, in addition, F is a gradient
mapping on U , then ∀α > 0, neural network (8) is stable in the sense of Lya-
punov, and for any z0 ∈ K, the solution z(t) of (8) with z(0) = z0 will converge
to K∗. Furthermore, if problem (1) has a unique solution, or (A3) is verified at
any finite solution of (1), then z(t) reaches a point in K∗ within a finite time
when the designing parameter κ is large enough.

4 Illustrative Examples

In this section, two examples are provided to illustrate both the theoretical
results achieved in Section 3 and the simulation performance of neural network
(8). The simulation is conducted in Matlab, and the ode solver used is ODE23s.

Example 1. Consider VI(F, C) in (1) with C = {u ∈ R3|2u1 ≥ u3
2 + u3

3, u1 +
u2 + u3 = 2, 0 ≤ u ≤ 1} and F (u) = (4u1 − 3u2 − u3 + 1,−u1 + 4u2 − 3u3 +
1,−3u1− u2 + 4u3 + 1)T . Then this problem satisfies (2), has a unique solution
u∗ = (2/3, 2/3, 2/3)T , U = {u ∈ R3|−1 ≤ u ≤ 1}, V = {2}, g(u) = 2u1−u3

2−u3
3,

g′(u) = (2,−3u3
2,−2u3

3) and A = (1, 1, 1).
It is easy to see that this problem satisfies (A2) with ν = 2/13, and can be

solved by neural network (8) on U ×R3. All simulation results show that neural
network (8) always converges to z∗ = ((u∗)T , λ∗, µ∗)T with λ∗ = 0 and µ∗ = 1.
For example, let α = 0.6 and κ = 100, Fig. 1 depicts that the trajectories of
network (8) with 30 random initial points converge to theoretical solutions z∗,
respectively.
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Fig. 2. The convergence behavior of the norm ‖z(t) − z∗‖ based on (8) in Example 2

Example 2. Consider the following nonlinear optimization problem:⎧⎪⎨⎪⎩
min f(u) = (u1 − 10)2 + 5(u2 − 12)2 + u3

3 + 3(u4 − 11)2

+10u5
5 + 7u2

6 + u3
7 − 4u6u7 − 10u6 − 8u7

s.t. u ≥ 0, −a ≤ Au ≤ a,
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where

A =

⎛⎜⎜⎝
2 3 1 4 5 0 0
7 3 10 1 −1 0 0
23 1 0 0 0 6 −8
4 1 2 0 0 5 −11

⎞⎟⎟⎠ and a =

⎛⎜⎜⎝
63
71
49
1

⎞⎟⎟⎠ .

Then this problem has a unique optimal solutions u∗= (2.1187, 10.201, 0, 7.0399,
0, 1.2684, 2.1927)T and ∇f(u) = [2(u1− 10), 10(u2− 12), 3u3

3, 6(u4− 11), 50u4
5,

14u6 − 4u7 − 10, 3u2
7 − 4u6 − 8)T .

It is easy to prove that ∇f(u) is strictly monotone at u∗ ∈ R7
+, but (A3)

does not hold at u∗ on R7 (in fact, (u− u∗)T [∇f(u)−∇f(u∗)] = −50 < 0 with
u = u∗ except for u5 = −1). We use neural network (8) to solve this problem on
R7

+ × R4, all simulation results show that neural network (8) always converges
to z∗ = ((u∗)T , (µ∗)T )T , where µ∗ = (−5.9402, 0,−0.1688, 0)T . For example, let
κ = 100, Fig. 2 shows the convergence behavior of the norm ‖z(t)− z∗‖ based
on (8) with 30 random initial points.

5 Conclusions

In this paper, we present a new neural network for a class of variational inequal-
ities with linear and nonlinear constraints. We have shown that the proposed
neural network with the weaker co-coercive mapping is stable in the sense of
Lyapunov and converges to a solution of the original problem within a finite
time. Meanwhile, the finite-time convergence for the proposed network with the
gradient mapping is also shown under the weaker monotonicity condition. Com-
pared with the existing neural networks, the proposed network does not need to
compute any extra terms, has a low complexity and can be used to solve some
nonmonotone probems. Theoretical analysis and illustrative examples show that
the given conditions can be easily checked in practice.
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Abstract. Support vector machine (SVM), proposed by Vapnik based on statis-
tical learning theory, is a novel machine learning method. However, there are 
two problems to be solved in this field: one is the multi-class classification 
problem, and the other is the sensitivity to the noisy data. In order to overcome 
these difficulties, a novel method of fuzzy compensation multi-class support 
vector machine, named as FC-SVM, is proposed in this paper. This method im-
ports a fuzzy compensation function to the penalty in the straightly construction 
multi-class SVM classification problem proposed by Weston and Watkins. Aim 
at the dual affects to classification results by each input data, this method has 
punish item be fuzzy, compensates weight to classification, reconstructs the op-
timization problem and its restrictions, reconstructs Langrage formula, and pre-
sents the theories deduction. This method is applied to the benchmark data sets. 
The experiment presents our method is feasible. 

1   Introduction 

With the rapid development of nonlinear theories and artificial intelligence, some 
soft-computing methods, such as rough sets, fuzzy sets, support vector machines, 
have been strong tools as classifications and forecast in the fields of the money mar-
ket analysis and evaluating credit. 

Support vector machines(SVMs), proposed by Vapnik based on statistical learning 
theory (SLT) in the nineties of the 20th century, are novel machine learning methods 
which are based on the VC-dimension theory and the principle of the structural risk 
minimization. Owe to their higher generalization ability and better classification pre-
cision, SVMs can solve the overfitting problem effectively and can be applied to a 
number of issues [1,2,3]. Now more and more researches focuses on SVMs as well as 
the pattern recognition and neural network. SVMs play a more and more important 
role in classification and regression fields. At present, SVMs have already been ap-
plied successively to the problems ranging from hand-written character recognition, 
face detection, speech recognition to medicine diagnosis, spatial data analysis, biol-
ogy informatics [1].  

SVMs have obtained plentiful productions in the fields of utility algorithm re-
search, design and realization, which sum up several research aspects as followings. 
The first field is how to extend two-class problems to multi-class problems. SVMs for 
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pattern classification are based on two-class classification problems. Unclassifiable 
regions exist when SVMs are extended to multi-class problems. Now there are two 
methods to solve this problem. One method is to construct 2-class classifiers, and then 
to assemble a multi-class classifier, such as one-against-one, ones-against-all and 
DAGSVMs [4]. The other method is to construct straight multi-class classifier, such 
as k-SVM which is proposed by Weston and Watkins [5]. The second field is to im-
prove SVM computing speed convenient for disposing large-scale problems, such as 
the sequential minimal optimization algorithm [6]. The third field is to use optimiza-
tion method to improve SVM, and to predigest computing process, such as linear 
SVM [7], LS-SVM [8]. The fourth field is to put forward novel algorithms according 
to structural risk minimization and some thoughts, such as v-SVM [9]. The last one is 
to put forward fuzzy SVM algorithm in order to overcome SVM methods' sensitivity 
to outlier and noise data. For example, Inoue and Abe presented Fuzzy Support Vec-
tor Machines (FSVMs) [11]. They defined the decision functions according to the 
membership functions in the directions orthogonal to the hyperplane.  

Recently, fuzzy set theory has been introduced to support vector machine [16]. 
Inoue etc. proposed a fuzzy SVM to solve the unclassified regions that exist when 
extending two-class classification to multi-class case in 2001 [11]. Then, since the 
optimal hyperplane obtained by SVM depends on only a small part of the data points, 
it may become sensitive to noises or outliers in the training set. To deal with this 
problem, another fuzzy SVM was proposed [12]. It employed the fuzzy memberships 
to evaluate the importance of data points. This method can prevent some points from 
making narrower margin by setting lower fuzzy membership to the data points that 
are considered as noises or outliers with higher probability. 

This paper presents a novel fuzzy compensation SVM algorithm (FC-SVM) which 
aims at multi-class classification problem and noise data problem. Compared with 
other SVM algorithms, FC-SVM is a straight construction method. We first introduce 
fuzzy compensation function in the punish item of the direct constructing multi-class 
classifier, which is proposed by Weston and Watkins [6]. So, this method not only 
makes the punish item in the object function be fuzzy, but also compensates weight to 
classification. This paper reconstructs the optimization problem and its restrictions, 
reconstructs Lagrange formula, and presents the theories deduction.  

In Section 2, we explain simply two-class support vector machines, and in Section 
3 we discuss fuzzy compensation support vector machines for multi-class classifica-
tion. In Section 4 we compare performance of the fuzzy compensation support vector 
machine with the other support vector machines for multi-class classification, such as 
one-against-one, one-against-all.  

2   Two–Class SVM and Multi-class SVM 

For the 2-class classification problem, the support vector approach has been well 
developed. The main idea is the following: construct a hyperplane to separate the two 
classes so that the margin is the maximal. This gives the following optimization  
problem: 
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The dual solution to this problem is: maximize the quadratic form (1) under the fol-
lowing constraints: 
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Currently, for the conventional support vector machines, an multi-class problem is 
converted into n two-class problems and for the ith two-class problem, class i is sepa-
rated from the remaining classes. 

For SVMs are essentially a two-class classifier, some methods have been devised 
to extend SVMs to multi-class classification such as one-against-one (1-a-1), one-
against-all (1-a-a) and directed acyclic graph SVM (SVMDAG) [2]. These methods 
are based on solving several binary classifications. In other words, SVMs are origi-
nally designed for binary classification.  

But a more natural way to solve multi-class problems, which is to construct a deci-
sion function by considering all classes at once, is proposed by Weston and Watkins 
[5], which is an extension to the Support Vector method of pattern recognition to 
solve multi-class problems in one step. It is as the following: 
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So we have the decision function as follows. 
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This paper presents fuzzy compensation multi-class SVM based on the k-class di-
rect classifiers proposed by Weston and Watkins. We introduce fuzzy compensation 
function to the punish items so that each data, especially outlier and noise data, can 
affect more sound influence to classification results. In a word, the fuzzy membership 
function is introduced to treat data points with different importance.  

3   Fuzzy Compensation Multi-class SVM 

3.1   Fuzzy and Fuzzy Compensation 

In the theories of SVM, the training process is very sensitive to outlier and noise data. 
Formula 1 uses parameter C to control the punish degree to error classification sam-
ples. If parameter C value is bigger, it denotes to set a bigger punish value to error 
classification samples, and to decrease error classification data, while a smaller C de-
notes to ignore some 'negligible' error classification data, and to obtain a bigger classi-
fication margin as a result. But parameter C value is invariable in the SVM training 
process, which means all training data is comparably disposed. So SVM training proc-
ess is sensitive to some data, such as outlier, noise data, and results in "overfitting". 

In this sense, a training datum no longer belongs to the class strictly: a training sample 
may belong to one class to the 90% degree, and may not belong to this class to the 10% 
degree. Based on problems above, some scholars propose fuzzy support vector machines.  

Presently, most fuzzy SVMs are based on 2-class classification problems, which are 
not straight to multi-class problems. In addition, we must consider adequately training 
samples' differences to classification contribution in the training process, and improve 
the accuracy of classification results. So we present fuzzy compensation SVMs. This 
method considers not only right classification situation, but also error classification 
situation to the training sample, so that a training sample may afford two punishes. In 
this way, our method not only inherits fuzzy SVM merits to overcome "overfitting", but 
also makes the best of limited samples to enhance classification generalization ability. 

FSVMs proposed in [10] solved the overfitting problem by introducing the mem-
bership degrees for every data. In order to construct fuzzy compensation function, in 

this paper we define the member function it  as 
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where x* is the center of class. 
The training set becomes a fuzzy set 
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The membership degrees it  of fuzzy set fS  are defined through the relative impor-

tance of the samples. 
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3.2   Fuzzy Compensation Multi-class SVM 

As mentioned above, we select the membership function it .The optimal separating 

hyperplane of fuzzy compensation multi-class SVM is given by the quadratic solution 
as the following: 
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where C is the constant,  m
i

m
i ηξ ,  are the slack variables, m

it  is the fuzzy member-

ship function defined as formula (7). 
We can find the solution to this optimization problem in dual variables by finding 

the saddle point of the Lagrangian. Its corresponding Lagrange formula is: 
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with constraints 
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Introducing the notation 
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and differentiating in n
j

n
jnn bw ηξ ,,,  according to formula (12), we obtain: 
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In the saddle point the solution should satisfy the conditions: 
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Substituting (17) back into (12), we obtain: 
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Using formula (17) and constraints to predigest formula (18), we have: 
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which is a quadratic function in terms of alpha with linear constraints 
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This gives the decision function: 
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As usual the inner products )( ji xx ⋅  in formula (22) can be replaced with the 

convolution of the inner product ),( ji xxK . 

4   Algorithm Experimental Analysis and Comparison 

To verify the performance of fuzzy compensation SVM, experiments were performed 
using some benchmark data in machine learning databases [19].  

4.1   Benchmark Data Set Experiments 

We evaluated our method using a collection of six benchmark data sets from the UCI 
machine learning repository [19], including iris, wine, glass, soy, vowel and blood-
cell data. Their related parameters are listed in Table 1. In the table 1, #pts denotes the 
number of datum point, #att denotes the number of the attributes, and #class denotes 
the number of the classifications. Values in the last three columns of Table 1 denote 
right classification ratio(%). 

We randomly select ten times with a third of the data being used as a test data set. 
The performance of our methods is compared with one-against-one (1-a-1) and one-
against-all (1-a-a) classification methods based on support vector machine. To enable 
comparison, for each algorithm the radial basis kernel ),( yxK  is selected, with the 

same value of the parameter ξ  for each algorithm. The results are listed in Table 1. 
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Table 1. Experimental results in the benchmark data sets 

Name #pts #att #class 1-a-1 1-a-a FC-SVM 

iris 150 3 4 97.24 97.24 97.32 

wine 178 13 3 97.16 97.08 97.22 

glass 214 9 7 83.36 82.68 84.20 

soy 289 208 17 96.84 96.84 96.84 

vowel 528 10 11 81.26 80.80 83.72 

blood-cell 3097 13 12 91.48 92.02 92.36 

The results show our method is better in right classification ratio than multi-class 
classification algorithms based on one-against-one (1-a-1) methods and one-against-
all (1-a-a) methods. 

5   Conclusions and Further Working 

In this paper, a novel fuzzy compensation multi-class support vector machine is pro-
posed. This method imports a fuzzy compensation membership function to the pen-
alty in the straightly construction multi-class support vector machine classification 
problem proposed by Weston and Watkins. In our methods, we have punish item be 
fuzzy, compensate weight to classification, reconstruct the optimization problem and 
its restrictions, reconstruct Langrage formula, and present the theories deduction.  

This method is applied to the benchmark data sets. Results obtained on the bench-
mark data sets suggest that our methods have better performance compared with the 
one-against-one method and one-against-all method.  

Owe to selecting an array of parameter, it will cost more running time. The pro-
posed method can be used to many classification problems, such as digit recognition, 
text classification. 

Further research involves deceasing algorithm runtime, and testing our method on 
larger data sets. 
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Abstract. In this paper, three existing chaotic neural network models are 
reviewed and the searching ability of these models is analyzed, a novel chaotic 
neural network with varying initial value is proposed to solve problems of the 
lower convergence rate and long searching time in the existing method. It is 
different from the other modified chaotic neural networks in the aspect that it 
seeks the better initial value that can lead to the global optimized solution in 
limited steps by means of chaotic iteration instead of enlarging the annealing 
time or modifying annealing parameters. The new method can get the 
increasing convergence rate and the decreasing searching time. The controlled 
numerical experiments with the Travel Salesman Problems (TSP) show that the 
proposed method has better global searching ability. 

1   Introduction 

In a number of methods proposed to overcome the shortcomings of Hopfield Neural 
Network (HNN) [1], Chaotic Neural Network (CNN) is claimed to be capable of 
escaping from local minima [2][3]. CNN can produce a strange attractor, which 
makes the network states ergodic in its state space. This mechanism increases the 
possibility of getting the global optimal solution. But it is difficult to determine when 
and how to eliminate chaos in neural network, so that the optimum solution can be 
grasped and kept as steady state solution when the states of neural network pass the 
small neighbor of global optimal point. Chen and Aihara proposed simulated 
annealing method to eliminate chaos in CNN, which is referred to as Transiently 
Chaotic Neural Network (TCNN) [4].  Transient chaos is produced by adding a 
negative self-coupling term to a HNN in TCNN, which can be used for searching and 
self-organizing. Comparing with HNN, TCNN has a high ability to escape from local 
minima and to get the global optimal solution [5].  

From the theoretical viewpoint, it is sure for a TCNN to get global optimum if the 
chaos in the network maintains a long enough time because of the ergodic property of 
chaos. This might mean a low efficiency. In fact, it is almost impossible to maintain 
chaos with a very long time. TCNN just decays the chaos at a predetermined rate, 
which means the chaos would disappear within a limited step. Therefore, there still 
exist local minima solutions for TCNN in solving TSP problem. TCNN can not assure 
a hundred percent convergence rate. 

Some efforts for solving forementioned problem have been made [6]–[8]. A 
modified chaotic neural network with a chaotic annealing is proposed to improve the 
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performance of TCNN [6]. The strength of self-feedback term is made chaotic in [6]. 
This chaotic self-feedback term is faded gradually, which gives a noise-like simulated 
annealing. Exponential annealing is proposed to replace proportional annealing to 
extend duration of chaotic state and then to get better convergence rate of TCNN in 
[7]. The Gauss and Sigmoid (G-S) function is used as activation function for TCNN 
and exponential annealing is used instead of proportional annealing to improve the 
performance of TCNN in [8]. All these efforts make the significant improvement to 
the performance of current TCNN. Motivated by these efforts, we suggest a new 
method to improve the performance of TCNN. 

It has been found in experiments that not only the annealing strategy but also the 
initial value may affect the optimization performance of TCNN. If “bad” initial values 
are chosen, then we could not get a global minimum within limited steps by TCNN or 
its modified forms. To solve this problem, a chaotic neural network method with 
varying initial values is proposed in this paper. In the proposed method, if the 
previous initial values can not get the global minima after a setting step of iterations, 
new initial values are generated by a chaotic mapping until the global minima is 
reached in the predetermined steps. The proposed method is applied to TSP, 
comparison is made with the existing methods. Simulation results show this method 
has a better performance. It not only get a hundred percent convergence rate but also 
improve the speed of convergence greatly.  

This paper is organized as follows: In section 2 three existing chaotic neural 
network models are reviewed. The mechanism of claimed global search ability is 
pointed out for each one, the application aspects of three networks are outlined. In 
section 3 the proposed methods are introduced. In section 4, simulations with TSP are 
performed, whose results show the better performance of the proposed method. Some 
conclusion remarks are given in section 5. 

2   Three Existing Chaotic Neural Network Models and Their 
Application in TSP 

In this section, TCNN and two of its modified models are introduced. The mechanism 
to produce the global minima solution is analyzed.  

2.1   TCNN  

The TCNN model [4] can be depicted as follows: 
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Where Eq.(1) is the output function of the neuron, Eq. (2) is the neuron dynamics, Eq. 
(3) is the annealing function, iy  is the internal state of neuron i  and ix  is output of 
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neuron i , ijw is the connection weight from neuron j  to neuron i , 
iI  is the input bias 

of neuron i , k  is the damping factor of nerve membrane ( 0 1k≤ ≤ ), u  is the 
steepness parameter of the output function ( u >0), 0I  is the exterior bias. ( )iz t  is the 

self-feedback connection weight, corresponding the temperature of simulated 
annealing (it is referred to as annealing function), ( 0)α α >  is positive scaling 

parameters for input, β (0 1)β≤ ≤  is damping factor of the annealing function ( )iz t , 

(0)iz  should be selected carefully for the network to be chaotic. From Eq. (3), we 

have that annealing function ( )iz t  approaches to zero as time evolution, and then 

TCNN becomes a Hopfield-like neural network, which converges to a fixed point. 
Because ( )1+tzi

 is proportional to ( )iz t  with a ratio ( β−1 ) less than 1, the speed of 

( )iz t  tending to zero is determined by β . Fig.1 shows the anneal function changing 

versus the iteration steps.  

 

Fig. 1. Annealing function ( )z t  changing curve with 0.01β =  

2.2   Noise Chaotic Neural Network 

The chaotic neural network with noise-like annealing function in [6] (it is referred to 
as Noise Chaotic Neural Network (NCNN) for simplicity) is given as: 

1
( )

1 exp( ( ) / )
i

i

x t
y t u

=
+ −

 (4) 

( ) ( ) ( ) ( )tzItxwtkyty i

N

j
ijijii γα −+−=+

=1

1  (5) 

(t) ( )
i i

z t hη= −  (6) 



54 H. Ren et al. 

( 1) ( ) ( )(1 ( ))i i it a t t tη η η+ = −  (7) 

( 1) (1 ) ( ) 0a t a t aβ β+ = − +  (8) 

1 1 0h aη∗= = −  (9) 

Where 1 2.9 ,0 10a  β≤ < ≤ ≤ , ( )iz t (0 ( ) 1)iz t< <  is the “noise” to the dynamics of 

neuron i , which corresponds to the self-feedback term of TCNN, γ  is the positive 

scaling parameter for the “noise”. The noise is generated by Logistic mapping (7). 
( ) 40 =a , the “noise” is chaotic, according to Eq.(8), ( )a t  decays gradually, so that 

( )iz t  is initially chaotic and eventually settle to a fixed point 0; with iz =0, the 

network described by Eqs. (4)–(9) reduces to the HNN. The noise term curve ( )iz t  

and the parameter ( )a t  changing curve are shown in Fig.2 (a) and (b) respectively. 

 

Fig. 2. The noise term curve and the parameter changing curve with 0.01β =  

2.3   Exponential Annealing TCNN 

The new annealing strategy chaotic neural network model [7] (it is referred to as 
EATCNN for simplicity) can be described as follows: 
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By replacing the proportional annealing (3) with exponential annealing (12), 
EATCNN is obtained. Exponential annealing cause the self-feedback coupling term to 
decay slower than proportional annealing, which means the chaos is maintain longer 
than the original TCNN and longer chaotic searching. By this way, the better 
performance is obtained. 
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The convergence process of annealing function ( )z t  is shown in Fig.3. Compared 

with Fig.1, it is clear that it takes longer time for EATCNN to decay to zero with same 
parameter β . This will lead to higher convergence rate and longer searching time. 

G-S CNN [8] is similar to EATCNN in annealing strategy, the difference is the 
activation function which promises to have complex dynamics. In fact, the 
effectiveness is still open for further research. Therefore we will not discuss it here. 

 

Fig. 3. Annealing function ( )z t  convergence curve with 0.01β =  

2.4   Chaotic Neural Network Application in Optimization Problem 

When we apply the chaotic neural network in optimization problem, the problem must 
be mapped into the chaotic neural network. For the traveling salesman problem 
(TSP), this mapping can be gotten by the energy function. The energy function can be 
described as follows: 

( )( )
=

≠
= =

−+
= = ==

++−+−=
N

i

N

ij
j

N

k
ijikkjkj

N

i

N

k

N

i
ik

N

k
ik dxxx

B
xx

A
E

1 1 1
1)1(

1 1

2

1

2

1 2
11

2
 

(13) 

Where 0j jnx x= , , 1 1j n jx x+ = , x  is output, i and j  represent city, k  represents the 

order of visiting. A and B are the coupling parameters corresponding to the 
constraints and the cost function of the tour length, respectively. ijd  is the distance 

between city i and city j . For a combinatorial optimizing problem, convergence rate 

can be defined as the ratio of the times to get global minimum solution to the total 
number of experiments, which is in fact the possibility of getting global optimum 
solution if the total number of experiments is quite large. 

The optimization process of TCNN consists of two stages: In the first stage the 
system is in chaotic stage, in which the chaotic searching is performed. At the same 
time, the annealing function ( )iz t  begins to decrease and chaos weakens. When the 

annealing function tends to zero, the chaos disappeared and the second stage starts. In 
the second stage, the system becomes a HNN; with the gradient descent dynamics, the 
network converges to local optimum point. The changing of energy function is show 
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in Fig. 4(a). From Fig. 4(a), we have the TCNN is in chaotic stage within initial several 
hundreds of steps, and after this stage the TCNN will operate like HNN. The duration 
of the first stage is determined by annealing function. The larger the annealing 
function, the stronger the chaos is. 

The previous work has shown that the longer duration of chaotic searching the 
greater possibility of global optimum. From Fig. 4 it can be seen that the duration of 
chaotic search is determined by the value of the annealing parameter β . When the 

annealing function is small than 0.02, the HNN process starts. This corresponding 
relation of energy function and annealing function is similar in EATCNN. 
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Fig. 4. Chaos convergence process with the annealing parameter β =0.001:  (a) is energy 
function convergence process; (b) is annealing function convergence curve 

Fig. 5 shows four annealing function convergence curves in different annealing 
parameter β . It can be seen that the annealing process decreases slower as β  

becoming smaller, which means chaotic state in the neural network is kept longer, 
thereby, the possibility of escaping local optimum will increase due to the ergodic 
property of chaos. Chaotic searching in first stage of TCNN is the key of better 
convergence rate of TCNN compared with HNN. From Fig.5 we can also derive the 
conclusion that the longer the chaotic state, the longer time spending on searching 
procedure, which will cause the low efficiency of TCNN (long searching time). 

From Fig.6, it is clear that the chaotic state duration in NCNN is longer than that of 
TCNN, therefore, NCNN can get better convergence rate than TCNN with same 
β .(although β  of NCNN is different term from that of TCNN, they all determine the 

time to shift from CNN to HNN ). Because the noise term is irrelevant to the inherent 
dynamics of the corresponding HNN, the noise term might cause the HNN’s 
dynamics far from its equilibrium (possible local optimum point). Therefore, 
comparing with TCNN, it takes more time for NCNN to reach its corresponding 
equilibrium with gradient descend algorithm after chaos is eliminated. This means 
that longer time might be sped for NCNN and the lower efficiency. The 
forementioned analysis will prove by the simulation results in Section 4. 
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Fig. 5. Annealing function curves in different annealing parameter NCNN replaces the self-
feedback term in TCNN by a noise generated by Logistic mapping, the energy 
function curve with 001.0=β  in NCNN is given in Fig.6 

 

Fig. 6. Energy function curve of NCNN with 001.0=β  

The annealing speed parameter β  of TCNN decreases with an equal proportion 

mode, which is replaced by exponential mode (expressed by Eq.(12)) in EATCNN. 
This cause the chaos maintains longer than that of TCNN, which give the EATCNN 
better convergence rate but longer searching time. These will be illustrated by 
simulation results in Section 4. 

As a word, NCNN and EATCNN rely on modifying the duration of chaotic state to 
get better performance. Initial values of the networks are neglected on the assumption 
that the ergodic property of chaos will conquer the bad initial value, which is far from 
optimum point in sense of trajectory.  
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But the assumption is not stable if the chaos is not maintained long enough. If the 
chaos is maintained much longer, the efficiency will be decreased. This can also 
explain why we cannot get hundred percent of convergence rate of TCNN. From the 
foregoing analysis, it is clear that there exists conflict between convergence rate and 
searching efficiency. How to get a tradeoff of these conflict aspects is the key 
problem in application of TCNN, which also gives the hints to improve the 
performance of TCNN. 

In this paper, to avoid this difficult tradeoff problem, the initial value is reassigned 
if an iteration limit is reach for one set of initial values. The total spending including 
changing initial value, chaotic searching and gradient descended searching might 
decrease compared with existing method. This is the start point and main idea of this 
paper. The comparison with existing method will prove the effectiveness of the idea. 

3   Chaotic Neural Network Model of Varying Initial Value 

Theoretically, the chaotic neural network can undergo any state in the solution space 
with an arbitrarily given initial value. So the initial value usually be chosen in [-1.0, 
1.0] randomly [4-8]. However, the result is not perfect using the method. If improper 
initial values are used in chaotic neural network, it takes a very long time iteration to 
get the global optimal solution despite the ergodicity, and the searching time is very 
long, so the efficiency is degraded. Once the initial values are selected, these initial 
values remain unchanged during the iterations in existing method, then after limited 
time iterations the network could not reach the global optimal solution, and even the 
suboptimal solution.  

In this paper the TCNN with varying initial values is proposed. The proper initial 
values, which can get global minimum within limited iterations, are searched by the 
Logistic mapping. At first, one set of initial condition for every neuron in the network 
is selected randomly. If this set of initial condition can lead to global optimum within 
predetermined number of iterations, the global optimum is derived without changing 
the initial conditions. The case is corresponding to the convergent case of the ordinary 
TCNN, but for some “bad” initial conditions, it can not lead to global optimum 
solution, within limited iteration. This leads to failure of searching in ordinary TCNN. 
(Therefore the convergence rate of TCNN is decreased). For the proposed method, if 
the “bad” initial conditions are selected, it can be detected by the fact that it can not 
produce global optimum solution within a small number of iterations. Once the initial 
conditions are conformed to be “bad”, a new set of initial condition is generated by 
one-step iteration of Logistic mapping, the TCNN will start searching with these new 
initial conditions. The procedure will go on until the global optimum is derived. 

The Logistic mapping is given as: 

( ) ( )mvmv ii
211 Φ−=+  (14) 

Where ( )mvi
 is the value of iv  at m th iteration. System (14) is completely chaotic 

with =2Φ .The steps to change initial conditions are given as follows: 

Step1: (0), ( 1.... )iv i= N  are chosen randomly in [-1 1], N  is the square of city 

number, (0) (0)i iy = v , 0=m . 
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Step2: TCNN evolved with the initial conditions (0)
i

y , if these initial conditions 

can lead to the global optimum, go to step 4 (In this case, the initial condition 
changing procedure stops before it starts) ;  else go to step 3. 

Step3: ( ) ( )mvmv ii
211 Φ−=+ , =2Φ ; ( ) ( )10 += mvy ii

; 1+= mm ; Go to step 2. 

Step 4: The global optimum is output, the searching procedure stops. 

The flow chart of proposed TCNN with varying initial value is given in Fig.7. 
From Fig.7, if the “bad” initial conditions are selected the proposed method can adjust 
it within predetermined iterations. 
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Fig. 7. The flow chart of varying initial value method shows the procedure of this method 
applied to TSP. d∆ represents the change of distance. m  is the step of varying initial 

value. maxt  is the predetermined step of detecting “bad” initial values. 

This algorithm can help the next iteration to get a better initial value in sense that it 
can lead to global minima in a limited steps.  

Although there is cost for changing initial value, the total cost of changing initial 
value and corresponding TCNN will decrease, which together with the higher 
convergence rate will lead to better performance than existing method. 

4   Comparisons of New Method with Previous CNN  

In this section, the Hopfield-Tank original data on TSP with 10-city is used for 
comparing research of three existing method and the proposed method, the optimal 
route is 2.6881. 
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4.1   TCNN 

TCNN is used for 10-city TSP. The parameters were set as 
follows: 0.8k = , 0.0145α = , 1/ 50u = , 0iI = , 0 0.5I = , (0) 0.08z = . The results are 

summarized in Table 1. 

Table 1. Results of 5000 experiments for each value β  on 10-city TSP with TCNN 

β  NG RG NI 

0.015 4713 94.26% 161 

0.010 4720 94.40% 274 

0.005 4729 94.58% 321 

0.001 4732 94.6% 573 

4.2   NCNN 

NCNN approach is applied to 10-city TSP, the parameters are set as follows: 
015.0=α , 1.0=γ , 2501=u  , ( ) 9.30 =a , 5.20 =a , 6.0=h , The results are 

summarized in Table 2. 

Table 2. Results of 5000 experiments for each value β  on 10-city TSP with NCNN 

β  NG RG NI 

0.10 5000 100% 168 

0.015 5000 100% 500 

0.003 5000 100% 1500 

0.001 5000 100% 2500 

4.3   EATCNN 

EATCNN is applied to 10-city TSP, the parameters are set as same as that of TCNN 
for each β  value. The results are summarized in Table 3. 

4.4   TCNN with Varying Initial Values 

The proposed TCNN with varying initial value method is applied to 10-city TSP. The 
parameters were set as the same as of TCNN, The results are summarized in Table 4.  

In table 1−4, NG is the times to get global minimum, RG is the rate of getting 
global minimum, NI is the average number of iteration to get global minimum. In 
table 4, T is the average changing times of initial values among 5000 times 
experiments, and in table 4, NI includes the iteration times for all initial value before 
the global minimum is derived. 
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Table 1 shows that with β decreasing, NG and RG increase, this conforms 

foregoing analysis. However, the convergence rate does not reach a hundred percent. 

Table 3. Results of 5000 experiments for each value β  on 10-city TSP with EATCNN 

β  NG RG NI 

0.015 4802 96.04% 198 

0.010 4851 97.02% 315 

0.005 4878 97.56% 523 

0.001 4912 98.24% 721 

Table 4. Results of 5000 experiments for each value β  on 10-city TSP with TCNN with the 
varying initial value 

β  NG RG NI T 

0.015 5000 100% 53.5 0.088 

0.010 5000 100% 54 0.093 

0.005 5000 100% 52.5 0.089 

0.001 5000 100% 52.4 0.079 

Table 2 shows that NCNN can reach a hundred percent global optimal solution, and 
with the annealing parameter β decreasing, the NI increases dramatically. 

Table 3 is the result of EACNN method. It can be seen that NI increase with β  

decreasing. The convergence rate does not reach a hundred percent. 
In Table 4 we get a hundred percent global optimal solution by the proposed 

method with a relative small NI. The average time of initial changing is smaller than 
one. It shows that the initial value which leads to the global optimal solution within 
limited time iterations is denseness in the solution space. In fact, this proposed 
method includes two parts, chaotic searching initial value and chaotic neural network 
searching global optimal solution, which gives the better performance of proposed 
method. 

5   Conclusions 

In this paper, we discuss the TCNN optimization method with varying initial value, It 
is different from another modified chaotic neural networks in the aspect that it does 
not enlarge the annealing time or modify the annealing parameters, but seeks the 
better initial value that can lead to the global optimized solution in limited step by 
means of chaotic iteration, the proposed method is used in 10-city TSP, the better 
performance is shown in this application. 
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Abstract. The chaotic synchronizations of Hindmarsh-Rose (HR) neurons 
networks linked using the nonlinear coupling feedback functions constructed 
specially are discussed. The method is an expansion of SC method based on the 
stability criterion. The stable chaotic synchronization can be achieved without 
calculation of the maximum Lyapunov exponent when the coupling strength is 
taken as reference value. The efficiency and robustness of this approach are 
verified theoretically and numerically. We find that the phenomenon of the phase 
synchronization occurs in a certain region of coupling strength in the case of 
networks with three neurons. It is shown that with increasing of the number of the 
coupled neurons, the coupling strength satisfying stability equation of 
synchronization decreases in the case of all-to-all coupling. Besides, the 
influences of noise to synchronization of two coupling neurons are given. 

1   Introduction 

In recent years the synchronization and the control of chaos and hyperchaos has been 
widely studied [1-8], and has been experimentally observed in many systems [7,8]. 
Chaotic synchronizations in neural networks have attracted particular attention [9-14]. 
It can be expected that the control and synchronization of chaos and hyperchaos will 
play an important role in the field of biological and artificial neural networks. The 
observations of synchronous neural activity in the central nervous system have 
encouraged a great deal of theoretical work on synchronization in coupled neural 
networks. These observations suggest that the neural activity is a cooperative process of 
neurons and the synchronization plays a vital role in solving the so-called binding 
problem of information processing in the brain.  

Irregular bursting chaos is seen in the Hindmarsh-Rose (HR) model. The HR model 
was constructed from voltage clamp data to provide a simple description of the 
patterned activity seen in molluscan neurons. Wang and Perez [9] investigated the time 
interval sequences and the spatiotemporal patterns of the firings of coupled neuronal 
network in 1993. Recently, phase synchronization of two linearly coupled chaotic 
neurons [10], chaos controlling [12] in the model of HR neurons have been extensively 
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investigated. A phenomenon of enhancement of neural synchrony by time delay was 
uncovered in a network of HR neuronal oscillators with time-delayed coupling [14] 

We have noticed that synchronization of chaos and hyperchaos are principally 
studied by using the same linear function of variables from each chaotic oscillator to 
couple other chaotic oscillators in departed research. Pecora and Carroll gave master 
stability function for any linear coupling of oscillators [3]. Ali and Fang used nonlinear 
coupling feedback functions such as triangle functions and their linear superpositions 
for synchronization of chaotic and hyperchaotic systems [4]. So far, real forms of 
coupling functions of linked neurons in neural networks are not clear. It maybe is linear 
coupling functions such as in literature [10]. Furthermore, due to the complexity of 
information processing in brain, it is greatly possible to possess nonlinear coupling 
function. In this letter, we report a phenomenon of chaotic synchronization in a HR 
neural network with nonlinear coupling feedback functions that is specially 
constructed. A method (SC method) based upon the stability criterion of linear systems 
for synchronizing chaotic systems was proposed by Yu and Liu in 2003 [6], and is 
expanded here. In this letter, we focus the attention on the synchronization problem of 
units of networks linked by special nonlinear coupling function with matrix of all-to-all 
coupling coefficients. Networks of HR neurons are taken as numerical examples to 
discuss synchronization behavior of neurons. The phenomenon of stable chaotic 
synchronization has been found in a certain region around reference value of coupled 
strength. General master stability equations are given to examine the stability of 
synchronous state.  

2   Chaotic Synchronization of Two Coupled Systems 

We consider a chaotic continuous system described by  

))(()( tt XFX = . (1) 

where nt R∈)(X  is a n -dimensional state vector of the system, and 
nn RR →:F  defines a vector field in n -dimensional space. We suitably 

decompose the function ))(( tXF  as  

))(())(()( ttt XDXGX −= . (2) 

where function )())(( tt XXG A=  is specially disposed as the linear part of 

))(( tXF , and is required that A  is a full rank constant matrix, all eigenvalues of 

which have negative real parts.  Function ))(())(())(( ttt XGXFXD −=− is the 

nonlinear part of ))(( tXF , and is called as the nonlinear coupling feedback function. 

Then the system (1) can be written as 

))(()()( ttt XDXX −= A . (3) 
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We construct a nonlinear coupling between two chaotic systems by the difference of 

feedback functions ))(( 1 tXD and ))(( 2 tXD  as follows 

))](())(([))(()()( 21111 ttttt XDXDXDXX −α+−= A . (4) 

))](())(([))(()()( 12222 tXtXtXtt DDDXX −α+−= A . (5) 

where α are the coupling strengths. The systems (4) and (5) are driver and response 
systems each other and they are symmetrically coupled. The synchronization error 

between system (4) and system (5) is defined as )()()( 21 ttt XXe −= . The 

evolutional equation of the difference )(te  is determined via the linear approximation 

as follows  

e
X
D

e ])12([)(
∂
∂−α+= At . (6) 

Obviously the zero point of )(te corresponds to the equilibrium point. The 

synchronization between 1X  and 2X can be achieved as 12 =α=γ . Since all 

eigenvalues of the matrix A  have negative real parts mentioned as before, according 
to the stability criterion of linear system ee A= , the zero point of synchronization 

error is asymptotically stable and )(te  tends to zero when ∞→t . Then the state 

vectors )(1 tX and )(2 tX  of systems (4) and (5) are completely synchronized. We 

notice that the calculation of conditional Lyapunov exponents is not necessary in 
stability analysis of synchronization when 12 =α  is satisfied. When 12 ≠α , the 
synchronization is stable only when all conditional Lyapunov exponents are negative, 
and it can be examined by solving Eqs.(4),(5) and (6) simultaneously. 

3   Chaotic Synchronization of HR Neural Network 

In order to show the applicability of the proposed approach further, attention is now 
focused on neural networks. As a network constructed by coupling two neurons 
nonlinearly, we consider a model of Hindmarsh-Rose neuron described by the 
following equations of motion  

))((

2

23

zxxSrz

ydxcy

zIbxaxyx ext

−−=
−−=

−++−=

 (7) 

where x is the membrane potential, y is a recovery variable associated with fast 

current, z is a slowly changing adaptation current. Here 0.1=a , 0.3=b , 0.1=c , 
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0.5=d , 0.4=S , 006.0=r , 56.1−=x , and extI  is the external current input, 

0.3=extI . Then the system (7) exhibits a multi-time scaled burst-spike chaotic 

behavior (see Fig.1).  

x x

 
(a)                                                                   (b) 

Fig. 1. (a) The chaotic attractor of the single HR neuron in ),( xz  projection (b) Chaotic 
spike/burst time series of membrane potential x  

Considering a network of two HR neurons connected by coupling nonlinear 
feedback functions as 
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−α+−−=

+−+−+−α+−++−=
 (8) 
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zxxSrz
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−−=
−α+−−=

+−+−+−α+−++−=
 (9) 

where the matrices A  and D(x) can be considered as 

           

−
−

−−
=

rrS 0

010

111

A , +−
−−+−

=
xrS

dxc

Ibxaxx
2

23

)( XD ,  

where the matrix A  has negative real eigenvalues )031.0,975.0,1( −−− . 

The result of synchronization error )()()( 211 txtxte −=  with different initial 

condition 0.3)0(,3.0)0(,3.0)0( 111 === zyx , 35.0)0(2 =x , 3.0)0(2 =y , 
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0.3)0(2 =z and coupling strengths 5.0=α , are shown in Fig.2 (a). It converges to 

zero rapidly with evolution of the time. Thus the chaotic synchronization of system (8) 
and (9) is achieved. The synchronized state is asymptotically stable in the case of 

12 =α . Fig.2 (b) shows the plot of the maximum Lyapunov exponent with various 
values of α=γ 2  for determining the stability of synchronized state. The maximum 

Lyapunov exponents are negative when ]22.1,53.0[∈γ , therefore the synchronized 

state is stable. While γ  exceeds from the region ]22.1,53.0[ , the maximum 

Lyapunov exponents are all positive, and there is no any stable region of synchronized 
states. We see from Fig.2(b) that there is a region of stability around 1=γ , where two 

HR neurons coupled can be synchronized completely. Therefore 1=γ  can be 

considered as a reference value of stability coupling strength. It is important to choice 
of coupling strength γ . 

   
γ

λ

 

(a)                                                                      (b) 

Fig. 2. Results of synchronization two chaotic HR neurons when 5.0=α  (a) Time history of 

synchronization error 
1

e  (b) 
max

λ  vs γ  

In addition, we also consider the influence of noise to synchronization of coupling 
neurons. Adding term εξ  to the right-hand side of the first equation in equations (8), 

where ε  indicates level of noise, and ξ is a random function, having mean value 0 and 

mean-squared value 1. Fig.3(a)-(b) shows the time histories of logarithm of 

synchronization error 1e  influenced by noise with two different levels of noise 

001.0=ε  and 01.0=ε  respectively. We can see that the synchronization error 1e  

achieves less than 310−  eventually when 01.0=ε  from Fig.3(a), the synchronization  
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(a) 01.0=ε                              (b)  001.0=ε  

Fig. 3. The time history of the synchronization error 
110log e  

error 1e  achieves less than 410−  when 001.0=ε  from Fig.3(b). The efficiency and 

robustness of this method are shown even if with the influence of noise.  
We now consider a network of coupled nonlinearly by N  Hindmarsh-Rose neurons 

as follows 

))(())(()()( tGttt j

N

j
ijiii XDXDAXX α+−= , (10) 

where α  is the coupling strength. G  is the matrix of coupling coefficients { }ijG  and 

the sum 0=
N

j
ijG . The connectivity of HR neurons each other can be modeled by 

suitable choice of G . )(XD  is a nonlinear coupling function mentioned before. The 

connective matrix of G  for all-to-all coupling has all elements equal to 1 for 

)( jiGij ≠ and 1−N  for iiG .         

Let 12,1,1 −=−= + Niiii XXe . The evolutional equations of difference 

between i th neuron and it’s neighbor 1+i  th neuron can be written via the linear 

approximation as 

ialli Nt e
X
D

Ae ])1([)(
∂
∂−α+=  , 1,,2,1 −= Ni . (11) 

Obviously the zero point of synchronization error )(te is asymptotically stable and 

)(te  tends to zero when ∞→t  for Nall /1=α . Then the neurons 
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)(tiX and )(1 ti+X  of the HR neural network (10) can achieve complete 

synchronization. We notice that evolutional equations (11) are the same for all the 

synchronized errors ie  for all-to-all coupling. To examine the stability of synchronized 

states, it is enough to calculate only i th stability equation in equations (11). Thus it 
simplifies the calculation process remarkably. The evolutional equations (11) of the 
errors have a simple form. Giving a coupling strength α , we can calculate the 
maximum conditional Lyapunov exponents to determine the stability of synchronized 

state. While Nall /1=α  for all-to-all coupling, the stability of synchronization holds 

without calculation of the maximum Lyapunov exponents.  
In the case of 3=N , by numerical calculation, we obtain a stability region 

]407.0,177.0[∈αall  around 3/1=αall in which all of the maximum Lyapunov 

exponents are negative and three HR neurons nonlinearly coupled can be synchronized 

completely. Therefore 3/1=αall  can be regarded as a reference value of stability 

coupling strength when 3=N . We also find that the phenomenon of the phase 

synchronization occurs in ]17.0,11.0[∈αall  in which although the state variables of 

three neurons can’t achieve synchronization completely, but they posses the same 
phase )(tφ . Using the method proposed in literature [10], the phase of the HR neural 

model can be defined as )]/()arctan[()( 12 cc sxsyt −−=φ , where the point 

),( 12 cc ss  within the rotation center and is selected to be (0,0) in this letter. The phases 

of three chaotic coupled neurons are illustrated in Fig4 (a), and the time histories of the 

state variables 3,2,1, =ixi  are shown Fig.4 (b) when 15.0=αall . Obviously, they 

are not identical synchronization, but they are synchronization of phase.  

The plot of the maximum Lyapunov exponents with various coupling strength allα  

is given in Fig.5 for all-to-all coupling when 10=N . It is shown that the shape of the 

curves in Fig.2(b) and Fig.5 are the same, but values of the coupling strength allα  in 

Fig.5 are 1/10 times γ  in Fig.2(b) for the same Lyapunov exponent. While the region 

]122.0,053.0[∈αall of stability of ten coupling neurons is 1/5 times the region 

]61.0,265.0[∈α  of stability of two coupling neurons in Eq. (8) and Eq. (9). The 

time history of state component )(tx  of ten neurons with 1.0=α  is shown in Fig. 6. 

It is easy to see that the chaotic synchronization of network can be achieved. 
Comparing Eq. (11) with Eq. (6), we find that there is a relationship between them, 

which is Nall /2α=α  for the same Lyapunov exponent. Knowing this is very 

important; we can estimate the region of stability of numerous neurons coupled by 
coupling matrix from only estimating the region of stability of two neurons. Besides we 
find that in order to achieve synchronization of a great deal coupling neurons in a 
network, we only need very low coupling strength. The relationship between coupling 
strength and number N of coupling neuron is the inverse ratio. 
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Fig. 4. (a) Time histories of the phase  (b) Time histories of the state x  with 15.0=α , 3=N  
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4   Conclusions 

In this letter, a new approach of chaotic synchronization through a mutual nonlinear 
coupling function between the units of HR neural network is proposed. The method 
expands SC method [6] based on the stability criterion. The evolutional equations of 
difference for all-to-all coupling HR neurons are given, and it has very simple form. 
The stable chaotic synchronization can be achieved without the requirement to 
calculate the maximum Lyapunov exponent when the coupling strength is taken as 
reference value, and there is a stability region around it. We find that the phenomenon 
of the phase synchronization occurs in a certain region of coupling strength in the case 
of networks with three neurons. It is shown that the proposed method is effective for 
chaotic synchronization of neural network systems and it is robust even if with relative 
large noise. It is also shown that the stability region of numerous coupling neurons can 
be expected from estimating stability region of two coupling neurons only. Besides, we 
also find that with increasing of the number of the coupled neurons, the coupling 
strength satisfying stability equation of synchronization decreases in the case of 
all-to-all coupling.   
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Abstract. The paper proposes an edge-effect training multi-class fuzzy 
support vector machine (EFSVM). It treats the training data points with 
different importance in the training process, and especially emphasizes primary 
contribution of these points distributed in edge area of data sets for 
classification, and then assigns them greater fuzzy membership degrees, thus 
assures that the nearer these points are away from edge area of training sets and 
the greater their contribution are. At the same time EFSVM is systematically 
compared to two other fuzzy support vector machines and a Levenberg-
Marquardt-based BP algorithm (LMBP). The classification results for 
both Iris data and remote sensing image show that EFSVM is the best and 
may effectively enhance pattern classification accuracy.  

1   Introduction 

During recent years, Artificial Neural Networks (ANNs) have become valuable tools 
to extend the repertoire of statistical methods [1-2] Typical fields are pattern 
classification and nonlinear interpolation based on learning from examples. But neural 
network models are based on the so-called Empirical Risk Minimization principle, 
and the training phase is aimed at achieving the minimum of the error rate on a given 
training set. A drawback of this approach is the fact that it does not guarantee good 
generalization ability, and the error probability of the classifier on patterns can be 
significantly higher than the error rate achieved on the training set.  

Recently, Vapnik and his co-workers developed a new kind of classifiers, namely 
the Support Vector Machines (SVMs) [3-4]. SVMs is a general algorithm based on 
the guaranteed risk bounds of statistical learning theory, i.e., the so-called Structural 
Risk Minimization (SRM) principle. SVMs have been gained wide acceptance due to 
their high generalization ability for a wide range of applications and better 
performance than other traditional learning machines [5]. In addition, SVMs have 
been applied to many pattern classification or recognition fields, such as isolated 
handwritten digit recognition [5], and spatial data analysis [6]. 

However, as those remarks in [7] and [8], the SVMs are very sensitive to outliers 
and noise, and easily lead to overfitting phenomenon. So in [9], the author proposes a 
fuzzy support vector machines (FSVM) which introduces fuzzy membership degree 



74 C.-f. Li, L. Xu, and S.-t. Wang 

for training data set to make the influence of training data for classification comes to 
decrease as it is farther from class center. But that the goal of the SVMs is to find the 
“optimal” hyper-plane that separates without errors the training set, and at the same 
time to maximize the distance, named “margin”, between the samples points and the 
hyper-plane. In SVMs, the “optimal” classification hyper-plane is mainly decided by 
these samples, which are with nearer distance away from it, namely the support 
vectors. That is to say, the support vectors usually locate in the edge area of training 
samples set and are generally farther from their class center. If we utilize the method 
described in [9] to decide fuzzy membership degree value, which will greatly 
decrease the influence of these points distributing in edge area of data sets, and thus 
possibly lead to gain a hyper-plane deviating from the optimal classification plane and 
reduce classification performance of SVMs. 

The paper also treats the training data points with different importance during the 
training process, but the idea is different from [9]. Our study especially emphasizes 
the central contribution to classification of these samples distributing in edge area of 
data sets. Greater fuzzy membership degree is assigned to these training samples 
locating in edge area, which insures that the nearer these samples are away from edge 
area of training data sets, the greater their effect to classification results is, and we 
named it as an edge-effect training fuzzy SVMs (EFSVM). 

The outline of the paper is as follows: An Introduction of SVM and EFSVM is 
respectively given in Subsection 2.1 and 2.2. In 2.3 we discuss multi-class fuzzy 
SVMs. In Section 3, a Levenberg-Marquardt-based BP algorithm (LMBP) is 
introduced. In Section 4 experiment and comparison is finished for Iris data and 
remote sensing image classification among SVM, FSVM, EFSVM and LMBP 
classifier. Conclusions are drawn in Section 5. 

2   Support Vector Machines for Classification 

2.1   Overview of Support Vector Machines

In this Section we shortly review some basic work on SVMs for classification 

problems [4][5]. Given a training set of N data points { }N

iii yx 1, = , where n
i Rx ∈  is 

the input and yi∈{-1, 1} is the corresponding desired output, and the support vector 
method aims at constructing a classifier of the following form: 

+=
SV

jiii bKySgnf 0),()( xxx α  (1) 

where ia  are positive real constants and 0b  is a real constant. For ),( ⋅⋅k  kernel 

function typically has the following choices: d
ii xxK ]1)[(),( +⋅= xx (polynomial 

kernel SVM of degree d); 
22

2/),( σix
i exK −−= xx (RBF kernel SVM); 

))(tanh(),( δ+⋅= ii xxvxK x  (Sigmoid kernel SVM), where d, σ , δ  are all 

constants. The classifier is constructed as follows. One assumes that  
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where )(⋅ϕ  is a nonlinear function that maps the input space into a higher 

dimensional space. However, this function is not explicitly constructed. In order to 
have the possibility to violate (2), in case a separating hyper-plane in this higher 

dimensional space does not exist, thus variable iξ  are introduced such that 

liby iiii ,...,101))(( =≥−≥+⋅ ξξϕ xw  (3) 

According to the SRM principle, the risk bound is minimized by formulating the 
following optimization problem. 
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2.2   Edge-Effect Training Fuzzy SVMs Classifier 

The classical training algorithm of a support vector method usually doesn't treat the 
training data points with different importance. This paper considers the different 

contribution of the different training points and introduces a fuzzy factor is  that 

stands for the membership degree of this point attaching to a class. It is defined as 
follows: 

2
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where x  is the class center obtained by calculating the average value of its training 
point, and σ  is the constant whose value is decided according to practical problems. 
where 10 ≤< is , and when ix  is farer from its clustering center, and is  is smaller, 

and the corresponding probability that ix  belongs to this class is also smaller.  

Considering the edge points (mainly support vectors) have bigger contributions to 
classification results in a data set without noise, so we define ii su /1= , thus the 

nearer the samples is away from edge area in training data set, and the bigger the iu  

value is, and the greater their effect to classification result is. Thus adding an 
attribution iu  to the training data set, namely iii uyx ,, . In order to optimize the 
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margin slack vector, we need to introduce slack variables iξ  to allow the margin 

constraints to be violated, i.e. 
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At last the edge-effect training SVM method can be accomplished by the following 
quadric programming procedure. 
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We can solve (8) by using the same SVM algorithm as stated in Subsection 2.1. 

2.3   Multi-class Fuzzy SVMs 

At present fuzzy SVMs has two versions, and one introduces fuzzy factor during the 
training procedure [9], and the other does fuzzy post-processing for both mixed and 
missed points after classification [10]. The first version is adopted in this paper. 

How to extend two-class problems to multi-class problems for SVMs is one 
important issue. Several methods have been proposed, such as one-against-one, one-
against-all, and directed acyclic graph SVM (DAGSVM)[11] [12]. The computational 
cost of the one-against-all method is small, so the paper adopts one-against-all 
method, which firstly decomposes a multi-class problem into a two-class problem and 
then train again by SVMs. For a N-classification problem, we need to construct N 
classifiers, and each classifier recognizes one class. 

3   Levenberg-Marquardt-Based BP Network 

Feed-forward networks trained by back-propagation algorithm (Rumelhart, Hinton & 
Williams, 1991) and its variants are very popular. However the classical gradient 
descent BP algorithm suffers from its slow convergence, many scholars proposed 
their improved algorithm, and the Levenberg-Marquardt optimized algorithm is one 
of the most widely used algorithms. 

In the back-propagation algorithm weight update rules are given by 

kkk www ∆+= −1  
(9) 

This algorithm performs steepest descent in the connection weight space and an 
error surface defined by 



 A Comparative Study on Improved FSVM and LMBP Network 77 

22
)(

2

1
)(

2

1
)( −==

k
kk

k

otwewE  (10) 

Suppose  

][ ,)(,),(),()( 21
T

n wewewewe =  (11) 

Then 

)()()( wewJwE T=∇  (12) 

)()()()(2 wSwJwJwE T +=∇  (13) 

∇=
i

ii wewewS )()()( 2  (14) 

where )(2 wE∇ stands for Hessian matrix of error function, and )(wE∇ stands for 

gradient, and )(wJ  is Jacobian matrix. 

As for Newton’s method, its update rule is  

[ ] )()(
12 wEwEw ∇∇−=∆ −

 (15) 

When being close to a solution 0)( ≅wS , and here weight update rule of Gauss-

Newton method is: 

[ ] )()()()(
1

wewJwJwJw TT −
−=∆  (16) 

Levenberg-Marquart algorithm is a blend of Gradient descent and Gauss-Newton 
iteration (Ananth Ranganathan, 2004), whose update rule is given as 

[ ]( ) )()()()()()(
1

wewJwJwJdiagwJwJw TT −+−=∆ λ  (17) 

where )()( wJwJ T  is the Hessian matrix evaluated at wi. This update rule is used as 

follows. If the error goes down following an update, it implies that our quadratic 
assumption on e(w) is working and we reduce λ  (usually by a factor of 10) to reduce 
the influence of gradient descent. On the other hand, if the error goes up, we would 
like to follow the gradient more and so λ  is increased by the same factor. The 
Levenberg-Marquardt algorithm is thus (Ananth Ranganathan, 2004) -  

Step 1: Do an update as directed by the above rule. 
Step 2: Evaluate the error at the new parameter vector. 
Step 3: If the error has increased as a result of the update, then retract the step (i.e. 

reset the weights to their previous values) and increase λ  by a factor of 10 or some 
such significant factor. Then go to Step 1 and try an update again. 

Step 4: If the error has decreased as a result of the update, then accept the step (i.e. 
keep the weights at their new values) and decrease λ  by a factor of 10 or so. 
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Levenberg-Marquardt optimized algorithm converges very quickly and works 
extremely well in practice. The only flaw is its need for matrix inversion as part of the 
update, and its cost for computation and memory are much high.  

4   Experimental Results and Analysis 

4.1   Iris Data Classification Results 

The Iris data set is with 150 random samples of flowers from the iris species Setosa, 
Versicolor, and Virginica collected by Anderson (1935), and contains 3 classes of 50 
instances each. One class is linearly separable from the other 2, and the latter are not 
linearly separable from each other.  

We randomly choose 20 samples for training from each class, the other 30 for 
testing, and compare above LMBP (our adopted network structure is that number of 
input layer nodes is 3, number of single hidden nodes is 9 and number of output layer 
nodes is 3) and three kinds of SVMs algorithm (namely SVM, FSVM, and EFSVM, 
here SVM adopts RBF-kernel function and SMO algorithm) and obtain classification 
results shown in table 1(hereinto the results of LMBP classifier is the average value of 
five times experimental results).  

From table 1, we can find that as for Iris-Setosa all the above four kinds of 
classifier can recognize well and truly, and as for Iris-Versicolor the several classifier 
is the same and classification accuracy only reach 93.3%, however as for Iris-Virginia 
they is a little different and only the best EFSVM classifier reach 100%. As a whole 
EFSVM is superior to FSVM, and FSVM is better than SVM, and SVM is close to 
LMBP classifier in Iris data set, but the mixed and missed samples via SVM classifier 
may be reclassified by fuzzy post-processing to enhance classification accuracy [10]. 

Table 1. Comparison for Iris data classification results 

Model 
    Results 
Categories 

Classifier1 
Setosa  

Classifier2 
(Versicolor) 

Classifier3 
(Virginia) 

Mixed and 
Missed 

Accuracy 
(%) 

Setosa 30 0 0 0 100 

Versicolor 0 28 1 1 93.3 SVM 

Virginia 0 2 28 2 93.3 

Setosa 30 0 0 0 100 

Versicolor 0 28 1 2 93.3 FSVM 

Virginia 0 1 30 1 96.7 

Setosa 30 0 0 0 100 

Versicolor 0 28 2 2 93.3 EFSVM 

Virginia 0 0 30 0 100 

Setosa 30 100 

Versicolor 28 93.3 LMBP 

Virginia 28 93.3 
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4.2   Remote Sensing Image Classification Results 

An experimental image sampled from satellite TM, which covers Xuzhou city area in 
China. We make use of band 3, band 4 and band 5 to identify land-use categories. The 
size of the study area is 220x200 pixels. 

According to the terrain map, analyzing the image visually, we divide it into 6 
categories, namely road (thereinafter as A class), city area (thereinafter as B class), 
agriculture land (thereinafter as C class), green-land (thereinafter as D class), 
woodland (thereinafter as E class), water area (thereinafter as F class), and then 
choose samples for A class, 3905 for B class, 1949 for C class, 362 for D class, 2706 
for E class and 1494 for F class by manual. From these samples data sets we 
randomly choose 100 as training samples from each class again, and then train and 
test. As for above three SVMs method we respectively construct six classifiers each, 
and classifier 1 distinguishes A class from other five categories, and classifier 2 
distinguishes B class from other five categories, and the other is analogical. 

In order to test performance of our proposed EFSVM method, we respectively use 
above four kinds of methods to compare. At first we use SVM SMO quick algorithm 
to obtain classification results shown in table 2 (herein average accuracy calculational 

equation is 
samplesoverall

samplesmissedandmixedsamplesoverall − ), and then use FSVM to obtain 

classification results shown in table 3, and use EFSVM to gain classification results 
shown in table 4. All above three results are the optimal value obtained by using 
suitable parameter (i.e., first training by training samples, and then testing by test 
samples to adjust sample sets again and again until gaining an appropriate 
parameters). At last for further comparison we also use LMBP algorithm to obtain 
classification results shown in table 5 (our adopted LMBP network structure is that 
number of input layer nodes is 3, number of single hidden nodes is 13 and number of 
output layer nodes is 6). 

Table 2. The test results of SVM classifier for remote sensing data 

     Results 
Categories 

Classifie
r 1   (A) 

Classifier 
2   (B) 

Classifier 
3   (C) 

Classifie
r 4   (D) 

Classifier 
5  (E) 

Classifier 
6  (F) 

Missed 
and 

Mixed 

Accuracy 
(%) 

A class 
679  658 14 1 0 0 0 22 96.76 

B class 
3905  

321 3477 0 0 1 19 455 88.35 

C class 
1949  

4 0 1939 7 0 0 17 99.13 

D class 
362  

2 0 12 313 0 0 49 86.46 

E class 
2706  

1 15 26 0 2601 77 137 94.94 

F class 
1494  

0 5 0 0 43 1400 97 93.51 

Average 
Accuracy 

93.0% 
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Table 3. The test result of FSVM classifier for remote sensing data 

     Results 
Categories 

Classifier 
1   (A) 

Classifier 
2   (B) 

Classifier 
3   (C) 

Classifier 
4   (D) 

Classifier 
5  (E) 

Classifier 
6  (F) 

Missed 
and 

Mixed 

Accuracy 
(%) 

A class 
679  669 10 1 0 0 0 14 97.94 

B class 
3905  

355 3494 0 0 1 19 445 88.60 

C class 
1949  

1 0 1939 5 0 0 11 99.44 

D class 
362  

1 1 9 322 0 0 40 88.95 

E class 
2706  

0 13 29 0 2614 76 127 95.31 

F class 
1494  

0 4 0 0 41 1402 97 93.51 

Average 
Accuracy 

93.38% 

 

Table 4. The test result of EFSVM classifier for remote sensing data 

    Results 
Categories 

Classifier  
1   (A) 

Classifier  
2   (B) 

Classifier  
3   (C) 

Classifier  
4   (D) 

Classifier  
5  (E) 

Classifier  
6  (F) 

Missed  
and  

Mixed  

Accuracy 
(%) 

A class 
679  659 27 1 1 0 0 30 95.58 

B class 
3905  

286 3627 0 0 1 19 317 91.88 

C class 
1949  

2 0 1939 2 9 0 19 99.03 

D class 
362  

1 1 6 336 0 0 26 92.82 

E class 
2706  

1 3 25 0 2616 76 121 95.53 

F class 
1494  

0 6 0 0 36 1403 93 93.78 

Average 
Accuracy 

94.54% 

From table 2, table 3, table 4 and table 5, we can find that SVM classifier is 
superior to LMBP classifier and exceed 2.34%; and EFSVM classifier is superior to 
two other kinds of SVM method and exceeds 1-1.5%. All these data show that edge-
effect training SVMs effectively reduces the number of mixed and missed samples 
after classification, and also exhibits the central contribution to classification of edge 
samples. 
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Table 5. The test result of LMBP classifier for remote sensing data 

        Results 
Categories 

A class B class C class D class E class F class 

A class 653 277 0 1 0 1 

B class 22 3392 186 1 1 3 

C class 0 178 1708 9 3 4 

D class 0 32 24 285 8 11 

E class 2 10 9 54 2579 33 

F class 2 16 22 12 115 1442 

Accuracy 96.17 86.86 87.63 78.73 95.31 96.52 

Average 
accuracy 

90.66 

5   Conclusions 

The paper proposes a kind of edge-effect training multi-class fuzzy SVMs, and at the 
same time systematically compared it to SVM, FSVM and LMBP algorithm. The 
classification results for both Iris data and remote sensing image show that SVM 
classifier is superior to LMBP classifier; and EFSVM classifier is superior to two 
other kinds of SVMs and may enhance classification accuracy.  
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Abstract. The paper presents an input-expansion-based improved method for 
general regression neural network (GRNN) and BP network. Using second-
order inner product function or Chebyshev polynomial function to expand input 
vector of original samples, which makes input vector mapped into a higher-
dimension pattern space and thus leads to the samples data more easily 
separable. The classification results for both Iris data and remote sensing data 
show that general regression neural network is superior to Levenberg-
Marquardt BP network (LMBPN) and moreover input-expansion method may 
efficiently enhance classification accuracy for neural network models. 

1   Introduction 

During recent years, Artificial Neural Networks (ANNs) have become valuable tools 
to extend the repertoire of statistical methods. Typical fields are pattern recognition 
and nonlinear interpolation based on learning from examples [1]. Most popular 
models are feed-forward networks trained by back-propagation algorithm and its 
variants [2]. But single gradient descent BP algorithm suffers from its slow 
convergence problems, many scholars proposed their improve algorithm [3], such as 
self-adaptation of learning rate, adding a momentum term, Quasi Newton method, 
conjugate gradient method, and Levenberg-Marquardt (LM) optimized method etc. 
But they are not universal and still have some limitations. 

These limitations can be overcome with the general regression neural network. 
(GRNN) proposed by Specht D. F. [4]. That does not require an iterative training 
procedure as in back propagation method. It approximates any arbitrary function 
between input and output vectors to draw the function estimate directly from the 
training data. Furthermore, it is consistent; that is, as the training set size becomes large, 
the estimation error approaches zero, with only mild restrictions on the function [5]. 

In this paper, the performance of LMBPN (the widely used algorithm in BP 
models) and of GRNN is systematically compared for pattern classification, in 
addition we present an input-expand-based improve method for above two neural 
network model. 

The outline of the paper is as follows: An Introduction of LMBPN is given in 
Section 2. In Section 3 we discuss GRNN and its architecture. An Input-Expansion-
based method for neural network models is introduced in Section 4. In Section 5 
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experimental comparison and analysis is finished for Iris data and remote sensing 
image classification among several neural network classifier. Conclusions are drawn 
in Section 6. 

2   Levenberg-Marquardt-Based BP Network 

BP Network is a typical multiplayer feed forward network, and schematic diagram of 
single hidden layer BP network architecture is presented in Fig.1. 

 

Fig. 1. Schematic diagram of a single hidden layer BP network architecture 

The standard BP algorithm is based on the gradient descent algorithm, and its 
weight update rules are given by: 

kkk www ∆+= −1  (1) 

The algorithm performs steepest descent in the connection weight space and an 
error surface defined by: 
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where )(2 wE∇ stands for Hessian matrix of error function, and )(wE∇ stands for 

gradient, and )(wJ  is Jacobian matrix. 

As for Newton’s method, its update rule is  
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When being close to a solution, and 0)( ≅wS , and here weight update rule of 

Gauss-Newton method is: 
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Levenberg-Marquardt algorithm is a blend of Gradient descent and Gauss-Newton 
iteration (Ananth Ranganathan, 2004), whose update rule is given as 

[ ]( ) )()()()()()(
1

wewJwJwJdiagwJwJw TT −
+−=∆ λ  (9) 

where )()( wJwJ T  is the Hessian matrix evaluated at wi. This update rule is used as 

follows. If the error goes down following an update, it implies that our quadratic 
assumption on e(w) is working and we reduce λ  (usually by a factor of 10) to reduce 
the influence of gradient descent. On the other hand, if the error goes up, we would 
like to follow the gradient more and so λ  is increased by the same factor. The 
Levenberg-Marquardt (LM) algorithm is thus (Ananth Ranganathan, 2004) -  

(1) Do an update as directed by the rule above. 
(2) Evaluate the error at the new parameter vector. 
(3) If the error has increased as a result the update, then retract the step (i.e. reset 

the weights to their previous values) and increase λ  by a factor of 10 or some such 
significant factor. Then go to (1) and try an update again. 

(4) If the error has decreased as a result of the update, then accept the step (i.e. 
keep the weights at their new values) and decrease λ  by a factor of 10 or so. 

LM method converges very quickly and works extremely well in practice. The only 
flaw is its need for matrix inversion as part of the update, and its cost for computation 
and memory are much high.  

3   Generalized Regression Neural Network  

Generalized Regression Neural Network is a new type of Neural Network proposed 
by Donald F. Specht in 1991. Compared with the BPNN, GRNN has a lot of 
advantages [4] [6] that the weights of each layer and the number of hidden layer 
nodes can be definite only by the training samples; and it needn’t iteration during 
training; when network operating mode changes we only need to modify the 
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corresponding training samples and reconstruct network. That is to say, it has a better 
generalization [5]. 

The GRNN is used for estimation of continuous variables, as in standard regression 
techniques. It is related to the radial basis function network and is based on 
established statistical principles and converges with an increasing number of samples 
asymptotically to the optimal regression surface. 
Suppose the vector x and scalar y are random variants, and X and Y are observation 
values, and f (x, y) is defined a joint continuous probability density function. If the 
f(x, y) is known, then the regression [5] of y on x is given by : 

[ ] ∞
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When the density f(x, y) is not known, it must usually be estimated from a sample 

of observations of x and y. The probability estimator ),( yxf
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where m is the dimension of the vector variable x, and n is the number of sample 
observations, and σ  is the spread parameter. 

Defining the scalar function 2
iD   

)()(2
iii xxxxD −−= Τ

 (12) 

And performing the indicated integrations yields the following: 
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Schematic diagram of GRNN architecture is presented in Fig.2. Differing from the 
LMBPN, the GRNN consists of four layers: input layer, pattern layer, summation 
layer and output layer. The input layer has m units and receives the input vector. The 
pattern layer has n units, which calculates and outputs the value of kernel function 

−
2

2

2
exp

σ
iD

. The summation layer has two units, and its output is the value of 
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Fig. 2. Schematic diagram of GRNN architecture 

 

Fig. 3. Schematic diagram of Input-Expansion GRNN architecture 

4   The Expansion Method of Input Vector 

In traditional neural network model input vector are only multiplied weight value and 
then straight sent to the hidden layer for processing. The idea of the paper is different, 
and we firstly use nonlinear function to expand the input vector, which makes it be 
mapped into a higher-dimension vector space and leads to the sample sets more easily 
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separable. Supposing (,, ... ,) is original input vector, and is a nonlinear function, and 
(here ) is the vector after expansion. The used  function need satisfy separability of 
input pattern, and the paper uses second-order inner product function (namely  ()) and 
Chebyshev polynomial function (namely ) to compare and test their effect. Schematic 
diagram of Input-Expansion GRNN architecture is shown in Fig.3, and schematic 
diagram of Input-Expansion BP network architecture is shown in Fig.4, both of them 
are only added an expanded layer after expansion. In the following text the 
classification results for Iris data and remote sensing data will show the advantage of 
expanded neural network models in section 5. 

 

Fig. 4. Schematic diagram of Input-Expansion BP network architecture 

5   Experimental Results and Analysis 

5.1   Iris Data Classification Results 

Iris data set is with 150 random samples of flowers from the Iris species Setosa, 
Versicolor, and Virginica collected by Anderson (1935), and contains 3 classes of 50 
instances each. One class is linearly separable from the other 2, and the latter are not 
linearly separable from each other.  

We randomly choose 20 samples for training from each class, the other 30 for 
testing, and compare above LMBPN, expanded LMBPN based on second-order inner 
product function (IELMBPN), expanded LMBPN based on Chebyshev polynomial 
function (CELMBPN); GRNN, expanded GRNN based on second-order inner 
product function (IEGRNN) and expanded GRNN based on Chebyshev polynomial 
function (CEGRNN) (Here our adopted LMBPN network structure is 4-6-3, of which 
number of input layer nodes 4 is the dimension of input vector, and number of output 
layer nodes 3 is recognized categories, and number of single hidden layer nodes 6 is 
received by trial and error. Adopted structure of IELMBPN is 10-6-3 and of 
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CELMBPN is 9-6-3, of which number of input layer nodes is the dimension of input 
vector after expansion, and the other is the same as LMBPN. Number of input layer 
nodes of GRNN or expanded GRNN is the same as corresponding LMBPN or 
expanded LMBPN). At last we obtain classification results as shown in table 1. 

From table 1, we can find that as for Iris-Setosa all the above six kinds of classifier 
can well and truly recognize, and as for Iris-Versicolor and Iris-Virginia GRNN is 
superior to LMBPN in classification accuracy, and input-expansion-based method is 
the best and may efficiently enhance classification effect. 

Table 1. Comparison for Iris data classification results 

Results 
Algrithms Iris-Setosa Iris-Versicolor Iris-Virginica 

LMBPN 100% 93.3% 93.3% 

IELMBPN 100% 95% 95% 

CELMBPN 100% 95% 95% 

GRNN 100% 97.5% 95% 

IEGRNN 100% 100% 95% 

CEGRNN 100% 100% 95% 

Table 2. The test results of LMBPN for remote sensing image classification 

    
Results 

C a t e
g o r i e
s  

Road City Field Green Hill Water

Accurac
(%) 

Overall 
Accuracy 

Time 
(s) 

Road 528 49 1 1 0 0 91.19 

City 136 1076 17 4 3 45 84.00 

Field 0 3 1838 0 0 0 99.41 

Green 0 2 6 281 0 0 97.23 

Hill 47 44 5 0 2388 123 91.60 

Water 0 2 2 11 17 1363 97.71 

93.4 16.3 

5.2   Remote Sensing Image Classification Results 

An experimental remote sensing image sampled from satellite TM, which covers 
Xuzhou city area in China. We make use of band 3, band 4 and band 5 to identify 
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land-use categories. The size of the study area is 220x200 pixels. According to the 
terrain map, analyzing the image visually, we divide it into 6 categories, namely road, 
city area, field, green-land, hill, water, and manually choose samples data set for six 
categories, and gain 300 samples for training, 8000 for testing. 

Whole experimental work is finished in Matlab environment, and our adopted 
LMBPN structure is 3-8-6, of which number of input layer nodes 3 is the number of 
bands for remote sensing image, and number of output layer nodes 6 is recognized 
categories, and number of single hidden layers nodes 8 is received by trial and error. 
Our adopted structure of IELMBPN is 10-8-6 and of CELMBPN is 9-8-6, of which 
number of input layer nodes is the dimension of input vector after expansion, and the 
other received is the same as above LMBPN. During whole training procedure we 
restrict that error goal is 0.001 and the maximal iteration number is 1000, respectively 
adopt above LMBPN, IELMBPN, and CELMBPN to train and obtain training 
convergent curve of three kinds of methods shown in Figure 5, Figure 6, and Figure 7. 
After finishing training, we use test samples to classify and gain classification results 
shown in table 2, table 3 and table 4, and whose data is the average value of 5 times 
experimental results.  

Table 3. The test results of IELMBPN for remote sensing image classification 

Results 
C a t e

g o r i e
s  

Road City Field Green Hill Water
Accuracy

(%) 
Overall 

Accuracy 
Time 

(s) 

Road 547 29 0 3 0 0 94.47 

City 114 1135 22 6 4 0 88.60 

Field 1 5 1812 31 0 0 98.00 

Green 1 1 0 287 0 0 99.31 

Hill 0 4 9 29 2512 53 96.36 

Water 0 2 0 1 51 1341 96.13 

95.4 10.0 

Comparing table 2 with table 3 and table 4, we can find both IELMBPN and 
CELMBPN may quicken convergent velocity, and moreover enhance classification 
accuracy and exceed LMBP about 2%. The performance of IELMBPN is as much as 
of CELMBPN. All these data show input-expansion-based method is entirely 
effective.  

Number of input layer nodes of GRNN or expanded IEGRNN or CEGRNN is the 
same as corresponding LMBPN or expanded IELMBPN or CELMBPN. Number of  
their output layer nodes is 1). We use GRNN, IEGRNN and  CEGRNN to obtain 
classification results as shown in table 5, table 6 and table 7. 
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Table 4. The test results of CELMBPN for remote sensing image classification 

Results 
C a t e
g o r i

e s  

Road City Field Green Hill Water 
Accuracy

(%) 
Overall 

Accuracy 
Time 

(s) 

Road 548 31 0 0 0 0 94.65 

City 98 1164 4 2 9 4 90.87 

Field 3 1 1803 35 7 0 97.51 

Green 2 1 5 281 0 0 97.23 

Hill 3 11 5 4 2478 106 95.05 

Water 0 2 0 0 26 1367 97.99 

95.5 10.3 

 

Table 5. The test results of GRNN for remote sensing image classification 

Results 
C a t e

g o r i e
s  

Road City Field Green Hill Water 
Accuracy

(%) 
Overall 

Accuracy 
Time 

(s) 

Road 544 32 2 1 0 0 93.96 

City 93 1174 9 2 3 0 91.65 

Field 0 1 1795 53 0 0 97.08 

Green 1 1 0 287 0 0 99.31 

Hill 1 12 9 7 2578 0 98.89 

Water 0 5 1 1 70 1318 94.48 

96.2 9.7 

From table 5, table 6 and table 7, we can find both IELMBPN and CELMBPN 
only appreciably quicken convergent velocity and improve classification accuracy 
about 0.4% compared with GRNN. Compared with LMBP, GRNN have biggish 
advantage and exceed around 3% in classification accuracy. 
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Table 6. The test results of IEGRNN for remote sensing image classification 

Results 
C a t e g
o r i e s  

Road City Field Green Hill Water
Accuracy

(%) 
Overall 

Accuracy 
Time 

(s) 

Road 536 40 2 1 0 0 92.57 

City 78 1183 15 1 4 0 92.35 

Field 0 0 1822 27 0 0 98.54 

Green 1 0 1 287 0 0 99.31 

Hill 1 14 9 4 2568 11 98.50 

Water 0 5 2 0 60 1328 95.20 

96.6 10.9 

Table 7. The test results of CEGRNN for remote sensing image classification 

Results 
C a t e g
o r i e s  

Road City Field Green Hill Water
Accuracy

(%) Overall 
Accuracy 

Time 
(s) 

Road 535 41 1 2 0 0 92.40 

City 89 1172 13 4 3 0 91.49 

Field 0 0 1828 21 0 0 98.86 

Green 1 0 0 288 0 0 99.65 

Hill 0 15 8 0 2567 17 98.47 

Water 0 4 1 0 53 1337 95.84 

96.6 10.4 

6   Conclusions 

The paper systematically compares the performance of LMBP and GRNN in pattern 
classification, and experimental results show the definite advantage of GRNN over 
LMBP. At the same time an input-expansion-based improved method is presented for 
LMBP and GRNN. Using second-order inner product function or Chebyshev 
polynomial function to expand input vector of original samples, which may enhance 
separability of the sample sets. Classification results for Iris data and remote sensing 
data show input-expansion–based method is entirely effective for neural network 
models. 
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Abstract. An online gradient method with momentum for feedforward
neural network is considered. The learning rate is set to be a constant
and the momentum coefficient an adaptive variable. Both the weak and
strong convergence results are proved, as well as the convergence rates
for the error function and for the weight.

1 Introduction

Online gradient method (see e.g. [2][4]) has been widely used in training neural
networks, and the deterministic convergence property of it is also an important
topic to discuss (see e.g. [3][6][8][13]). To speed up and stabilize the training iter-
ation procedure, a momentum term [9] [10] is often added to the increment for-
mula for the weights. The convergence of the gradient method with momentum
is discussed in [1][12] under the restriction that the error function is quadratic
with respect to the weights. In [15] a criterion to choose the coefficient of the
momentum term is proposed and a corresponding convergence result is proved,
where the learning fashion of training examples is batch learning. In this paper,
an online gradient method with momentum for a two-layer feedforward neural
network with a linearly independent set of training examples is considered. Our
contribution in this paper is to prove the convergence of the resulting online
gradient method with momentum, whereas we do not assume the error function
to be quadratic with respect to the weights.

The rest part of the paper is organized as follows. In Section 2 we introduce
the online gradient method with momentum. In Section 3 we establish some
preliminary lemmas necessary for the proof of convergence of online gradient
method with momentum. In Section 4 we discuss the convergence property of
online gradient method with momentum. We set the learning rate η a constant
and the momentum coefficient τm,k an adaptive variable. Both the weak and
strong convergence results are proved. In Section 5 we give estimation of con-
vergence rates for both error function and weights. Finally, in section 6 we draw
a conclusion which summarizes the paper.

2 Online Gradient Method with Momentum

For a given set of training examples {ξj, Oj}Jj=1 ⊆ Rn × R, we describe the
neural network approximation problem as follows. Let g : R → R be a given

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 94–105, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Deterministic Convergence of an Online Gradient Method with Momentum 95

smooth activation function. For a choice of the weight vector w ∈ Rn, the actual
output of the neural network is

ζj = g(w · ξj), j = 1, ..., J (1)

where w · ξj represents the inner product. Our task is to choose the weight w
such that the difference |Oj − ζj | is as small as possible. A simple and popular
approach is to minimize the quadratic error function

E(w) :=
1
2

J∑
j=1

(Oj − ζj)2 =
1
2

J∑
j=1

(Oj − g(w · ξj))2 (2)

that is to look for w∗ ∈ Rn such that

E(w∗) = min
w∈Rn

E(w) (3)

The gradient method is often used to solve the minimization problem (3). Let
Ew(w) denote the gradient of the function E at w:

Ew(w) = −
J∑

j=1

(Oj − g(w · ξj))g′(w · ξj)ξj (4)

We point out that if g(x) = x, then the error function E(w) is quadratic with
respect to the weights w, that is the gradient Ew(w) is a linear function of
w. Convergence of this case has been studied in e.g. [1][7][11][12] among many
others. for nonlinear g(x) such as Sigmoidal type functions, E(w) is no longer
quadratic with respect to the weights w. In this paper we do not assume the
error function to be quadratic with respect to the weights, so it can be adequate
for more activation functions.

Denote
gj(t) :=

1
2
(Oj − g(t))2, j = 1, · · · , J (5)

then

E(w) =
J∑

j=1

gj(w · ξj) (6)

and

Ew(w) =
J∑

j=1

g
′
j(w · ξj)ξj (7)

Now we consider online gradient method with momentum. Given initial weights
w−1 and w0, online gradient method with momentum computes weights w itera-
tively by

wmJ+k = wmJ+k−1 − ηg
′
k(wmJ+k−1 · ξk)ξk + τm,k(wmJ+k−1 − wmJ+k−2)

k = 1, ..., J ; m = 0, 1, ...
(8)

where learning rate η is a positive constant and momentum coefficient τm,k is
an adaptive variable chosen by the following equation (13).
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Denote

∆wmJ+k−1 = wmJ+k−1 − wmJ+k−2, k = 1, ..., J ; m = 0, 1, ... (9)

p(m,k,i) = g
′
k(wmJ+i−1 · ξk)ξk, i, k = 1, ..., J ; m = 0, 1, ... (10)

Particularly when i = 1 denote

p(m,k) ≡ p(m,k,1) = g
′
k(wmJ · ξk)ξk, k = 1, ..., J ; m = 0, 1, ... (11)

Then (8) can be rewritten as

∆wmJ+k = τm,k∆wmJ+k−1 − ηp(m,k,k), k = 1, ..., J ; m = 0, 1, ... (12)

We choose the momentum coefficients τm,k as follows.

τm,k =

{
τ‖p(m,k)‖

‖∆wmJ+k−1‖ if ‖∆wmJ+k−1‖ �= 0

0 else
, k = 1, ..., J ; m = 0, 1, ... (13)

where momentum factor τ > 0 is usually smaller than learning rate η, in this
paper we set τ = η2, and ‖ · ‖ is the Euclidian norm.

For the convergence analysis of online gradient method with momentum, Sim-
ilar to [13], we shall need the following assumptions:

Assumption 1. |g(t)|, |g′
(t)| and |g′′

(t)| are uniformly bounded for t ∈ R.

Assumption 2. The set of training examples {ξk}Jk=1 is linearly independent.

Assumption 3. E(w) is uniformly convex, i.e., there exists a constant β1 > 0
such that

β1‖u− v‖2 ≤ (Ew(u)− Ew(v)) · (u− v), for any u, v ∈ Rn (14)

Remark 1. Denote Hessian matrix H(w) = Eww(w), from Assumption 1 and
Assumption 3 we know there exist constants β2 > 0, β3 > 0 such that

β2‖y‖2 ≤ yT Eww(w)y ≤ β3‖y‖2 (15)

for any y, w ∈ Rn (see also [15]).

Remark 2. Same to [13], one difficulty we met to prove the convergence of online
gradient method with momentum is the following equation:∥∥∥∥∥∥

J∑
j=1

vj

∥∥∥∥∥∥
2

≥ C

J∑
j=1

‖vj‖2, for any vj ∈ Rn, j = 1, ..., J (16)

which is certainly not possible for positive constant C in general. Nevertheless, we
observe that (16) is indeed true if {vj}Jj=1 is linearly independent. So Assumption
2 is set. The linear independence assumption on the training examples is satisfied
in some practical models. For example, it happens in vision problems (see [2])
where the dimension n of the weight vector w is often greater than the size J of
the set of training examples.
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3 Preliminary Lemmas

In this section we construct some lemmas which will be required for the proof
of convergence theorems.

Recall equation (6) we get

E(wmJ ) =
J∑

j=1

gj(wmJ · ξj) (17)

Using Taylor’s formula we expand gj(w(m+1)J · ξj) at wmJ · ξj as

gj(w(m+1)J · ξj) = gj(wmJ · ξj) + g
′
j(w

mJ · ξj)(w(m+1)J − wmJ ) · ξj

+ 1
2g

′′
j (tm,j)[(w(m+1)J − wmJ ) · ξj ]2

= gj(wmJ · ξj) + g
′
j(w

mJ · ξj)(w(m+1)J − wmJ ) · ξj + ρm,j

(18)
where tm,j lies in between wmJ · ξj and w(m+1)J · ξj , and we denote

ρm,j =
1
2
g

′′
j (tm,j)

[
(w(m+1)J − wmJ ) · ξj

]2
(19)

From (17) and (18) we get

E(w(m+1)J )−E(wmJ ) =
J∑

j=1

g
′
j(w

mJ · ξj)(w(m+1)J −wmJ ) · ξj +
J∑

j=1

ρm,j (20)

Notice

w(m+1)J − wmJ =
J∑

k=1

∆wmJ+k =
J∑

k=1

(τm,k∆wmJ+k−1 − ηp(m,k,k))

and
p(m,k,k) = p(m,k) + [g

′
k(wmJ+k−1 · ξk)− g

′
k(wmJ · ξk)]ξk

it exists

E(w(m+1)J ) − E(wmJ )
= J

j=1 g
′
j(wmJ · ξj) J

k=1 τm,k∆wmJ+k−1 − η J
k=1 p(m,k)

−η J
k=1[g

′
k(wmJ+k−1 · ξk) − g

′
k(wmJ · ξk)]ξk · ξj + J

j=1 ρm,j

= −η J
j=1 g

′
j(wmJ · ξj)ξj · J

k=1 p(m,k) + J
j=1 g

′
j(wmJ · ξj)ξj

· J
k=1 τm,k∆wmJ+k−1 − η J

j=1 g
′
j(w

mJ · ξj)ξj · J
k=1[g

′
k(wmJ+k−1 · ξk)

−g
′
k(wmJ · ξk)]ξk + J

j=1 ρm,j

= −η‖ J
k=1 p(m,k)‖2 + J

j=1 p(m,j) · J
k=1 τm,k∆wmJ+k−1 − η J

j=1 p(m,j)

· J
k=1[g

′
k(wmJ+k−1 · ξk) − g

′
k(wmJ · ξk)]ξk + J

j=1 ρm,j
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Denote

rm,k = [g
′
k(wmJ+k−1 · ξk)− g

′
k(wmJ · ξk)]ξk = p(m,k,k) − p(m,k) (21)

So we have

E(w(m+1)J )− E(wmJ )
= −η‖∑J

k=1 p(m,k)‖2 +
(∑J

j=1 p(m,j)
)
·
(∑J

k=1 τm,k∆wmJ+k−1
)

−
(
η
∑J

j=1 p(m,j)
)
·
(∑J

k=1 rm,k

)
+
∑J

j=1 ρm,j

(22)

Lemma 1. Let {ξj}Jj=1 be linearly independent, then there exists a constant
−1 < α < 1 such that for all (δ1, ..., δJ)T ∈ RJ , it holds the following estimates:∥∥∥∥∥∥

J∑
j=1

δjξ
j

∥∥∥∥∥∥
2

≥ 1− |α|
J

J∑
j=1

‖δjξ
j‖2 (23)

Proof. See [13] for detail.

Lemma 2. If Assumption 1 is satisfied, for 0 < η ≤ 1, it exists

‖rm,j‖ ≤ C1(τ + η)
j−1∑
k=1

‖p(m,k)‖, j = 2, ..., J (24)

where C1 is a positive constant.

Proof.
rm,j = [g

′
j(w

mJ+j−1 · ξj)− g
′
j(w

mJ · ξj)]ξj

= g
′′
j (zm,j)[(wmJ+j−1 − wmJ ) · ξj ]ξj

where zm,j lies in between wmJ+j−1 · ξj and wmJ · ξj . It is easy to know that
there exists a C̄1 > 0 such that

‖rm,j‖ ≤ C̄1‖wmJ+j−1 − wmJ‖
= C̄1

∥∥∥∑j−1
k=1 τm,k∆wmJ+k−1 − η

∑j−1
k=1 p(m,k) − η

∑j−1
k=1 rm,k

∥∥∥
≤ C̄1

∑j−1
k=1

(|τm,k|‖∆wmJ+k−1‖+ η‖p(m,k)‖+ η‖rm,k‖
)

≤ C̄1
∑j−1

k=1

(
(τ + η)‖p(m,k)‖+ η‖rm,k‖

)
We prove equation (24) by induction.

For j = 2, rm,1 = 0, set C̄2 = C̄1, it exists

‖rm,2‖ ≤ C̄2(τ + η)
j−1∑
k=1

‖p(m,k)‖

For 2 ≤ j ≤ i− 1, 3 ≤ i ≤ J , suppose

‖rm,j‖ ≤ C̄j(τ + η)
j−1∑
k=1

‖p(m,k)‖
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where C̄j > 0. When j = i, set Ĉi−1 = max{C̄k}i−1
k=1, it exists

‖rm,i‖ ≤ C̄1(τ + η)
∑i−1

k=1 ‖p(m,k)‖+ C̄1η
∑i−1

k=1 ‖rm,k‖
= C̄1(τ + η)

∑i−1
k=1 ‖p(m,k)‖+ C̄1η

∑i−1
k=2 ‖rm,k‖

≤ C̄1(τ + η)
∑i−1

k=1 ‖p(m,k)‖+ C̄1η
∑i−1

k=2

(
C̄k(τ + η)

∑k−1
s=1 ‖p(m,s)‖

)
≤ C̄1(τ + η)

∑i−1
k=1 ‖p(m,k)‖+ C̄1ηĈi−1(τ + η)

∑i−1
k=2

∑k−1
s=1 ‖p(m,s)‖

≤ C̄1(τ + η)
∑i−1

k=1 ‖p(m,k)‖+ C̄1Ĉi−1(i− 2)η(τ + η)
∑i−1

k=1 ‖p(m,k)‖
≤ C̃i(τ + η)

∑i−1
k=1 ‖p(m,k)‖

where C̃i = C̄1 + C̄1Ĉi−1(i− 2) ≥ C̄1 + C̄1Ĉi−1(i− 2)η.
For all the C̄k and C̃j above, set C1 = max{C̄k, C̃j}, then

‖rm,j‖ ≤ C1(τ + η)
j−1∑
k=1

‖p(m,k)‖, j = 2, ..., J

Lemma 3. If Assumption 1 is satisfied, then∣∣∣∣∣∣
⎛⎝ J∑

j=1

p(m,j)

⎞⎠ ·( J∑
k=1

τm,k∆wmJ+k−1

)∣∣∣∣∣∣ ≤ τ

(
J∑

k=1

‖p(m,k)‖
)2

(25)

∣∣∣∣∣∣η
⎛⎝ J∑

j=1

p(m,j)

⎞⎠ ·( J∑
k=1

rm,k

)∣∣∣∣∣∣ ≤ JC1η(τ + η)

(
J∑

k=1

‖p(m,k)‖
)2

(26)

∣∣∣∣∣∣
J∑

j=1

ρm,j

∣∣∣∣∣∣ ≤ C2(τ + η)2
(

J∑
k=1

‖p(m,k)‖
)2

(27)

where C2 is a positive constant.

Proof. We first prove (25).∣∣∣(∑J
j=1 p(m,j)

)
·
(∑J

k=1 τm,k∆wmJ+k−1
)∣∣∣

≤
∥∥∥∑J

j=1 p(m,j)
∥∥∥∥∥∥∑J

k=1 τm,k∆wmJ+k−1
∥∥∥

≤
(∑J

j=1 ‖p(m,j)‖
)(∑J

k=1 |τm,k|‖∆wmJ+k−1‖
)

≤
(∑J

j=1 ‖p(m,j)‖
)(∑J

k=1 τ‖p(m,k)‖
)

= τ
(∑J

k=1 ‖p(m,k)‖
)2

As for (26),∣∣∣η (∑J
j=1 p(m,j)

)
·
(∑J

k=1 rm,k

)∣∣∣
≤ η

(∑J
j=1 ‖p(m,j)‖

)(∑J
k=1 ‖rm,k‖

)
≤ η

(∑J
j=1 ‖p(m,j)‖

)(∑J
k=1 C1(τ + η)

∑k−1
s=1 ‖p(m,s)‖

)
(from Lemma 2)

≤ η
(∑J

j=1 ‖p(m,j)‖
)(∑J

k=1 C1(τ + η)
∑k

s=1 ‖p(m,s)‖
)

≤ JC1η(τ + η)
(∑J

k=1 ‖p(m,k)‖
)2
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Now we prove (27), recall the proof of Lemma 2 we have∥∥w(m+1)J − wmJ
∥∥

≤∑J
k=1

(|τm,k|‖∆wmJ+k−1‖+ η‖p(m,k)‖+ ‖rm,k‖
)

≤∑J
k=1

(
(τ + η)‖p(m,k)‖+ ‖rm,k‖

)
=
∑J

k=1

(
(τ + η)‖p(m,k)‖) +

∑J
k=2 ‖rm,k‖ (Notice rm,1 = 0)

≤∑J
k=1

(
(τ + η)‖p(m,k)‖) + C1(τ + η)

∑J
k=2

∑k−1
s=1 ‖p(m,s)‖ (from Lemma 2)

≤∑J
k=1

(
(τ + η)‖p(m,k)‖) + JC1(τ + η)

∑J
k=1 ‖p(m,k)‖

= (1 + JC1)(τ + η)
∑J

k=1 ‖p(m,k)‖
It is easy to know that there exists a Č1 > 0 such that∣∣∣∑J

j=1 ρm,j

∣∣∣ =
∣∣∣∑J

j=1
1
2g

′′
j (tm,j)

[
(w(m+1)J − wmJ ) · ξj

]2∣∣∣
≤ Č1

∑J
j=1 ‖w(m+1)J − wmJ‖2

= JČ1‖w(m+1)J − wmJ‖2
≤ JČ1(1 + JC1)2(τ + η)2

(∑J
k=1 ‖p(m,k)‖

)2

= C2(τ + η)2
(∑J

k=1 ‖p(m,k)‖
)2

where C2 = JČ1(1 + JC1)2.

Lemma 4. If Assumption 1 and Assumption 2 are satisfied, then

E(w(m+1)J )− E(wmJ ) ≤ −β

(
J∑

k=1

‖p(m,k)‖
)2

(28)

where
β =

η

J2 (1− |α|)− τ − JC1η(τ + η)− C2(τ + η)2 (29)

Proof. From Lemma 1 it is easy to know

−η

∥∥∥∥∥
J∑

k=1

p(m,k)

∥∥∥∥∥
2

≤ −η

J2 (1− |α|)
(

J∑
k=1

‖p(m,k)‖
)2

and from (22) it exists

E(w(m+1)J )− E(wmJ )

≤ −η
J2 (1 − |α|)

(∑J
k=1 ‖p(m,k)‖

)2
+
(∑J

j=1 p(m,j)
)
·
(∑J

k=1 τm,k∆wmJ+k−1
)

−
(
η
∑J

j=1 p(m,j)
)
·
(∑J

k=1 rm,k

)
+
∑J

j=1 ρm,j

With Lemma 3 we immediately finish the proof.

From Lemma 4 E(wmJ ) is monotonically decreasing with respect to m when
β > 0. Simply if we set τ = η2, C3 = J2 + 2C1J

3 + 4J2C2, then it is easy to
know β > 0 when the following inequality exists:

η <
1− |α|

C3
(30)
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Lemma 5. If Assumption 1 and Assumption 2 are satisfied, τ = η2, and (30)
exists, then E(wmJ ) is monotonically decreasing with respect to m, furthermore
we have the following results:

∞∑
m=0

(
J∑

k=1

‖p(m,k)‖
)2

<∞ (31)

lim
m→∞

J∑
k=1

‖p(m,k)‖ = 0 (32)

lim
m→∞ ‖w

mJ+j − wmJ‖ = 0, j = 1, ..., J (33)

Proof. We need only prove (33).

‖wmJ+j − wmJ‖
=

∥∥∥∑j
k=1 τm,k∆wmJ+k−1 − η

∑j
k=1 p(m,k) − η

∑j
k=1 rm,k

∥∥∥
≤∑j

k=1(τ + η)‖p(m,k)‖+ η
∑j

k=1 ‖rm,k‖
=

∑j
k=1(τ + η)‖p(m,k)‖+ η

∑j
k=2 ‖rm,k‖

≤∑j
k=1(τ + η)‖p(m,k)‖+ η

∑j
k=2

(
C1(τ + η)

∑k−1
s=1 ‖p(m,k)‖

)
→ 0, m→∞

4 Convergence Results

In this section we give the main results for online gradient method with momen-
tum. Firsts we prove the following weak convergence theorem.

Theorem 1. If Assumption 1 and Assumption 2 are satisfied, τ = η2, (30)
exists, then for the iteration process (12), there exists a E∗ ≥ 0 such that

lim
i→∞

E(wi) = E∗ (34)

Proof. Since E(wmJ ) is monotonically decreasing with respect to m and
E(wmJ ) ≥ 0, so there exists a E∗ ≥ 0 such that limm→∞ E(wmJ ) = E∗. Notice

E(wmJ+j)− E(wmJ ) =
∑J

k=1

(
gk(wmJ+j · ξk)− gk(wmJ · ξk)

)
=

∑J
k=1 g

′
k(tm,j,k)(wmJ+j − wmJ ) · ξk

where tm,j,k lies between wmJ+j · ξk and wmJ · ξk, so there exists a C4 > 0 such
that ∣∣E(wmJ+j)− E(wmJ )

∣∣ ≤ C4
∥∥wmJ+j − wmJ

∥∥
From Lemma 5 it is easy to know that

lim
m→∞

∣∣E(wmJ+j)− E(wmJ )
∣∣ = 0, j = 1, ..., J

For any integer i, there exist integers mi and ji, such that i = miJ + ji, 1 ≤
ji < J .

So∣∣E(wi)− E∗∣∣ ≤ ∣∣E(wmiJ+ji)− E(wmiJ)
∣∣ +

∣∣E(wmiJ)− E∗∣∣→ 0, i→∞
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If in addition we assume Assumption 3, then we can obtain the following strong
convergence result.

Theorem 2. If Assumption 1, Assumption 2, and Assumption 3 are satisfied,
τ = η2, (30) exists, then for the iteration process (12), there exits a unique
w∗ ∈ Rn such that

E(w∗) = inf
w∈Rn

E(w) (35)

lim
i→∞

‖wi − w∗‖ = 0 (36)

Proof. By Assumption 3 and Remark 1, we know E is a uniformly convex func-
tion , and the existence of a unique minimum w∗ follows immediately from the
property of uniformly convex functions. Now we need only to prove (36).

From Lemma 5 we know

Ew(wmJ ) =
J∑

k=1

p(m,k) → 0, m→∞

and from (14) it exists

β1‖wmJ − w∗‖2 ≤ (
Ew(wmJ )− Ew(w∗)

) · (wmJ − w∗)
≤ ∥∥Ew(wmJ )− Ew(w∗)

∥∥∥∥wmJ − w∗∥∥
Notice Ew(w∗) = 0, so

‖wmJ − w∗‖ ≤ 1
β1

∥∥Ew(wmJ )− Ew(w∗)
∥∥→ 0, m→∞

From Lemma 5 we also know limm→∞ ‖wmJ+j − wmJ‖ = 0, j = 1, ..., J , and
the rest proof is similar to the proof of Theorem 1.

5 Estimation of Convergence Rates

In this section we will estimates of the convergence rates for E(wmJ+j) and
wmJ+j . In its proof we shall need 1− 2ββ2

1
β3

> 0, namely β < β3
2β2

1
, when τ = η2,

β = η
J2 (1− |α|)− τ − JC1η(τ + η)−C2(τ + η)2 < η

J2 (1− |α|), so we need only
η
J2 (1 − |α|) < β3

2β2
1
, that is η < J2β3

2(1−|α|)β2
1
. Finally we set

η < min

{
(1 − |α|)

C3
,

J2β3

2(1− |α|)β2
1

}
(37)

Theorem 3. If Assumption 1, Assumption 2, and Assumption 3 are satisfied,
τ = η2, (37) exists, then for j = 0, 1, ..., J − 1 and m = 0, 1, ...∣∣E(wmJ+j)− E(w∗)

∣∣ ≤ (
1− 2ββ2

1

β3

)m ∣∣E(wj)− E(w∗)
∣∣ (38)

‖wmJ+j − w∗‖2 ≤ β3

β2

(
1− 2ββ2

1

β3

)m

‖wj − w∗‖2 (39)
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Proof. Recall the proof of Theorem 2 we have

β1‖wmJ − w∗‖ ≤ ‖Ew(wmJ )‖
Using Taylor’s formula and noticing Ew(w∗) = 0 we have

E(wmJ )− E(w∗) =
1
2
(wmJ − w∗)T H(w̃)(wmJ − w∗) (40)

where w̃ = w∗ + θ(wmJ − w∗), θ ∈ (0, 1). Using Assumption 1 and Assumption
3 we conclude that

1
2
β2‖wmJ − w∗‖2 ≤ ∣∣E(wmJ )− E(w∗)

∣∣ ≤ 1
2
β3‖wmJ − w∗‖2 (41)

that is ∥∥Ew(wmJ )
∥∥2 ≥ 2β2

1

β3

∣∣E(wmJ )− E(w∗)
∣∣

Notice ∥∥Ew(wmJ )
∥∥2

=

∥∥∥∥∥
J∑

k=1

p(m,k)

∥∥∥∥∥
2

≤
(

J∑
k=1

‖p(m,k)‖
)2

So

−β

(
J∑

k=1

‖p(m,k)‖
)2

≤ −β
∥∥Ew(wmJ )

∥∥2 ≤ −2ββ2
1

β3

∣∣E(wmJ )− E(w∗)
∣∣

Together with (28) we have∣∣E(w(m+1)J )− E(w∗)
∣∣ = E(w(m+1)J )− E(w∗)
= E(w(m+1)J )− E(wmJ ) + E(wmJ )− E(w∗)

≤ −β
(∑J

k=1 ‖p(m,k)‖
)2

+ E(wmJ )− E(w∗)

≤
(
1− 2ββ2

1
β3

)
|E(wmJ )− E(w∗)|

≤
(
1− 2ββ2

0
β2

)2
|E(w(m−1)J )− E(w∗)|

≤ · · ·
≤

(
1− 2ββ2

1
β3

)m+1 ∣∣E(w0)− E(w∗)
∣∣

So for j = 0 we complete the proof of (38), for j = 1, ..., J−1 we need only using
wj instead of w0, and repeat the above process. Now we prove (39) for j = 0.

‖wmJ − w∗‖2 ≤ 2
β2

∣∣E(wmJ )− E(w∗)
∣∣

≤ 2
β2

(
1− 2ββ2

1
β3

)m ∣∣E(w0)− E(w∗)
∣∣

≤ 2
β2

(
1− 2ββ2

1
β3

)m
1
2β3‖w0 − w∗‖2

= β3
β2

(
1− 2ββ2

1
β3

)m

‖w0 − w∗‖2

When j = 1, ..., J − 1 (39) can be proved similarly.
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6 Conclusions

In this paper, we consider online gradient method with momentum for two-layer
feedforward neural networks. The learning rate η is set to be a constant and the
momentum coefficient τk an adaptive variable. The corresponding convergence
results are established, without assuming the error function to be quadratic as
in the existing results.

In particular, a weak convergence result E(wi) → E∗ as i → ∞ is proved,
which indicates that the iteration procedure will converge to a local minimum
of the error function E(w). When E(w) is uniformly convex, we can prove the
strong convergence wi → w∗, where w∗ is the unique minimum point of the error
function E(w) in this case. The convergence rates of the error function and the
weight vector are also established.
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Abstract. We propose a simple yet computationally efficient construc-
tion algorithm for two-class kernel classifiers. In order to optimise clas-
sifier’s generalisation capability, an orthogonal forward selection proce-
dure is used to select kernels one by one by minimising the leave-one-out
(LOO) misclassification rate directly. It is shown that the computation
of the LOO misclassification rate is very efficient owing to orthogonali-
sation. Examples are used to demonstrate that the proposed algorithm
is a viable alternative to construct sparse two-class kernel classifiers in
terms of performance and computational efficiency.

1 Introduction

The two-class classification problems can be configured into a regression frame-
work that solves a separating hyperplane for two classes, with the known class
labels used as the desired output examples for model training in supervised
learning. Models are usually identified according to some objective criteria. In-
formation based criteria, such as the AIC [1], often include a penalty term to
avoid an oversized model which may tend to overfit to the training data set. Par-
simonious models are also preferable in engineering applications since a model’s
computational complexity scales with its model complexity. Moreover a parsi-
monious model is easier to interpret from the viewpoint of knowledge extrac-
tion. Consequently a practical nonlinear modelling principle is to find the small-
est model that generalises well. Model construction techniques that have been
widely studied include the support vector machine (SVM), relevance vector ma-
chine (RVM), and orthogonal forward regression [2,3,4,5]. The orthogonal least
square algorithm [6] was developed as a practical linear-in-the-parameters mod-
els construction algorithm. A large class of nonlinear representations, e.g. the
radial basis function (RBF) network and SVM, can be classified as the linear-in-
the-parameters models. An orthogonal forward selection (OFS) procedure can be
applied to construct parsimonious two-class classifiers by incrementally maximis-
ing the Fisher ratio of class separability measure [7,8]. Alternatively the SVM

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 106–114, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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is based on the structural risk minimisation (SRM) principle and approximately
minimises an upper bound on the generalisation error [2] via minimising of the
norm of weights in the feature space [9]. The SVM is characterised by a kernel
function, lending its solution as that of the convex quadratic programming, such
that the resultant model is sparse with a subset of the training data set used as
support vectors.

In regression, a fundamental concept in the evaluation of model generalisation
capability is that of cross validation [10]. The leave-one-out (LOO) cross valida-
tion is often used to estimate generalisation error for choosing among different
model architectures [10]. LOO errors can be derived using algebraic operation
rather than actually splitting the training data set for linear-in-the-parameters
models. The calculation of LOO errors however is computational expensive. The
generalised cross validation [11] has been introduced as a variant of LOO cross
validation to improve computational efficiency. Regressors can incrementally be
appended in an efficient OFS procedure while minimising the LOO errors [12,13]
to yield a sparse regression model that generalises well.

This paper considers the construction of parsimonious two-class linear-in-the-
parameters kernel classifiers using LOO cross validation. The proposed method
extends the OFS procedure for regression in [12,13] to the classification problem
by using the LOO misclassification rate, the true generalisation capability of a
classifier, for model selection. Note that in classification the modelling objec-
tive is to minimise the number of misclassified samples rather than the mean
square LOO error. An analytic formula for LOO misclassification rate is derived
based on the regularised orthogonal least squares (ROLS) parameter estimates
[13]. Furthermore it is shown that the orthogonalisation procedure brings the
advantage of calculating the LOO misclassification rate via a set of forward re-
cursive updating formula at minimal computational expense. A fast two-class
kernel classifier construction algorithm is presented using this OFS procedure
by directly minimising the LOO misclassification rate to optimise the model
generalisation. Numerical examples are used to demonstrate the effectiveness of
the proposed approach, in comparison with other current kernel based classifiers.

2 Two-Class Kernel Classifier

Consider the problem of training a two-class classifier f(x) : �n → {1,−1} based
on a training data set DN = {x(i), y(i)}Ni=1, where y(i) ∈ {1,−1} denotes the
class type for each data sample x(i) ∈ �n. We adopt the linear-in-the-parameters
classifier given by

ŷ(i) = sgn(f(i)) with f(i) =
L∑

j=1

θjpj(x(i)) (1)

where ŷ(i) is the estimated class label for x(i), pj(•) denotes the classifier kernels
with a known nonlinear basis function, θj are the classifier’s coefficients and L
is the number of kernels. The Gaussian kernel function
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pj(x) = e−
‖x−cj‖2

2σ2 (2)

is employed in this study, where cj ∈ �n is the jth kernel centre and σ2 the
kernel variance. Other kernel functions can obviously be used here.

Define ξ(i) = y(i)− f(i) as the modelling residual sequence. Then the model
(1) over the training data set DN can be written in vector form as

y = Pθ + Ξ (3)

where Ξ = [ξ(1) · · · ξ(N)]T , θ = [θ1 · · · θL]T , and P = [p1 · · ·pL] ∈ �N×L is the
regression matrix with column vectors pj = [pj(x(1)) · · · pj(x(N))]T . Denote
the row vectors in P as pT (i) = [p1(i) · · · pL(i)], 1 ≤ i ≤ N . Geometrically a
parameter vector θ defines a hyperplane by

L∑
j=1

θjpj(x) = 0 (4)

which divides the data into two classes.
Let an orthogonal decomposition of P be P = WA, where A = {aij} is an

L×L unit upper triangular matrix and W is an N ×L matrix with orthogonal
columns that satisfy

WTW = diag{κ1, · · · , κL} (5)

with
κj = wT

j wj , 1 ≤ j ≤ L (6)

where wj is the jth column vector of W. The row vectors of W are denoted
as wT (i) = [w1(i) · · ·wL(i)], 1 ≤ i ≤ N . The model (3) can alternatively be
expressed as

y = (PA−1)(Aθ) + Ξ = Wγ + Ξ (7)

in which γ = [γ1 · · · γL]T is an auxiliary weight vector, for which the ROLS
parameter estimates are [13]

γj =
wT

j y
κj + λj

, 1 ≤ j ≤ L (8)

where λj are small positive regularisation parameters. If all λj are set to zero,
the parameter estimator is the usual least squares estimator. The original model
coefficient vector θ can be calculated from Aθ = γ through back-substitution.

The regularisation parameters λj can be optimised iteratively using an evi-
dence procedure [14,3,13]. The following updating formula quoted from [13] are
used to determine the regularisation parameters.

λnew
j =

ρnew
j

N − ρold

ΞT Ξ

N − γ2
j

, 1 ≤ j ≤ L (9)

where

ρj =
wT

j wj

λj + wT
j wj

and ρ =
L∑

j=1

ρj . (10)
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3 Leave-One-Out Misclassification Rate

The misclassification rate for a given two-class classifier based on (1) can be
evaluated based on the misclassified data examples as

J =
1
N

N∑
i=1

Id[y(i)f(i)] (11)

where Id[•] denotes the misclassification indication function and is defined as

Id[v] =
{

1 if v < 0,
0 if v ≥ 0.

(12)

Cross validation criteria are metrics that measures a model’s generalisation
capability [10]. One commonly used version of cross-validation is the so-called
LOO cross-validation. The idea is as follows. For any predictor, each data point in
the estimation data set DN is sequentially set aside in turn, a model is estimated
using the remaining (N − 1) data, and the prediction error is derived for the
data point that was removed from training. By excluding the ith data example
in estimation data set, the output of the model for the ith data example using
a model estimated by using remaining (N − 1) data examples is denoted as
f (−i)(i). The associated predicted class label is calculated by

ŷ(−i)(i) = sgn(f (−i)(i)). (13)

It is highly desirable to derive a classifier with good generalisation capability,
i.e. to derive a classifier with a minimal misclassification error rate over a new
data set that is not used in model estimation. The LOO cross validation is often
used to estimate generalisation error for choosing among different models [10].
The LOO misclassification rate is computed by

J (−) =
1
N

N∑
i=1

Id[y(i)f (−i)(i)] =
1
N

N∑
i=1

Id[g(i)] (14)

where g(i) = y(i)f (−i)(i). If g(i) < 0, this means that the ith data sample is
misclassified, as the class label produced by the model f (−i) is different from the
actual class label y(i).

Instead of directly calculating (13) for the predicted class labels, which re-
quires extensive computational effort, it is shown in the following that the LOO
misclassification rate can be evaluated without actually sequentially splitting the
estimation data set.

4 The Proposed Fast Classifier Construction Algorithm

We propose a fast OFS kernel classifier construction algorithm that directly
minimises the LOO misclassification rate (F-OFS-LOO). The LOO modelling
residual is given by

ξ(−i)(i) = y(i)− f (−i)(i). (15)
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It has been shown that the LOO model residuals can be derived using an al-
gebraic operation rather than actually splitting the training data set based on
the Sherman-Morrison-Woodbury theorem [15]. For models evaluated using the
ROLS parameter estimates, it can be shown that the LOO model residuals are
given by [13]

ξ(−i)(i) =
ξ(i)

1−w(i)T [WT W + Λ]−1w(i)

=
y(i)− f(i)

1−∑L
j=1

w2
j (i)

κj+λj

(16)

where Λ = diag{λ1, · · · , λL}. Hence

y(i)− f (−i)(i) =
y(i)− f(i)

1−∑L
j=1

w2
j (i)

κj+λj

. (17)

Multiplying the both sides of (17) with y(i) and applying y2(i) = 1, ∀i, yields

1− y(i)f (−i)(i) =
1− f(i)y(i)

1−∑L
j=1

w2
j (i)

κj+λj

. (18)

Thus

y(i)f (−i)(i) =

∑L
j=1 γjwj(i)y(i)−∑L

j=1
w2

j (i)
κj+λj

1−∑L
j=1

w2
j (i)

κj+λj

. (19)

In the following it is shown that computational expense associated with clas-
sifier regressors determination can be significantly reduced by utilising the OFS
process via a recursive formula. In the OFS process, the model size is configured
as a growing variable k. Consider the model construction by using a subset of k
regressors (k  L), that is, a subset selected from the full model set consisting
of the L initial regressors (given by (3)) to approximate the system. By replacing
L with a variable model size k, and y(i)f (−i)(i) with gk(i), (19) is represented by

gk(i) =

∑k
j=1 γjwj(i)y(i)−∑k

j=1
w2

j (i)
κj+λj

1−∑k
j=1

w2
j (i)

κj+λj

=
αk(i)
βk(i)

(20)

where αk(i) and βk(i) can be represented using the following recursive formula,
respectively

αk(i) =
k∑

j=1

γjwj(i)y(i)−
k∑

j=1

w2
j (i)

κj + λj

= αk−1(i) + γkwk(i)y(i)− w2
k(i)

κk + λj
, (21)
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βk(i) = 1−
k∑

j=1

w2
j (i)

κj + λj
= βk−1(i)− w2

k(i)
κk + λj

. (22)

Thus the LOO misclassification rate for a new model with the size increased
from (k − 1) to k is calculated by

J
(−)
k =

1
N

N∑
i=1

Id[gk(i)]. (23)

This is advantageous in that, for a new model whose size is increased from (k−1)
to k, we only need to adjust both the numerator αk(i) and the denominator βk(i)
based on those of the model size (k − 1), with a minimal computational effort.
The Gram-Schmidt procedure is used to construct the orthogonal basis wk in an
OFS manner [12,13]. At the kth regression step the regressor that results in the
minimum LOO misclassification rate J

(−)
k is selected. The detailed algorithm is

summarised as follows.
F-OFS-LOO based on Gram-Schmidt orthogonalisation:

1. Initialise α0(i) = 0 and β0(i) = 1 for 1 ≤ i ≤ N . Set regularisation parame-
ters λj to a very small positive value λ.

2. At the kth step where k ≥ 1, for 1 ≤ l ≤ L, l �= l1, · · ·, l �= lk−1, compute

a
(l)
jk =

{
wT

j pl

wT
j wj

, 1 ≤ j < k,

1, j = k,

w(l)
k =

{
pl, k = 1,

pl −
∑k−1

j=1 a
(l)
jkwj , k ≥ 2,

κ
(l)
k = (w(l)

k )T w(l)
k ,

γ
(l)
k =

(w(l)
k )Ty

κ
(l)
k + λ

,

α
(l)
k (i) = αk−1(i) + γ

(l)
k w

(l)
k (i)y(i)− [w(l)

k (i)]2

κ
(l)
k + λ

,

β
(l)
k (i) = βk−1(i)− [w(l)

k (i)]2

κ
(l)
k + λ

,

g
(l)
k (i) =

α
(l)
k (i)

β
(l)
k (i)

,

for 1 ≤ i ≤ N , and

J
(−, l)
k =

1
N

N∑
i=1

Id[g(l)
k (i)].
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Find
lk = arg[min{J (−, l)

k , 1 ≤ l ≤ L, l �= l1, · · · , l �= lk−1}]
and select J

(−)
k = J

(−,lk)
k , ajk = a

(lk)
jk for 1 ≤ j ≤ k, αk(i) = α

(lk)
k (i) and

βk(i) = β
(lk)
k (i) for 1 ≤ i ≤ N , and

wk = w(lk)
k =

{
plk , k = 1,

plk −
∑k−1

j=1 ajkwj , k ≥ 2.

3. The procedure is monitored and terminated at the k = nθ step, when J
(−)
k ≥

J
(−)
k−1. Otherwise, set k = k + 1, and go to step 2.

The above procedure derives a model with nθ  L regressors. Finally with a
predetermined number of iterations, the procedure as given in (9) and (10) (with
L replaced by nθ) is applied to optimise the regularisation parameters that are
used in the final model.

The computational complexity in the above F-OFS-LOO algorithm is in the
order of O(NL). The actual computation cost varies with the final model size,
and the smaller the derived model size nθ, the smaller the computation expense.
When N is very large, e.g. over several thousands, a reduced subset of data points
can be used as the kernel centres so that L  N to control the computational
complexity. Note that the proposed procedure for regularisation parameter op-
timisation is operated based on nθ  L selected regressors, hence the additional
computation cost involved in regularisation parameter optimisation is very small
at the level O(Nnθ).

5 Illustrative Examples

Experiments were performed to compare the proposed F-OFS-LOO algorithm
with several existing classification algorithms as published in [16]. Three data
sets investigated were Breast Cancer, Diabetes and Heart, which are available
from [17]. Each data set contains 100 realizations of training and test data sets,
respectively. Kernel classifiers were constructed over 100 training data sets and
generalisation performance was evaluated using the average misclassification rate
of the corresponding classifiers over the 100 test data sets. The Gaussian kernel
function was employed in the experiments. Values of σ2 were predetermined to
derive individual models for each realization. For each realization of all three
data sets, the full training data sets were used as the RBF centres to form
the candidate regressor sets. The performance are summarised in Tables 1 to
3, respectively. The results have clearly shown that the proposed approach can
construct parsimonious classifiers with competitive classification accuracy for
these data sets.

6 Conclusions

Based upon the idea of using the orthogonal forward selection procedure to
optimise model generalisation, a computationally efficient algorithm has been
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Table 1. Average misclassification rate in % over 100 realizations of Breast Cancer
test data set and classifier size. The results of first 6 methods are quoted from [16,17].

Misclassification rate Model Size
RBF 27.6 ± 4.7 5
Adaboost with RBF 30.4 ± 4.7 5
AdaBoostReg 26.5 ± 4.5 5
LPReg-AdaBoost 26.8 ± 6.1 5
QPReg-AdaBoost 25.9 ± 4.6 5
SVM with RBF kernel 26.0 ± 4.7 not available
Proposed F-OFS-LOO 25.74 ± 5 6 ± 2

Table 2. Average misclassification rate in % over 100 realizations of Diabetes test data
set and classifier size. The results of first 6 methods are quoted from [16,17].

Misclassification rate Model Size
RBF 24.3 ± 1.9 15
Adaboost with RBF 26.5 ± 2.3 15
AdaBoostReg 23.8 ± 1.8 15
LPReg-AdaBoost 24.1 ± 1.9 15
QPReg-AdaBoost 25.4 ± 2.2 15
SVM with RBF kernel 23.5 ± 1.7 not available
Proposed F-OFS-LOO 23.0 ± 1.7 6 ± 1

Table 3. Average misclassification rate in % over 100 realizations of Heart test data
set and classifier size. The results of first 6 methods are quoted from [16,17].

Misclassification rate Model Size
RBF 17.6 ± 3.3 4
Adaboost with RBF 20.3 ± 3.4 4
AdaBoostReg 16.5 ± 3.5 4
LPReg-AdaBoost 17.5 ± 3.5 4
QPReg-AdaBoost 17.2 ± 3.4 4
SVM with RBF kernel 16.0 ± 3.3 not available
Proposed F-OFS-LOO 15.8 ± 3.7 10 ± 3

introduced to construct sparse two-class kernel classifiers by directly minimising
the leave-one-out misclassification rate. The contribution includes developing a
set of forward recursive updating formula of the LOO misclassification rate in
the proposed algorithm. Experimental results on three benchmark examples are
used to demonstrate the effectiveness of the proposed approach.
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Abstract. Chaotic neural networks have been proved to be powerful tools for 
escaping from local minima. In this paper, we first retrospect Chen’s chaotic 
neural network and then propose a novel Gauss-Morlet-Sigmoid chaotic neural 
network model. Second, we make an analysis of the largest Lyapunov exponents 
of the neural units of Chen’s and the Gauss-Morlet-Sigmoid model. Third, 
10-city traveling salesman problem (TSP) is given to make a comparison 
between them. Finally we conclude that the novel chaotic neural network model 
is more effective. 

1   Introduction 

Many combinatorial optimization problems arising from science and technology are 
often difficult to solve entirely. Hopfield and Tank first applied the continuous-time, 
continuous-output Hopfield neural network (HNN) to solve TSP [1], thereby initiating a 
new approach to optimization problems [2, 3]. The Hopfield neural network, one of the 
well-known models of this type, converges to a stable equilibrium point due to its 
gradient decent dynamics; however, it causes sever local-minimum problems whenever 
it is applied to optimization problems. 

Chaotic neural networks have been proved to be powerful tools for escaping from 
local minima. M-SCNN has a more powerful performance than Chen’s in solving 
combinatorial optimization problems, especially in searching global minima of 
continuous nonlinear function and traveling salesman problems [4]. Now we do research 
on the activation function in detail. 

In this paper, we mainly make research on the effect of Gauss function on the 
performance of the network. We first review the Chen’s chaotic neural network. 
Second, we propose a novel chaotic neural network model. Third, the time evolution 
figures of their largest Lyapunov exponents of the neural units are given. At last, we 
apply them to 10-city traveling salesman problem (TSP) in order to make a comparison. 
Finally we conclude that the novel chaotic neural network model we proposed is more 
valid. Because the wavelet function is a kind of basic function, for any 
function )()( 2 RLxf ∈ and any wavelet Ψ , the known formula can be described as 

follows:  

∞

−∞=
Ψ=

j,k
j,kj,k xcxf )()(                                                  (1) 
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2   Chaotic Neural Network Models 

In this section, two chaotic neural network models are given. And the first is proposed 
by Chen, the second proposed by ourselves. 

2.1   Chaotic Simulated Annealing with Decaying Self-coupling 

Chen and Aihara’s transiently chaotic neural network [5] is described as follows:  

ε/)(1

1
))(()(

tyii
ie

tyftx
−+

==                                          (2) 

   ))()(()()1( 0ii
j

ijijii ItxtzIxWtkyty −−++=+ α                     (3) 

   )()1()1( tztz ii β−=+                                                (4) 

where )(tix is output of neuron i ; )(tiy denotes internal state of neuron 

i ; ijW describes connection weight from neuron j  to neuron i , jiWijW = ; iI is input 

bias of neuron i , a a positive scaling parameter for neural inputs, k damping factor of 
nerve membrane, 0 k 1, )(tiz self-feedback connection weight (refractory strength) 

0, β damping factor of )(tiz , 0< β <1, 0I a positive parameter, ε  steepness 

parameter of the output function, ε >0. 

2.2   Gauss-Morlet-Sigmoid Chaotic Neural Network Model (G-M-SCNN) 

Gauss-Sigmoid chaotic neural network is a novel model proposed by ourselves, 
described as follows: 

))()(()()1( 0ii
j

ijijii ItxtzIxWtkyty −−++=+ α                       (5) 

)()1()1( 1 tztz ii β−=+                                              (6) 

))(()( tyftx ii =                                                     (7)

))())(1(())())(1(())())(1(())(( 10 tytMtytStytrBGtyf iiiiiii ηµηµ +++++=   (8) 
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where )(tix , )(tiy  , ijW  ,α  , k  , iI  , )(tiz  , 0I  are the same with the above. And λ is a 

positive parameter which controls the speed of this annealing process; )0(ir  is an 

important parameter of activation function which should be varied with kinds of special 
optimization problems, 1β , 2β A , 0µ , 1µ are positive parameters of 

Morlet wavelet function and Sigmoid function. h , a , b , c are important parameters of 
Gauss  function. 

3   Research on Lyapunov Exponent of Neural Units 

In this section, we mainly make research on the effect of the parameter 2β of Gauss 

function on the largest Lyapunov exponents. We make an analysis of the time evolution 
figures of the neural units ( 0=α ) of Chen’s and G-M-SCNN in the same annealing 
speed of β = 1β =0.008.  

3.1   Chen’s Chaotic Neural Unit 

The parameters are set as follows: 

k =0.6, I0=0.1, ε =1/250 ,z (0)=0.1, y(0)=0.283. 

The time evolution figure of the largest Lyapunov exponent is shown as Fig.1: 

 

Fig. 1. Lyapunov exponent time evolution figure 

3.2   Gauss-Morlet-Sigmoid Chaotic Neural Unit

We make an analysis of the time evolution figures of the neural unit G-M-SCNN with 
the change of 2β . 

(1)  The parameters are set as follows: 

2β =0.1, k =0.092, 0I =0.8, )0(y =0.283, )0(z =0.8, = 0.008, 1β =0.008, 0µ =0.8,  

1µ =20, B =10, )0(r =200.5, )0(η =0.8, h , a , b , c . 



118 Y.-q. Xu and M. Sun 

The time evolution figure of the largest Lyapunov exponent is shown as Fig.2. 

 

Fig. 2. Lyapunov exponent time evolution figure 

(2)  The parameters are set as follows: 

2β =0.5, k =0.092, 0I =0.8, )0(y =0.283, )0(z =0.8, = 0.008, 1β =0.008, 0µ =0.8, 

1µ =20, B =10, )0(r =200.5, )0(η =0.8, h , a , b , c . 

The time evolution figure of the largest Lyapunov exponent is shown as Fig.3. 

 

Fig. 3. Lyapunov exponent time evolution figure 

(3)  The parameters are set as follows: 

2β =0.9, k =0.092, 0I =0.8, )0(y =0.283, )0(z =0.8, = 0.008, 1β =0.008, 0µ =0.8, 

1µ =20, B =10, )0(r =200.5, )0(η =0.8, h , a , b , c . 
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The time evolution figure of the largest Lyapunov exponent is shown as Fig.4. 

 

Fig. 4. Lyapunov exponent time evolution figure 

Seen from the above analysis, we can conclude that the change of 2β  does have a 

profound effect on the time evolution of Lyapunov exponent. So, in this paper we will 
only make analysis of the performance of the network with different 2β in solving 

traveling salesman problem (TSP) 

4   Application to Traveling Salesman Problem 

A solution of TSP with N cities is represented by N N-permutation matrix, where 
each entry corresponds to output of a neuron in a network with N N lattice structure. 
Assume xiv  to be the neuron output which represents city x in visiting order i . A 

computational energy function which is to minimize the total tour length while 
simultaneously satisfying all constrains takes the follow form [7]: 

= = =
+

= = ==
+−+−=

N

x

N

y

N

i
iyxixy

N

x

N

i

N

x
xi

N

i
xi vvd

D
vv

A
E

1 1 1
1,

1 1

2

1

2

1 2
))1()1((

2
                (14) 

where ini vv =0 and 11, ini vv =+ . A and D are the coupling parameters corresponding to 

the constraint function and the cost function of the tour length, respectively. xyd  is the 

distance between city x  and city y . 

The coordinates of 10-city is as follows: 

(0.4, 0.4439),(0.2439, 0.1463),(0.1707, 0.2293),(0.2293, 0.716),(0.5171, 0.9414), 
(0.8732, 0.6536),(0.6878, 0.5219),(0.8488, 0.3609),(0.6683, 0.2536), (0.6195, 0.2634). 
The shortest distance of the 10-city is 2.6776. 

Here are the results of the test about Chen’s and G-M-SCNN. 
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The coupling parameters corresponding to the constraint function and the cost 
function of the tour length we adopt are set as follows: A =2.5, D =1. 

(1)  The parameters of Chen’s are set as follows : 

α =0.2, k =1, I0=0.5, ε =1/20 ,z (0)=[0.5,0.5]. 

200 different initial conditions are generated randomly in the region [0, 1] 
when β =0.008, as are shown in table1. (VN= valid number; GN= global number; VP= 

valid percent; GP=global percent.) 

Table 1. Simulation result of Chen’s chaotic neural network 

Model VN GN VP GP 
188 188 94% 94% 
185 185 92.5% 92.5% 
183 183 91.5% 91.5% 
184 184 92% 92% 
181 180 90.5% 90% 
175 175 87.5% 87.5% 
180 179 90% 89.5% 
189 189 94.5% 94.5% 
187 186 93.5% 93% 

Chen’s 

178 178 89% 89% 
average 183 182.7 91.5% 91.35% 

In order to gain insight into the effect of 2β on the proposed model, the tests are 

shown as follows: 

(2)  The parameters of G-M-SCNN are set as follows: 

k =1, 0I =0.5, )0(z =0.1, = 0.008, 1β =0.008, 0µ =0.8, 1µ =20, B =10, )0(r =200.5, 

)0(η =0.8, h , a , b , c . 

Let 2β =0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, we can get Table2~10. 

Table 2. Simulation result of G-M-SCNN( 2β =0.1) 

Model VN GN VP GP 
187 178 93.5% 89% 
193 188 96.5% 94% 
194 187 97% 93.5% 
188 183 94% 91.5% 
190 176 95% 88% 
193 183 96.5% 91.5% 
190 184 95% 92% 
192 181 96% 90.5% 
188 183 94% 91.5% 

G-M-SCNN 
( B =10, 

2β =0. 1) 

189 182 94.5% 91% 
Average 190.4 182.5 95.2% 91.25% 
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Table 3. Simulation result of G-M-SCNN( 2β =0.2) 

Model VN GN VP GP 
187 180 93.5% 90% 
187 175 93.5% 87.5% 
191 184 95.5% 92% 
187 180 93.5% 90% 
193 188 96.5% 94% 
194 187 97% 93.5% 
188 183 94% 91.5% 
190 176 95% 88% 
192 182 96% 91% 

G-M-SCNN 
( B =10, 

2β =0. 2) 

190 184 95% 92% 
average 189.9 181.9 94.95% 90.95% 

Table 4. Simulation Result of G-M-SCNN( 2β =0.3) 

Model VN GN VP GP 
190 183 95% 91.5% 
192 181 96% 90.5% 
187 182 93.5% 91% 
189 183 94.5% 91.5% 
189 175 94.5% 87.5% 
190 183 95% 91.5% 
187 180 93.5% 90% 
187 178 93.5% 89% 
188 175 94% 87.5% 

G-M-SCNN 
( B =10, 

2β =0. 3) 

190 181 95% 90.5% 
average 188.9 180.1 94.45% 90.05% 

Table 5. Simulation result of G-M-SCNN( 2β =0.4) 

Model VN GN VP GP 
193 183 96.5% 91.5% 
188 179 94% 89.5% 
182 171 91% 85.5% 
191 187 95.5% 93.5% 
191 180 95.5% 90% 
194 186 97% 93% 
193 188 96.5% 94% 
194 187 97% 93.5% 
187 181 93.5% 90.5% 

G-M-SCNN 
( B =10, 

2β =0. 4) 

188 178 94% 89% 
average 190.1 182 95.05% 91% 

 



122 Y.-q. Xu and M. Sun 

Table 6. Simulation result of G-M-SCNN( 2β =0.5) 

Model VN GN VP GP 
193 183 96.5% 91.5% 
191 179 90.5% 89.5% 
193 183 96.5% 91.5% 
193 183 96.5% 91.5% 
193 181 96.5% 90.5% 
187 182 93.5% 91% 
189 183 94.5% 91.5% 
188 175 94% 87.5% 
189 183 94.5% 91.5% 

G-M-SCNN 
( B =10, 

2β =0. 5) 

188 181 94% 90.5% 
average 190.4 181.5 95.2% 90.75% 

Table 7. Simulation result of G-M-SCNN( 2β =0.6) 

Model VN GN VP GP 
188 180 94% 90% 
185 171 92.5% 85.5% 
189 180 94.5% 90% 
193 183 96.5% 91.5% 
181 171 90.5% 85.5% 
188 177 94% 88.5% 
188 182 94% 91% 
190 183 95% 91.5% 
193 186 96.5% 93% 

G-M-SCNN 
( B =10, 

2β =0. 6) 

187 179 93.5% 89.5% 
average 188.2 178.2 94.1% 89.1% 

Table 8. Simulation result of G-M-SCNN( 2β =0.7) 

Model VN GN VP GP 
190 182 95% 91% 
181 173 90.5% 86.5% 
193 181 96.5% 90.5% 
189 180 94.5% 90% 
190 185 95% 92.5% 
194 187 97% 93.5% 
191 189 95.5% 94.5% 
191 183 95.5% 91.5% 
189 185 94.5% 92.5% 

G-M-SCNN 
( B =10, 

2β =0. 7) 

184 170 92% 85% 
average 189.2 181.5 94.6% 90.75% 
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Table 9. Simulation result of G-M-SCNN( 2β =0.8) 

Model VN GN VP GP 
193 185 96.5% 92.5% 
192 180 96% 90% 
192 185 96% 92.5% 
190 180 95% 90% 
185 175 92.5% 87.5% 
193 183 96.5% 91.5% 
191 181 95.5% 90.5% 
192 178 96% 89% 
193 180 96.5% 90% 

G-M-SCNN 
( B =10, 

2β =0. 8) 

183 174 91.5% 87% 
average 190.4 180.1 95.2% 90.05% 

Table 10. Simulation result of G-M-SCNN( 2β =0.9) 

Model VN GN VP GP 
188 180 94% 90% 
192 182 96% 91% 
189 180 94.5% 90% 
194 183 97% 91.5% 
187 175 93.5% 87.5% 
186 173 93% 86.5% 
192 177 96% 88.5% 
190 179 95% 89.5% 
190 181 95% 90.5% 

G-M-SCNN 
( B =10, 

2β =0.9) 

190 182 95% 91% 
average 189.8 179.2 94.9% 89.6% 

An examination of Table2~10 yields the following Table 11. 

Table 11. Simulation result of G-M-SCNN 

Model AVP AGP 
Chen’s 91.5% 91.35% 

2β =0.1 95.2% 91.25% 

2β =0.2 94.95% 90.95% 

2β =0.3 94.45% 90.05% 
G-M- 
SCNN 

2β =0.4 95.05% 91% 

2β =0.5 95.2% 90.75% 

2β =0.6 94.1% 89.1% 

2β =0.7 94.6% 90.75% 

2β =0.8 95.2% 90.05% 
 

2β =0.9 94.9% 89.6% 
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(AVP=average valid path percent, AGP=average global path percent) 

Seen from the Table11, the proposed model can solve the TSP with a higher valid 
minimum-path percent and a little lower valid-path percent under all the values of 2β . 

This means that the proposed model is more valid in only solving TSP than Chen’s.  
The time evolution figures of the energy function of G-M-SCNN and Chen’s in 

solving TSP are respectively given in Fig.5 and Fig.6. 

 

Fig. 5. Energy time evolution figure of G-M-SCNN 

 

Fig. 6. Energy time evolution figure of Chen’s 

By comparison, it is concluded that M-SCNN is superior to Chen’s model. From the 
Fig.5, Fig.6, one can see that the velocity of convergence of G-M-SCNN is faster than 
that of Chen’s in solving TSP. Because, the state of Fig.5 become stable in 60 iterations 
while that of Fig.6 become stable in 1500 iterations. 

The superiority of G-M-SCNN contributes to several factors: First, because of the 
higher nonlinear nature of Gauss function, the activation function of G-M-SCNN has a 
further performance in solving combinatorial optimization problems than Chen’s. 
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Second, it is easier to produce chaotic phenomenon [8] in that the activation function is 
non-monotonic. Third, the activation function of G-M-SCNN is varied with time. 
Third, the wavelet function is a kind of basic function. 

5   Conclusions 

We have introduced two models of chaotic neural networks. To verify the effectiveness 
of it, we have made comparison with Chen’s model in optimization problems. By 
comparison, one can conclude that G-M-SCNN is superior to Chen’s in searching 
global minima of continuous nonlinear function.  

Different from Chen’s model, the activation function of G-M-SCNN is composed by 
Gauss, Morlet wavelet and Sigmoid. So, besides it has the quality of sigmoid activation, 
the activation function of G-M-SCNN has a higher nonlinear nature than Sigmoid, 
which is easier to produce chaotic phenomenon [7] because of its non-monotonic. Due to 
these factors, G-M-SCNN is superior to Chen’s in solving TSP.  
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Abstract. In this paper we use a novel neural approach for face recognition 
with Hidden Markov Models. A method based on the extraction of 2D-DCT 
feature vectors is described, and the recognition results are compared with a 
new face recognition approach with Artificial Neural Networks (ANN). ANNs 
are used to compress a bitmap image in order to represent it with a number of 
coefficients that is smaller than the total number of  pixels. To train HMM has 
been used the Hidden Markov Model Toolkit v3.3 (HTK), designed by Steve 
Young from the Cambridge University Engineering Department. However, 
HTK is able to speakers recognition, for this reason we have realized a special 
adjustment to use HTK for face identification. 

1   Introduction 

Real world process generally produced observable outputs which can be considered as 
signals. A problem of fundamental interest is characterizing such real world signals in 
terms of signal models. In primis, a signal model can provide the basis for a 
theoretical description of a signal processing system which can be used in order to 
provide a desiderated output. A second reason why signal models are important is that 
they are potentially capable of characterising a signal source without having the 
source available. This property is especially important when the cost of getting signals 
from the actual source is high. Hidden Markov Models (HMM) are a set of statistical 
models used to describe the statistical properties of a signal [3][8]. HMM are 
characterised by two interrelated processes:  

1. an unobservable Markov chain with a finite number of states, a state 
transition probability matrix and an initial state probability distribution. This 
is the principal aspect of a HMM; 

2. a set of probability density functions for each state.  

The elements that characterized a HMM are:  

• N=|S| is the number of states of the model. If S is the set of states, then 

{ }NsssS ,......,, 21= . Ssi ∈  is one of the states that can be employed 

by the model. To observe the system are used T observation sequences, 
where T is the number of observations. The state of the model at time t is 

given by Sqt ∈ , Tt <<1 .
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• M=|V| is the number of different observation symbols. If V is the set of all 
possible observation symbols (also called the codebook of the model), then 

{ }MvvvV ,......,, 21= .

• { }ijaA =  is the state transition probability matrix, where aij is the 

probability that the state i became the state j:

)|( 1 itjtij sqsqpa === −      Nji ≤≤ ,1 (1)

• ( ){ }kbB j=  the observation symbol probability matrix, ( )kb j  is the 

probability to have the observation k when the state is j:

( ) )|( jtktj sqvopkb === Nj ≤≤1 , Mk ≤≤1 (2)

• { }Nπππ ,....,, 21=∏  is the initial state distribution, where: 

Nj ≤≤1 (3)

Using a shorthand notation, a HMM is defined by the following expression: 

),,( ∏= BAλ (4)

2   Hidden Markov Models for Face Recognition 

Hidden Markov Models have been successfully used for speech recognition where 
data are essentially one dimensional because the HMM provide a way of modelling 
the statistical properties of a one dimensional signal. To apply the HMM also to 
process images, that are two dimensional data, we consider temporal or space 
sequences: this question has been considered in  [2][6][7], where Samaria suggests to 
use a space sequence to model an image for HMM. For frontal face images, the 
significant facial regions are 5: hair, forehead, eyes, nose and mouth [1][5].  

Fig. 1. The significant facial regions 

Each of these facial regions (facial band) is assigned to a state in a left to right 1D 
continuous HMM. The Left-to-right HMM used for face recognition is shown in 
previous figure.To recognize the face k we must trained the following HMM: 

)( 1 ii sqp ==π
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( ))()()()( ,, kkkk pBA=λ (5)

To train a HMM we have used 4 different frontal face gray scale image for any 
person. Each face image of width W and height Y is divided into overlapping blocks 
of height L and width W. The amount of overlap between consecutive blocks is M. 
The number of blocks extracted from each face image equals the number of 
observation vectors T and is given by: 

( )
( ) 1+

−
−=

ML

LY
T (6)

Fig. 2. The facial regions overlapped 

The choice of parameters M and L can significantly affect the system recognition 
rate. A high amount of overlap M significantly increases the recognition rate because 
it allows the features to be captured in a manner that is independent of the vertical 
position. The choice of parameter L is more delicate. An insufficient amount of 
information about the observation vector could arise from a small value of the 
parameter L, while large L increases the probability of cutting across the features. 
However, the system recognition rate is more sensitive to the variations in M than in 

L, for this reason is used ( )1−≤ LM .

We have considered X=92, Y=112, L=10, M=9 [1], then: 

• T=103 
• X x Y=10304 pixel 
• X x L=920 pixel 
• X x M=828 pixel 

The observation sequence has T element, each of them is characterised by a window 
X x L=920 pixel. Using the pixel as elements of an observation sequence is the cause 
of a high complexity computing and a high sensitive to the noise. In this work is 
presented a new approach based on Artificial Neural Networks (ANNs) with the main 
goal to extract the principal characters of an image for reducing the complexity of the 
problem. To train HMM has been used The Hidden Markov Model Toolkit v3.3 
(HTK) [4], designed by Steve Young from the Cambridge University Engineering 
Department. However, HTK is able to speech recognition, for this reason we have 
realized a special adjustment to use HTK for face identification.  
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3   Recognizing 

After the HMM training, it’s possible to recognize a frontal face image using the 
Viterbi’s algorithm finding the model Mi that computes the maximum value 

)|( iMOP , where O is the sequence of observation arrays that it’s need to 

recognize. For HTK, the recognition is implemented by the Token Passing Model, an 
alternative formulation of the Viterbi’s algorithm. For recognizing an image is used 
the tool “HVite”:  

HVite –a –iresult –I transcripts.mlf dict hmmlist foto1 

-i means that the results will be stored into file “result”, while “foto1” is the frontal 
face image to recognize for HTK. “transcrpts.mls”,”dict”,”hmmlist” are text files. 

Fig. 3. Transcripts.mlf , “foto1” is the name of the image 

Fig. 4. Dict

In Fig. 4 “soggetto1” and “soggetto2” are the names of the frontal face images to 
recognize, the following hmm# is the associated HMM. “hmm2” e “hmm1” are the 
files stored by the tool “HRest": in the first case has been used the pixels for the 
observation sequences, while for “hmm1” has been applied the ANN approach 
introduced by this work. 

Fig. 5. Result 

The view of the file asserts that the “foto1” has been recognize as “soggetto1” with 
total logarithmic probability “-453548.593750”, for each observation sequence the 
average probability is the same value divided by T.  
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4   Artificial Neural Networks to Observe an Image for Hidden 
Markov Models 

An Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way biological nervous systems, such as the brain, process 
information. The key element of this paradigm is the novel structure of the 
information processing system. It is composed of a large number of highly 
interconnected processing elements (neurons) working in unison to solve specific 
problems. All connections among neurons are characterized by numeric values 
(weights) that are updated during the training. The ANN is trained by a supervised 
learning process: in the training phase the network processes all the pairs of input-
output presented by the user, learning how to associate a particular input to a specific 
output trying to extend the information acquired also for cases that don’t belong to the 
training set spectrum. Any pair of data in the training set is presented to the system a 
quantity of time determined by the user a priori. The learning step is based on the 
Error Back Propagation (EBP) algorithm. The weights of the network are updated 
sequentially, from the output layer back to the input layer, by propagating an error 
signal backward along the neural connections (hence the name “back-propagation”) 
according to the gradient-descent learning rule:  

ij
ij w

E
w

∂
∂⋅−=∆ η 10 << η (7)

For this work an ANN is used to compress a bitmap image in order to represent it 
with a number of coefficients that is smaller than the total number of pixels. Using 
these coefficients instead of the pixels has been realized a robust facial face 
recognition system that can operate under a variety conditions, such as varying 
illuminations and background. The ANN, using the EBP algorithm, extracts the main 
features from the image to store them in a sequence of 50 bits reducing the 
complexity computing of the problem. The image is a facial feature of a frontal face 
image; from this area we consider 103 segments of 920 pixels that represent the 
observable states of the model. Now all of these sections are divided into features of 
230 pixels, that are the input of the network. The first layer is formed by 230 neurons, 
each neuron per pixel, the hidden layer is composed by 50 units and the last layer by 
230 neurons. After the training, the network is able to work as a pure linear function, 
the input of the first layer must be the same of the output of the last layer. The 
compressed image is described by 50 bits that are the outputs of a hidden layer 
consisting of a Heaviside  function processing elements. For any window of 230 
pixels we have an array of 50 elements, so a section of 920 pixels is compressed in a  
4 sub windows of 50 binary value array each. The matrix weights, referred to the 
connections between the inputs and the hidden layer, codifies the image bitmap, while 
the matrix weights associated to the connections between the hidden layer and the 
outputs, decodes the sequence of bits. 

The ANN has been trained using 10 frontal face image of different persons, after 
the training phase, the matrix weights is stored and finally the ANN is tested with 
other images that are similar, but not the same to the training set feature. Finally, we 
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have a face image compressed into an observation vector of 103 element of 200 
binary (1/0) values that will be computed by the Hidden Markov Models (HMM).  

Fig. 6. System developed 

5   Conclusions and Results 

Two recognizing systems have been developed: the first uses pixels as observation 
vectors and the second employs vectors containing the principal components of the 
images returned by the neural network. The system has been tested using 4 facial face 
image of 4 different persons: 
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Table 1. Training images 

NOME Image 1 Image 2 Image 3 Image 4 

subject1 

subject2 

subject3 

subject4 

For each face recognized we have computed the total logarithmic probability. 

Table 2. Results for subject3 

Subject 3 Without ANN Using ANN 
-436165.750000 -93947.101563 

-470681.968750 -99128.085938 

-478726.531250 -98591.703125 

-442659.375000  -95156.367188 
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Table 2. (continued)

-485397.093750 -104245.335938 

-497308.093750 -103274.578125 

-498396.781250 -108224.695313 

-475043.062500 -99134.726563 

-491749.812500 -103642.601563 

-479394.687500 -102927.476563 

Table 3. Results for subject 4 

Subject 4 Without ANN Using ANN 
-435390.937500 -95473.640625 

-430359.500000 -94148.359375 

-446048.250000 -98179.273438 

-441871.812500 -95641.335938 

-516868.187500 -107430.375000 
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Table 3. (continued)

-443342.437500 -97138.390625 

-456531.875000 -99424.187500 

-609438.000000 -127188.664063 

-635798.500000 

NOT RECOGNIZED

-122770.937500 

-658844.000000 

NOT RECOGNIZED

-131893.875000 

The logarithmic probability is the possibility that the bitmap will be recognized: it 
is clear that the system with ANN is more efficient than the system without. In the 
table 3., there are two images that are not recognized by the system without the neural 
network. 
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Abstract. The application of neural network ensemble (NNE) to economic 
forecasting can heighten the generalization ability of learning systems through 
training multiple neural networks and combining their results. An improved 
principal component analysis (IPCA) is developed to extract the principal com-
ponent of the economic data under the prerequisite that the main information of 
original economic data is not lost, and the input nodes of forecasting model are 
effectively reduced. Based on Bagging, the NNE constituted by five BP neural 
networks is employed to forecast GDP of Jiangmen, Guangdong with favorable 
results obtained, which shows that NNE is generally superior to simplex neural 
network, and valid and feasible for economic forecasting. 

1   Introduction 

The aim of economic forecasting is to estimate the future values according to the 
current data. Much attention has been paid to it by scholars home and abroad in recent 
years. Various approaches have been adopted to solve the problem with success to 
some degree. Neural network, especially BP neural network, is regarded as a good 
method widely applied. BP neural network has good learning ability and generaliza-
tion with its simple structure. However, BP neural network also has some problems 
such as the difficulty in determining the number of neural cells of the hidden layer, 
the influences of its initialization and high requirements of the quantity and quality of 
training samples and so on, which can influence its generalization and make the fore-
casting results not ideal [1].  

In 1990, Hansen and Salamon [2] firstly put forward neural network ensemble 
(NNE) method. Multiple neural networks learning from their training samples consti-
tute a NNE, and their outputs are combined into NNE’s final output, which could 
remarkably enhance its generalization. NNE has recently been successfully applied to 
many fields such as function approximation, pattern recognition and probability den-
sity estimation and so on. In this paper, NNE is applied for economic forecasting with 
favorable results obtained, which shows that NNE is generally superior to simplex 
neural network, and valid and feasible for economic forecasting.  
                                                           
* Supported by the National Natural Science Foundation of China under Grant 70471074 and 

Guangdong Provincial Department of Science and Technology under Grant 2004B36001051. 
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2   Neural Network Ensemble  

2.1   The Introduction of BP Neural Network  

BP neural network (BP NN), a popular multilayer feed-forward network with all the 
nodes and layers arranged in a feed-forward manner, is always one of the types of 
models that are able to correctly classify various nonlinearities in the data, and this 
makes it popular with academics and practitioners.  

BP algorithm builds BP neural network on the supervised learning adopting the 
gradients descend method. The nodes are organized in layers. Via the activation func-
tion between the input and hidden layer, hidden and output layer, neural network 
transmits the input information forwardly to hidden layer’s notes, and the hidden layer 
information to output nodes. The results can get from output layer.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flow of BP neural network 

BP algorithm consists of two parts, that are forward and backward propagation. 
Scaled data are fed into the network at the input layer. At the beginning of the learn-
ing, the interconnection weights are initialized within bound [-1, 1]. In the forward 
propagation course, the state of neurons in every layer can only affect the next con-
nection layer. There are not couplings between the neurons in the same layer. If the 
output layer doesn’t gain the expected output, then the learning course inverses to 
back propagation process. As a generalization of the least means squares algorithm, 
the back propagation algorithm uses a gradient research technique to minimize a cost 
function equal to the mean square difference of the desired and the actually net out-
put. The weights and thresholds can be modified, and they will reach the proper value 
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by adjusting parameters again and again. When the algorithm reaches the expected 
errors, the learning course is finished. At the same time, what are output are the final 
weights and thresholds for sample pattern set in the neural network correspondingly. 
The flow chart of BP algorithm [3] is given in Fig.1. 

2.2   Neural Network Ensemble  

In this study, multiple BP neural networks are used to build a NNE. Fig.2 is the archi-
tecture of NNE. NNE concerns two key problems [4, 5]. One is how to create indi-
vidual neural networks; the other is how to assemble their outputs as NNE’s output. 
 
 

 

 

 

 

 

 

Fig. 2.  Architecture of NNE 

2.2.1   Individual Neural Network Creation  
Some means have been put forward to create individual neural network, among which 
Boosting and Bagging are two important techniques [4, 5]. In Boosting, the latter 
neural network’s training set is determined by the former neural network’s output, and 
the samples not correctly learned by the former one should be added to the latter one’s 
training set at a high probability. Therefore, the latter one can learn form the samples 
better than the former one. However, in Bagging, each NN’s training set is deter-
mined by bootstrap sampling from the original training set. The main differences 
between Bagging and Boosting are as follows [4, 5]. In Bagging, neural networks’ 
training sets are determined by bootstrap sampling, which makes neural networks 
independent of each other so that they can be created in parallel. However, in Boost-
ing, neural networks’ training sets aren’t independent of but depend on each other, 
which makes neural networks created in sequence. 

It is also proved that in order to build a strong NNE, the individual neural networks 
should be with high accuracy as well as high diversity. Same or similar individual 
neural networks are of no help for enhancing the generalization. 

2.2.2   Output Ensemble Approaches  
When NNE is applied to regression, its output can be attained by simple average or 
weighted average. In general, simple average is applied to bagging; while weighted 
average is applied to boosting [4, 5]. 

 

Input 

BP 
NN1 

Output 
 

BP 
NN2 

BP 
NNn 



138 J. Lin and B. Zhu 

3   Reduce Input Nodes with Improved PCA (IPCA)  

3.1   The Theory and Method of PCA  

Economic forecasting is a very complicated problem with many influential factors. In 
BP neural network, if every factor is analyzed and evaluated, on one hand the han-
dling process would be complicated because of abundance data, on the other hand the 
relations between different factors would be separated. In order to reduce the input 
variables while remain the most information, the original data can be pre-handled 
with the principal component analysis (PCA) method. 

Assume that there are p primary factors that influence the economic forecasting, 
which are denoted as x1, x2,…, xp. The original data xij (i=1,2,…, n; j=1,2,…, p) is the 
value of indicator j in year i. 

Firstly the data is standardized [6]: 
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For convenient the standardized data is still denoted as xij. The correlation coeffi-
cients matrix R of standardized data can be written as: 
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where ipi2i1 F,,F,F  are respectively the first principal factor, the second principal 

factor,…, and the pth principal factor.  
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where k is the percentage of the eigenvalue’s variance of Fik;  is the accumulated 
percentage of the eigenvalue’s variances of the first m principal factors. The accumu-
lated percentage indicates the ratio of the of the first m principal factors over all the 
original information, which is set more than a certain value in applications, generally 
85%. 

3.2   The Improved PCA (IPCA)  

In general, there are two parts of information in the original data. One is the different 
information of the variances of the indexes, which is reflected by the mean squared 
error; the other is the correlative information of the influences of the indexes, which is 
reflected by the correlation coefficient matrix. The above-mentioned PCA method 
makes the variances of the indexes be equal to 1, that is, rij (i=j) is equal to 1, which 
can eliminate the first part of information and only include the second part of infor-
mation of the original data. Therefore, it is necessary to improve PCA. In this paper, 
we adopt mean standardization [7] to improve PCA (IPCA), that means: 
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According the formula (4), rij (i=j) can be described as:   
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The formula (8) can reflect the different information of the variances of the in-
dexes. By using mean standardization, the correlation coefficient matrix can not only 
eliminate the influences of index dimensions, but also include two parts of informa-
tion of the original data. Thus, IPCA can not only reduce input nodes, but also remain 
most original information, which shows that IPCA is an efficient simplification 
method. 

4   NNE for Economic Forecasting  

In this paper, based on Bagging, NNE is applied to forecast the increasing rates of 
Gross Domestic Product (GDP) of Jiangmen, Guangdong to illustrate its validity and 
feasibility, which is realized by MATLAB 7.01. 



140 J. Lin and B. Zhu 

4.1   Economic Forecasting Index System  

This paper selects 8 indexes of Jiangmen economic data from 1982 to 2004, which are 
as follows: x1: GDP of Jiangmen; x2: GDP of China; x3: GDP of Guangdong; x4: 
Government expenditures; x5: Total exports; x6: Total investment in fixed assets; x7: 
Total sales of consumer goods; x8: Foreign capital actually utilized. 

4.2   Data Pretreating  

While carrying on the importation of the input variables, this paper uses the increas-
ing rate of the index in order to get rid of the long-term growth trend influence, price 
fluctuation influence and the difference of index scale. That means: 
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where '
i )t(x : the increasing rate of indicator i in t year; )t(x i : the real value of indi-

cator i in t year; )t(w i : the price index of indicator in t year; )1-t(w i : the price in-

dex of indicator in t -1 year. The pretreated results are listed in Table 1. In addition, 

for convenience, let '
i )t(x  still be denoted as )t(x i . 

Table 1. The pretreated data 

Year x1 x2 x3 x4 
1983 0.099495 0.099803 0.074073 0.104675 
1984 0.146769 0.131440 0.219648 -0.076540 
1985 0.009801 0.078192 0.086867 0.089785 
1986 0.153217 0.088195 0.105362 0.811057 
1987 0.152476 0.157451 0.144644 -0.158030 
1988 -0.035950 -0.026440 0.043524 0.043905 
1989 -0.062720 -0.080660 -0.028710 -0.078170 
1990 0.189334 0.150162 0.169529 0.107578 
1991 0.170995 0.115266 0.203594 0.222691 
1992 0.243340 0.151180 0.217246 0.085743 
1993 0.197495 0.112793 0.190280 0.426691 
1994 0.152686 0.169033 0.102276 0.050622 
1995 0.128349 0.193922 0.149918 0.004885 
1996 0.085521 0.126953 0.091106 0.023269 
1997 0.066950 0.102500 0.122159 0.121762 
1998 0.071718 0.083840 0.102344 0.046158 
1999 0.116112 0.077799 0.116887 0.121276 
2000 0.119411 0.106170 0.158912 0.149983 
2001 0.107214 0.096049 0.125635 0.147170 
2002 0.102894 0.095870 0.125677 0.190504 
2003 0.103979 0.137328 0.149779 0.133411 
2004 0.107342 0.134680 0.156675 0.115258 
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Table 1. (continued) 

Year x5 x6 x7 x8 

1983 0.206206 0.038243 -0.961757 0.048000 
1984 0.102055 0.318498 -0.681502 -0.124930 
1985 -0.240760 0.333528 -0.666472 0.266601 
1986 1.224812 0.188219 -0.811781 1.627509 
1987 -0.024000 0.161016 -0.838984 0.462541 
1988 -0.098700 0.046980 -0.953020 0.024446 
1989 -0.081300 -0.678790 -1.678793 -0.226630 
1990 0.696454 0.388348 -0.611652 0.072598 
1991 0.527487 0.345614 -0.654386 0.790504 
1992 0.264442 0.989359 -0.010641 0.381291 
1993 0.296491 0.473133 -0.526867 0.703069 
1994 0.871993 -0.023130 -1.023134 0.954271 
1995 0.009587 0.029388 -0.970612 0.032446 
1996 -0.040310 -0.188470 -1.188471 -0.037010 
1997 0.168984 -0.109910 -1.109909 -0.218230 
1998 0.123709 0.090174 -0.909826 0.180221 
1999 -0.147680 0.223918 -0.776082 0.214129 
2000 0.215448 0.146090 -0.853910 0.178396 
2001 -0.120650 0.150910 -0.849090 0.083232 
2002 0.178030 0.143983 -0.856017 -0.090350 
2003 0.493333 0.174315 -0.825685 0.395680 
2004 0.347232 0.191299 -0.808701 0.145358 

Table 2. Eigenvalue,eigenvector and accumulated percentage 

Variable 1 2 3 4 
Eigenvalue 13.8378 3.4732 1.8657 0.9303 

Accumulated 
percentage 

0.6616 0.8277 0.9169 0.9614 

0.29235 0.16799 0.27616 0.04344 
0.25417 0.16016 0.42074 0.06263 
0.25060 0.18928 0.34873 -0.10070 
0.42290 -0.34568 -0.25756 -0.73452 
0.43409 -0.36429 0.02864 0.57409 
0.43159 0.74503 -0.38362 0.00456 
0.16272 -0.07996 0.59391 -0.26087 

Eigenvector 

0.45508 -0.31087 -0.24096 0.21650 

The above-mentioned IPCA method has been applied for dimension reduction, and 
the results are obtained in Table 2.Three principal factors denoted as F1, F2 and F3 can 
be extracted from the data of 8 indexes above, which reflect the Jiangmen economic 
states from 1983 to 2004. The accumulative total variance achieves 91.69%, so to a 
certain extent, these three factors can be used to describe the main development states  
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Table 2. (continued) 

Variable 5 6 7 8 
Eigenvalue 0.6109 0.1231 0.0496 0.0244 

Accumulated 
percentage 

0.9906 0.9965 0.9988 1 

0.00831 -0.35633 0.73447 -0.37640 
-0.05465 -0.58373 -0.61686 -0.06746 
0.00403 0.08415 0.20729 0.84826 
0.26087 -0.16296 -0.03401 -0.00588 
0.56098 0.17559 -0.05404 0.00254 
0.06846 0.26787 -0.13532 -0.12933 
-0.14820 0.62919 -0.12046 -0.33763 

Eigenvector 

-0.76650 0.01352 0.01311 0.05878 

Table 3. The first 3 principal factors 

Year F1
 F2

 F3
 x1 

1983 0.08865 0.02589 -0.5232 0.146769 
1984 0.11301 0.40718 -0.3018 0.009801 
1985 0.13479 0.30618 -0.5521 0.153217 
1986 1.65808 -0.96760 -1.0042 0.152476 
1987 0.18706 0.18484 -0.4727 -0.035950 
1988 -0.15430 0.12235 -0.6099 -0.062720 
1989 -0.78370 -0.27330 -0.7255 0.189334 
1990 0.58494 0.11272 -0.3629 0.170995 
1991 0.85589 -0.11930 -0.5872 0.243340 
1992 0.91384 0.59966 -0.2857 0.197495 
1993 0.88166 0.00783 -0.5969 0.152686 
1994 0.77097 -0.4952 -0.6678 0.128349 
1995 0.00012 0.16523 -0.4272 0.085521 
1996 -0.21913 0.02471 -0.5230 0.066950 
1997 -0.12627 0.02184 -0.4867 0.071718 
1998 0.11403 0.06773 -0.5360 0.116112 
1999 0.13800 0.22828 -0.5283 0.119411 
2000 0.26396 0.05847 -0.5056 0.107214 
2001 0.06195 0.20470 -0.5098 0.102894 
2002 0.12552 0.12953 -0.4733 0.103979 
2003 0.49435 -0.08510 -0.5341 0.107342 
2004 0.32147 0.06492 -0.4675  

of Jiangmen economic in past years. Fi (i=1, 2, 3) can be listed in Table 3, which can 
be described as the 3 input neural cells of the network. 

This paper takes the increasing rate of GDP as the object of economic forecasting 
and uses the former year’s economic data to forecast the latter year’s increasing rate 
of GDP. Therefore, economic forecasting model can be described as: 
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))1t(F),1t(F),1t(F(f)t(x 3211 −−−=  , 

where )(f ⋅ is the projection function. 

4.3   Creating Training and Test Samples  

We can define S as the training set made up of the data from1983 to 1999 correspond-
ing to the increasing rates of GDP from 1984-2000 in Table 3, that is to say, the num-
ber of the training samples is 17. We can also define the data from 2000 to 2003 cor-
responding to the increasing rates of GDP from 2001 to 2004 as the test samples and 
use the data in 2004 to forecast the increasing rate of GDP in 2005. 

4.4   Creating and Training Individual Neural Networks  

Matlab 7.01 neural network toolbox can be used to create and train the individual 
neural networks of economic forecasting. In this thesis, we use tansig function as the 
hidden layer’s threshold function, purelin as output layer’s threshold function and 
trainlm as BP neural network’s training function.  

Five neural networks NNi (i=1, 2,…, 5) are trained Bagging adopted until they all 
satisfy the request of error. Five training samples, namely Si (i=1, 2,…, 5), are boot-
strap sampling from S at random, and 5,,2,1i,13Si =≥ . Si trains NNi. The five 

neural networks are respective 3-3-1,3-4-1,3-5-1,3-6-1 and 3-7-1 BP NNs with train-
ing epochs of 5000, learning rate of 0.001, target error of 0.000001 and initial weights 
of the random values among [-1,1]. The training effects are listed in Table 4. From the 
training results, all the individual neural networks have been trained well. 

Table 4. The training results of  NNi and NNE 

Year NN1 NN2 NN3 NN4 NN5 NNE 
1984 0.14023 0.14586 0.14845 0.14533 0.14531 0.14504 
1985 0.00980 0.01036 0.01062 0.00988 0.00963 0.01006 
1986 0.17499 0.15294 0.15275 0.15383 0.15443 0.15779 
1987 0.15448 0.15255 0.15215 0.15308 0.15193 0.15284 
1988 0.01159 -0.03527 -0.03595 -0.03573 -0.03544 -0.02616 
1989 -0.06045 -0.06260 -0.06257 -0.06172 -0.06301 -0.06207 
1990 0.17322 0.18931 0.18918 0.18956 0.18908 0.18607 
1991 0.17099 0.17104 0.17091 0.17104 0.17093 0.17098 
1992 0.22314 0.24541 0.24314 0.24295 0.24358 0.24368 
1993 0.17531 0.19709 0.19717 0.19770 0.19752 0.19295 
1994 0.15311 0.15177 0.15301 0.15273 0.15269 0.15266 
1995 0.12592 0.12738 0.12823 0.12895 0.12826 0.12775 
1996 0.82580 0.08346 0.08416 0.08586 0.08556 0.07296 
1997 0.07666 0.06619 0.06623 0.06639 0.06707 0.06851 
1998 0.10521 0.07366 0.07284 0.07389 0.07149 0.08342 
1999 0.08588 0.11628 0.11437 0.11816 0.11803 0.11054 
2000 0.10912 0.11989 0.12066 0.11863 0.11702 0.11912 
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4.5   Constituting NNE and Combining Outputs  

After having been trained, the five neural networks NNi (i=1, 2,…, 5) constitutes the 
NNE, and simple average is adopted to combine NNE’s final result. From Table 4, we 
can find that the training results of NNE are satisfactory. Then, the test samples are 
introduced into the NNE to checkout its generalization. In addition, we have input the 
3 principal factors in 2004 to forecast the increasing rate of GDP in 2005. The test 
results are given in Table 5. 

4.6   Results and Discussions  

As are shown in the Table 5, all the test results are close to their real values, even 
though the number of the training samples is only 17. From the results, we can also 
find that the forecasting ability of NNE is much higher than that of simplex neural 
network on the whole, and all the errors are less than 7%, with maximal error of 
6.33% and minimal error of -0.55%. Therefore, NNE’s training and test results are so 
satisfactory that it can be used for economic forecasting. According to the forecasting 
result, Jiangmen’s increasing rate of GDP in 2005 is much closed to 11%. So in con-
clusion, using neural network is feasible and effective for economic forecasting. 

Table 5. The test results with NNE 

Year 2001 2002 2003 2004 2005 
x1(Real value) 0.107214 0.102894 0.103979 0.107342  

Predicted  
value 

0.08588 0.08753 0.07472 0.08594 0.09478 
NN1 

Error (%) -19.90 -14.93 -28.14 -19.94  
Predicted  

value 
0.12323 0.12709 0.09892 0.09738 0.11235 

NN2 
Error (%) 14.94 23.52 -4.87 -0. 93  
Predicted  

value 
0.11037 0.11717 0.12047 0.11323 0.12115 

NN3 
Error (%) 2.94 13.87 15.86 5.49  
Predicted  

value 
0.11616 0.0977 0.09865 0.12897 0.10708 

NN4 
Error (%) 8.34 -5.05 -5.13 20.15  
Predicted  

value 
0.11203 0.11757 0.12202 0.10824 0.11194 

NN5 
Error (%) 4.49 14.26 17.35 0.84  
Predicted 

value 
0.109534 0.109412 0.102956 0.106752 0.10946 

NNE 
Error (%) 2.16 6.33 -0.98 -0.55  

 5   Conclusions  

All the above is an attempt to applying neural network ensemble to economic fore-
casting. The model uses the method combing five BP neural networks with improved 
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PCA, and can achieve more exact forecasting results based on the original data with 
its excellent learning ability and generalization than simplex neural network on the 
whole. Neural network ensemble can provide a new and valid way for economic fore-
casting under a few samples. On the whole, the research into the neural network en-
semble in practical economic forecasting is in prospect, particularly under competitive 
market economic environment at present. 
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Abstract. In this paper we propose two versions of Stacked Generalization as
the combination module of an ensemble of neural networks. The first version
only uses the information provided by expert networks. The second one uses the
information provided by experts and the input data of the pattern that is being
classified. Finally, we have performed a comparison among 6 classical combina-
tion methods and the two versions of Stacked Generalization in order to get the
best method. The results show that the methods based on Stacked Generalization
are better than classical combination methods.

1 Introduction

Probably, the most important property of a neural network is the generalization capa-
bility. The ability to correctly respond to inputs which were not used in the training
set.

It is clear from the bibliography that the use of an ensemble of neural increases
the generalization capability, [1],[2], for the case of Multilayer Feedforward and other
classifiers.

The two key factors to design an ensemble are how to train the individual networks
and how to combine the different outputs to give a single output.

Among the methods of training the individual networks there are an important num-
ber of alternatives. Our research group has performed a comparison among methods of
building ensembles detailed in [3] and [4]. These papers show that the Simple ensemble
method provides a reasonable performance with a lower computational cost.

Moreover, our research group has performed another comparison among combina-
tion methods of ensembles in paper [5], which shows that the Output Average is the
simpler method but it is one of the best combination methods.

In this paper, we present some results on two versions of Stacked Generalization
and we compare them with six classic combination methods. We have built ensembles
of 3, 9, 20 and 40 networks with Simple Ensemble using six databases from the UCI
repository to test the performance of the combination methods.

The methods are described in 2. The results we have obtained with these six data-
bases are in subsection 3.2. We have also calculated general measurements of the com-
bination methods to compare them, these results appear in subsetion 3.3.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 146–155, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Basic ensemble diagram

2 Theory

In this section, first we briefly review the methods of combination that we have used
in our experiments for comparison with the methods based on Stacked Generalization.
Finally, we introduce the two methods we have proposed in subsections 2.7 and 2.8.

2.1 Output Average

This approach simply averages the individual classifier outputs across the different clas-
sifiers. The output yielding the maximum of the averaged values is chosen as the correct
class.

2.2 Majority Vote

Each classifier provides a vote to a class, given by its highest output. The correct class
is the one most often voted by the classifiers.

2.3 Winner Takes All

In this method, the class with overall maximum output across all classifier and outputs
is selected as the correct class.

2.4 Borda Count

For any class c, the Borda count is the sum of the number of classes ranked below c by
each classifier. The Borda count for class class is:

Bordaclass(x) =
k∑

net=1

Bordanet
class(x). (1)

Where Bordanet
class(x) is the number of classes ranked below the class class by the

net-th classifier. The final hipothesys is given by the class yielding the highest Borda
count.

h(x) = arg max
class=1,...,q

Bclass(x). (2)
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2.5 Bayesian Combination

This combination method is based on the belief value, the class with maximum belief
value is selected as the correct class. According to [6] this value is the conditional
probability that the pattern x belongs to class i, it can be approximated by:

Beliefclass(x) =
∏k

net=1 p(x ∈ class|h(ynet) = j)∑q
i=1

∏k
net=1 p(x ∈ i|h(ynet) = j)

. (3)

h(x) = arg max
class=1,...,q

Beliefclass(x). (4)

Where the conditional probability that sample x actually belongs to class i, given
that classifier k assign it to class j can be estimated from the values of the confusion
matrix [7].

p(x ∈ i|class(ynet) = j) =
cnet
i,j∑q

m=1 cnet
m,j

. (5)

2.6 Dinamically Averaged Networks

It is proposed in reference [8]. It is a weighted output average which introduces weights
to the outputs of the different networks prior to averaging. The weights values are de-
rived from the network output of the pattern we are classifying. We allow the weights
to be proportional to the certainties of the respective network output.

yclass(x) =
k∑

net=1

wnet
class · ynet

class(x). (6)

Where the weights are calculated by:

wnet
class(x) =

Cnet
class(x)∑k

i=1 Ck
class(x)

. (7)

Cnet
class(x) =

⎧⎨⎩
ynet

class(x) if ynet
class(x) ≥ 0.5

1− ynet
class(x) otherwise
.

(8)

The output yielding the maximum of the averaged values is chosen as the correct
class.

h(x) = arg max
class=1,...,q

yclass(x). (9)

2.7 Stacked Generalization

Stacked Generalization was introduced by Wolpert [9]. The combination method we
propose in this paper is based on the idea of Stacked Generalization and it consist on
training a neural network to combine the output vectors provided by the networks of the
ensemble. The neural network used for combination is called Combination network, the
networks of the ensemble are also known as expert networks. See Figure 2.
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Fig. 2. Stacked Generalization diagram

2.8 Stacked Generalization Plus

The use of the original pattern input vector is the difference between Stacked Gen-
eralization and Stacked Generalization Plus. The outputs of the expert networks on
patterns from the training set and the original pattern input vector are used to train the
combination network. In Figure 3 we can see a diagram of the Staked Generalization
Plus.

Fig. 3. Stacked Generalization Plus diagram

3 Experimental Testing

In this section we describe the experimental setup and the datasets we have used in
our experiments. Finally, we show and compare the results we have obtained with the
combination methods on the different datasets.

To test the performance of the combination methods we have proposed in this paper,
we have used ensembles of 3, 9, 20 and 40 MF networks previously trained with Simple
ensemble on six different classification problems from the UCI repository of machine
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learning databases [10]. In addition, we repeated ten times the whole learning process,
using different partitions of data in training, validation and test sets. With this procedure
we can obtain a mean performance of the ensemble for each database and an error in
the performance calculated by standard error theory.

3.1 Datasets

The databases from the UCI that we have used in our experiments are the following
ones:

Arrhythmia Database (aritm)
The aim is to distinguish between the presence and absence of cardiac arrhythmia and
to classify it in one of the 16 groups. This dataset contains 443 instances, 277 attributes
and 3 classes.

Glass Identification Database (glas)
The aim of the dataset is to determinate if the glass analysed was a type of ‘float’ glass
or not for Forensic Science. This dataset contains 2311 instances, 34 attributes and 2
classes.

Ionosphere Database (ionos)
Classification of radar returns from the ionosphere. This dataset contains 351 instances,
34 attributes and 2 classes.

The Monk’s Problem 1 (mok1)
Artificial problem with binary inputs. This dataset contains 432 instances, 6 attributes
and 2 classes.

The Monk’s Problem 2 (mok2)
Artificial problem with binary inputs. This dataset contains 432 instances, 6 attributes
and 2 classes.

Vowel Database (vowel)
There is no description about it in the repository. This dataset contains 990 instances,
11 attributes and 11 classes.

Table 1 shows the training parameters (Number of hidden units, Number of itera-
tions, Step and Momentum) of the expert networks and the performance of a single
network on each database.

Table 2 shows the training parameters (Number of hidden units, Number of iter-
ations, Step and Momentum) we have used to train the combination networks with
Stacked Generalization and with Stacked Generalization Plus.

3.2 Results

In this subsection we present the experimental results. Table 3 shows the results we have
obtained with ensembles of 3 networks. Tables 4, 5 and 6 show the results of ensembles
of 9, 20 and 40 networks respectively.
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Table 1. MF training parameters

Database Nh Ite Step Mom Performance
aritm 9 2500 0.1 0.05 75.6 ± 0.7
glas 3 4000 0.1 0.05 78.5 ± 0.9

ionos 8 5000 0.1 0.05 87.9 ± 0.7
mok1 6 3000 0.1 0.05 74.3 ± 1.1
mok2 20 7000 0.1 0.05 65.9 ± 0.5
vowel 15 4000 0.2 0.2 83.4 ± 0.6

Table 2. MF training parameters for the Combination Network

Stacked Stacked Plus
DB Nets Mom Step Nh Ite Mom Step Nh Ite

Arrtimia

3 0.01 0.05 3 10000 0.01 0.05 4 2500
9 0.01 0.05 20 500 0.01 0.05 6 1500
20 0.01 0.05 1 100 0.01 0.05 17 1500
40 0.01 0.05 5 100 0.01 0.05 5 1500

Glass

3 0.01 0.05 3 10000 0.01 0.05 5 10000
9 0.01 0.05 3 10000 0.01 0.05 4 10000
20 0.01 0.05 5 10000 0.01 0.05 15 10000
40 0.01 0.05 5 10000 0.01 0.05 15 10000

Ionos

3 0.01 0.05 7 10000 0.01 0.05 1 10000
9 0.01 0.05 1 10000 0.01 0.05 1 10000
20 0.01 0.05 5 10000 0.01 0.05 4 10000
40 0.01 0.05 5 10000 0.01 0.05 5 10000

Monk1

3 0.01 0.05 1 10000 0.01 0.05 5 10000
9 0.01 0.05 1 10000 0.01 0.05 1 10000
20 0.01 0.05 1 10000 0.01 0.05 5 10000
40 0.01 0.05 1 10000 0.01 0.05 5 10000

Monk2

3 0.01 0.05 15 100 0.01 0.05 4 2500
9 0.01 0.05 5 100 0.01 0.05 5 250
20 0.01 0.05 5 250 0.01 0.05 4 10000
40 0.01 0.05 25 250 0.01 0.05 4 10000

Vowel

3 0.01 0.05 19 10000 0.01 0.05 30 2500
9 0.01 0.05 6 7500 0.01 0.05 13 5000
20 0.01 0.05 20 500 0.01 0.05 10 2500
40 0.01 0.05 10 5000 0.01 0.05 7 5000

3.3 Interpretations of Results

Comparing tables 3-6 we can see that both methods based on Stacked Generalization
are more accurate than the classical methods.

We have calculated the increase of performance of Stacked Generalization and
Stacked Generalization Plus with respect to Output Average to see more clearly if
Stacked combination methods performs better. A positive value of the increase of per-
formance means that the method performance is better on the dataset. There can also
be negative values, which means that the performance of the method on the dataset is
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Table 3. Results for the ensemble of three networks

aritm glas ionos mok1 mok2 Vowel
Average 73.5 ± 1.1 94 ± 0.8 91.1 ± 1.1 73.8 ± 1.1 94 ± 0.7 90.3 ± 1.1

Vote 73.1 ± 1 93.6 ± 0.9 91.3 ± 1 73.3 ± 0.9 93.2 ± 0.8 90.6 ± 1.2
WTA 73.6 ± 1 94 ± 0.6 91.1 ± 1.1 73.3 ± 1.1 93.8 ± 0.6 90.9 ± 1.3
Borda 73.1 ± 1 94.4 ± 0.9 91.3 ± 1 73.3 ± 0.9 94.2 ± 0.7 90.6 ± 1.2

Bayesian 73.6 ± 0.9 94.2 ± 1 91.4 ± 1.1 73.6 ± 0.9 92.2 ± 0.9 93.1 ± 1.4
DAN 73.2 ± 1.1 92.8 ± 1.6 90 ± 1.2 73.6 ± 1 92.8 ± 1.1 90 ± 1.1

Stacked 75.4 ± 1.4 95.2 ± 0.9 92 ± 0.8 75.1 ± 1.2 96 ± 0.7 92.9 ± 1
StackedPlus 74.4 ± 1.4 95.6 ± 0.9 92 ± 0.9 73.6 ± 1.7 95.6 ± 0.8 92.7 ± 1

Table 4. Results for the ensemble of nine networks

aritm glas ionos mok1 mok2 Vowel
Average 73.8 ± 1.1 94 ± 0.7 90.3 ± 1.1 98.8 ± 0.8 90.8 ± 1.8 88 ± 0.9

Vote 73.3 ± 0.9 93.2 ± 0.8 90.6 ± 1.2 98.3 ± 0.9 90.3 ± 1.8 88 ± 0.9
WTA 73.3 ± 1.1 93.8 ± 0.6 90.9 ± 1.3 99.5 ± 0.5 90 ± 1.2 88 ± 0.9
Borda 73.3 ± 0.9 94.2 ± 0.7 90.6 ± 1.2 98.3 ± 0.9 90.3 ± 1.8 88 ± 0.9

Bayesian 73.6 ± 0.9 92.2 ± 0.9 93.1 ± 1.4 99.8 ± 0.3 89.6 ± 1.7 88 ± 0.9
DAN 73.6 ± 1 92.8 ± 1.1 90 ± 1.1 98.8 ± 0.9 86.8 ± 2.8 88 ± 0.9

Stacked 75.1 ± 1.2 96 ± 0.7 92.9 ± 1 99.8 ± 0.3 92.1 ± 1.2 88 ± 0.9
Stacked Plus 73.6 ± 1.7 95.6 ± 0.8 92.7 ± 1 100 ± 0 91.9 ± 1.3 92.3 ± 0.6

Table 5. Results for the ensemble of twenty networks

aritm glas ionos mok1 mok2 Vowel
Average 73.8 ± 1 94 ± 0.7 90.4 ± 1 98.3 ± 0.9 91.1 ± 1.1 91.4 ± 0.8

Vote 73.3 ± 1 93.4 ± 0.9 90 ± 1.2 98.1 ± 1 90.4 ± 1.8 90.6 ± 0.6
WTA 73.1 ± 1.2 94.4 ± 0.7 91.3 ± 1.1 100 ± 0 90 ± 1.1 89.7 ± 0.7
Borda 73.3 ± 1 94.4 ± 0.8 90 ± 1.2 98.1 ± 1 90.4 ± 1.8 88 ± 0.9

Bayesian 73.8 ± 1 90.6 ± 0.9 93.1 ± 1.4 100 ± 0 89.9 ± 1.6 74.9 ± 1
DAN 72.8 ± 1.2 94.2 ± 1.2 89.6 ± 1.1 97.6 ± 1 86.6 ± 2.1 85.3 ± 1.1

Stacked 73.8 ± 1.3 96.6 ± 0.8 92.7 ± 1.1 100 ± 0 91.5 ± 1.1 93.3 ± 0.6
Stacked Plus 74.7 ± 1.1 96.6 ± 0.8 92.9 ± 1.2 100 ± 0 91.5 ± 1.1 93.3 ± 0.7

Table 6. Results for the ensemble of forty networks

aritm glas ionos mok1 mok2 Vowel
Average 73.8 ± 1.1 94.2 ± 0.6 90.3 ± 1 98.3 ± 0.9 91.1 ± 1.2 92.2 ± 0.7

Vote 73.5 ± 1 94 ± 0.8 90.1 ± 1.2 98.3 ± 0.9 91 ± 1.6 90.5 ± 0.7
WTA 73.1 ± 1.2 93.8 ± 0.9 91.6 ± 1.1 99.6 ± 0.4 90 ± 1.6 89.5 ± 0.7
Borda 73.5 ± 1 94.4 ± 0.8 90.1 ± 1.2 98.3 ± 0.9 91 ± 1.6 88.7 ± 0.8

Bayesian 74.1 ± 1.1 90.2 ± 0.9 93.4 ± 1.4 100 ± 0 90.3 ± 1.5 67.7 ± 1.3
DAN 73.2 ± 1 93.2 ± 0.9 89 ± 1.2 98.8 ± 0.8 86.4 ± 2.8 84.3 ± 1.2

Stacked 73.9 ± 1.4 95.8 ± 0.6 92.4 ± 1 100 ± 0 92.4 ± 1.2 94.2 ± 0.8
Stacked Plus 74.5 ± 1.3 96.6 ± 0.8 92.4 ± 1.2 100 ± 0 91.4 ± 1.2 94.1 ± 0.7
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Table 7. Stacked Generalization increase of performance respect Average

Database 3 Nets 9 Nets 20 Nets 40 Nets
aritm 1.95 1.27 0 0.11
glas 1.2 2 2.6 1.6

ionos 0.85 2.56 2.27 2.14
mok1 0.12 1 1.75 1.75
mok2 0.75 1.38 0.37 1.25
vowel 1.41 1.36 1.92 2.02

Table 8. Stacked Generalization Plus increase of performance respect Average

Database 3 Nets 9 Nets 20 Nets 40 Nets
aritm 0.92 −0.24 0.91 0.68
glas 1.6 1.6 2.6 2.4

ionos 0.85 2.41 2.42 2.14
mok1 1.5 1.25 1.75 1.75
mok2 0.5 1.13 0.37 0.25
vowel 1.81 1.36 1.92 1.92

Table 9. Mean increase of performance with respect to a single network

Method 3 Nets 9 Nets 20 Nets 40 Nets
Average 11.2 12.15 12.23 12.38

Vote 10.91 11.6 11.7 11.95
WTA 10.98 12.03 12.14 11.99
Borda 10.88 11.42 11.44 11.72

Bayesian 11.18 10.85 9.45 8.35
DAN 9.85 10.34 10.07 9.88

Stacked 12.25 13.75 13.72 13.86
Stacked Plus 12.4 13.41 13.9 13.9

Table 10. Mean percentage of error reduction with respect to a single network

Method 3 Nets 9 Nets 20 Nets 40 Nets
Average 49.17 49.66 50.16 50.94

Vote 46.94 47.18 47.55 48.57
WTA 48.41 49.43 50.05 49.52
Borda 45.68 45.87 45.73 47.05

Bayesian 38.19 43.61 35.21 28.52
DAN 39.35 41.05 39.65 38.09

Stacked 56.78 58.3 58.56 58.98
Stacked Plus 56.91 56.8 59.4 59.4

worse. The increase of performance obtained with Stacked Generalization and Stacked
Generalization Plus respect to Output Average are in tables 7-8.

Comparing the results showed in tables 7-8 we can see that the improvement in per-
formance using our method depends on the database and the number of networks used
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in the ensemble. We can see that, in general the methods based on Stacked Generaliza-
tion are better than Output Average.

We have also calculated the percentage of error reduction (PER) of the ensembles with
respect to a single network to get a general value for thecomparison among all themethods
we have studied. We have used equation 10 to calculate the ensemble PER value.

PER = 100 · Errorsinglenetwork − Errorensemble

Errorsinglenetwork
. (10)

The PER value ranges from 0%, where there is no improvement by the use of a
particular ensemble method with respect to a single network, to 100%. There can also
be negative values, which means that the performance of the ensemble is worse than the
performance of the single network. This new measurement is relative and can be used
to compare more clearly the different methods.

Furthermore, we have calculated the increase of performance with respect to Single
Network and the mean PER across all databases for each method to get a global mea-
surement. Table 9 shows the results of the mean increase of performance and Table 10
shows the results of the mean PER.

According to these global measurement Stacked Generalization methods are the best
performing methods. The highest difference between Stacked Generalizacion and Out-
put Average is in the 40-network ensemble where the mean PER increase is 9.54%.
Although, Stacked Generalization Plus is slitghly better than Stacked Generalization
there are some cases where the second method is better.

4 Conclusions

In the present paper we have analysed six classic combination methods and we have
proposed new combination methods based on Stacked Generalization. We have used
ensembles of 3, 9, 20 and 40 networks previously trained with Simple Ensemble on six
databases from the UCI Repository to cover a wide spectrum of the number of networks
in the classification system.

The results showed that the improvement by the use of Stacked Generalization de-
pends on the database. Moreover, we have calculated the mean increase of performance
and the mean percentage of error reduction across all databases with respect to a Single
Network in order to get global measurements to compare the combination methods we
have studied.

According to the results of these global measurements Stacked Generalization meth-
ods perform better than the classical combination methods studied in this paper. In
general, Stacked Generalization is the best performing combination method for ensem-
bles of 9 networks and Stacked Generalization Plus is the best performing combination
method for ensembles of 3, 20 and 40 networks.

The use of a Combination Network in the module combination of an ensemble in-
creases the generalization capability of the ensemble.
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Abstract. This paper presents a novel approach to macro-economy forecasting 
based on the Fuzzy Neural Networks. This method employs the expert opinions, 
statistical analysis and the Genetic Algorithm, to enhance the model of Fuzzy 
Neural Network. Our method combines the expert opinions and the results of 
statistical analysis to determine the input parameters of the prediction model, 
and adopts the Genetic Algorithm to process the original sample data. We use 
the fuzzy logic system to establish a set of fuzzy rules and utilize an EBP (Error 
Back Propagation) algorithm to train the network and adjust the parameters of 
the membership functions. The experimental results of the system indicates that 
the method is efficient and robust, producing high-precision results. This 
method could be extended to other application areas. 

1   Introduction 

Forecast problems have been under intensive study by researchers in the data mining 
area for more than a decade. In brief, a forecast method uses the known information to 
predict the future results by making use of prediction operators. There are many 
techniques developed for accurate forecasting of various problems. For example, 
Sung-Kwun Oh et al [1] proposed a genetically optimized hybrid fuzzy neural 
network and the model has been applied to prediction problems such as the three-
input nonlinear function, the time series of gas furnace and the NOx emission process 
of gas turbine power plant. Wei Li et al [2] adopted fuzzy neural network to control 
signal lamp of traffic. Weiguo Song et al [3] proposed a method that can set up a 
haptic model for Liver Cutting. Apart from the wide applications in engineering, FNN 
has also been used in financial and economic services. For example, Lixin Yu et al [4] 
proposed an evolutionary fuzzy neural network and the algorithm had been used for 
financial prediction of bank prime loan rate, federal funds rate and discount rate. In 
this paper, we shall look at the problem of macro-economy forecasting. Zhibin Xiong 
et al [5] proposed a fuzzy neural network model to evaluate loan risk. In our research, 
we will look at the problem of macro-economy forecasting. That is, we shall predict 
the future economy trend based on the historical data. During the course of our 
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Wong Education Foundation.  
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research, we observe that a macro-economy forecasting model should address the 
following difficulties [6]: (1) Predict model will be interfered by external artificial 
factors and natural factors such as political & economic policies, international affairs, 
climate affections and natural disasters; (2) Combining the Error Back Propagation 
algorithm with the fuzzy logic system will be the best choice. (3) If the selection of 
input variables of the predict model does not suit for the output variable, it will badly 
affect the predict precision. 

In our research, we propose a new method, which combines the opinions from 
experts and the results of statistics analysis to determine the input variables of the 
forecast model, and adopts GA (Genetic Algorithm) to optimize the original sample 
data, afterwards, it uses the fuzzy logic system to establish a set of fuzzy rules and 
employs the EBP algorithm to train the network which is used thereafter to adjust the 
parameters of the membership functions. The experimental results of the system show 
that the prediction algorithm can produce four-year accurate values in the prediction 
results of a consecutive five years. Furthermore, this method is generic, therefore it  
can be generalized and applied in many other applications. 

2   The Differences Between ESGAFNN and Usual Prediction 
Algorithm 

In practice, the selection method of prediction input and output variables are often ad 
hoc. The selection of prediction input variables versus the predict output variable is 
critical for the precision of the prediction output. The irrelevance of these variables 
selection will have a major impact on the prediction precision. In our prediction 
method, we enhance the NN-based learning method using the economist knowledge, 
which is regarded as expert opinions. At the same time, the correlation and regression 
analysis of the 54 variables were done in the production, finance, investment, 
consumption module. Thus the prediction input and output variables should be chosen 
based on expertise knowledge. This is important as the expert opinions tend to be less 
biased compared to any ad hoc solutions given specific economic contexts. For 
example, the GDP (Gross Domestic Product) stands for  the value of the whole final 
production to be produced and labor services in one nation or region economy in a 
certainty period (one quarter or one year). GDP is considered one of the most crucial 
measurements for macro economy [7]. The foreign economists usually consider the 
GDP to consist of the following items: consumption(C), private investment (I), 
government payout (P) and net export value (E). However, Chinese economists 
usually consider the GDP to include fixed assets investment, export and inner 
consumption. By calculating the correlation coefficient of the 54 variables and 
combining with the economist’s opinions, we choose Total Retail Sales of Consumer 
Goods, Total Investment in Fixed Assets, Total Exports Value, Added value of 
Secondary Industry and Financial Revenue as predict input variables after the GDP as 
predict output variable is chosen. 

In general, the prediction algorithm often adopts the evolutional computation 
methods such as NN, FNN, GA or combination of FNN and GA to predict. While our 
predict algorithm adopts the following approach: (1) To apply the economist’s 
opinions and the results of statistical analysis to determine input variables of predict 
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model; (2) To use genetic algorithm to optimize original sample data; (3) To do 
normalization processing for optimized data and establish a set of rules using fuzzy 
logic system; (4) To train the weight of the network and adjust the parameters of the 
membership function using EBP algorithm; (5) To realize the predict system and 
calculate predict results. The work flow of the ESGAFNN prediction algorithm is 
illustrated in fig. 1. 

 

Fig. 1. ESGAFNN prediction algorithm workflow 

3   The Optimization of Original Sample Data Using GA 

After all variables of the prediction input and output are determined, we may choose a 
variable of the prediction output or input as parameter to optimize original sample 
data. In genetic algorithm, we adopt the binary encoding, random roulette wheel 
selection, random one point crossover and mutation. The genetic algorithm is 
described as follows: 

Step 1: To give birth to initial population. It needs to be done to encode the 
parameter.  If the mutative bound of the parameter D is [Dmin, Dmax] and the width m 
of binary bits of the Dmax is worked out, then the binary digit B with m bits may be 
denoted as: 

B=(2m-1)(D-Dmin)/(Dmax-Dmin) ∈ [0, 2m-1] 

According to the above formula, we can transform the decimal original sample data 
into the binary encoding data with m bits and give birth to initial populations. 

Step 2: To calculate the fitness. With the help of software Origin 7.0, we use 
quintic polynomial to fit the original sample data. The form to be fit function is such 
as: 

y=a0+a1*x+a2*x^2+a3*x^3+a4*x^4+a5*x^5 

The fitness can be calculated by fit function. 
Step 3: To estimate whether the condition satisfies the optimized rule. If the 

condition satisfies the optimized rule, then go to Step 5. If the condition does not 
satisfy the optimized rule, then go to Step 4. 

Step 4: To do the basic operator of GA. After the random roulette wheel selection 
and random one point crossover and mutation were done, go to Step 2. 

Step 5: To obtain the best individual. According to the formula below we get a set 
of optimized sample data. 

D= Dmin+B*(Dmax-Dmin)/ (2
m-1) 
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The optimized process for original sample data is shown in fig. 2 below.  

 

Fig. 2. The optimized process for original sample data 

In GA, the crossover probability is from 0.4 to 0.8 and mutation probability is from 
0.01 to 0.05. The optimized rule adopts a method that the number of the generation 
exceeds the specified value in advance. 

4   FNN Forecast Model 

4.1   Setup of Fuzzy Logic System 

Fuzzy Logic System (FLS) is a main body of FNN Forecast System. The first step of 
system designing and realization is to set up an initial FLS. Fuzzy rules of FLS here is 
not from experts’ experience, but is automatically generated after studying the 
normalizing data from the optimized sample data. 

The data spaces of the system have to be equally divided. For each input variable xi 

(i=1,2,…,m),to calculate the min(xi) and max(xi), we need to divide the input space 
[min(xi),max(xi)] into three equal parts. Each equal part corresponds to a fuzzy subset 
Aij(j=1,2,3),here Ai1={L, L(xi)},Ai2={M, M(xi)},Ai3={H, H(xi)}. The fuzzy variable 
Xi may take the value Low (L) or Medium (M) or High (H). The three membership 
functions corresponding to the fuzzy variable Xi are as follows: 

 

where a=1,b=4,c1i=min(xi)+(max(xi)-min(xi))/3,c2i=min(xi)+(max(xi)- min(xi))/2, 
c3i=min(xi)+(max(xi)-min(xi))*2/3,di=(c3i-c1i)/2. For output variable y, to calculate 
the min(y) and max(y), to divide the output space [min(y),max(y)] into five equal 
parts. Each equal part corresponds to a fuzzy subset Bj (j=1,…,5). The fuzzy variable 
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Y may take the value Low (L) or Small (S) or Medium (M) or Better (B) or High (H). 
The membership function value (mfy) corresponding to the fuzzy variable Y is the 
central value of each equal part. Thus self-adaptable study algorithm of fuzzy rules 
shows as follows:  

Step 1: To the system of multiple input variables and single output variable 
(MISO), take one sample in order x1

(k),x2
(k),…,xm

(k), y(k) ,k=1,2,…s, s is the 
number of sample data; 

Step 2: To generate one rule out of this sample. For every input variable xi
(k) 

(i=1,2,…,m),to take the fuzzy subset which is the maximum value of L(xi
(k)), M(xi

(k)), 
H(xi

(k)) corresponds to as the fuzzy variable Xi
(k)

 in the rule condition part xi
(k), to take 

the maximum value as a corresponding membership function value to form a 
complete rule condition part. For rule conclusion part, to take the fuzzy subset which 
contains y (k) as the fuzzy variable Y(k)

 in the rule conclusion part, to take the central 
value of the fuzzy subset as a corresponding membership function value. 

Step 3: To grant each rule with a confidence. To obtain a fuzzy rule k in Step 2, as 
follows: 

R(k): if x1
(k)

 is X1
(k),x2

(k) is X2
(k),…,xm

(k) is Xm
(k), then y(k) is Y(k).           (1) 

This rule is taken from the actual sample data, so its confidence is defined as 

)x(X)x(X)x(X
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1

µ××µ×µ=µ                         (2) 

and the membership function of the fuzzy variable Y(k) is denoted as mfy. 
Step 4 Rule set consistency verification. To compare this rule with each rule in 

the rule set. If one rule is the same as its condition part Xi
(k) (i=1,2,…,m), but different 

to its conclusion part, then retain the rule with a big confidence, delete the other one; 
otherwise, put this rule into this rule set. 

Step 5 Repeat the above steps until exhausting all the sample data and forming a 
rule set with the number of rules R. 

After obtaining the rule set, the fuzzy system with an initial forecast model has had 
the self-adaptable forecast ability and its system forecast output is: 
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4.2   Structure of FNN Forecast Model 

Suppose y(k),y*(k) is the sample output value (expected value) and forecast output 
value when the kth iteration; xi

(k) is m input variables(i=1,2,…,m);c1i
r c2i

r c3i
r  are 

three center points of membership function corresponding to the fuzzy variable Xi
(k) in 

the rth rule; di
r is the width of membership function corresponding to c2i

r; mfyr is the 
central value of membership function of the fuzzy variable Y(k) in the conclusion part 
of the rth Rule; µr is confidence of the rth rule when xi

k i=1,2,…,m input, then 
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So the general expression of above FLS is:  
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This fuzzy system can be displayed as a forward network in the Fig. 3 below.  

 

Fig. 3. The structure of FNN predict model 

Thereinto: (A) is input layer; (E) is output layer (B) is fuzzification layer, each 
neutral cell calculates membership functions corresponding to xi

(k)(i=1,2,…,m),output 
is xi1= L(xi

(k)),xi2= M(xi
(k)),xi3= H(xi

(k)); (C) is fuzzy illations layer, each neutral cell is 
like a multiplier, confidence r of each rule is output; (D) is de-fuzzification layer, to 
work out formula (3) with (E).  The membership function value (mfyr) of the fuzzy 
variable Y(k) in the conclusion part of each rule equal to weight value connecting (C) 
with 1 neutral cell of (D), other weight value is 1. 

After displaying the initial fuzzy forecast model as a forward network, we can use 
EBP algorithm based on declining grads for study and training. The fuzzy forecast 
system with optimized parameters will have a stronger self-adaptability and study 
capability. If back propagation study goes to (C), then it can adjust the central value 
(mfyr) of the membership function of the fuzzy variable Y(k) in the rule conclusion 
part;  If going to (B), then all the parameters are adjusted. 

4.3   The Parameter’s Study of Fuzzy Neural Network 

For the initial fuzzy forecast model, its adjustable parameters include the central value 
of membership function in output fuzzy subset and the membership function center 
and width in input fuzzy subset. If  stands for any parameter, general formula of 
study using EBP algorithm is:  
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)k(
)k(e

)k(1)k( θ=θθ∂
∂α−θ=+θ                                 (6) 

k is the learning iteration number, α is a parameter to control study speed, the error 
metric is defined as:  

2)k(*)k( )yy(
2

1
)k(e −=                                                (7) 

Combining (6) with (7) can get: 
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So, if the partial derivative of y*(k)  to each parameter is worked out, then 8 can be 
taken for training. When EBP algorithm goes on to (C), adjusts the central value 
(mfyr) of the membership function in output fuzzy subset, out of (5), we can get: 
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Iteration formula of study and training can be taken from (8) and (9): 
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Thereinto, r=1,2,…,R; k=0,1,2,3,…. 
When EBP algorithm goes on to (B), adjusts parameters which fuzzy system 

corresponds to each membership functions of input variables. Suppose the sample of 
the kth study is (x1

(k),x2
(k),…,xm

(k), y(k)),use the method to work out partial derivative 
by functions, put the partial derivative out of (5) into (8), we can get the similar 
iteration formula which EBP algorithm optimizes and adjusts parameters c1i

r c2i
r

c3i
r and di

r . Details are omitted. 

5   The Realization of the Prediction System on Macro-economy 

5.1   The Sample Data of GDP Predict Model 

Based on the above techniques, we implement the intelligent prediction system for 
Macro-Economy. Table 1 below shows the original sample data chart of GDP(Current 
Year Price) predict model and table 2 shows the optimized sample data chart of 
GDP(Current Year Price) predict model (unit:108 Yuan RMB). 

According to the original sample data (Table 1), we use GA to get the optimized 
sample data (Table 2). With the help of software Origin 7.0, the fitness function uses 
a quintic polynomial to fit the original sample data. The form to be fit function about 
GDP is as follows: 

y=-77.20769+187.9672*x-64.75432*x^2+9.14086*x^3-0.48743*x^4+0.00889*x^5 

Here, x is the sequence number of year. For example, x can take the value from 1 to 16. 
y is the value of GDP.  The results log to be fit function about GDP shows in below: 
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Table 1. The original sample data chart of GDP (Current Year Price) Forecast Model [8][9] 

Year 

Total Retail 
Sales of 

Consumer 
Goods 

Total 
Investment 

in Fixed 
Assets 

Total 
Exports 
Value 

Added 
value of 

Secondary 
Industry 

Financial 
Revenue 

GDP 
(Current 

year price) 

1985 25.33 17.67 0.04 40.40 9.12 71.05 
1986 30.46 22.01 0.05 44.47 10.23 80.22 
1987 35.47 29.46 0.08 53.99 11.34 95.99 
1988 49.05 35.81 1.15 66.43 13.34 118.62 
1989 52.82 32.79 1.8 77.69 15.28 137.25 
1990 54.98 39.28 2.8 79.97 15.89 144.89 
1991 63.38 51.42 4.75 97.93 17.79 186.93 
1992 79.4 76.25 7.84 128.2 19.84 232.94 
1993 118.21 129.27 11.08 186.18 28.34 328.05 
1994 163.41 184.6 17.5 263.25 42.02 463.51 
1995 226.82 264.19 23.69 371.81 53.11 637.63 
1996 259.18 313.67 26.69 450.44 65.95 795.86 
1997 288.58 300.57 32.55 511.25 75.04 897.43 

1998 313.4 307.9 34.53 550.0 87.6 980.0 

1999 345.8 318.9 34.77 598.0 104.0 1070.0 

2000 389.29 360.26 51.68 673.95 143.15 1191.5 

Table 2. The optimized sample data chart of GDP (Current Year Price) predict model 

Year 

Total Retail 
Sales of 

Consumer 
Goods 

Total 
Investment 

in Fixed 
Assets 

Total 
Exports 
Value 

Added 
value of 

Secondary 
Industry 

Financial 
Revenue 

GDP 
(Current 

year price) 

1985 25.33 17.67 0.04 40.40 9.12 71.05 
1986 30.32 21.69 0.04 44.74 10.17 80.36 
1987 35.30 29.74 0.04 54.02 11.22 96.23 
1988 48.83 35.77 0.86 66.41 13.32 118.67 
1989 53.11 33.09 1.68 77.56 15.43 137.28 
1990 55.24 39.12 2.50 80.04 15.95 144.94 
1991 63.08 51.19 4.96 98.00 17.53 187.09 
1992 79.46 76.00 8.24 128.34 19.63 233.07 
1993 117.92 128.96 10.70 185.94 28.57 328.31 
1994 163.51 184.61 17.25 263.35 42.23 463.51 
1995 226.90 264.39 23.81 371.73 53.27 637.57 
1996 258.95 314.00 27.09 450.38 65.89 795.76 
1997 288.86 300.59 32.83 511.07 74.82 897.57 

1998 313.08 307.97 34.47 550.09 87.44 980.22 

1999 345.84 318.69 34.47 597.78 104.26 1069.99 

2000 389.29 360.26 51.68 673.95 143.15 1191.50 
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R-Square<COD>=0.99657,   SD=28.70266,   N=16,   P<0.0001 

The optimized sample data shown in Table 2 have to be normalized. Suppose x 
stands for the input variable of predict model and y stands for the output variable of 
predict model. The yearnum stands for the number of year in the optimized sample 
data. The formulas of normalization are shown in below: 

                     bzx j = x yearnum, j / x yearnum-1, j                                                                                         (11) 
                     x i, j = x i+1, j / x i, j – 1                                                                          (12) 

 x yearnum, j = bzx j * x yearnum-1, j                                                                                              (13) 
                    where, i = 1,2,…,yearnum-1; j=1,2,3,4,5. 
                     bzy = y yearnum / y yearnum-1                                                                                                        (14) 
                     y i  = y i+2 / y i+1 – 1, y yearnum-1  = y yearnum / y yearnum-1 – 1                    (15) 
                     y yearnum = bzy * y yearnum-1                                                                                                      (16) 
                    where, i = 1,2,…,yearnum-2. 

In succession to obtaining the above data, we execute step (3) through (5) in section 2. 

5.2   Analysis of the Prediction Results 

Given the prediction model which selects the GDP as the prediction output variable, 
we select total retail sales of consumer goods, total investment in fixed assets, total 
exports value, added value of secondary industry and financial revenue as predict 
input variables. We compare the prediction results of ESGAFNN with those of 
conventional Neural Network (NN). Fig. 4 below shows the prediction curve by 
comparing with the true value (from 1985 to 2005) and NN prediction value (from 
2001 to 2005). Fig. 5 shows the predict curve by comparing the true value (from 1985 
to 2005) and prediction values of ESGAFNN (from 2001 to 2005). 

 

Fig. 4. The prediction curve by comparing the true value and NN predict value 
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Fig. 5. The prediction curve by comparing the true value and ESGAFNN predict value 

For the NN prediction system based on four layers EBP network, we analyze that 
the choice of the node numbers of double hidden layers and the times of network 
study circulation has had a great influence on the predict precision, and determine that 
the optimal node numbers of each hidden layer is 7 and the times of network study 
circulation is 2000. By normalizing the original sample data (Table 1), we firstly 
calculate the predict value of the 2001 year. Then according to the predict value of 
year 2001, we obtain the predict value of the 2002 year. We repeat the process until 
year 2005.   

For the ESGAFNN prediction system, by normalizing according to formula (11) to 
(16) for the optimized sample data (Table 2), we firstly calculate the predict value of 
the 2001 year. Then according to the predict value of year 2001, we obtain the predict 
value of the 2002 year. We repeat the process until year 2005.   

Table 3 shows the data compared among the true value and the predict value of 
two methods and the corresponding relative error.   

Table 3. The data compare among the true value and the predict value of two methods and 
the corresponding relative error 

Year True Value 
NN Predict 

Value 
NN Predict 

Relative Error 

ESGAFNN 
Predict 
Value 

ESGAFNN 
Predict 

Relative Error 
2001 1310.58 1311.38 0.0006 1342.17 0.0241 
2002 1500.30 1428.08 0.0481 1533.35 0.0220 
2003 1769.90 1528.11 0.1366 1782.87 0.0073 
2004 2158.04 1814.23 0.1593 2120.21 0.0175 
2005 2446.40 1964.51 0.1970 2597.28 0.0617 
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From fig. 4 and fig. 5 and table 3, it is apparent that the ESGAFNN prediction 
values from 2001 to 2004 are very close to the true values and the mean of each 
relative error is not greater than 1.78%. The former NN algorithm can only get two 
years more accurate values in the predict results. While the current ESGAFNN 
algorithm can get four years very accurate values in the predict result. The result 
shows that the intelligent prediction system based on ESGAFNN algorithm can play 
an important role in actual applications. Though this paper only gives out the 
experimental result of GDP (Current year price) forecastion model of Ningbo in 
China, other forecast models (such as total retail sales of consumer goods, total 
investment in fixed assets, total exports value, added value of secondary industry and 
financial revenue, etc.) and Macro-economic data of Hangzhou in China have all gone 
through hundreds of experiments. The results are similar to those in this paper. The 
result of the system implementation indicates that the intelligent forecast algorithm is 
fast and robust, with high precision in the forecast results. This algorithm can be 
generalized and applied in other applications. 

6   Conclusion 

In this paper, we presented a novel macro-economy forecasting model based on 
ESGAFNN. We also presented the implementation of the system and the experimental 
results.  Based on our research, we can make the following conclusions: (1) From the  
extensive experiments, we found it is important to choose forecast input variables 
which are close relative to forecast output variables. Whether the variables are chosen 
reasonably directly affects the forecast precision. (2) The optimization of the original 
samples data by GA is valuable, since it can adjust some data warped by statistics or 
interfered by external artificial factors and natural factors. (3) Using fuzzy logic 
system, FNN can summarize fuzzy rules automatically. Through learning on the 
optimized sample data, the FNN can not only adjust the central value parameters of 
fuzzy output subset, but also adjust the parameters of each membership function which 
specifies the relationship between the fuzzy system and the input variables. Thus the 
network structure is optimized and its convergence speed and forecasting precision 
have been greatly improved. (4) The combination and/or amalgamation of each 
different algorithm in computational intelligence are effective to optimize the result. 

For summary, as a challenging work, research on intelligent macro-economy 
forecasting algorithms requires further investigation concerning the amalgamation of 
our algorithms. Prediction based on ant colony algorithm is also a promising direction. 

References 

1. Oh, S. K., Pedrycz, W.,Park, B.J.: Multilayer Hybrid Fuzzy Neural Networks: Synthesis via 
Technologies of Advanced Computational Intelligence. Circuits and Systems I: Regular 
Papers, IEEE Transactions on, Vol. 53  (2006) 688-703 

2. Li, W., Li, R. M., He, D.Z., Wang. F. Y.: Intelligent Traffic Signal System Based on 
Networked Control. Networking, Sensing and Control, 2005. Proceedings. 2005 IEEE 19-
22 (2005) 587 - 591 



 Improving the Intelligent Prediction Model for Macro-economy 167 

3. Song, W.G., Yuan, K.: Haptic Modeling for Liver Cutting Based on Fuzzy Neural Network, 
Advanced Intelligent Mechatronics. Proceedings, 2005 IEEE/ASME International 
Conference on, (2005) 1216 – 1220 

4. Yu, L. X., Zhang, Y. Q.: Evolutionary Fuzzy Neural Networks for Hybrid Financial 
Prediction. Systems, Man and Cybernetics, Part C, IEEE Transactions on, Vol. 35 (2005) 
244 - 249 

5. Xiong, Z. B., Li, R. J.: Credit Risk Evaluation with Fuzzy Neural Networks on Listed 
Corporations of China. VLSI Design and Video Technology, 2005. Proceedings of 2005 
IEEE International Workshop on May 28-30, (2005) 397 - 402 

6. Fan, J.B., Yang, J.G.: The Research of Intelligent Predict Model of Macro-economy. Neural 
Network and Computational Intelligence. Hangzhou: Zhejiang University Press, (2002)  
371 – 377 

7. Wessels, W. J.: Economics.  Publisher by Barron's Educational Series, (2000) 
8. Ningbo Statistic bureau. Ningbo Reform Opening Twenty Years, Vol.1, Vol. 2. Ningbo 

Press, (1998) 
9. Ningbo Statistic Bureau. Ningbo Statistical Communique. URL: http://www.nbnet.com.cn/ 

homepage/njsj/njsj.php,  (2006) 



Integrated Structure and Parameter Selection
for Eng-genes Neural Models

Patrick Connally, Kang Li, and George W. Irwin
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Belfast BT9 5AH, UK

Abstract. A new approach to the construction and optimisation of ‘eng-
genes’ grey-box neural networks is investigated. A forward selection al-
gorithm is used to optimise both the network weights and biases and the
parameters of the system-derived activation functions. The algorithm is
used for both conventional neural network and eng-genes modelling of a
simulated Continuously Stirred Tank Reactor. The resulting eng-genes
networks demonstrate superior simulation performance and transparency
over a range of network sizes.

1 Introduction

1.1 Nonlinear Modelling

In modelling a given nonlinear dynamic system, a compromise must often be
made between the desired model qualities of accuracy and simplicity.

Physicalmodels ofmore complex systemsmay involve large sets of both ordinary
and partial differential equations. While numerical methods such as computational
fluid dynamics (CFD) are potentially very accurate given adequate system knowl-
edge, these models may not be suited to real-time use due to high computational
complexity. On the other hand, data-driven ‘black box’ models, while far more
flexible in terms of complexity, utilise little or no physical insight, and as such their
accuracy is dependent almost entirely on the quality of training data available.

Grey-box type models may be constructed in one of two ways. In one cate-
gory of techniques, the system fundamentals are normally well-understood, and
model structure is at least partially known ‘a priori’. Physical modelling and
system identification form two interacting paths, with the objective of identi-
fying unknown parameters and unmodelled dynamics [1]. The other technique,
fundamental grey-box modelling, uses simple system-related nonlinear functions
which are known ‘a priori’ to build a ‘pool’ of nonlinear model terms. These
terms can then be used to construct a model which has both a ‘black-box’ struc-
ture with the corresponding computational advantages, as well as retaining some
insight into the physical system [2]. This physical insight is intended to improve
both the accuracy and the transparency of the model.

1.2 The Eng-genes Concept

One possible interpretation of the second type of grey-box model described is
to view the nonlinear functions (and their corresponding parameters) used in

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 168–177, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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deriving the model terms as the fundamental ‘building blocks’ of the system
from a mathematical perspective. Perhaps more apt is the analogy to the genes
present in the cells of the human brain, which may itself be considered as similar
(though very much more complex) in operation to certain types of mathemat-
ical model. These ‘engineering genes’, or ‘eng-genes’ for short, are extracted
from ‘a priori’ knowledge of the system, and used in the creation of grey-box
models [3].

The model structure which most intuitively presents itself as appropriate for
this view of a grey-box model is the artificial neural network (ANN). ANNs have
been used successfully in many modelling applications in the past, due to their
proven ability to model any continuous function to an arbitrary degree of accu-
racy [4]. This approximation capability is reflected somewhat in Kolmogorov’s
superposition theorem [5], which states that any multivariate continuous func-
tion may be represented as the superposition of a number of univariate ones.

Thus, a natural means of including the fundamental system nonlinearities
described in a grey-box model is to use them as the hidden-layer activation
functions in a neural network. Because several fundamental nonlinearities may
be applicable to a given nonlinear system, it may be necessary to create a het-
erogeneous neural network, where each hidden node in the same layer has a
different activation function. While neural networks have been used as a struc-
tural component of grey-box models in the past [6], there is little evidence in the
literature relating to the inclusion of fundamental system nonlinearities at any
stage in neural network construction or training.

1.3 Construction and Optimisation of Eng-genes Models

The first stage in the construction of an eng-genes neural model is to identify
the appropriate set of ‘eng-genes’, or fundamental nonlinear functions, to be
used as candidate neural activation functions. In the case where the system’s
characteristic equations are well known and the objective is to obtain a model
with improved computation time, this exercise may be relatively straightforward.
However, in the case where the system’s behaviour has not been explicitly defined
in a mathematical sense, it is likely that less specific ‘a priori’ knowledge of the
system will yield a set of general physical functions which can be used to form
a pool of potential activation functions.

Optimisation of the neural structure itself involves two processes. Firstly, the
most dominant activation functions must be selected from the pool for inclusion
in the final model, and their parameters optimised. While techniques such as the
orthogonal least squares (OLS) algorithm [7] exist for selecting the most appro-
priate nonlinear model terms from a pool, these are typically restricted to the
identification of linear-in-the-parameters models such as nonlinear autoregres-
sive models with exogenous inputs (NARX models), rendering them of limited
use when some or all of the ‘eng-genes’ in the pool contain nonlinear parameters.
Similarly, the existing methods for neural network construction deal exclusively
with conventional architectures, in which the hidden layer activation functions
are homogenous and non-parametric.
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The second process is common to all neural models, and is that of training,
in which the weights and biases in the network are optimised. While many tech-
niques exist for neural network training, such as the one detailed in [8], standard
perceptron training algorithms are less than ideal for eng-genes networks, due
to their use of nonlinear parameters in the activation functions.

1.4 Existing Eng-genes Modelling Methods

A natural and intuitive means for deriving eng-genes models is to use genetic
algorithms [3]. These techniques are well suited to the type of mixed-integer op-
timisation problems encountered in constructing an eng-genes neural network.
The genetic algorithm approach also has the advantage of optimising both the
structure and the parameters at the same time. However, due to the stochas-
tic nature of the technique, precise convergence on an optimum solution may
require a large population size and many evolutionary generations. This large
computational burden renders genetic algorithms unsuitable for online use in
most cases.

Another technique which has been investigated involves restricting the use of
genetic algorithms to the selection of the activation functions and optimisation
of their parameters [9]. The network weights and biases are then optimised using
standard neural network training methods.

This type of hybrid modelling scheme is useful in that many standard neural
network training algorithms have variants which may be used to adjust the
weights and biases online. However, as the hybrid scheme optimises the network
structure and nonlinear parameters separately from the network weights and
biases, the potential advantages of the eng-genes model is mitigated somewhat.

1.5 Integrated Selection and Optimisation

It becomes evident that a fast, accurate method of simultaneously selecting
activation functions and optimising both linear and nonlinear parameters is de-
sirable. In this paper, a variant on the fast algorithm proposed in [10] is used to
construct both eng-genes and standard multilayer perceptron networks.

2 Problem Formulation

Consider a MISO nonlinear system, modelled by a single-hidden-layer heteroge-
neous neural network which may be represented as

ŷ(t) =
∑m

i=1
wiϕi(ω,x(t)) + b (1)

where ŷ(t) is the network prediction at time t, wi is the weight applied to the
output of node i, ϕi is the activation function of node i, ω is the set of adjustable
parameters (including bias and input weights) to node i, x(t) is the vector of
inputs to the network at time t, m is the number of hidden nodes in the network,
and b is the output layer bias. The network is illustrated in figure 1. Also, let
y(t) be the desired network output at time t.
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Fig. 1. Eng-genes network

If a set of modelling data is given as {(x(t), y(t)), t = 1, . . . , N}, then the
desired output vector is y = [y(1), . . . , y(t)]T . The objective of constructing the
neural model is to produce a model with output vector ŷ = [ŷ(1), . . . , ŷ(t)]T

such that the sum-squared error

SSE = (y − ŷ)T (y − ŷ) (2)

is minimised, by selecting and optimum set of activation functions ϕi, i=1, · · · , m
from a ‘pool’ of such functions, with an optimal parameter vector ωi for each ϕi.

3 Integrated Selection and Optimisation Algorithm

Let k be the number of nodes in the network. Initially, k = 0 and SSE = yT y.
The following three steps are required order to select the k+1th hidden node:

1. For each activation function ϕ in the pool of candidate nodes, search
for the optimal parameter vector ω, that is, the value of ω which maximises
the node’s contribution ∆Jk+1(ω). Let the initial value for the parameters be
ω = [ω0)

0 , ω
0)
1 . . . ω

0)
n ]. The search is carried out using the conjugate gradient

algorithm, with the direction at each iteration given by

h = −∇∆Jk+1(ω) (3)

where

∇∆Jk+1(ω) =
[
δ∆Jk+1(ω)

δω0
,
δ∆Jk+1(ω)

δω1
, . . . ,

δ∆Jk+1(ω)
δωn

]
(4)

The individual gradient with respect to a given parameter ωi may be obtained
by:

δ∆Jk+1(ω)
δωi

=
2C(ω)
D(ω)

(
y − C(ω)

D(ω)
ϕ(k)(ω)

)T

ϕ(k)
ωi

(ω) (5)
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where
C(ω) =

∑N

t=1
[y(k)(t)ϕ(k)(x(t), ω)] (6)

and
D(ω) =

∑N

t=1
[ϕ(k)(x(t), ω)]2 (7)

y(0) = y and ϕ(k) is given by

ϕ(k) = ϕ(ω)−
∑k

s=1

as,k+1(ω)
as,s

ϕ(s−1)
s (8)

where
as,k+1(ω) = (ϕ(s−1)

s )T ϕ(s−1)(ω), s = 1, . . . , k (9)

ϕ
(k)
ωi (ω) can be obtained by

ϕ(s)
ωi

(ω) = ϕ(s−1)
ωi

(ω)− 1
as,s

δas,k+1(ω)
δωi

ϕi−1
s (10)

where s = 1, . . . , k, i = 0, 1, . . . , n and

δas,k+1(ω)
δωi

= (ϕ(s−1)
s )T ϕ(s−1)

ωi
(ω) (11)

while
ϕ(0)

ωi
(ω) = ϕωi(ω) = [ϕ(ωi)(x(1), ω), . . . , ϕ(ωi)(x(N), ω)]T (12)

where ϕ
(j)
ωi (ω), j = 0, 1, . . . , k denotes the partial differentiation of ϕ(j)(ω), j =

0, 1, . . . , k with respect to ωi.

2. In order to calculate the additional elements of the upper triangular matrix
A and the vector ay (for use in the next iteration), first compute the output
vector ϕk+1 = ϕ(ωk+1) of the (k + 1)th hidden node. Then,

as,k+1 =(ϕ(s−1)
s )T ϕ

(s−1)
k+1 , ϕ

(s)
(k+1) =ϕ

(s−1)
(k+1) −

as,k+1

as,s
ϕ

(s−1)
s , s=1, . . . , k

ak+1,k+1 = (ϕ(k)
k+1))

T ϕ
(k)
k+1, ak+1,y = (y(k))T ϕ

(k)
k+1

⎫⎪⎬⎪⎭ (13)

where ϕ
(0)
k+1 = ϕk+1. Update the output vector y by

y(k+1) = y(k) − ak+1,y

ak+1,k+1
ϕ

(k)
(k+1) (14)

3. Let SSE = SSE − ∆Jk+1(ϕ(k+1)). If some condition is satisfied (eg. the
desired number of nodes m has been reached, or the reduction in SSE falls
below a set threshold), stop network construction. Otherwise, increment k by
one and return to step 1 to begin selection of the next hidden node.
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4 Application Study – Continuously Stirred Tank
Reactor

The system studied is a simulated Continuously Stirred Tank Reactor
(CSTR) [11].

4.1 Physical System

The system is single-input, single-output, where the input variable is the flowrate
of a coolant qc(t), and the output variable is the concentration of the product
Ca(t). The reaction is exothermic; if uncooled, the heat generated acts to slow it
down. T (t) is the temperature of the solution. Figure 2 shows a simple schematic
of the plant, and equations (15) and (16) define the physical relationship between
qc(t), Ca(t) and T (t).

Ċa(t) =
q

v
(Cao − Ca(t))− koCa(t)exp

(
− E

RT (t)

)
(15)

Ṫ (t) =
q

v
(To − T (t)) + k1Ca(t)exp

(
− E

RT (t)

)
+ · · ·

k2qc(t)
(

1− exp
(
− k3

qc(t)

))
(Tco − T (t))

(16)

where

k1 = −∆Hk0

ρCp
, k2 =

ρcCpc

ρCpv
, k3 =

ha

ρCpc

Chemicals in

Product out

Coolant in Coolant out

Fig. 2. Schematic of a CSTR plant
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Table 1. Nominal values for CSTR parameters

Parameter Nominal Value

Process flowrate q 100l/min
Reactor volume v 100l

Reaction rate constant k0 7.8 × 1010min−1

Activation energy E/R 1 × 104K
Feed temperature T0 350K

Inlet coolant temperature Tco 350K
Heat of reaction ∆H −2 × 105cal/mol

Specific heats Cp, Cpc 1cal/g/K
Liquid densities ρ, ρc 1 × 103g/l

Heat transfer coefficient ha 7 × 105cal/min/K
Inlet feed concentration Cao 1.0mol/l

4.2 Modelling Data

For a steady-state output concentration of Ca(T ) = 0.1mol/l, and using the nom-
inal parameter values given in table 1, equations (15) and (16) yield equivalent
values of T (t) = 438.54K and qc(t) = 103.41l/min. The system was simulated
with a sampling interval of 0.2 seconds. The input signal for identification con-
sisted of uniformly distributed random step perturbations in the input qc(t) over
the range [-9,9]l/min about the operating point with a step duration of 4 sec-
onds, to which was added a small (variance = 0.1l/min) normally distributed
noise signal. A normally distributed random noise was also added to the output
to simulate measurement error.

4.3 Neural Modelling

Two types of network are created using the forward search algorithm. The first
is a standard multilayer perceptron, which uses a sigmoid activation function of
the form

y = tanh(ω0 + ω1u1 + ω2u2 + . . . + ωnun) (17)

where y is the neuron output, ω0 is the bias, ui is the ith input to the neuron,
and ωi is the corresponding weight value.

The second type of network created is an eng-genes network. From the physical
equations (15) and (16), it is evident that the nonlinearity in the plant is due to
Arrhenius terms of the form:

k = Aexp
(−Ea

RT

)
(18)

where k is the rate coefficient, A is a constant, Ea is the activation energy, R is
the universal gas constant, and T is the temperature (in degrees Kelvin).

This ‘a priori’ knowledge leads to the use of an Arrhenius-type activation
function for the eng-genes network, of the form:
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y = exp
( −a

ω0 + ω1u1 + ω2u2 + . . . + ωnun

)
(19)

where y, ω0, ωi and ui are defined as above, and a is an adjustable parameter.
While standard neural network training algorithms optimise only the weights
and biases ω, the forward selection algorithm is capable of also selecting an
appropriate value for a.

In addition to the plant input qc(t), the regressors qc(t−2), qc(t−4), qc(t−5),
Ca(t− 1) and Ca(t− 5) were chosen as inputs to the CSTR model, as they had
been found to be the most significant in previous work [9]. Of the 3000 samples
of plant data available, the first 1000 were used in constructing neural models,
and the remaining 2000 kept for test purposes.

4.4 Results

In order to retain the transparency of the eng-genes models, the networks created
are kept small. Ten MLP networks and ten eng-genes networks are created, and
the root mean-squared error

RMSE =

√∑N

i=1

(yi − ŷi)2

N
(20)
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Fig. 3. Variation in mean RMS error from 10 candidate networks with number of
hidden nodes (a) - Modelling dataset (b) - Validation dataset
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is measured under parallel simulation over both the modelling and test datasets,
as each subsequent node is added to the network. The mean RMSE values over
10 networks as the networks are created are shown in figure 3.

4.5 Computational Complexity

During the network configuration for the CSTR system, the number of floating-
point operations (FLOPs) was counted for each of the 10 MLP and 10 eng-
genes network models (using the ‘flops’ function, MATLAB 5.3). The minimum,
maximum and mean values are given in Table 2.

Table 2. Computational load comparison

FLOPs ×106

Network Type Minimum Maximum Mean
MLP 64 220 124

Eng-genes 47 105 63

5 Conclusions

A method for constructing eng-genes grey-box neural models using an integrated
selection and optimisation algorithm is introduced. This method allows for fast,
simultaneous selection of hidden-layer nodes and optimisation of nonlinear para-
meters, as opposed to other methods which are either computationally complex
or require combinations of techniques. Results from a simulation study of a con-
tinuous stirred-tank process are given, in which both conventional neural models
and eng-genes models are produced using the method.

It may be noted that while the conventional MLP models only produce a
better performance in the trivial case of a one-hidden-node network, the accuracy
of both network types begins to converge as the hidden layer size increases
past three nodes. However, as the complexity of the network increases beyond
a handful of hidden nodes, the transparency of the model begins to suffer, thus
marginalising one of the principal advantages of a grey-box type model. Thus,
large ‘eng-genes’ networks are normally avoided in any case.

From a computational load standpoint, in this case the eng-genes models are
consistently quicker to derive than their MLP counterparts, as shown in Table 2.
This advantage may, however, be mitigated in a case where multiple potential
activation functions are identified and must be evaluated.
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Abstract. In this paper, we present the experimental works performed to test 
and explore the performance of our proposed framework: meta-learning evolu-
tionary artificial neural network by means of cellular automata (MLEANN-
CA). This framework based on evolutionary computation with direct and indi-
rect encoding methods (cellular automata) for automatic design of optimal arti-
ficial neural networks wherein the neural network architecture, activation func-
tion, connection weights, and the learning algorithm with its parameters are 
adapted according to the problem. We used two toolboxes for simulations: Neu-
roSolutions and NeuroGenetic Optimizer besides two famous chaotic time se-
ries. We compared the performance of the proposed MLEANN-CA with the 
previous MLEANN framework, which used the direct encoding methods, and 
with the conventional design of ANNs. We demonstrated how effective is the 
proposed MLEANN-CA framework to obtain a design of feed-forward neural 
network that is smaller, faster and with better generalization performance.  

1   Introduction 

Evolutionary algorithms are used to adapt the connection weights, network architec-
ture, and learning algorithms according to the problem environment. Even though 
evolutionary algorithms are well known as efficient global search algorithms, very 
often they miss the best local solutions in the complex solution space. In other words, 
they are inefficiency in fine-tuned local search [1, 2, 9]. This is especially true for 
GA’s. The efficiency of evolutionary algorithms can be improved significantly by 
using a hybrid learning approach that incorporates the EA’s global search ability with 
local search’s ability to fine tune. Thus, the EA is used to locate a good region in the 
space and then a local search procedure, such as BP or other random search algorithm, 
is used to find a near-optimal solution in this region [1, 2, 9]. Several hybrid learning 
approaches had been successfully used for evolving neural network topology and/or 
weights. One of these hybrid learning approaches is called meta-learning evolutionary 
artificial neural networks (MLEANN) [1, 2]. It can be considered as an automatic 
computational framework that used a direct encoding method for the adaptive optimi-
zation of ANNs. In the MLEANN, all the randomly generated architecture of the initial 
population are trained and evolved separately by four different learning algorithms 
(backpropagation -BP, scaled conjugate gradient -SCG, quasi-Newton algorithm -QNA 
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and Levenberg-Marquardt -LM) in a parallel environment. Parameters controlling the 
performance of the learning algorithm (as learning rate and momentum for BP) are 
adapted according to the problem. The basic Meta-learning algorithm and the chromo-
some representation of the MLEANN framework can be found in [1, 3].  

The MLEANN used the direct encoding methods for the adaptive optimization of 
artificial neural network architectures. These direct encoding methods base on the 
codification of the complete network into the chromosome. They are relatively 
simple and straightforward to implement but requires much larger chromosomes 
especially for ANNs with complex architectures. This could end in a too huge space 
search that could make the method impossible in practice. On the other hand, im-
plementation of crossover operator for the chromosome is often difficult due to 
production of non-functional offsprings [1, 2]. An alternative more interesting for 
optimizing the ANN architecture is the indirect encoding methods. These methods 
concentrate on codifying a compact representation of the networks reducing the 
length of the genotype and avoiding the scalability problem. One of these indirect 
encoding methods is the cellular automata [6, 8]. This method was used by Gutirrez 
[6] and according to his experiment he proved that using cellular configurations for 
designing feed-forward NN architectures is more efficient than using the direct 
encoding methods. Therefore, we present in this paper an adaptive computational 
framework: meta-learning evolutionary artificial neural network by means of cellu-
lar automata. This framework (MLEANN-CA) combines the local search methods 
with the evolutionary learning in order to obtain an efficient design of NNs that is 
smaller, faster and with better generalization performance using direct and indirect 
encoding methods. The MLEANN-CA framework is explored and simulated using 
NeuroSolutions and NeuroGenetic Optimizer toolboxes, and two famous chaotic 
time series [5, 7]. 

This paper is organized as follows: In section 2, we examined the proposed ap-
proach: meta-learning evolutionary artificial neural networks by means of cellular 
automata (MLEANN-CA). Experiments and Results are provided in section 3. Sec-
tion 4 provides conclusions and future works for this research. The references are 
provided at the end of the paper. 

2   Meta-Learning Evolutionary Artificial Neural Networks by 
Means of Cellular Automata 

Two main stages compose the proposed framework in this research: the cellular con-
figuration stage and the meta-learning stage. The cellular configuration stage includes 
three main modules for designing small neural network architectures: the genetic 
algorithm module, the cellular automata module, and the neural network module. The 
meta-learning stage includes the meta-learning algorithm that is responsible for train-
ing and evolving the new generated architectures with the direct codification using 
different learning algorithms in parallel mode. The system architecture and the mod-
ules relationship is shown in figure (1).  
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Fig. 1. System’s architecture and modules relationship 

2.1   Proposed Approach / MLEANN-CA 

The MLEANN-CA approach can be summarized as follows [3]: 

1. Randomly, generate an initial population of neural networks with architec-
tures according to the indicated problem. 

2. Apply the indirect encoding technique (CA) for optimizing each NN archi-
tecture. This is done by the following steps: 

• The GA module takes charge of generating initial configurations of 
the cellular automata, i.e. seeds positions in a two-dimensional 
grid.  

• The cellular automata module takes the initial configurations and 
generates final configurations corresponding to particular NN archi-
tectures. This is done using cellular automata rules that allow the 
convergence of the automata toward a final configuration.  

• The neural network module translates these final cellular configura-
tions into feed-forward NN with smaller architectures. 

3. Use the translated NNs to create an initial population with architectures, 
node transfer functions, and weights assigned at random.   

4. In parallel mode, train each translated neural network separately and 
evaluate the fitness value for each one using the four learning algorithms 
(BP, SCG, QNA, and LM).  

5. Based on the fitness value, select parents for reproduction. 
6. Apply mutation to the parents and produce offspring (s) for the next gen-

eration Refill the population back to the defined size. 
7. Repeat step 4.  
8. Stop when the required solution is found or number of iterations reached 

the required limit.  

Genetic Algorithm Module [3, 6]. This module works with a population of  
chromosomes that codifies the seeds positions in a two-dimension grid. The size of 
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chromosomes in the GA corresponds with the number of seeds, and it codifies all the 
possible locations of seeds in the grid. Chromosomes have been codified in base b, 
where b is the number of rows in the grid and is given through the number of inputs 
plus the number of outputs of the neural network. Each seed is determined by a  
co-ordinate (x, y). A unique gene, indicating the row in which the seed is located, 
represents the first co-ordinate x. The second co-ordinate y will require more than one 
gene, if, as usual, the maximal number of hidden neurons is bigger than b. In this 
particular case, two genes have been used to codify the y coordinate, what allows a 
maximum of b*b hidden neurons. This could be a good estimation of the maximum 
number of neurons in the hidden layer, but any other consideration could be taken into 
account without modifying the proposed method. Hence, the chromosome will have 3 
genes for each seed to be placed in the grid.  

Cellular Automata Module [3, 6]. For generating neural networks architectures, a 
two-dimension CA has been used. The size of the two-dimension grid, Dimx*Dimy, 
is defined as follows: Dimx (rows) is equal to the number of input neurons plus the 
number of output neurons; Dimy (columns) corresponds with the maximum number 
of hidden neurons to be considered. Each cell in the grid could be in two different 
states: active (occupied by a seed) or inactive. Two different kinds of seeds have 
been introduced: growing seeds and decreasing seeds. The first kind allows making 
connections and the second one removing connections. Each seed type corresponds 
with a different type of automata rule, so there are two rules called growing rule and 
decreasing rule respectively. The rules determine the evolution of the grid configu-
ration and they have been designed allowing the reproduction of growing and de-
creasing seeds. In the description of the rules, s is a specific growing seed, d is a 
decreasing seed, i is an inactive state for the cell, and a means that the cell could be 
in any state or contains any type of seed (even a decreasing seed). The growing 
rules reproduce a particular growing seed when there are at least three identical 
growing seeds in its neighborhood. There are different configurations, growing 
seeds located in: rows, columns, or in a corner of the neighborhood. In figure (2) (a) 
[3, 6], one of those rules is shown. The growing rules allow obtaining feed-forward 
NN with a large number of connections. The decreasing rules remove connections 
in the network deactivating a cell in the grid when the cell has a seed and a cell of 
its neighborhood contains also a decreasing seed. One situation in which the de-
creasing rules can be applied is shown in figure (2) (b) [3, 6], the others can be 
obtained symmetrically. 

 

Fig. 2. (a): Example of growing rules, (b) Example of decreasing rules 
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The mechanism of expanding the CA is as follows:  

1. The growing seeds are located in the grid.  
2. An expansion of the growing seeds takes place. This expansion consists on 

replicating each seed in turns, over its quadratic neighborhood, in such a 
way that if a new seed has to be placed in a position previously occupied 
by another seed, the first one is replaced.  

3. The growing rules are applied until no more rules could be fired.  
4. The decreasing seeds are placed in the grid. If there are some other seeds 

in those places, they are replaced.  
5. The decreasing rules are applied until the final configuration is reached.  
6. The final configuration of the CA is obtained replacing the growing seeds 

by a 1 and the decreasing seeds or inactive cells by a 0.  

Neural Network Module [3, 6]. To relate the final configuration of the CA with an 
architecture of a NN, the following meaning for a cell in the (x,y) grid is defined: If x 
< n, with n the number of input neurons, (x,y) represents a connection between the x-
th input neuron and the y-th hidden neuron; If x > n, (x,y) represents a connection 
between the y-th hidden neuron and the (x -n) -th output neuron. In the final configu-
ration, 1 is interpreted as a connection, and 0 as the absence of connection. Thus, the 
rows and columns in the matrix with values 0 are removed. A new and shorter binary 
matrix (M) is obtained. If Mij=1 then a connection between the i-th input neuron and 
the j-th hidden neuron is created, or between the j-th hidden neuron and the (i-n)-th 
output neuron, as is previously described. If Mij=0, there do not exist connection 
between that neurons. When the final matrix connection is obtained from the final 
configuration of CA there are cases taken into account, following these steps: 

1. If there is a node in hidden layer without any connection to output, this 
node is eliminated from the net. 

2. When a hidden node has no connection from input, but it's connected to 
output layer, two chances have been considerate: penalizes the net and 
don't train it, or eliminate that node and is training. 

3. If an output node has no connection from hidden layer, the net is penalized 
and is not trained.   

Table 1. Parameters used for EANNs 

Parameter Setting 
Population size 40 

Maximum no of generations 40 

Number of hidden nodes 3 to 36 neurons 
Activation functions tanh (T), logistic (L), sigmoidal (S).  
Output neuron Linear  (Li) 
Training epochs 500 , 2500  
Initialization of weights + / - 0.3 
Ranked based selection 0.50 
Mutation rate 0.40 
Crossover / one point 0.50 
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Table 2. Parameters for the Learning Algorithms 

Learning algorithm Parameter Setting 
Learning rate 0.25-0.05 

Backpropagation (BP) 
Momentum rate 0.25-0.05 

Scaled conjugate gradient (SCG) ---------------- ------------- 

Quasi Newton algorithm (QNA) Step size 0.1 - 0.6 

Levenberg Marquardt (LM) Learning rate 0.001 -0.02 

Table 3. Training and test performance for Mackey-glass time series with 4 I/P & 2 O/P 

Mackey-glass time series 
RMSE 

Learning algorithm Hidden neurons 
Training data Testing data 

3 0.1188 0.1192 
5 0.1165 0.1158 

14 0.1088 0.1076 
16 0.1006 0.1049 
18 0.0938 0.0922 

BP 

36 0.0490 0.0484 
3 0.0106 0.0114 
5 0.0095 0.0101 

14 0.0062 0.0076 
16 0.0085 0.0083 
18 0.0084 0.0085 

 
 

SCG 
 
 

36 0.0058 0.0059 
3 0.0091 0.0090 
5 0.0073 0.0074 

14 0.0050 0.0049 
16 0.0040 0.0038 
18 0.0052 0.0053 

QNA 

36 0.0042 0.0041 
3 0.0061 0.0072 
5 0.0043 0.0052 

14 0.0023 0.0023 
16 0.0020 0.0020 
18 0.0020 0.0020 

LM 

36 0.0012 0.0012 

3   Experiments and Results 

3.1   Test Collections and Test Environment 

In our experiments, we used two different time series for training the neural networks 
and evaluating the performance. These two time series are: Mackey-glass [7] and Gas  
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Furnace [5] time series. The first 50% of such data was used for training and the  
remaining is for testing. The raw datasets for these two time series could be found in 
http://neural.cs.nthu.edu.tw/jang/dataset/. The experiments were simulated using two 
toolboxes: NeuroSolutions (version 5.01), and NeuroGenetic Optimizer (version 2.1). 
These toolboxes are used for training and optimizing the neural networks. The ex-
periments were carried out on a computer with the following configurations: 1.8 GHz 
AMD processor, 512 MB RAM, and Windows XP Professional. In our proposed 
framework (MLEANN-CA), several parameters can influence the experiments. These 
parameters can be distinguished into two categories: the parameters that are related to 
the Evolutionary Artificial Neural networks; and the parameters that are related to the 
learning algorithms. The parameters in tables (1) and (2) were set to be the same for 
the two data sets, and were finalized after a few trail and error approaches according 
to Ajith [1].  

3.2   The Experiments Conducted 

For each data set mentioned before, three main experimental simulations are carried 
out. The first one evaluates the performance of the conventional design of artificial 
neural networks. The second one explores the performance of the MLEANN frame-
work. The third one test and explore the performance of our proposed approach: 
MLEANN-CA. These experiments use four different learning algorithms in the 
training process. By applying these experiments, we (a) should know the best solu-
tion, we (b) can carefully control various parameters, and we (c) should know the 
effect of different learning algorithms namely BP, SCG, QNA and LM on different 
data sets. 

Artificial Neural Networks: Experiments and Results. In this subsection, we used 
two different time series, i.e. Mackey-glass and Gas furnace, for training the artificial 
neural networks and evaluating their performance. We used a feed-forward neural 
network with one hidden layer for the two time series. The number of hidden neurons 
were varied (3, 5, 14, 16, 18, 36) as indicated in table (1). The speed of convergence 
and generalization error for each of the four learning algorithms was observed. Any 
required parameter for any learning algorithm is found in table (2). Performances of 
the four different learning algorithms were evaluated when the architecture is 
changed. No stopping criterion, and no method of controlling generalization is used 
other than the maximum number of updates (epochs). All networks were trained for 
an identical number of stochastic updates: 2500 epochs. We used the same node trans-
fer function for the hidden layer and the output layer: tanh (T) and linear (Li). Table 
(3) summarizes the empirical results of training and generalization for different archi-
tectures with four inputs and two outputs in Mackey-glass time series {x(t −18),  
x(t −12), x(t −6), x(t), x(t +6), x(t+12)}. 

Table (4) summarizes the empirical results of training and generalization for differ-
ent architectures with three inputs and two outputs in Mackey-glass time series  
{x(t −12), x(t −6), x(t), x(t +6), x(t+12)}. 
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Table 4. Training and test performance for Mackey-glass time series with 3 I/P & 2 O/P 

Mackey-glass time series 

RMSE Learning algorithm Hidden neurons 
Training data Testing data 

3 0.1426 0.1430 
5 0.1398 0.1390 

14 0.1306 0.1292 
16 0.1207 0.1259 
18 0.1126 0.1106 

BP 

36 0.0588 0.0580 
3 0.0127 0.0137 
5 0.0114 0.0121 

14 0.0075 0.0091 
16 0.0102 0.0099 
18 0.0101 0.0102 

SCG 

36 0.0069 0.0071 
3 0.0109 0.0108 
5 0.0088 0.0089 

14 0.0060 0.0059 
16 0.0048 0.0046 
18 0.0062 0.0063 

QNA 

36 0.0050 0.0049 
3 0.0073 0.0086 
5 0.0052 0.0062 

14 0.0027 0.0027 
16 0.0024 0.0024 
18 0.0024 0.0024 

LM 

36 0.0014 0.0014 

Table (5) summarizes the empirical results of training and generalization for differ-
ent architectures with four inputs and two outputs in Gas furnace time series {y(t-1), y 
(t-2), u(t-3),u (t-4), y (t), y(t+1)}.  

Table 5. Training and test performance for Gas furnace time series with 4 I/P & 2 O/P 

Gas Furnace time series 
RMSE 

Learning algorithm Hidden neurons
Training data Testing data 

3 0.0553 0.0596 
5 0.0550 0.0632 

14 0.0503 0.0968 
16 0.0626 0.0792 
18 0.0538 0.0575 

BP 

36 0.0514 0.0823 
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Table 5. (continued) 

3 0.0148 0.0433 
5 0.0138 0.0424 

14 0.0120 0.0269 
16 0.0118 0.0268 
18 0.0124 0.0268 

 
SCG 

36 0.0112 0.0401 
3 0.0118 0.0442 
5 0.0112 0.0431 

14 0.0104 0.0446 
16 0.0100 0.0378 
18 0.0100 0.0306 

QNA 

36 0.0098 0.0427 
3 0.0097 0.0397 
5 0.0092 0.0407 

14 0.0089 0.0366 
16 0.0098 0.0789 
18 0.0088 0.0878 

LM 

36 0.0077 0.1744 

Table (6) summarizes the empirical results of training and generalization for differ-
ent architectures with three inputs and two outputs in Gas furnace time series {y(t-1), 
u(t-3), u(t-4), y(t), y(t+1)}.  

ANN- Results Discussion. For Mackey-glass series (tables 3 - 4), all the four learning 
algorithms tend to generalize well (i.e. test set RMSE decreased) as the hidden neu-
rons were increased. The run time also increases for the four learning algorithms as 
the number of hidden nodes increase. LM showed the fastest convergence regardless 
of architecture. As an example (in table 3), the LM gave the lowest generalization 
RMSE of 0.0012 with 36 hidden neurons. However, the run time of LM algorithm is 
the longest in comparison with the other learning algorithms. On the other hand, for 
every learning algorithm with the same number of hidden nodes and same number of 
outputs, the RMSE will increase and the run time will decrease as the number of in-
puts decrease. This is true for Mackey glass and Gas furnace time series. For Gas 
furnace series (as shown in tables 5 - 6), the generalization performance were entirely 
different for the different learning algorithms. Better generalization does not depend 
on increasing the hidden neurons. For example (in table 5), BP gave the best generali-
zation RMSE of 0.0575 with 18 hidden neurons. RMSE for SCG, QNA and LM were 
0.0268 (16 neurons), 0.0306 (18 neurons) and 0.0366 (14 neurons), respectively. 
However, increasing the number of hidden nodes will cause increasing in execution 
time for every learning algorithm, and the LM algorithm will have the longest execu-
tion time. In spite of execution time, LM performed well for Mackey-glass series. For 
gas furnace SCG algorithm performed better. 

MLEANN: Experiments and Results. In this subsection, we explore the perform-
ance of the MLEANN approach. We applied this MLEANN approach to the two-time 
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Table 6. Training and test performance for Gas furnace time series with 3 I/P & 2 O/P 

Gas Furnace time series 
RMSE 

Learning algorithm Hidden neurons 
Training data Testing data 

3 0.0664 0.0715 
5 0.0660 0.0759 

14 0.0603 0.1162 
16 0.0752 0.0950 
18 0.0645 0.0689 

BP 

36 0.0616 0.0987 
3 0.0177 0.0520 
5 0.0166 0.0509 

14 0.0144 0.0323 
16 0.0141 0.0322 
18 0.0148 0.0322 

SCG 

36 0.0134 0.0481 
3 0.0141 0.0530 
5 0.0134 0.0518 

14 0.0125 0.0535 
16 0.0120 0.0453 
18 0.0120 0.0367 

QNA 

36 0.0118 0.0513 
3 0.0117 0.0476 
5 0.0111 0.0488 

14 0.0107 0.0439 
16 0.0118 0.0947 
18 0.0105 0.1053 

LM 

36 0.0092 0.2093 

series prediction problems discussed before. We used the Neurosolution and Neuro-
Genetic optimizer toolboxes in training and optimizing processes. For performance 
comparison, we used the same set of training and test data that were used for experi-
mentations with conventional design of neural networks. We used the same feed-
forward neural network with one hidden layer for the two time series. The number of 
hidden neurons was varied (from 3 to 36) as indicated in table (1). For performance 
evaluation, the parameters used in this experiment were set to be the same for the two 
problems. Fitness value is calculated based on the RMSE achieved on the test set. In 
this experiment, we have considered the best-evolved neural network as the best indi-
vidual of the last generation. As the learning process is evolved separately, user has 
the option to pick the best neural network (e.g. less RMSE, fast convergence, less run 
time, or small architecture size, etc.) among the four learning algorithms. All the 
genotypes were represented using binary coding and the initial populations were  
randomly generated based on the parameters shown in table (1). All networks with 
different architectures were trained for an identical number of stochastic updates  
(500 epochs) using the same four learning algorithms. The parameter settings, which  
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were evolved for the different learning algorithms, are found in table (2). The experi-
ments were repeated three times and the worst RMSE values are reported. Tables (7–
10) display empirical values of RMSE on test data for the two time series problems 
using the meta-learning technique with different architectures. They also illustrate the 
run times of the MLEANN for the two time series with different architectures. For 
comparison purposes, see the RMSE for the conventional design of ANN that are 
presented in tables (3–6).  

Table 7. Performance & run time for MLEANN using Mackey-glass time series (4 I/P – 2 O/P) 

EANN ANN Run time 
(min) 

RMSE 
Learning 
algorithm 

Train Test 
Architecture Architecture 4 i/p - 2 

o/p 
0.0207 0.0210 3:3T:2Li 4 : 3T : 2Li 268.80 
0.0201 0.0204 3:5T:2Li 4 : 5 T: 2 Li 293.40 
0.0091 0.0096 3:11T:2Li 4 :24T :2 Li 501.00 

BP 

0.0081 0.0085a 3:18T:2Li 4 :36T :2 Li 537.60a 

0.0074 0.0079 3:3T:2Li 4 : 3T : 2Li 440.41 
0.0068 0.0070 3:5T:2Li 4 : 5 T: 2 Li 483.64 
0.0044 0.0045 3:13T:2Li 4 :24T :2 Li 834.32 

SCG 

0.0040 0.0041a 3:20T:2Li 4 :36T :2 Li 906.29a 

0.0072 0.0071 3:3T:2Li 4 : 3T : 2Li 465.18 
0.0061 0.0059 3:5T:2Li 4 : 5 T: 2 Li 511.11 
0.0034 0.0037 3:11T:2Li 4 :24T :2 Li 885.13 

 
QNA 

0.0030 0.0033a 3:18T:2Li 4 :36T :2 Li 962.02a 

0.0027 0.0032 3:3T:2Li 4 : 3T : 2Li 524.75 
0.0021 0.0023 3:5T:2Li 4 : 5 T: 2 Li 576.08 
0.0006 0.0006 3:12T:2Li 4 :24T :2 Li 996.92 

LM 

0.0005 *0.0005a 3:19T:2Li 4 :36T :2 Li *1086.35a 

a : Lowest RMSE / Maximum run time in each algorithm 
* : Lowest RMSE / Maximum run time in all the algorithms 

Table 8. Performance & run time for MLEANN using Mackey-glass time series (3 I/P – 2 O/P) 

EANN ANN Run time 
(min) 

RMSE 
Learning 
algorithm 

Train Test 
Architecture Architecture 3 i/p - 2 o/p 

0.0249 0.0252 3:3T:2Li 3: 3T : 2Li 246.60 
0.0241 0.0245 3:4T:2Li 3: 5T : 2 Li 269.40 
0.0110 0.0115 3:9T:2Li 3:24T :2 Li 305.40 

BP 

0.0100 0.0102a 3:16T:2Li 3:36T :2 Li 400.20a 

0.0090 0.0094 3:3T:2Li 3: 3T : 2Li 404.04 
0.0081 0.0083 3:5T:2Li 3: 5T : 2 Li 444.08 
0.0052 0.0054 3:12T:2Li 3:24T :2 Li 508.59 

SCG 

0.0047 0.0049a 3:19T:2Li 3:36T :2 Li 674.66a 
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Table 8. (continued) 

0.0087 0.0086 3:3T:2Li 3: 3T : 2Li 426.76 
0.0070 0.0071 3:5T:2Li 3: 5T : 2 Li 469.30 
0.0041 0.0044 3:10T:2Li 3:24T :2 Li 539.56 

 
QNA 

0.0036 0.0039a 3:17T:2Li 3:36T :2 Li 716.15a 

0.0034 0.0038 3:3T:2Li 3:3T:2Li 481.41 
0.0026 0.0028 3:4T:2Li 3:4T:2Li 528.96 
0.0008 0.0008 3:11T:2Li 3:11T:2Li 607.70 

LM 

0.0006 *0.0006a 3:18T:2Li 3:18T:2Li *808.70a 

a : Lowest RMSE / Maximum run time in each algorithm 
* : Lowest RMSE / Maximum run time in all the algorithms 

Table 9. Performance & run time for MLEANN using Gas furnace time series (4 I/P – 2 O/P) 

EANN ANN Run time 
(min) 

RMSE 
Learning 
algorithm 

Train Test 
Architecture Architecture 4 i/p - 2 o/p 

0.0145 0.0278 3:3T:2Li 4 : 3T : 2Li 106.80 
0.0140 0.0295 3:5T:2Li 4 : 5T : 2 Li 111.00 
0.0121 0.0269a 3:10T:2Li 4 :18T :2 Li 113.40 

BP 

0.0130 0.0385 3:20T:2Li 4 :36T :2 Li 141.60a 

0.0146 0.0248 3:3T:2Li 4 : 3T : 2Li 201.25 
0.0138 0.0243 3:4T:2Li 4 : 5T : 2 Li 213.18 
0.0090 *0.0171a 3:12T:2Li 4 :16T :2 Li 226.80 

SCG 

0.0124 0.0217 3:23T:2Li 4 :36T :2 Li 270.46a 

0.0127 0.0255 3:3T:2Li 4 : 3T : 2Li 210.69 
0.0134 0.0247 3:5T:2Li 4 : 5T : 2 Li 225.68 
0.0094 0.0208a 3:11T:2Li 4 :18T :2 Li 240.14 

 
QNA 

0.0111 0.0228 3:22T:2Li 4 :36T :2 Li 286.74a 

0.015 0.0234 3:3T:2Li 4 : 3T : 2Li 217.23 
0.0144 0.0239 3:4T:2Li 4 : 5T : 2 Li 235.23 
0.0098 0.0181a 3:10T:2Li 4 :14T :2 Li 254.15 

 
LM 

0.0108 0.0810 3:20T:2Li 4 :36T :2 Li *296.65a 

a : Lowest RMSE / Maximum run time in each algorithm 
* : Lowest RMSE/ Maximum run time in all the algorithms 

Table 10. Performance & run time for MLEANN using Gas furnace time series (3 I/P – 2 O/P) 

EANN ANN Run time 
(min) 

RMSE 
Learning 
algorithm 

Train Test 
Architecture Architecture 3 i/p - 2 o/p 

0.0174 0.0334 3:3T:2Li 3: 3T : 2Li 91.20 
0.0169 0.0355 3:4T:2Li 3: 5T : 2 Li 100.20 
0.0144 0.0322a 3:8T:2Li 3:18T :2 Li 108.60 

BP 

0.0155 0.0461 3:18T:2Li 3:36T :2 Li 132.00a 
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Table 10. (continued) 

0.0175 0.0298 3:3T:2Li 3: 3T : 2Li 171.85 
0.0165 0.0292 3:4T:2Li 3: 5T : 2 Li 192.44 
0.0108 *0.0205a 3:10T:2Li 3:16T :2 Li 217.20 

SCG 

0.0148 0.0261 3:21T:2Li 3:36T :2 Li 252.12a 

0.0153 0.0306 3:3T:2Li 3: 3T : 2Li 179.92 
0.0161 0.0297 3:4T:2Li 3: 5T : 2 Li 203.72 
0.0112 0.0250a 3:9T:2Li 3:18T :2 Li 229.98 

 
QNA 

0.0133 0.0273 3:20T:2Li 3:36T :2 Li 267.30a 

0.0179 0.0281 3:3T:2Li 3: 3T : 2Li 185.50 
0.0173 0.0287 3:4T:2Li 3: 5T : 2 Li 212.34 
0.0117 0.0217a 3:8T:2Li 3:14T :2 Li 243.39 

LM 

0.0129 0.0972 3:19T:2Li 3:36T :2 Li *276.54a 

a : Lowest RMSE / Maximum run time in each algorithm 
* : Lowest RMSE / Maximum run time in all the algorithms 

MLEANN- Results Discussion. Tables (7– 10) show the training and testing per-
formance of MLEANN for the two time series problems. The results reveal that 
EANN design performs more efficiently than conventional ANN design for the two 
time series. For Mackey-glass series, using 500 epochs of BP learning with architec-
ture of 36 hidden nodes (table7), the RMSE on test set was reduced by 82.4% (BP), 
30.6% (SCG), 19.5% (QNA) and 58.3% (LM). At the same time, number of hidden 
neurons got reduced by approximately 50% (BP), 44.4% (SCG), 50% (QNA) and 
47.2% for LM. LM algorithm gave the best RMSE error on test set (0.0005) even 
though it takes long time (1086.35 minutes) while the BP algorithm takes the shortest 
time (537.60 minutes) as shown in table (7). For the gas furnace time series, using 
500 epochs of BP learning with architectures indicated in table (9), RMSE on test set 
was reduced by 53.2% (BP with 18 hidden nodes), 36.2% (SCG with 16 hidden 
nodes), 32% (QNA with 18 hidden nodes) and 50.5% (LM with 14 hidden nodes). 
Savings in hidden neurons amounted to 44.4% (BP), 25% (SCG), 38.9% (QNA) and 
28.6% (LM). SCG training gave the best RMSE value (0.0171) for gas furnace series. 
To have an empirical comparison, we deliberately terminated the local search after 
500 epochs (regardless of early stopping in some cases) for all the training algorithms. 
In some cases the generalization performance could have been further improved. As 
depicted in tables (7-10), our experimentations with small architectures also reveal the 
efficiency of MLEANN technique. The gas furnace time series could be learned just 
with 3 or 5 hidden neurons using LM algorithm. LM produced best results with few 
hidden neurons. However, when the hidden neurons were increased, SCG algorithm 
marginally preformed better than LM. For Mackey-glass series the results were not 
that encouraging (using 4 hidden neurons) when compared with the conventional 
design using 36 hidden neurons. The Mackey-glass series requires more hidden neu-
rons to improve the RMSE values.  

MLEANN-CA: Experiment and Results. In this subsection, we test and explore the 
performance of the proposed MLEANN-CA approach that used the cellular configu-
rations in optimizing networks architectures. According to Gutteriez experiment [6], 
he applied the evolutionary cellular configurations for designing feed-forward neural 
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network architecture. He used a network with four inputs, 36 hidden nodes, and two 
outputs. By using the cellular automata technique, the positions of growing and de-
creasing seeds in the CA grid are codified into the genotype. The length of chromo-
some is 30, 3 genes for each growing or decreasing seed. The result is an optimized 
neural network with three inputs, three hidden nodes, and two outputs. In this experi-
ment, we used the original neural network (4: 36: 2) and the optimized one (3: 3: 2) 
from Gutteriez experiment. We assumed that the two networks are fully connected as 
a worst case. We evolved and trained these networks through the Neurosolution and 
NeuroGenetic optimizer toolboxes using two time series: Mackey-glass and Gas fur-
nace. We used the direct encoding method in training and evolving the networks. We 
compared the results according to the architecture, RMSE error, and run time. The 
user has the option to pick the best neural network (e.g. small architecture size, less 
RMSE, fast convergence, or short run time, etc.) among the four learning algorithms 
used during the training process. Tables (11– 12) display empirical values of RMSE 
on test data using the meta-learning technique for the two time series problems with  
 

Table 11. Performance of MLEANN for Mackey-glass time series with two architectures 

Mackey glass time series 

ANN MLEANN 
RMSE Learning algorithm 

Architecture Architecture 
Test 

Run time 
(min) 

3-3T-2Li 3:3T:2Li 0.0252 246.60 
BP 

4-36T-2Li 3:18T:2Li 0.0085 537.60 
3-3T-2Li 3:3T:2Li 0.0094 404.04 

SCG 
4-36T-2Li 3:20T:2Li 0.0041 906.29 
3-3T-2Li 3:3T:2Li 0.0086 426.76 

QNA 
4-36T-2Li 3:18T:2Li 0.0033 962.02 
3-3T-2Li 3:3T:2Li 0.0038 481.41 

LM 
4-36T-2Li 3:19T:2Li 0.0005 1086.35 

Table 12. Performance of MLEANN for Gas furnace time series with two architectures 

Gas furnace time series 

ANN MLEANN 
RMSELearning algorithm 

Architecture Architecture 
Test 

Run time 
(min) 

3-3T-2Li 3:3T:2Li 0.0334 91.20 
BP 

4-36T-2Li 3:20T:2Li 0.0385 141.60 
3-3T-2Li 3:3T:2Li 0.0298 171.85 

SCG 
4-36T-2Li 3:23T:2Li 0.0217 270.46 
3-3T-2Li 3:3T:2Li 0.0306 179.92 

QNA 
4-36T-2Li 3:22T:2Li 0.0228 286.74 
3-3T-2Li 3:3T:2Li 0.0281 185.50 

LM 
4-36T-2Li 3:20T:2Li 0.0810 296.65 
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the network architectures: (4:36:2) and (3:3:2). These tables also include the new 
optimized architectures generated after applying the meta-learning technique. The 
results are adapted from tables (7-10). The run times using the meta-learning tech-
nique for the two time series are also presented in these tables (adapted from tables 7-
10). For comparison purposes, see the RMSE values of the conventional design of 
ANN that are presented in tables (3-6).  

MLEANN-CA: Results Discussion. This subsection includes evaluation and summa-
rization of the experimentation results mentioned in section 3.3.3. The cellular auto-
mata technique is able to provide more optimal architectures than direct codification 
methods. According to Gutteriez experiment result [6], the number of hidden neurons 
got reduced by approximately 91.7% (from 36 to 3 hidden nodes) using the cellular 
configurations. Using the direct codification in my experiments, for the Mackey glass 
(table11) the number of hidden neurons (36 hidden nodes) reduced by 50% (BP), 
44.4% (SCG), 50% (QNA), and 47.2% (LM). For the Gas furnace (table12), the num-
ber of hidden neurons (36 hidden nodes) reduced by 44.4% (BP), 36.1% (SCG), 
38.9% (QNA), and 44.4% (LM). Tables (11-12) also show empirical values of RMSE 
on test data using the meta-learning technique for the two time series problems with 
the network architectures: (4:36:2) and (3:3:2). For Mackey-glass series (table 11), the 
results of RMSE on test set were not that encouraging (using 3 hidden neurons) when 
compared with the architecture design of 36 hidden neurons. The Mackey-glass series 
requires more hidden neurons to improve the RMSE values. LM algorithm gave the 
best RMSE error on test set for the architecture of 36 hidden nodes even though it 
takes the longest time. For the gas furnace time series (table 12), the results of RMSE 
on test set were much better than in Mackey glass results. For BP and LM algorithms, 
the RMSE for architecture with 3 hidden nodes was less than in architecture with 36 
hidden nodes. This is different in SCG and QNA algorithms, since the RMSE for 
architecture with 36 hidden nodes was less than in architecture with 3 hidden nodes. 
The LM algorithm produced the best results of RMSE with 3 hidden neurons while 
SCG algorithm produced the best results with 36 hidden neurons. For the two time 
series in tables (11-12), all the learning algorithms take short run time for the architec-
ture with 3 hidden nodes in comparison with 36 hidden nodes. For the Mackey glass, 
the time for evolving and training was much longer than in Gas furnace for all algo-
rithms with different architectures. In general, these experimentation results reveal the 
efficiency of our proposed MLEANN–CA approach in designing network architecture 
that is smaller, faster and with better generalization performance.  

4   Conclusions and Future Works 

In this paper, we had proposed and formulated; MLEANN-CA: an adaptive computa-
tional framework based on evolutionary computation and local search procedures for 
the automatic design of optimal artificial neural networks using direct and indirect 
encoding methods. In this framework, the evolutionary cellular configurations are 
used for designing small feed-forward neural network architectures, and then all the 
generated architectures are trained and evolved separately using the meta-learning 
algorithm with the direct evolutionary approach, where four different learning algo-
rithms are used in parallel mode. We tested and explored, experimentally, the  
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performance of the MLEANN-CA approach using Neurosolution and NeuroGenetic 
Optimizer toolboxes, and two famous chaotic time series. We also explored and 
evaluated the performance of different neural network learning algorithms for the two 
chaotic time series when the architecture was changed. We compared the performance 
of the MLEANN-CA approach with the previous MLEANN and with the conven-
tional design of ANNs. Empirical results were promising and illustrated the impor-
tance, scalability, and the efficacy of this MLEANN-CA approach in evolving,  
optimizing, and training neural networks. Similar approach, MLEANN-CA, could be 
used for optimizing recurrent neural networks, morphological neural networks, and 
other connectionist networks as a future work. On the other hand, the influence of the 
rules in the CA evolution and the capability of the rules to generate a complete space 
of NN architectures could be studied. Besides, some issues about the neural network 
module and fitness function could be examined in the future works. Also, we can use 
other different time series, as waste water flow prediction, in training and evolving the 
neural networks and investigate its effect and performance. Finally, the MLEANN-
CA approach could be used in several applications. Example of such applications is: 
selecting flexible manufacturing systems (FMS), from a group of candidate-FMSs, 
under disparate level-of-satisfaction of decision maker [4].  
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Abstract. To overcome the deficiency of Support Vector Machine (SVM) for 
regression, dynamic ε -SVM method was proposed. To establish precise 
mathematical models, a new modeling method was introduced, combining self-
organizing feature map (SOFM) with the dynamic ε -SVM. Firstly, SOFM was 
used as a clustering algorithm to partition the whole input space into several 
disjointed regions; then, the dynamic ε -SVM modeled for these partitioned 
regions. This method was illustrated by modeling penicillin fermentation 
process with plant field data. Results show that the method achieves significant 
improvement in generalization performance compared with other methods 
based on SVM. 

1   Introduction 

Microbial fermentation processes are usually time dependent and nonlinear. So it is 
difficult to establish suitable model for the system by global model. The global 
modeling method can't always achieve precision required and is complicated to 
compute [1]. To solve the above problems, samples near input data at a given time 
instant are used to establish local models. The outputs of the local models are the 
system outputs with respect to the input vectors [2]. Local Learning Theory (LLT) 
was proposed based on this idea. It can achieve required system identification 
precision easily without considering the scope of system input space and its 
nonlinearity. 

A fermentation process can be divided into four phases since inoculation [3], 
namely log, logarithmic, stationary and death phases, respectively. Each phase has 
different characteristics. Qian divided the fermentation phases by analyzing the 
specific growth rate curve [3]. Wang divided the penicillin fermentation phases by 
analyzing the release of carbon dioxide, pH value and the concentration of sugar [4]. 
Simon divided the fermentation phases by using artificial neural network (ANN) [5]. 
These methods could be effective sometimes, but can't guarantee their precision due 
to the lack of biosensor, the availability of a large number of samples for ANN 
training, etc. The phase division is the premise of local modeling. So a clustering 
algorithm was used to partition the whole input samples into several disjointed 
regions, which realized the phase division. The training data points, which have 
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similar characteristics in the input space, will be classified into the same region [6]. 
The Self-organizing feature map (SOFM) [7] proposed by Kohonen is a kind of ANN 
models. It simulates the human brain's characteristics of side restrain, self-organizing, 
etc. It is an unsupervised and non-parametric neural network approach. It can map any 
input patterns into 1-D or 2-D discrete mapping in the output layer. It can preserve the 
topological structures and organize automatically the input patterns into clusters or 
"natural groups". In other words, if two feature vectors are near each other in input 
space, the corresponding neurons will also be close in output space, and vice versa. 

Due to its non-linearity, time dependency and the lack of biosensor along with tight 
coupling of parameters, classic system theory can hardly describe these processes 
well [8]. Many authors use ANN to model the fermentation processes [8,9]. But, 
empirical risk minimization based ANN needs a large number of samples, and leads 
to over-fitting easily. Moreover structure design of ANN depends on prior knowledge 
and experience of the designer, and is short of theory instruction. However, SVM 
[10,11] proposed by Vapnik uses structural risk minimization criterion instead of 
empirical risk minimization criterion. It overcomes intrinsic limitation of ANN and is 
powerful for the problem characterized by small sample, non-linearity, high 
dimension and local minima. SVM can achieve high generalization capability. It has 
been studied and applied widely to solve pattern recognition, time series forecast, and 
function approximate problems [6,12,13]. Some papers have proved that SVM is 
superior to ANN method [14]. SVM provides a new method for modeling 
fermentation processes. 

Each training sample has the same error requirement in the standard SVM for 
regression [10,11,14]. So it will affect the model 's abilities of fitting and 
generalization. To overcome the deficiency of SVM, dynamic ε -SVM method was 
proposed, namely the different training sample uses the different error. 

A new modeling method that combined SOFM with the dynamic ε -SVM was 
presented in this paper. Firstly, SOFM was used as a clustering algorithm to partition 
the whole input space into several disjointed regions, and then the dynamic ε -SVMs 
model for all partitioned regions. This method modeled penicillin fermentation 
process with data collected from real plant in Matlab6.5. Results show that the 
method achieves significant improvement in the generalization performance 
compared with other methods. 

2   SOFM Neural Networks and Self-organizing Learning 
Algorithm 

2.1   SOFM Neural Networks 

SOFM is an ANN model based on unsupervised and competition learning, can map 
high-dimension input space into two-dimension space. Every neuron among SOFM 
neural networks represents a pattern distributing. So SOFM can be used to cluster for 
complicated high-dimension data [7,15]. 

The topological structure of SOFM is illustrated in Fig. 1, consists of input layer 
and output layer. The output layer is also called the competition layer. The nodes of 
input layer equal to the feature vector dimensions of input samples, so the input layer 
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represents an input sample vector. Every node of output layer is all a vector whose 
dimensions equal to nodes of input layer. SOFM is totally connective, namely the 
nodes of input layer and output layer link with each other totally [15]. 

 

Fig. 1. SOFM network structure 

 
 

 

Fig. 2. Mexican-hat function 

All neurons of competition layer in SOFM networks compete with each other to 
obtain response opportunities for the input patterns. Finally, only one neuron can win. 
Taking winning neuron as the center, the winner exhibits the side feedback of 
excitement to the nearest neighbor neurons. It exhibits the side feedback of restrain to 
far neighbor neurons. It exhibits the weak inspirit to the farthest neurons. As shown in 
Fig. 2, the side feedback is usually calculated by using the Mexican-hat function [15]. 

2.2   The Self-organizing Learning Algorithm 

The vectors of all input nodes are initialized to small random numbers, and then 
SOFM networks calculate the Euclidean distance between every input vector and all 
mapping nodes in the output layer. The mapping node whose Euclidean distance is 
the smallest is the winning node. The input vector is mapped into the winning node. 
The weight of the winner is adjusted and the weights in neighborhood are modified 
too. All input vectors are submitted to SOFM networks to train. Every input vector is 
usually submitted several times. The input vectors, which are similar, are mapped into 
the neighborhood in the output layer. Finally, the clustering of input vectors is 
obtained. At one time, the input samples in high dimensional space are mapped into 
two-dimensional space via a nonlinear mapping. The topological structure of the 
networks reflects the distributing of input samples [15]. The steps of the learning 
algorithm are described as follows: 

Step1 Initialize SOFM neural networks: the input vectors are assumed to 
T

N nxnxnxX )](,),(),([ 21= , which are called the training samples too. The weight 

vectors are T
iNiii nwnwnwW )](,),(),([ 21= , Mi ,,2,1= . The variable n  

represents the iterative times. To map precisely, the iterative times should be properly 
large. According to experience, the iterative times should equal to 500 times of M  
[15]. The value M  is the number of neurons in the output layer. The dimension of X  
may be very great. The weight vectors iW  are assumed to be the random numbers 

between 0 and 1. The vector X  is normalized between 0 and 1. 
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Step2 Input the training sample vector x , let 0=n . 

Step3 Calculate the Euclidean distance between iW  and 'X , namely� 

2

1

1

2'' ])([
=

−=−=
N

j
ij

k
jiki wxWXd . (1) 

Step4 Find the minimal distance cd  to determine the winner c . The output with 

respect to c  is maximal. 

Midd ic ,,2,1],min[ == . (2) 

Step5 Update all neuron weight vectors iW  in the neighborhood )(nN c  of the 

competition layer. The neuron weight vectors out of )(nN c  don't be adjusted. 

∉=+

∈−+=+

)(),()1(

)()],()[()()1(

nNinwnw

nNitwxnanwnw

cijij

cijjijij
. (3) 

Where )(na  denotes the learning factor and decreases along with iterative times. 

The scope of )(na  is between 0 and 1. The function )(nN c  is the neighborhood of c , 

whose radius decreases along with n . 
Step6 Let 1+= nn  and turn to step3. 
Step7 When Mn 500= , stop learning of the current sample and turn to step2. 
Step8 Repeat from step2 to step7 until all training samples have been trained. 

3   The Dynamic ε -SVM for Regression 

The basic idea of SVM is to map training data sets into a high dimensional feature 
space via a nonlinear mapping and then to solve convex optimization problem in this 
feature space. The dimensions of feature space may be infinite. SVM is based on 
structural risk minimization principle to solve the optimal value, so it has stronger 
generalization ability than other methods. By using the kernel function, SVM 
transforms inner products computing in a high dimensional feature space into the 
kernel function computing in original space by the nonlinear mapping, avoids direct 
computing in high dimensional feature space, reduces computing quantity greatly and 
avoids dimensional disaster. Moreover, after using the kernel function, SVM needs 
not know the form of non-linear function [10,11]. 

In the standard SVM for regression, the selection of ε  insensitive loss function is 
very important to modeling. The parameter ε  reflects sensitive extent of model to 
noise that input variables contain and controls the fitting precision of model. If the 
parameter ε  becomes large the fitting precision will become low, the support vectors 
will reduce and the model complexity will fall, and vice versa. Each training sample 
has the same approximation error requirement. Because the output differences of 
samples at the different time are great, the over-fitting or under-fitting problem easily 
appears. Of course this will affect the generalization ability. For example, the 
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penicillin titer measured at first is about 5000U/ml, however finally is about 
60000U/ml. So each training sample should use different error ε . Aiming at this 
problem, dynamic ε -SVM was proposed, namely ii yp ⋅=ε . The parameter p  

denotes the relative error ratio. It is chosen according to research objects. The basic 
principle of the dynamic ε -SVM was described as follows: 

Given a training data set of N  points ),( 11 yx ),( 22 yx … ),( nn yx  with 

input data m
i Rx ∈  and output data Ryi ∈ , the function bxwf +⋅=  fits n  

samples. And given all samples are fitted without error under insensitive loss function 

iε , namely: 

1, 2,
i i i

i i i

y w x b

                              i n 

w x b y

ε

ε

− ⋅ − ≤
=

⋅ + − ≤
. (4) 

Considering the fitting error, the dynamic ε -SVM relaxes constraint conditions by 

introducing slack variables 0≥iξ , 0* ≥iξ  and 0* =iiξξ . So Eq. (4) becomes: 

*
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The non-linear regression method based on the dynamic ε -SVM makes 
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Where only parts of ia  are not equal to zero, the data points associated to them are 

called support vectors. For nonlinear problems, the dynamic ε -SVM does not make 

the nonlinear transform, but uses directly the kernel function ),( ji xxK  instead of 

the inner product )( ji xx ⋅  of Eq. (6). 

Obtained a regression model: 

* *

1

( ) ( ) ( , )
n

i i i
i

f x w x b a a K x x b
=

= ⋅ + = − + . (7) 
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4   The Modeling Method Based on SOFM and the Dynamic  
ε -SVM for Fermentation Process 

As illustrated in Fig. 3, the modeling method based on SOFM and the dynamic ε -
SVM for fermentation process has two stages. In the first stage, SOFM is used as a 
clustering algorithm to partition the whole input space into several disjointed regions. 
The number of regions is predetermined according to the research object. Every 
region has the different characteristic. Then, in the second stage, every region adopts 
the different dynamic ε -SVM to model. The validation data is used to select the 
parameters of the dynamic ε -SVM. This method is different from the global 
modeling method based on SVM. The global model is trained in the whole sample 
space, so the model may not be enough trained in every local area.  The steps of this 
method are outlined as follows: 

 

Fig. 3. The modeling method based on SOFM and the dynamic ε -SVM 

Step1 Data is divided into three parts. The training data is used to build up the 
models of the system, the validation data is used to select the parameters of the 
system that best performs on these data, and the testing data is used to test the model 
generalization ability. 

Step2 Three data sets are normalized between 0 and 1. Establish the corresponding 
relationship between the data normalized and original data. The data normalized is 
used to cluster by SOFM neural networks. The original data is used to model, select 
the model parameters and test the model generalization ability. 

Step3 SOFM is used to partition the whole input space into several disjointed 
regions. The number of regions is predetermined. The samples within every region 
have the similar characteristics. The differences of samples that locate the different 
regions are great. 

Step4 SOFM that has been trained very well partitions the validation data into several 
regions. The regions of the validation data are equal to those of the training data. 

Step5 According to the clustering results and corresponding relationship, determine 
the training samples and the validation samples in every region. 

Step6 Determine the relative error ratio p  and the dynamic ε -SVM parameters. 

The original training samples in the different regions are used to train their own 
dynamic ε -SVMs. The validation samples in the different regions are used to select 
their own parameters by experimental method. These parameters make both the fitting 
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and validation error minimal. The model errors are calculated by the mean error ratio 

=

−=
n

i
iii yyy

n
MER

1

^
)/(

1
, n represents the total number of data patterns, iy  

represents actual output value and 
^

iy  represents predicted value. 

Step7 The testing samples test the model generalization ability. The prediction 
error is calculated by MER . 

5   Modeling for the Penicillin Fermentation Process 

5.1   The Model Summary 

The penicillin is the secondary metabolism of the penicillin producing strain. The 
penicillin fermentation belongs to the half-continuous fermentation mode. It is a very 
complicated biochemistry process that possesses the characteristics of non-linearity, time 
dependency and the lack of biosensor along with tight coupling of parameters. So it is 
very difficult to establish a precise mathematical model [4]. There are many factors that 
affect the yield of the penicillin fermentation. These factors include mainly the 
fermentation temperature, pH value, the substrate concentration, the dissolved oxygen 
concentration, the biomass concentration, the grown rate of biomass and the hyphal 
shape. The model for penicillin titer pre-estimate was developed by the modeling method 
that based on SOFM and the dynamic ε -SVM, namely used the states at fermentation 
time t  to estimate the titer at t t+ ∆ . The model for state estimate belongs to the 
dynamic model, covers the entire fermentation process and plays important roles in the 
online control, optimization control, system pre-estimate, etc. By analyzing the real plant 
data collected from North China Pharmaceutical Corporation Beta Co., Ltd., we adopted 
the factors that affect greatly titer as the input variables. These variables are the feeding 
sugar rate, the feeding ammonia rate, the feeding phenylacetic acid rate, the feeding 
ammonium sulphate rate, the temperature, pH value, the air flux, the whisking current 
and the titer at the fermentation time t , respectively. At the same time, because the 
fermentation process is time dependent, the fermentation time is taken as an input 
variable too. The output variable is the titer at fermentation time t t+ ∆ . The plant 
offline measures titer once 4 hour, so the sampling interval t∆  equals 4 hour. 

5.2   Modeling 

In Matlab6.5, the model for the penicillin fermentation process was established and 
tested. Six batches data were adopted from the real plant. Every batch data represented 
an entire fermentation process. This data was divided into three parts: the training data 
was used to establish the models of the above mentioned system, the validation data 
was used to select the parameters of the system that best performed on these data, and 
the testing data was used to test the model generalization ability. The training data 
comprises 4 batches data, namely 216 data patterns. The validation data comprises 1 
batch data, namely 53 data patterns. The testing data comprises 1 batch data, namely 
53 data patterns. To reflect the characteristics of the fermentation process, the model 

adopted the RBF kernel function, namely ]2/exp[),( 22 σyxyxK −−= . So the 
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parameters of the dynamic ε -SVM include mainly iε , C  and the kernel parameter 

σ . The parameter iε  is denoted by the relative error ratio p . The penicillin titer is 
usually measured after log phase and the fermentation process is usually ended before 
death phase. So the samples were divided into two classes: one class was the 
logarithmic phase whose characteristic was growth, the other the stationary phase 
whose characteristic was product synthesis. 

The model for the penicillin fermentation process was established and tested. The 
parameters of SOFM networks were determined. The dimension N  of the input 
vectors X  equaled to 10. The neurons of the output layer M  equaled to 2. The 
iterative times n  equaled to 1000. According to the effects of the dynamic ε -SVM 
parameters on models and the fermentation process characteristics, p  was assigned to 

5%. Results were given in Table 1. Fig. 4 illustrates the learning and actual values in  
 

Table 1. The experimental results of this modeling method 

Fermentation 
phases 

σ  C  p  Fitting 
error 

Validation 
error 

Prediction 
error 

Logarithmic 
phase 

4000 9000 5% 0.0328 0.024645 0.028197 

Stationary 
phase 

4000 9000 5% 0.02977 0.029803 0.028879 

 The mean error of two phases 
 0.031285 0.027224 0.028538 

 

 

Fig. 4. Training results with the 185-th batch 

 

Fig. 5. Testing results with the 186-th batch 
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the 185-th batch data. The green pluses represent the fitted values in logarithmic 
phase. The red pluses represent the fitted values in stationary phase. Fig. 5 illustrates 
the predicted and actual values in the 186-th batch data. The green points represent 
the predicted values in logarithmic phase. The red points represent the predicted 
values in stationary phase. Obviously, the modeling method that based on SOFM and 
the dynamic ε -SVM for fermentation process possesses the very strong abilities of 
fitting and generalization. 

6   Comparison with Other Modeling Methods 

Four penicillin fermentation process models were developed, which adopted the 
methods based on SOFM and the dynamic ε -SVM (method 1), SOFM and the 
standard SVM (method 2), the dynamic ε -SVM (method 3) and the standard SVM 
(method 4), respectively. For comparison, p  was assigned to 5%. The parameter ε  

was the mean of the product of iy  and p . C  and σ  were 9000 and 4000, 

respectively. The experimental results in Table 2 illustrate that the generalization 
ability of method 1 is more powerful than that of the other methods. 

Table 2. The experimental results of four modeling methods 

Methods Phases p / ε  Fitting 
error 

Validation 
error 

Prediction 
error 

Logarithm
ic 

phase 
5% 0.0328 0.024645 0.028197 

Stationary 
phase 

5% 0.02977 0.029803 0.028879 

 The mean error of two phases 

Method 1 

 0.031285 0.027224 0.028538 
Logarithm
ic phase 

949 0.034025 0.025415 0.026049 

Stationary 
phase 

2341 0.030274 0.032253 0.031217 

 The mean error of two phases 

Method 2 

 0.032150 0.028834 0.028633 
Method 3 Global 5% 0.032795 0.031991 0.031559 
Method 4 Global 1800 0.048218 0.048012 0.053265 

7   Conclusions 

A new method of local modeling for the fermentation process was proposed. To 
divide the fermentation phases, SOFM neural networks clustered samples according 
to the intrinsic characteristics of samples. To overcome the deficiencies of the 
standard SVM, dynamic ε -SVM was proposed. The penicillin fermentation process 
was modeled based on SOFM and the dynamic ε -SVM with real plant data. Results 
in Matlab6.5 show that this model possesses the strong capability of fitting and 
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generalization. Compared with other methods based on SVM, this method is more 
powerful in generalization ability. 
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Abstract. In this paper, we view equalization as a multi-class classification 
problem and use neural networks to detect binary signals in the presence of 
noise and interference. In particular, we compare the performance of a recently 
published training algorithm, a multi-gradient, with that of the conventional 
back-propagation. Then, we apply a feature extraction to obtain more efficient 
neural networks. Experiments show that neural network equalizers which view 
equalization as multi-class problems provide significantly improved 
performance compared to the conventional LMS algorithm while the decision 
boundary feature extraction method significantly reduces the complexity of  
the network. 

1   Introduction 

If signal )(nx  is transmitted through a linear dispersive channel, the received signal 
)(ny  can be modeled by 

)()()(
2

1

neknxany
L

Lk

k +−=
−=

 (1) 

where )(ne  is Gaussian random noise and ka  is channel impulse response. The input 

signal )(nx  is chosen independently from {-1, 1} with equal probability and 
equalization is to estimate the original input signal )(nx  from the received signal 

)(ny  in the presence of the additive noise and the intersymbol interference which 
arises due to the finite bandwidth of the channel [1]. 

Adaptive equalizers have been important in digital communication systems for a 
reliable data transmission and numerous equalization algorithms have been proposed. 
Among various equalization methods, the linear transversal equalizer (LTE) with a 
simple feedforward structure has been widely used and is frequently implemented 
using the least mean square (LMS) algorithm [2]: 

nnn YcWW λ+=+1  (2) 

However, complex equalization problems in various channel environments may 
not be effectively solved by linear decision boundaries. In particular, the linear 
equalizer does not perform well when there is a large amount of intersymbol 
interference. To compensate shortcomings of the linear equalizer based on the LMS 
algorithm, many authors have proposed a number of approaches such as the 
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maximum likelihood sequence estimation (MLSE) equalizers, decision feedback 
equalizers (DFE), and neural networks [3-8]. 

Recently, a new training algorithm for the MLP, a multi-gradient, has been 
proposed [9]. In the multi-gradient algorithm, each term of the output layer is viewed 
as a function of weights and the weights are directly adjusted so that the output 
neurons produce the desired outputs. It has been shown that the multi-gradient 
algorithm is more efficient for feedforward neural networks when neural networks are 
used as a classifier for multi-dimensional data. In this paper, we use the multi-gradient 
algorithm to train neural network equalizers. Comparison with the conventional back-
propagation will be provided.  

Another problem with neural network equalizers is that the number of operations is 
significantly larger than that of the linear equalizer, making it difficult to implement 
the method. We try to solve this problem by applying a feature extraction algorithm to 
a neural network equalizer. There are not many feature extraction methods for neural 
networks which can define arbitrary decision boundaries without assuming underlying 
distributions. Among a few available feature extraction algorithms for neural 
networks, the decision boundary feature extraction method has been shown to provide 
consistently good performance [10-11]. In this paper, we use this decision boundary 
feature extraction method to reduce neural network complexity. Experimental results 
show that the number of features can be reduced significantly without sacrificing 
performance. 

2   Equalization as Multi-class Problems  

In equalization, the goal is to estimate )(nx  from the received signal )(ny . As an 

easy illustration, it is assumed that 221 === LLL  in (1). If 2=L , 

{ 22|)( ≤≤−− iiny } will be affected by )(nx . In other words, { }22|)( ≤≤−− iiny  
contains information on )(nx  and can be used to estimate )(nx . Furthermore, as can 
be seen in equation (1), )2( +ny  is obtained as follows: 

)2()4(

)3()2()1()()2(

2

1012

++++
++++++=+

−

−

nenxa

nxanxanxanxany
 (3) 

Therefore, in order to estimate )(nx , { }22|)( ≤≤−− iiny  should be used and 
{ }44|)( ≤≤−− iinx  have effects on { })2(),1(),(),1(),2( ++−− nynynynyny . As a result, 

it is observed that { }44|)( ≤≤−− iinx  affects the estimation of )(nx  at the receiver. 
Furthermore, { }22|)( ≤≤−− iiny  can be computed in matrix form as follows: 

)()()( dim5dim9dim5 nEnAXnY +=  (4) 

where 
TnynynynynynY )]2(),1(),(),1(),2([)(dim5 ++−−=  

Tnxnxnxnx

nxnxnxnxnxnX

)]4(),3(),2(),1(

),(),1(),2(),3(),4([)(dim9

++++

−−−−=
 

TnenenenenenN )]2(),1(),(),1(),2([)(dim5 ++−−=  
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Thus, equalization can be viewed as a classification problem where the equalizer 
classifies the received vector )(nY  as one of the binary states (1, –1). For instance, if 
state 1 is transmitted at time n, the input vector is expressed as: 

Tnxnxnxnx

nxnxnxnxnXX

)]4(),3(),2(),1(

,1),1(),2(),3(),4([)(:1

++++

−−−−=
 (5) 

where 1X  represents a random vector and the subscript of random vector 1X  

indicates that state 1 is transmitted (class 1ω ). It is noted that 1X  is to be understood 

as a random vector and )(nX  represents a sample vector of the input vector at time n. 
On the other hand, if state 1 is transmitted, the received vector can be computed as: 

)()()(: 11 nNnAXnYY +=  (6) 

We can extend this idea and view equalization as multi-class classification 
problems. For instance, equalization can be viewed as an 8 class-classification 
problem when 3 bits are considered. In other words, If state (-1,-1,-1) is transmitted 
assuming (1), }33|)({ ≤≤−− iiny  contains information on )}1(),(),1({ +− nxnxnx  and 

}33|)({ ≤≤−− iiny  is affected by }55|)({ ≤≤−− iinx . In this paradigm, the input 
vector corresponding to state (-1,-1,-1) is given by 

Tnxnxnx

nxnxnxnxnxX

)]5(),4(),3(

),2(,1,1,1),2(),3(),4(),5([1,1,1,

+++

+−−−−−−−=−−−
 (7) 

For the remaining states, the corresponding input vectors are given by 
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 (8) 

On the other hand, if state (i, j, k) is transmitted, the received vector can be computed 
as follows: 

dim7,,,, NBXY kjikji +=  (9) 

where 1,1,1 ±=±=±= kji , and 
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Fig. 1. Distribution of 1Y  and 1−Y  (a) )1()( −− nyny  plane (b) )1()1( −−+ nyny  plane 
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Fig. 2. Distribution of the multi-classes in the plane of )1( +ny  and )1( −ny  

Fig. 1a shows the distribution of 1Y and 1−Y  in the )1()( −− nyny  space assuming 

that 10 =a , ,5.011 == −aa  ,2.022 == −aa , 0)( =ne . Fig. 1b shows the distribution of 

1Y  and 1−Y  in the )1()1( −−+ nyny  plane. Fig. 2 shows the distributions of the eight 

classes in the )1()1( −−+ nyny  plane when 3 bits are considered. As seen in Fig. 2, 
when equalization is viewed as an 8-class problem, one can obtain better class 
separability, which will improve overall performance. It is noted that we determine 
that state -1 is transmitted when the received vector is classified as one the following: 
state (-1,-1,-1), state (1,-1,-1), state (-1,-1,1) or state (1,-1,1). 

3   Multi-gradient and Decision Boundary Feature Extraction 

Fig. 3 shows an example of 2-layer feedforward neural networks for a 2 pattern-class 
problem when the decision rule is to choose the class corresponding to the output 

neuron with the largest output. In Fig. 3, ( )TMxxxX ,,, 21= represents the input 

vector, ( )TMM xxxxX 121 ,,,, += the input vector which includes the bias term in the 

input layer. Assuming there are K neurons in the hidden layer, the vector containing 
all weights is given by 
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where L=((M+1)K+2(K+1)), hi
ijw ,   represents the weight between input neuron i and 

hidden neuron j and oh
jkw ,  is the weight between hidden neuron j and output neuron k. 

Training the neural network is to find W  which produces a desirable sequence of 
output vectors for a given sequence of input vectors. In the previous example, there 
are ((M+1)K+2(K+1)) weights to adjust. 

In the multi-gradient learning algorithm, the vector containing all weights, W , is 
viewed as a point in L-dimensional space and the learning is treated as finding a 
solution point in L-dimensional space. 
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Fig. 3. An example of 2-layer feedforward neural networks (2 pattern classes) 

In Fig. 3, the output vector Y  can be represented as a function of X  and W : 
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(11) 

During learning phase, if X  belongs to class 1ω , we move W  in such a way that 

1y  increases and 2y  decreases. We can find the direction by computing the gradients 

of 1y  and 2y  with respect to W :  
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+++=∇ ...2
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 (12) 

where }{ iw  is a basis of L-dimensional space. Thus, if we update W  in the direction 
of 21 yy ∇−∇ βα , where 0, >βα , 1y  will increase and 2y  will decrease. If there are N 

output neurons, then the weight vector W  is updated as follows [9]: 
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)...( 332211 NN
updated ycycycycWW ∇++∇+∇+∇+= γ  

(13) 

where γ  is the learning rate, otherwise 0≥ic  if X  belongs to class iω  and 0≤ic . 

Assuming the sigmoid function is used as the activation function, it can be shown 

that differentiating },{ 21 yy  with respect to the weights between the hidden layer and 
the output layer can be obtained as follows:  
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where oh
jkw ,  is the weight between hidden neuron j and output neuron k and jz  is the 

output of hidden neuron j. Similarly, differentiating },{ 21 yy  with respect to weights 
between the input layer and hidden layer yields 
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where 
oh

jkw ,  is the weight between input neuron i and hidden neuron j. There are a 

number of possibilities to set ic  in (13). If we set ic  to be the difference between the 
target value and the output value, the multi-gradient algorithm is equivalent to the 
backpropagation algorithm. In [9], assuming that the target value is either 0.1 or 0.9, 

ic was set as follows: 

>=−
<=−

=
otherwise

yandtifyt

yandtifyt

c iiii

iiii

i

0

1.01.0 uetarget val

9.09.0 uetarget val

 (16) 

3.1   Decision Boundary Feature Extraction [10-11] 

For a two-pattern classification problem, the Bayes’ decision rule for observation X  
is given by  

Decide 1ω  if th <)X( , Otherwise, decide 2ω  (17) 

where ( ))|X()|X(ln)X( 21 ωω PPh −=  and )(/)( 21 ωω PPt = . Then feature extraction 

can be viewed as finding a subspace, W , with the minimum dimension M and the 

spanning vectors { kβ } of the subspace such that for any observation X  

0))X̂()()X(( >−− thth  (18) 

where X̂  is an approximation of X  in the subspace W . In the decision boundary 
feature extraction algorithm, it was shown that discriminantly informative features, 
which provide useful information for discriminating among classes. Furthermore, 
discriminantly redundant features, which provide no useful information for 
discriminating among classes, are related to decision boundaries. In order to extract 
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discriminantly informative features, the decision boundary feature matrix was defined 
as follows: 

=Σ
S

DBFM dp
K

X)X()X(N)X(N
1 T  (19) 

where )X(p  is a probability density function, =
S

dpK X)X( , S  is the decision 

boundary, and the integral is performed over the decision boundary. It is shown the 
eigenvectors of the decision boundary feature matrix of a pattern recognition problem 
corresponding to non-zero eigenvalues are the necessary feature vectors to achieve the 
same classification accuracy as in the original space for the pattern recognition 
problem. The decision boundary feature extraction algorithm has been successfully 
applied to the Gaussian maximum likelihood classifier [11], non-parametric 
classifiers and neural networks [10]. In this paper, we use the decision boundary 
feature extraction algorithm with analytical computation of normal vectors in order to 
reduce the complexity of neural network equalizers. 

4   Experiments and Results 

In order to evaluate the performance of the multi-gradient algorithm and the decision 
boundary feature extraction algorithm for neural network equalizers, experiments are 
conducted on symmetric and non-symmetric channels. Furthermore, we treat 
equalization as multi-class classification problems, where the number of classes 
equals to 8. In other words, 3 bits are considered in order to classify the received 
signal as one of the binary states (1, –1). As a comparison, the conventional linear 
equalizer that was implemented using the LMS algorithm is tested. We also provide 
comparison with the conventional neural network equalizers trained by the 
backpropagation algorithm. 

First, we generated 20,000 samples for the following channel: 

)()()( neknxany
L

Lk

k +−=
−=

 (20) 

where 2=L , 7.02 =−a , 5.01 =−a , 13 =a , 5.01 =a , 7.02 =a  and noise variance 

4.02 =eσ . It is noted that the channel is symmetric. The first 8000 samples are used 
for training and the rest are used for testing. We repeated the experiment 10 times 
with different initial weights and Fig. 4 shows the average classification accuracies. 
With backpropagation, the final classification accuracies for the training and test data 
are 85.2% and 85%, respectively. When the networks are trained by the multi-
gradient algorithm, the final classification accuracies for the training and test data are 
85.9% and 85.6%, respectively. As can be seen, the multi-gradient algorithm provided 
better performance than the backpropagation algorithm. The multi-gradient algorithm 
also converges faster than the backpropagation algorithm. 

In the next experiment, we generated 20,000 samples assuming the following non-
symmetric channel characteristics:  

2=L , 3.02 =−a , 7.01 =−a , 10 =a , 8.01 =a , ,2.02 =a  and 4.02 =eσ . 



 Neural Network Equalizer 211 

As in the previous case, the first 8000 samples were used for training and the rest 
were used for testing. We repeated the experiment 10 times with different initial 
weights and Fig. 5 shows the performance comparison. With the multi-gradient 
algorithm, the final classification accuracies are 89.6% for training data and 89% for 
test data, while the final classification accuracies of the backprapagation algorithm are 
87% for training data and 86.5% for test data. As in the case of the symmetric 
channel, the multi-gradient algorithm provided better performance than the 
backpropagation algorithm. The multi-gradient algorithm also converges faster than 
the backpropagation algorithm. 

The following experiments were conducted on the previous symmetric and non-

symmetric channels using various noise levels: 2
eσ =0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 

0.8, 0.9, and 1. Out of the 20,000 samples, the first 8000 samples were used for 
training and the rest were used for testing. Each experiment was repeated 10 times 
using different initial weights. Figs. 6-7 show the performance comparison for the 
symmetric and non-symmetric channels. As can be seen, the multi-gradient algorithm 
consistently outperforms the backpropagation algorithm. The performance of the 
linear equalizer trained using the LMS algorithm are also shown. From Figs. 6-7, it 
can be said that the neural network equalizers which view equalization as multi-class 
problems provide significantly better performance than the conventional linear 
equalizer. Furthermore, the multi-gradient algorithm noticeably outperforms the 
backpropagation algorithm for feedforward neural network equalizers. 

Next, we apply the decision boundary feature extraction method to neural network 
equalizers trained by the multi-gradient algorithm and investigate the performance of 
the decision boundary feature extraction method. It is noted that the number of input 
neurons is 7 since equalization is viewed as an 8-class problem. The number of 
hidden neurons is three times the number of the input neurons. After feature 
extraction, new features are obtained and the network is trained using the new 
features. Figs. 8-9 show the results for the symmetric and non-symmetric channels. 
As can be seen, for the symmetric channel (Fig. 8), one can obtain almost maximum 
performance with 2-4 features. For the non-symmetric channel (Fig. 9), using the 
features obtained by applying decision boundary feature extraction, the neural 
network equalizer can achieve almost maximum classification accuracies with 3-6 
features. The decision boundary feature extraction method provides a reduced feature 
set, which provides almost maximum performance. With the reduced feature set, the 
complexity of the neural network equalizer can be significantly reduced.  

Fig. 10a shows the distributions of the eight classes in the  plane spanned by )(ny  

and )1( +ny  for the non-symmetric channel with noise variance 1.02 =eσ . It is noted 

that the class samples were preprocessed so that they were in the range of 0 to 2. Fig. 
10a shows that the eight classes are mixed and difficult to separate in the 

)1()( +− nyny  plane. On the other hand, Fig. 10b shows the distributions of the 8 
classes in the plane spanned by the two eigenvectors corresponding to the largest two 
eigenvalues of the decision boundary feature matrix. Compared to Fig. 10a, the 8 
classes are better separated. Fig. 10b demonstrates that the decision boundary feature 
extraction method can provide better class separability with low dimensionality, 
which significantly reduces network complexity. The eigenvalues of the decision 
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boundary feature matrix are shown in Table I. It is noted that the largest two 
eigenvalues account for more than 94% of the total energy.  
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Fig. 4. Performance comparison for a sym-
metric channel 

Fig. 5. Performance comparison for a non-
symmetric channel 
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Fig. 6. Performance comparison for a symmetric channel: 7.02 =−a , 5.01 =−a , 13 =a , 

5.01 =a , 7.02 =a . (a) training data, (b) test data. 
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Fig. 7. Performance comparison for a non-symmetric channel (a) training (b) test 
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Fig. 8. Performance comparison of the decision boundary feature extraction method for various 
noise variances (symmetric channel) 
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Fig. 9. Performance comparison of the decision boundary feature extraction method for various 
noise variances (non-symmetric channel) 
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Fig. 10. Data distribution found by the decision boundary feature extraction method (non-
symmetric channel) 
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Table 1. Eigenvalues of the decision boundary feature matrix 

No. Features Eigenvalue Proportion (%) Accumulation (%) 
1 36002 65.6 65.6 
2 16024 29.2 94.7 
3 2474 4.5 99.2 
4 256 0.5 99.7 
5 118 0.2 99.9 
6 30 0.1 99.9 
7 11 0 100.0 

5   Conclusions 

In this paper, we viewed equalization as multi-class problems and used neural 
networks as a classifier. In particular, we applied the recently published multi-
gradient training algorithm to neural networks and applied the decision boundary 
feature extraction method to simplify the neural networks. We also analyzed the 
performance of the proposed neural network equalizer and feature extraction at 
various noise levels. Experiments showed that the proposed algorithm provided 
noticeable improvements over the conventional LMS algorithm. It is also observed 
that the multi-gradient algorithm provided improved performance compared to the 
backpropagation algorithm. On the other hand, the decision boundary feature 
extraction method provides new features, which can significantly reduce the 
complexity of neural network equalizers. 
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Abstract. This paper deals with the problem of exponential stability
for a class of delayed neural networks described by nonlinear delay differ-
ential equations of neutral type. A less conservative exponential stability
condition is derived based on a new Lyapunov-Krasovskii functional in
term of linear matrix inequalities. A numerical example is given to illus-
trate the effectiveness of the proposed methods.

1 Introduction

Since Chua and Yang introduced the theory of cellular neural networks [1],
the problem of stability of neural networks has attracted the interest of many
researchers. There are many applications for neural networks such as pattern
recognition, image processing, speed detection of moving objects, optimization
problems and so on. In hardware implementation of neural networks, time delays
are often encountered in practice. As we know, time delay may be a source of
instability or oscillation in neural networks. Therefore, the stability analysis for
delayed neural networks has received a great deal of interest for a long time (see
e.g., [2]-[9] and the references therein). They can be classified into two categories:
delay-independent and delay-dependent. Usually, the delay-dependent stability
criterion is less conservative than the delay-independent one in the case when
the delay size is small.

As we have know, fast convergence of a system is essential for real-time compu-
tation, and the exponentially convergence rate is generally used to determine the
speed of neural computations. So it is important to determine the exponential
stability and to estimate the exponential convergence rate. Global exponential
stability for neural networks without time delay or with delay has been investi-
gated [10]-[17] and the references therein.

Recently, Xu et. al. studied the delay-dependent exponential stability for a
class of delayed neural networks which is described by nonlinear delay differential
equations of the neutral type. A sufficient exponential stability condition for such
systems was proposed in [18]. An inequality was used to derive the result, which
brings some conservatism for exponential stability criterion. To overcome the
conservatism in [18], we construct a new type of Lyapunov-Krasovskii functional
and a less conservative result is obtained by using some free matrices to express
the relationship among the terms in system matrix variables. It should be noted

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 216–226, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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that our main theorem is given in terms of linear matrix inequalities (LMI) which
can be solved efficiently using the interior-point methods [19].

The paper is organized as follows. Section 2 formulates the problem and gives
some preliminaries. The main results are proposed in Section 3. A numerical
example illustrating our design procedure and its effectiveness is given in Section
4. Finally, in Section 5, concluding remarks end the paper.

Notations: The following notations are used throughout this paper. � is the
set of real numbers. �n, �m×n are sets of real vectors with dimension n and real
matrices with dimension m×n, respectively. The notation X ≥ Y (respectively,
X > Y ), where X and Y are symmetric matrices, means that the matrix X −
Y is positive semi-definite (respectively, positive definite). I and 0 denote the
identity matrix and zero matrix with compatible dimensions. In symmetric block
matrices, we use an asterisk � to denote terms that are induced by symmetry.

2 Problems Statement and Preliminaries

Consider the following delayed neural network described by a nonlinear delay
differential equation of neutral type (see [18])

u̇(t) = −Au(t) + W1 g(u(t)) + W2 g(u(t− h)) + Du̇(t− h) + b (1)

u(t) = φ(t), −h ≤ t ≤ 0 (2)

or
u̇i(t) = −ai ui(t) +

∑n
j=1 wij1 gj(uj(t)) +

∑n
j=1 wij2 gj(uj(t− h))

+
∑n

j=1 dij u̇j(t− h)) + bi, i = 1, 2, · · · , n
(3)

where
u(t) = [ u1(t) u2(t) · · · un(t) ]T

is the neuron state.

g(u(t)) = [ g1(u1(t)) g2(u2(t)) · · · gn(un(t)) ]T

g(u(t− h)) = [ g1(u1(t− h)) g2(u2(t− h)) · · · gn(un(t− h)) ]T

are the activation functions.

b = [ b1 b2 · · · bn ]T

is the constant external input. A = diag{ai} > 0 is a positive diagonal matrix.
h > 0 is the constant time delay. W1 and W2 are interconnection matrices
representing the weight coefficients of the neurons. Furthermore, it is assumed
that gj(·), j = 1, 2, · · · , n satisfies the following assumptions

Assumption 1
|gj(ζ)| ≤ mj j = 1, 2, · · · , n

for all ζ ∈ �; mj > 0.
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Assumption 2

0 ≤ gj(ζ1)− gj(ζ2)
ζ1 − ζ2

≤ kj j = 1, 2, · · · , n

for all ζ1, ζ2 ∈ �, ζ1 �= ζ2; kj > 0.

Here we denote
K = diag{k1, k2, · · · , kn} > 0

Note that Assumption 1 and Assumption 2 guarantee that there is an equilibrium
point for neural network (1).

For the sake of simplicity, we will make the following transformation to neural
network (1) using the Brouwer’s fix point theorem

x(t) = u(t)− u∗ (4)

where u∗ = [ u∗
1 u∗

2 · · · u∗
n ]T is an equilibrium point of (1). Under this

transformation, system (1) can be rewritten as

ẋ(t) = −Ax(t) + W1 f(x(t)) + W2 f(x(t− h)) + Dẋ(t− h) (5)

where fj(xj(t)) = gj(xj(t) + u∗
j )− gi(u∗

j ) and fj(0) = 0. It is easy to verify that

0 ≤ fj(xj)
xj

≤ kj , ∀xj �= 0, j = 1, 2, · · · , n (6)

By (6), we know that for any scalars rj ≥ 0, sj ≥ 0, j = 1, 2, · · · , n

2
n∑

j=1

rj fj(xj(t))[ kjxj(t)− fj(xj(t)) ] ≥ 0 (7)

2
n∑

j=1

sj fj(xj(t− h(t)))[ kjxj(t− h(t))− fj(xj(t− h(t))) ] ≥ 0 (8)

which can be rewritten as

2fT (x(t))RKx(t) − 2fT (x(t))Rf(x(t)) ≥ 0 (9)

2fT (x(t− h))SKx(t− h)− 2fT (x(t− h))Sf(x(t − h)) ≥ 0 (10)

where
R = diag{r1, r2, · · · , rn} ≥ 0

S = diag{s1, s2, · · · , sn} ≥ 0

It can be seen that the exponential stability of u∗ of (1) is equivalent to that of
the trivial solution of (5).
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Definition 1. System (1) is said to be exponential stable if there exist positive
number k > 0, µ > 1 such that for every solution x(t) of (1) satisfies

‖x(t)‖2 ≤ µe−kt sup
−h≤θ≤0

{‖x(θ)‖2, ‖ẋ(θ)‖2}

In order to obtain our main result in this paper, the following fact is needed.

Fact 1. For any compatible dimensioned matrices Nj , j = 1, 2, · · · , 6, it follows
that

α = 2e2kt [ xT (t)N1 + xT (t− h)N2 + fT (x(t))N3 + fT (x(t− h))N4
+ ẋT (t)N5 + ẋT (t− h)N6 ]

× [ ẋ(t) + Ax(t) −W1f(x(t))−W2f(x(t− h)−Dẋ(t− h) ] ≡ 0
(11)

3 Main Results

Now we will present a new delay-dependent exponential stability result for de-
layed neural network (1).

Theorem 1. The neural network with time delay described by (1) is exponen-
tially stable if there exist matrices P > 0, R = diag{r1, r2, · · · , rn} ≥ 0,

S = diag{s1, s2, · · · , sn} ≥ 0, Ni(i = 1, · · · , 6), Q =

⎡⎣Q11 Q12 Q13
� Q22 Q23
� � Q33

⎤⎦ > 0 such

that the following condition holds

Σ =

⎡⎢⎢⎢⎢⎢⎢⎣
Σ11 Σ12 Σ13 Σ14 Σ15 Σ16
� Σ22 Σ23 Σ24 Σ25 Σ26
� � Σ33 Σ34 Σ35 Σ36
� � � Σ44 Σ45 Σ46
� � � � Σ55 Σ56
� � � � � Σ66

⎤⎥⎥⎥⎥⎥⎥⎦ < 0 (12)

where
Σ11 = N1A + AT NT

1 + 2kP + Q11

Σ12 = AT NT
2

Σ13 = AT NT
3 −N1W1 + Q12 + KR

Σ14 = AT NT
4 −N1W2

Σ15 = AT NT
5 + N1 + P + Q13

Σ16 = AT NT
6 −N1D

Σ22 = −e−2khQ11

Σ23 = −N2W1

Σ24 = −N2W2 − e−2khQ12 + KS
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Σ25 = N2

Σ26 = −N2D − e−2khQ13

Σ33 = −N3W1 −WT
1 NT

3 + Q22 − 2R

Σ34 = −WT
1 NT

4 −N3W2

Σ35 = −WT
1 NT

5 + N3 + Q23

Σ36 = −WT
1 NT

6 −N3D

Σ44 = −N4W2 −WT
2 NT

4 − e−2khQ22 − 2S

Σ45 = −WT
2 NT

5 + N4

Σ46 = −WT
2 NT

6 −N4D − e−2khQ23

Σ55 = N5 + NT
5 + Q33

Σ56 = NT
6 −N5D

Σ66 = −N6D −DT NT
6 − e−2khQ33

Proof. Choose the Lyapunov-Krasovskii functional as

V (xt) = e2ktxT (t)Px(t) + t

t−h
e2kζ

x(ζ)
f(x(ζ))

ẋ(ζ)

T
Q11 Q12 Q13

� Q22 Q23

� � Q33

x(ζ)
f(x(ζ))

ẋ(ζ)
dζ

= e2ktxT (t)Px(t) + t

t−h
e2kζ�T (ζ)Q�(ζ) dζ

(13)

where �(ζ) =

⎡⎣ x(ζ)
f(x(ζ))

ẋ(ζ)

⎤⎦ and Q is defined in Theorem 1.

By (9), (10) and (11), the time derivative of V (xt) along the trajectory of
neural network (1) is

V̇ (xt) = 2ke2ktxT (t)Px(t) + 2e2ktxT (t)P ẋ(t) + e2kt�T (t)Q�(t)
− e2kte−2kh�T (t− h)Q�(t− h)

≤ 2ke2ktxT (t)Px(t) + 2e2ktxT (t)P ẋ(t) + e2kt�T (t)Q�(t)
− e2kte−2kh�T (t− h)Q�(t− h)
+ α + e2kt {2fT (x(t))RKx(t) − 2fT (x(t))Rf(x(t))}
+ e2kt {2fT (x(t− h))SKx(t− h)− 2fT (x(t− h))Sf(x(t− h))}

= e2kt ξT (t)Σ ξ(t)

(14)

where

ξT (t) = [ xT (t) xT (t− h) fT (x(t)) fT (x(t− h)) ẋT (t) ẋT (t− h) ]

and Σ is defined in (12).
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If Σ < 0, then V̇ (xt) < 0 for any ξ(t) �= 0, which guarantees that V (xt) ≤
V (x(0)) for t > 0. On the other hand, we have

V (0) = xT (0)Px(0) +
∫ 0
−h

e2kζ�T (ζ)Q�(ζ) dζ

≤ λmax(P )‖x(t)‖2 + λmax(Q)(‖x(t)‖2 + ‖f(x(t))‖2 + ‖ẋ(t)‖2) ∫ 0
−h

e2kζ dζ

≤ λmax(P )‖x(t)‖2 + λmax(Q)(‖x(t)‖2 + k2
max‖x(t)‖2 + ‖ẋ(t)‖2)1−e−2kh

2k

= [ λmax(P ) + 1−e−2kh

2k (1 + k2
max)λmax(Q) ]‖x(t)‖2

+ 1−e−2kh

2k λmax(Q)‖ẋ(t)‖2
≤ [ λmax(P ) + 1−e−2kh

2k (2 + k2
max)λmax(Q) ] sup

−h≤θ≤0
{‖x(θ)‖2, ‖ẋ(θ)‖2}

(15)
where

kmax = max{ki}, i = 1, 2, · · · , n
and

V (xt) ≥ e2ktxT (t)Px(t) ≥ λmin(P )‖x(t)‖2 (16)

Thus, it follows that

‖x(t)‖2 ≤ Γ

λmin(P )
e−2kt sup

−h≤θ≤0
{‖x(θ)‖2, ‖ẋ(θ)‖2}

where

Γ = λmax(P ) +
1− e−2kh

2k
(2 + k2

max)λmax(Q)

This completes the proof.

Remark 1. Theorem 1 provides a new delay-dependent exponential stability
criterion for delayed neural network (1) by using a more general Lyapunov-
Krasovskii functional. As we can see, this result is expressed within the frame-
work of linear matrix inequalities which can be easily computed by the interior-
point method [19]. Neither model transformation approach nor any bounding
technique on the cross term is used. Therefore, we obtain a less conservative
stability condition which can be verified in Section 4.

If D = 0, then the delayed neural network described by (5) reduces to

ẋ(t) = −Ax(t) + W1 f(x(t)) + W2 f(x(t− h)) (17)

Based on the result of Theorem 1, it is easy to obtain the following delay-
dependent exponential stability condition for delayed neural network (17).

Theorem 2. The delayed neural network (17) is exponentially stable if there ex-
ist matrices P > 0, R = diag{r1, r2, · · · , rn} ≥ 0, S = diag{s1, s2, · · · , sn} ≥
0, Ni(i = 1, · · · , 5), Q =

[
Q11 Q12
� Q22

]
> 0 such that the following condition holds

Ψ =

⎡⎢⎢⎢⎢⎣
Ψ11 Ψ12 Ψ13 Ψ14 Ψ15
� Ψ22 Ψ23 Ψ24 Ψ25
� � Ψ33 Ψ34 Ψ35
� � � Ψ44 Ψ45
� � � � Ψ55

⎤⎥⎥⎥⎥⎦ < 0 (18)
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where
Ψ11 = N1A + AT NT

1 + 2kP + Q11

Ψ12 = AT NT
2

Ψ13 = AT NT
3 −N1W1 + Q12 + KR

Ψ14 = AT NT
4 −N1W2

Ψ15 = AT NT
5 + N1 + P

Ψ22 = −e−2khQ11

Ψ23 = −N2W1

Ψ24 = −N2W2 − e−2khQ12 + KS

Ψ25 = N2

Ψ33 = −N3W1 −WT
1 NT

3 + Q22 − 2R

Ψ34 = −WT
1 NT

4 −N3W2

Ψ35 = −WT
1 NT

5 + N3

Ψ44 = −N4W2 −WT
2 NT

4 − e−2khQ22 − 2S

Ψ45 = −WT
2 NT

5 + N4

Ψ55 = N5 + NT
5

Proof. Choose the Lyapunov-Krasovskii functional as

V (xt) = e2ktxT (t)Px(t) +
∫ t

t−h e2kζ

[
x(ζ)

f(x(ζ))

]T [
Q11 Q12
� Q22

] [
x(ζ)

f(x(ζ))

]
dζ

(19)
The time derivative of V (xt) along the trajectory of neural network (17) is

V̇ (xt) = 2ke2ktxT (t)Px(t) + 2e2ktxT (t)P ẋ(t)

+ e2kt
[
xT (t) fT (x(t))

] [Q11 Q12
� Q22

] [
x(t)

f(x(t))

]
− e2kte−2kh

[
xT (t− h) fT (x(t− h))

] [Q11 Q12
� Q22

] [
x(t− h)

f(x(t− h))

]
≤ 2ke2ktxT (t)Px(t) + 2e2ktxT (t)P ẋ(t)

+ e2kt
[
xT (t) fT (x(t))

] [Q11 Q12
� Q22

] [
x(t)

f(x(t))

]
− e2kte−2kh

[
xT (t− h) fT (x(t− h))

] [Q11 Q12
� Q22

] [
x(t− h)

f(x(t− h))

]
+2e2kt [ xT (t)N1 + xT (t− h)N2 + fT (x(t))N3

+fT (x(t− h))N4 + ẋT (t)N5 ]
× [ ẋ(t) + Ax(t) −W1f(x(t)) −W2f(x(t− h) ]

+e2kt {2fT (x(t))RKz(t)− 2fT (x(t))Rf(x(t))}
+ e2kt {2fT (x(t − h))SKx(t− h)− 2fT (x(t− h))Sf(x(t− h))}

= e2kt ϕT (t)Ψ ϕ(t)
(20)
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where
ϕT (t) = [ xT (t) xT (t− h) fT (x(t)) fT (x(t− h)) ẋT (t) ]

and Ψ is defined in (18). The remaining of the proof is similar to that of Theorem
1, thus omitted.

Remark 2. Theorem 1 and Theorem 2 proposed in this paper can be easily
extended to the case of time-varying delays.

4 Example

In order to demonstrate the effectiveness of the method we have presented, an
example is given in this section to compare with the results of the previous
methods.

Example 1. Consider the delayed neural network (5) described as in [18]

A =

⎡⎣2.7644 0 0
0 1.0185 0
0 0 10.2716

⎤⎦ , W1 =

⎡⎣0.2651 −3.1608 −2.0491
3.1859 −0.1573 −2.4687
2.0368 −1.3633 0.5776

⎤⎦

W2 =

⎡⎣−0.7727 −0.8370 3.8019
0.1004 0.6677 −2.4431
−0.6622 1.3109 −1.8407

⎤⎦ , D =

⎡⎣ 0.2076 0.0631 0.3915
−0.0780 0.3106 0.1009
−0.2763 0.1416 0.3729

⎤⎦
K =

⎡⎣0.1019 0 0
0 0.3419 0
0 0 0.0633

⎤⎦
Using the Matlab LMI-Toolbox to solve this problem, we can obtain the upper
bound of the delay is h = 6.5 by Theorem 1 when k = 0.1 in this paper.
Compared with the result of h = 1.0344 in [18], it is obvious that our method
gives a less conservative result. For h = 6.5, we obtain the following results:

P =

⎡⎣ 1.9517 0.4594 −0.9535
0.4594 2.2752 −0.5685
−0.9535 −0.5685 8.1104

⎤⎦

R =

⎡⎣78.2566 0 0
0 16.1190 0
0 0 77.8660

⎤⎦
S = 103 ×

⎡⎣46.1195 0 0
0 5.9277 0
0 0 217.2068

⎤⎦
Q11 =

⎡⎣ 4.1424 −1.0743 −0.2263
−1.0743 2.8641 −4.6853
−0.2263 −4.6853 44.0325

⎤⎦



224 Z. Zuo and Y. Wang

Q12 =

⎡⎣−1.5062 4.6804 1.1249
−6.3350 −3.1345 4.6472
4.1797 1.4351 −0.1478

⎤⎦

Q13 =

⎡⎣ 0.2285 −1.2845 0.6337
−0.7401 1.4757 −0.4747
0.2817 −4.9995 2.1561

⎤⎦

Q22 =

⎡⎣ 66.4162 −5.1965 −7.5045
−5.1965 22.7158 5.9630
−7.5045 5.9630 73.2039

⎤⎦

Q23 =

⎡⎣0.9437 −6.2783 −0.1256
1.2542 0.1384 0.5883
0.8236 4.3743 −1.4502

⎤⎦

Q33 =

⎡⎣ 0.7416 −0.4276 −0.0435
−0.4276 3.5544 −0.9279
−0.0435 −0.9279 1.1551

⎤⎦

N1 = 103 ×
⎡⎣−0.0074 −1.0578 0.0350

0.3922 −0.0052 −0.0843
−0.1278 0.8548 −0.0040

⎤⎦

N2 =

⎡⎣−0.1078 0.0240 −0.0435
−0.2017 0.1671 0.0198
1.2666 −1.1497 −0.0676

⎤⎦

N3 = 103 ×
⎡⎣−1.2038 −0.0671 0.2607

0.0361 −1.0990 0.0270
0.9584 −0.8326 −0.1811

⎤⎦

N4 = 103 ×
⎡⎣−0.0464 −0.2411 0.0189
−0.2431 −0.4273 0.0660
0.8876 1.6384 −0.2491

⎤⎦

N5 =

⎡⎣ −2.7297 −382.9048 12.7118
385.2540 −5.1173 −82.6671
−12.3766 83.6259 −0.9507

⎤⎦

N6 =

⎡⎣ 27.1456 102.1786 −9.1131
−117.9937 13.5255 25.0424
−33.3019 119.2512 3.4301

⎤⎦
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5 Conclusion

In this paper, we have studied the delay-dependent exponential stability for a
class of delayed neural networks described by nonlinear delay differential equa-
tions of the neutral type. A new type of Lyapunov-Krasovskii functional has
been constructed to derive a less conservative stability condition by using some
free matrices to express the relationship between the system matrices. Further-
more, a delay-dependent exponential stability criterion has also been obtained
for ordinary delayed neural network. Finally, an example has shown that our
method gives an improvement over the existing ones.
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Abstract. The Relief is a popular feature selection algorithm. However, it is in-
effective in removing redundant features due to its feature evaluation mecha-
nism that all discriminative features are assigned with high relevance scores, 
regardless of the correlations in between. In the present study, we develop an 
orthogonal Relief algorithm (O-Relief) to tackle the redundant feature problem. 
The basic idea of the O-Relief algorithm is to introduce an orthogonal transform 
to decompose the correlation between features so that the relevance of a feature 
could be evaluated individually as it is done in the original Relief algorithm. 
Experiment results on four world problems show that the orthogonal Relief al-
gorithm provides features leading to better classification results than the origi-
nal Relief algorithm.  

1   Introduction 

Given a machine learning problem, we are provided with a set of training samples, 
each of which is represented by a high-dimensional vector whose elements are called 
features. It is these features that provide necessary information for class discrimina-
tion. In theory, more features provide larger discriminative power and hence lead to 
better classifications. But this may not be always true in practice because the per-
formance of a classifier on the test data partly depends on the ratio of the training 
sample size to the number of features. To obtain a good coverage of the input space, a 
rule of thumb is to support each feature with a minimum of 10 samples [1]. However, 
this is often violated in practice. A typical example is the gene microarray data analy-
sis problem, where the number of features, i.e. gene, is often as many as a few thou-
sands, while the number of training samples available is fewer than hundreds. Irrele-
vant and redundant features must be removed in order to obtain a reasonable ratio of 
the training sample size to the number of features. 

Basically, there are two major types of feature selection [2]. The first type of fea-
ture selection evaluates and selects features directly based on classification results. 
This type of feature selection is called the wrapper method. The wrapper method 
guarantees good classification results for the training data, but it has a tendency to 
overfit the training data and generalize unsatisfactorily on the test data. In addition, 
the wrapper method involves training of a large number of pattern classifiers, which 
could be computational impractical if complex classifiers such as multi-layer percep-
tron (MLP) neural networks or nonlinear support vector machines (SVMs) are used. 
The second type of feature selection is the so called filter method. Instead of using 
classification results, the filter method employs measures that are independent of 
classifiers for feature evaluation. 
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The Relief algorithm is a popular filter feature selection [3]. The basic idea of the 
Relief algorithm is to consider all features as independent individuals and to estimate 
the relevance of a feature based on its ability to distinguish samples near to each 
other. An inherent problem with the Relief algorithm is that it assigns high relevance 
scores to all discriminative features, even if some of the features are severely corre-
lated. As a consequence, redundant features might not be removed. This problem has 
been noted, but just a few solutions have been proposed in the literature. In Bins and 
Draper [4], a multi-step Relief algorithm was proposed, where irrelevant features 
were first removed using the Relief algorithm and redundant features were then de-
leted using a redundancy filter. In Ref. [5] by Florez-Lopez, a feature weighted Relief 
algorithm called WACSA was developed, where feature correlations were taken into 
account to adjust of the final feature subset. In the present study, we develop an or-
thogonal Relief algorithm (O-Relief) to address the redundant feature problem. The 
main idea of the O-Relief algorithm is to introduce an orthogonal transform to de-
compose the correlation between features so that the relevance of features can be 
evaluated separately as is done in the original Relief algorithm. 

The present study is organized as follows. In Section 2, the basic Relief algorithm 
is briefly reviewed and the O-Relief is presented. Experiment results are presented in 
Section 3, and conclusions are given in Section 4. 

2   The O-Relief Algorithm for Redundant Feature Removal 

2.1   A Brief Review of Relief Algorithm   

The Relief algorithm was first proposed by Kira and Rendell [3]. The idea behind the 
Relief algorithm is similar to the principle of the K-Nearest Neighbors (K-NN) classi-
fication: the closest sample of the same class is expected to be closer than the closest 
sample of the other classes in dimensions of relevant features. Consider N training 
samples:  

{ (1), (1)},{ (2), (2)},...,{ ( ), ( )}c c N c Nx x x  

where 1 2( ) [ ( ), ( ),..., ( )]nk x k x k x k=x  denote the feature vector of sample k , 

1 2, , ..., nx x x  are features available, and ( )c k  is the class label of sample k . In the 

original Relief algorithm, the relevance of a feature, say feature ix , is estimated using 

the following criterion: 

1

1

1
[| | | |]( ) ( ) ( ) ( )M H

N

i i i i

kN
C x k x k x k x k

=

−= − −                        (1) 

where ( )M
ix k  and ( )H

ix k  denote values of feature of the nearest-miss and nearest-hit 

samples of sample k  . The nearest-hit sample is defined as the nearest neighbor-
ing sample of the same class, while the nearest-miss sample is as the nearest 
neighboring sample of the different class. In the original Relief algorithm, the N sam-
ples are re-sampled from the training set, and only one nearest-hit and nearest-miss 
samples were used in the relevance estimation, but these N samples can also be the 
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entire training set, and if two or more nearest-hit and nearest-miss samples are used, 
the Relief algorithm could be less sensitive to noise [6]. 

The Relief algorithm assigns a relevance score to each feature, and high scores are 
assigned to all discriminative features, regardless of correlations in between. Thus, the 
discriminative but redundant features might not be removed by the Relief algorithm. 
Next we develop an algorithm that attempts to alleviate the redundant feature problem 
through orthogonal decomposition. 

2.2   The Orthogonal Relief (O-Relief) Algorithm 

Consider two features ix  and jx . The projections of training samples on the two di-

mensions, denoted by 1 2[ ( ), ( ),..., ( )]T
i i i i Nx x x=x  and [ (1), (2),..., ( )]T

j j j jx x x N=x  

respectively, are illustrated in Figure 1, where  and ∆ denote samples of two differ-
ent classes. If the two discriminative features are evaluated separately, high relevance 
scores, denoted by iw and jw , will be assigned to both of them. Thus, both features 

will be selected even if they are highly correlated. If jx is projected to a new dimen-

sion jz  that is orthogonal to dimension ix , and feature jx is evaluated based on sample 

projections on the new dimension, the relevance score is given by: 

1 2cossinj j jw w w αα= −′ × =  (2) 

whereα is the angle between vectors ix and jx , and the cosine of the angle is given 

by: 

|| || || ||

x x
cos

x x

T
i j

i j

α =
×  (3) 

α
Xi

X j

Z j

 

Fig. 1. Sample distributions on two correlated dimensions 
 



230 J. Yang and Y.-P. Li 

This means that the cosine of the angle between two vectors is equal to the correlation in 
between. If feature jx  is severely correlated with ix , the cosine of angle would be close 

to 1, and the new relevance score jw′  would be close to zero even if the weight jw  is a 

large value. Thus, feature jx  could be removed if it is evaluated based on the new rele-

vance score. However, if feature jx  is independent of ix , the cosine of angle α  would 

be close to 0, the relevance measure jw′  would not differentiate very much from jw , 

and hence the orthogonal projection would not affect the relevance estimation of feature 

jx  much. This actually suggests that redundant features can be removed by the Relief 

algorithm if orthogonal transform is introduced to decompose the correlations. 
Any arbitrary oblique vectors can be transformed into orthogonal vectors using 

Gram-Schmidt orthogonalization procedure. Gram-Schmidt orthogonal transform was 
employed in nonlinear system identification [7-8], RBF and PNN neural network 
neuron selection [9-10] and was recently introduced to feature selection [11]. Define 
feature matrix X as: 

1 2

1 2

1 2

1 2

1 1 ... 1

2 2 ... 2

...

[ , ,..., ]

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

n

n

n

nN N N

x x x

x x x

x x x

=

X = x x x

 (4) 

Matrix X  can be factorized as: 

X = QR  (5) 

where R is an upper triangular matrix, and Q is an orthogonal matrix: 

1 2

1 2

1 2

1 2

(1) (1) ... (1)

(2) (2) ... (2)

( ) ( ) ... ( )

[ , ,..., ]n
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In the Gram-Schmidt orthogonal decomposition, the orthogonal matrix Q is con-
structed using the following procedure [7]: 

1 1=q x  (7) 
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Column vectors of Q actually represent sample projections on dimensions of the 
orthogonal space, where features are uncorrelated and hence can be evaluated  
individually in a way similar to the original Relief algorithm. However, the features 
of the orthogonal space are a set of new variables carrying no clear physical mean-
ings. These physically meaningless orthogonal features need to link back to a subset 
of the original measurements. As shown in Eqns (7)-(9), the first m  
features 1 2, ,..., mq q q  of the orthogonal space associate with the first m fea-

tures 1 2, ,..., mx x x  only. This means that the features of the orthogonal space can be 

linked back to the same number of features of the measurement space. But it should 
be noted that the number of associated features in the measurement space would be 
larger than the number of features selected in the orthogonal space if irrelevant 
features are arranged in the first a few columns of Q. Arranging relevant features to 
the first a few columns of matrix X can be implemented through a sequential for-
ward selection procedure. The combination of a sequential forward selection proce-
dure, the orthogonal transform and the Relief algorithm form the so called  
O-Relief algorithm. The pseudo code of the O-Relief algorithm is summarized  
as follows. 

(1) Initialize S to an empty set; 
(2) Initialize T to the full feature set; 
(3) For i =1:n % Each feature is a candidate to be 

firstly selected; 
Calculate relevance score for each feature using 
the original Relief; 

End 
Add the feature that has the highest relevance 

score, sa 
1kx , to set S; 

Take vector 
1kx as the first column of Q; 

Remove feature
1kx from set T; 

(4) For i=2:m  % Select (m-1) features through (m-1) 
iterations; 

  h=number of features in set T; 
For j=1:h   % Consider each variable in set T as 

a candidate; 
Orthogonalize variable j to all columns of Q;  
Calculate relevance score of the orthogonal 
column obtained; 

End 
Add the feature that has the highest relevance 
score, say

2kx to S; 

Generate an orthogonal column using
2kx and add it 

to Q; 
Eliminate the feature selected from set T.  

      End 
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3   Experiment Studies 

In the experiment, the O-Relief was tested using 4 real world datasets. These include 
Wisconsin diagnostic breast cancer (WDBC) data, Ionosphere data and Sonar data 
from the UCI Machine Learning Databases [12]. The numbers of features in the three 
datasets are 30, 33 and 60 respectively. The other dataset is gene microarray data [13]. 
The Gene dataset consists of 38 samples, and each sample is represented by 7129 
genes, i.e. features. In the experiment, the genes were first ranked based on Fisher 
ratio class separability measure, and only 100 significant gene were kept. Thus, the 
gene dataset used in O-Relief testing has 100 features. 

 

Fig. 2. Results of WDBC dataset 

      

Fig. 3. Results of Ionosphere dataset 
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The Relief and O-Relief algorithms were applied to the 4 datasets described above. 
Linear support vector machine (SVM) classifiers were then employed to classify the 
data, and the results are shown in Figures 2-5 respectively. Note that the results illus-
trated are the average of 30 repeats of 10-fold cross validation. Obviously, improved 
results were achieved in all the 4 problems. 

 

Fig. 4. Results of Sonar dataset 

  

Fig. 5. Results of Gene dataset 
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4   Conclusion 

In this study, we have developed the orthogonal Relief algorithm to deal with the 
redundant feature problem inherited in the original Relief algorithm. This has been 
done by introducing orthogonal transform to decompose correlations between fea-
tures. In all the 4 datasets used, the orthogonal Relief has achieved improved results 
compared with the original Relief algorithm. 
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Abstract. The feature selection is an important part in automatic classification. 
In this paper, we use the HowNet to extract the concept attributes, and propose 
CHI-MCOR method to build a feature set. This method not only selects the 
highly occurring words, but also selects the word whose occurrence frequency 
is middle or low occurring words that are important for text classification. The 
combined method is much better than any one of the weight methods. Then we 
use the Self-Organizing Map (SOM) to realize automatic text clustering. The 
experiment result shows that if we can extract the sememes properly, we can 
not only reduce the feature dimension but also improve the classification 
precise. SOM can be used in text clustering in large scales and the clustering 
results are good when the concept feature is selected.  

1   Introduction 

After a decade of emphasis on the study of brain mechanisms at the cellular molecular 
or genomic level, it is expected that future advances in brain science will promote the 
study of natural language processing (NLP). With the rapid development of the online 
information, automatic classification becomes one of the key techniques for handling 
and organizing the very large scale of text data. In the future, a fundamental 
breakthrough in text classification could be of benefit to diverse areas such as 
semantic nets, search engines, and natural language processing. 

Text automatic classification based on cognitive science is a cutting-edge research 
topic both in studying brain cognitive systems and natural language processing. 
Extraction of brain cognitive principles improves understanding of natural language. 
Its theoretical models will lead to benefits both the cognitive science and the natural 
language processing. It will provide feedback to experimental methods concerning the 
validity of interpretations and suggestions, and enable us to create semantic methods 
which let the computer to understand language. Our aim is to understand the 
biological mechanisms of text classification and its role in perception and behavioural 
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simulation. Although neuroimaging methods by using localization of cognitive 
operations within the human brain can be applied to studies of neural networks, the 
conventional syntax techniques are still ineffective in natural language processing due 
to a lack of semantic understanding of relevance, in addition the concept attributes are 
much better to reflect the content of the documents, we can get a much better vector 
space by using the concept attributes and semantic information.  

This paper is organized as follows: Section II presents the concept extraction 
method. Section III presents hierarchical clustering and SOM clustering. Section IV is 
about experiments and Section V summarizes the conclusions. 

2   Concept Extractions 

The experimental data is 68 words [1] are based on “Dictionary for Modern Chinese 
Syntax Information” and “Hownet” [2], which are described according to their syntax 
and semantic attributes, the feature set is consist of 50-dimension syntax features and 
132-dimension semantic features. By using SOM neural network to train the 68 
Chinese words including nouns, verbs and class-ambiguous words, we compare the 
fMRI experimental results of Li Ping et al [1] with the map results of neural networks 
for the three kinds of Chinese words. The neuroimaging localization of LiPing’s brain 
experiments shows that there are obvious the overlapping of brain mapped 
distributing areas for the three kinds of words. In our SOM experiment [3], when we 
strengthen the role of syntax features, and weaken the role of semantic features, the 
overlapping of the mapped distributing areas for the three kinds of words can 
disappear. Whereas, when we weaken the role of syntax features, and strengthen the 
role of semantic features, the overlapping of the mapped distributing areas for the 
three kinds of words is increased. When we adpoted only semantic features to 
desciribe the three kinds of words, the distributing areas of mapped results are almost 
entirely overlapped. The experimental result shows that feature description plays an 
important role in the map area of the three kinds of words. In fact the response of 
human brain to Chinese lexical information is based mainly on conceptual and 
semantic attributes, in our accustomed conversation we pay seldom attention to 
Chinese syntax and grammar features, which is coincident with our experimental 
results, is also coincident with LiPing’s.  

We extract the concept attribute from the word as the reflection of the text, which 
will describe the internal concept information, and get the relationship among the 
words. The information of the concept extraction comes from HowNet [2] and the 
synonymy dictionary, use the DEF term of the Chinese word, which descript the word 
with defined concept attribute, in order to construct the feature reflection of the 
documents.  

2.1   Analysis of the Feature Set  

When we extract the concept attributes to form the feature set, we convert a lot of 
words into the concept features, and get rid of the influence of the synonymy and 
dependence, which makes the classification precise much higher [4]. However, 
because of the mass of weak concept and the words which are not in the HowNet, 
some Chinese words are given a comparatively lower weight and become the middle 
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or low occurring feature. In addition there are still some specialty words and 
proprietary words which are only occur in one category and are not highly occurred in 
the whole documents and are very important for classification, both of these words 
need a strategy to get a higher weight and contribute more in text classification, thus 
we analysis and experiment on the weighting methods in the following parts. 

2.2   CHI Selection Method 

The CHI ( χ  statistics) weight method’s formula is shown as follows [4]: 
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Here, N is the total document number of the training set, c is a certain category, t is a 
certain feature, A is the number of the document which belong to c and t, B is those 
which do not belong to c but contain t, C is those which belong to c but do not contain 
t, D is those which do not belong to c and do not contain t. 

CHI method is based on such hypothesis: if the feature is highly occurred in a 
specified category or highly occurred in other categories, it is useful in classification. 
Because CHI take the occurrence frequency into account, it prefers to select highly 
occurred words, and ignore the middle and low occurred words which maybe 
important in classification. 

2.3   MCOR Selection Method 

The MCOR (Multi-Class Odds Ratio) weight method’s formula is shown as foll- 
ows [4]: 
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Here, P(Ci) is the occurrence probability of category Ci, P(t / Ci) is the occurrence 
probability of the feature t when category C is occurred, P(t / Celse) is the occurrence 
probability of the feature t when category C is not occurred. When P(t / Ci) is higher or 
P(t / Celse) is lower, the weight of MCOR is higher. Therefore, the MCOR selects the 
features which are mainly occurred in one category and nearly not occurred in other 
categories. Because it does not consider the occurrence frequency of the features, it 
prefers to select the words which are middle or low occurred in the document while 
highly occurred words are always occurred in more than one categories.  

2.5   The Comparing Result of Seven Weighing Methods 

We select seven common weighing methods of the features and test their 
performance, and focus mainly on their selection strategy and classification precision. 
The experimental result is shown in Fig. 1. 
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Fig. 1. The average of seven different weighing methods. Y axis is the average precision, and x 
axis is the feature dimension of the training set.  

From the analysis of the selected features, we find that: 

1. The DF (Document Frequency), TF-IDF (Term Frequency-Inverse Document 
Frequency), CET (an improved method of Information Gain), CDW (Category-
Discriminating Word) and CHI methods prefer the high-occurred words and they are 
greatly related. In our experiment, CHI is the best method. 
2. The MCOR method mainly chooses the middle and low occurred features, so its 
classification precision is low when the reduction rate is high. But with the increase of 
the feature dimension, its precision is increased highly and when the feature 
dimension is above 4000, its precision is higher than CDW, CET, DF, TF-IDF and MI 
(Mutual Information) methods. 
3. The MI method mainly selects the high and middle occurred feature, it can get a 
good classification precision but with the increase of the feature dimension, the 
precision is not improved visibly. 

2.6   Combined Method of CHI-MCOR 

Because the MCOR mainly selects the words whose occurrence frequencies are 
middle or low, its classification precise is low when the reduction of feature 
dimensions is high. But with the increase of feature dimensions, its precise is 
improved to an appreciable level. The CHI prefers to select the words whose 
occurrence frequencies are high, and it is one of the best feature selection methods. 
As a result, when we combine these two methods, we can make the advantages 
together and get a high classification precise. Therefore, we give a combined weight 
method based on the CHI and MCOR:  

10),()1()()( <<−+= λλλ tVtVtV MCORCHI . (4) 
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Where, VCHI is the weight of feature t for the CHI method, VMCOR is the weight of 
feature t for the MCOR method. When we analysis the weights given by these both 
methods, we find that the average weight of the features are different. For example, 
when the reduction of feature dimensions is 50%, the range of the CHI weights is 
(2.1, 6.81), while that of the MCOR weights is (1.15, 1.76). Because the CHI gives 
a much higher weight to all the features and its swing is wider, we should give a 
comparatively lower value to λ , else the value depends too much on the CHI and 
the combined weight method is meaningless. Therefore we need a proper value of 
λ . According to experience, let us assume that when the average weight of the CHI 
and MCOR are the same, we can get both advantages of the two and the 
classification precise will be the highest, therefore the best λ  cab be evaluated as 
follows:  

)(

)(

1 CHIMean

MCORMean=
− λ
λ

. (5) 

From Fig. 2 we can see that the combined weighing method is much better in 
politics category, it means that there are a lot of important words in politics 
category which are not highly occurred. Therefore, when the combined CHI-MCOR 
method is used, its precision is 3.66% higher than the CHI method. In fact, we find 
that the top ten occurred words in politics category which are not very high in the 
total statistics.  

In order to analysis the best value of λ , we vary λ  from 0 to 1.0. From the 
experiment, we found that when λ  is 0.3, the classification precise is the highest. 
This result accords to our hypothesis. Meanwhile, we find that when we use the 
combined weight method, the precise is always higher than other methods. For 
example, when λ  is 0 or 1, it is the precise of the MCOR method or the CHI method. 
When λ  is 0.3, the precise is 94.0359%, which is 0.61% higher than the CHI’s, 
1.074% higher than the MCOR’s. When we use the combined CHI-MCOR method, 
its precise is 3.66% higher than we only use the CHI  method. In fact, when we 
 

 

Fig. 2. The precision of the six categories in three weighing methods, the CHI, MCOR and 
CHI-MCOR. Y axis is the classification precision, and x axis is the test categories, the last one 
is the average precision. 
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statistic the top ten of the occurred words in politics category, we find that they are 
not very high in the total statistics. Because there are some words which are not 
highly occurred but useful and important for text classification, we use the combined 
CHI-MCOR method to take balance in the high occurring ones and the middle 
occurring ones. This method not only selects the highly occurring words, but also 
selects the word whose occurrence frequency is middle or low, and its features only 
belong to one or two categories. The experimental result shows that the combined 
method is much better than any one of the weight methods. 

3   Hierarchical Clustering and SOM Clustering 

3.1   Hierarchical Clustering 

Hierarchical clustering creates a cluster tree to investigate grouping in input data, 
simultaneously over a variety of scales of distance. The result of hierarchical 
clustering can be graphically represented by a multi-level hierarchy (dendrogram), 
where clusters at one level are joined as clusters at the next higher level. The root is 
the whole input data set, the leaves are the individual elements of input data, and the 
internal nodes are defined as the union of their children [5]. Each level of the tree 
represents a partition of the input data into several groups (clusters). We can 
investigate different scales of grouping in text data, this allows us to decide what scale 
or level of clustering is most appropriate in our application. 

3.2   Self-Organizing Map (SOM) Clustering 

The SOM is based on research of physiology and brain science which is proposed by 
Kohonen [6]. By using self-organized learning to the network enables the similar 
neuron in function to be nearer, the different neuron in function to be more separate. 
During the learning process, no predefined classes of input data are clustered 
automatically and enable the weight distribution to be similar to input’s probability 
density distribution. The SOM learns to recognize groups of similar input vectors in 
such a way that the neurons physically near each other in the output layer respond to 
the similar input vectors, i.e., the lesser the distance, the greater the degree of 
similarity and the higher the likelihood of emerging as the winner. The SOM can 
learn to detect regularities and correlations of input data, its training is based on two 
principles [6]:  

1). Competitive learning: the prototype vector most similar to an input vector is 
updated so that it is even more similar to it.  

2). Cooperative learning: not only the most similar prototype vector, but also its 
neighbors on the map are moved towards the input vector.  

The SOM not only can adapt the winner node, but also some other neighborhood 
nodes of the winner are adapted, it can learn topology and represent roughly equal 
distributive regions of the input space, and similar inputs are mapped to neighboring 
neurons. The SOM consists of input layer and output layer, which is constructed by 
competitive learning algorithm based on above two principles. Unlike other cluster 
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methods, the SOM has not distinct cluster boundaries, therefore, it requires some 
background knowledge to solve it [7]. Here we adopt the best Davies-Bouldin index 
to classify cluster boundaries. The choice of the best cluster can be determined by the 
Davies-Bouldin index [5]. It is a function of the ratio of the sum for within-cluster 
distance and between-cluster distance. Optimal clustering is determined by [5]: 
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Where N is the number of clusters, D is a matrix of the data set X, SN is the within-
cluster distance between the points in a cluster and the centroids for that cluster and TN 
is the between-cluster distance from the centroid of one cluster to the other. The 
optimal number of clusters is the one that minimizes VDB. If the clusters are well 
separated, then VDB should decrease monotonically over time as the number of clusters 
increases until the clustering reaches convergence. 

3.3   Supervisory Initiative Learning Based on Cognitive Mechanism 

A man learns and acquires knowledge by the mode of “learn - practise - relearn - 
repractise”, it suggests us that neural networks are trained by supervisory initiative 
learning, we introduce the feedback learning to text classification, thus the 
classification system is extended into a mode of “training - classification - feedback 
retraining”. During the training process, the worth classification results can be 
selected, it can update the parameters of classification model according to feedback 
results, and reflect the cerebral cognitive process. We adopt Counterpropagation 
Networks which is proposed by Robert Hecht-Nielson, it consists of input layer, 
Kohonen layer and Grossberg output layer. By combining the unsupervisory training 
and supervisory training to form the network of separate structure, the network 
structure is closer to brain’s one, the semantic concept features of text are 
preprocessed as input vectors, the unsupervisory training is finished in Kohonen layer, 
the classification information is extracted by the comparability of input data. The 
supervisory training is realized in Grossberg layer, the weights are updated by the 
difference between the expected output and the real output, and realize the category 
expression. The supervisory training can provide efficient codes and its classifiable 
boundary approaches a Bayes’ boundary. 

4   Experiments 

According to above analysis, we extract the concept attributes by the combined CHI-
MCOR method to build a concept feature set of 500 dimensions, is consist of both 
sememes and words, then we use the SOM network to realize automatic text 
clustering. The experimental corpus comes from the People Daily from 1996 to 1998. 
The corpus is unbalanced, and the training set includes 1205 texts (250 economy 
texts, 175 politics texts, 130 computer texts, 300 sport texts, 150 education texts, 200 
law texts). The test set is another 755 texts of above 6 classes. 



242 L. Wang et al. 

4.1   Hierarchical Clustering Experiment 

The concept feature sets is used in clustering experiments. Fig. 3 shows that the 
clustering results of concept features has obvious cluster groups, form several wave 
crests and hiberarchy, there are obvious distances among different groups in the 1205 
training texts. 
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Fig. 3. Hierarchical clustering for 500 features of concept and 1205 texts 

4.2   SOM Clustering Experiment 

The SOM’s initialization is linear with small random initial weights, and batch 
training algorithm is used in two phases of rough training and fine-tuning. The size 
of SOM output layer is 15×11 nodes which depends on dimension number and 
distribution of input features, the training time is 4+11 seconds which run in a P4 
180M computer. Fig. 4 shows the U-matrix (left figure) and D-matrix (right figure) 
of the SOM clustering by using the 1205 texts of 500 concept features. The 'U-
matrix' shows distances between neighboring units and thus visualizes the cluster 
structure of the map, it has much more hexagons in the visual output planes because 
each hexagon shows distances between map units. While D-matrix only shows the 
distance values at the SOM map units. Clusters on the U-matrix are typically 
uniform areas of low values (white) which mean small distance between 
neighboring map units, and high values (black) mean large distance between 
neighboring map units and thus indicate clustering borders. There are more 
clustering borders of high values (black) in Fig. 4, it shows that there are more 
small clusters for texts of concept features, several white zones (uniform areas of 
low values) are encircled by black or gray clustering borders. It shows same as 
hierarchical clustering that the between-cluster distance of concept features is 
obvious. 
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U-matrix of  500 concept features, 1205 texts D-matrix (grayscale)

 

Fig. 4. U-matrix (left figure) and D-matrix (right figure) of the SOM, the training data are 1205 
texts of 500 concept features, the SOM’s initialization is linear, and batch training algorithm is 
used in two phases of rough training and fine-tuning 

Because the SOM has not distinct clustering boundaries, in order to find and show 
the borders of the SOM clusters, we use the k-means clustering to find an initial 
partitioning [8], the experimental results show that the values of important variables 
change very rabidly. We can assign colors to the map units such that similar map 
units correspond to similar colors. Fig. 5 is the SOM clustering results by using the 
1205 texts of 500 concept features, the left figures show the Davies-Boulding (DB) 
clustering index [5]; and the right figures show the SOM clustering by color code 
which is minimized with best clustering. According to DB index, we can find that 
VDB is almost monotonously decreased with increase of clustering groups. The 
number of the best clusters is 14 (corresponding to their minimum VDB values) for 
concept features. 
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Fig. 5. Davies-Boulding clustering index (left figure), and the SOM clustering by color code 
which is minimized with the best clustering (right figure). Training data are 1205 texts of 500 
concept features. 
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The left figure in Fig. 6 is the number of map samples in each unit; it shows the 
distribution of the input data on the output map plane. Because the significance of the 
components with respect to the clustering is harder to visualize, therefore we adopt 
distance matrix with color codes which is minimized with the best clustering on the 
right figures of Fig. 6. Small hexagons indicate clustering borders (corresponds to 
large distance between neighboring map units on U-matrix), it shows more small 
clusters for texts of concept features. 

By comparison of the hierarchical clustering and the SOM clustering, the results 
show distinctly easily that between-cluster distance of the texts of concept features is 
obvious. Both results of the SOM clustering and artificial classification have a good 
corresponding relationship in the rough. A group or several groups in SOM clustering 
may correspond to some a class of artificial classification. There exist some fuzzy 
output nodes (hexagon) in Fig. 6, i.e., there are different artificial classes in same 
output nodes or same color area. The clustering qualities of SOM are evaluated by the 
precision P, recall R and parameter F1. The formulas of precision and recall for class 
k are defined as follows:  
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Where, the AcorrectNumk is the number of the documents of the class k which are 
correctly judged by a computer; AtotalNumk is the number of the documents of the 
class k which are judged by a computer. The CorrectNumk is the number of the 
documents of the class k which are correctly classified; TotalNumk is the number of 
the documents of the class k in a standard solution. 
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Fig. 6. The distribution of the input data on the map (left figure), the digital in each hexagon is 
the number of map texts; distance matrix with color codes is shown on the right figure, small 
hexagons on the D-matrix indicate clustering borders (corresponds to large distance between 
neighboring map units on U-matrix). Training data are 1205 texts of 500 concept features. 
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Then the average values of precision, recall and F1 can be obtained as the 
clustering results of SOM: 

RP

R
F

m

call

R
m

ecision
m

k
k

m

k
k

+
×=== == P2

1

RePr

P 11  
(9) 

Table 1 shows that the clustering performance of concept features. The 
experimental result shows that the SOM can be used in text clustering in large scales 
and the clustering results are good when the concept feature is selected. If we can 
extract the sememes properly, we can not only reduce the feature dimension but also 
improve the classification precise. 

Table 1. SOM Clustering Results of Concept Feature sets 

Economy Polity Computer Sport Education Law Average F1 

P 96.5 98.0 92.8 99.1 93.1 91.6 95.18 

R 94.2 85.3 95.2 94.6 89.8 88.2 91.22 
93.16 

5   Conclusions 

Because there are some words which are not highly occurred but useful in text 
classification, while the words with high occurrence frequency is usually useful, 
except the words in the stop word dictionary which are frequently used in the text but 
useless in classification, our CHI-MCOR method to take balance in the high occurring 
ones and the middle occurring ones. This method not only selects the highly occurring 
words, but also selects the words whose occurrence frequencies are middle or low but 
only occur in one or two categories. It is much better than CHI or MCOR method 
alone. When we use concept as the feature of text classification, we can efficiently 
reduce the feature dimension and reflect the original feature space to a more stable 
one. The experimental result shows that the SOM can be used in text clustering in 
large scales and the clustering results are good when the concept feature is selected. 
Between-cluster distance of the texts of concept features is bigger than that of texts of 
word features. 
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Abstract. Symmetric polygonal fuzzy numbers are employed to con-
struct a class of novel feedforward fuzzy neural networks (FNN’s)—the
polygonal FNN’s. Their input–output (I/O) relationships are built upon
a novel fuzzy arithmetic and extension principle for the polygonal fuzzy
numbers. We build the topological architecture of a three layer polygonal
FNN, and present its I/O relationship representation. Also the fuzzy BP
learning algorithm for the polygonal fuzzy number connection weights
and thresholds is developed based on calculus of max–min (∨ − ∧) func-
tions. At last some simulation examples are compared to show that our
model possess strong I/O ability and generalization capability.

1 Introduction

Recently, the theoryandapplicationof fuzzyneural networks(FNN)haveattracted
many scholars’ attention[1-16]. However, a regular FNN whose internal operations
are based on Zadeh’s extension principle and standard fuzzy arithmetic [17] can
not be an universal approximator [4,5] unless some constraint conditions are hold
for fuzzy continuous functions [13, 14, 18] which can bring us much inconvenience
in application. To broaden the applying areas and to improve input–output capa-
bility of regular FNN’s, author in [15] presents the polygonal FNN’s, which is a
novel class of fuzzified neural networks that can be universal approximators of in-
creasing fuzzy functions. This paper aims at an important problem related to the
polygonal FNN’s-learning algorithm of the fuzzy weights and fuzzy thresholds. So
far the learning algorithm uses the BP algorithm to adjust the endpoints of the
level sets to determine the fuzzy weights and thresholds [6,9]. In these BP learning
procedures of the level sets of fuzzy weights and thresholds, an essential step is to
calculate the derivatives of the max–min (∨−∧) functions ‘x∨ c’ and ‘x∧ c’ with
respect to x. A basic tool is Gôdel implication [2,3]. However, the usual derivative
rules, such as chain rule for differentiation, do not hold for such derivatives. So the
derivative calculi in such BP learning algorithms are only in form, they are lack of
strict mathematical sense.

In this paper, we study systematically the BP learning algorithm of polyg-
onal FNN’s within a general framework. At first by polygonal fuzzy numbers
� This work was supported by grants from the National Natural Sciences Foundation
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that generalize the triangular and trapezoidal fuzzy numbers we can express any
bounded fuzzy numbers approximately. Then the analytical representation of
the I/O relationship of a polygonal FNN is established, and employing deriva-
tive computation method for ∨− ∧ functions [19,20] as mathematical basis, we
develop a series of derivative formulas related to the error function of the polyg-
onal FNN. Thus, A fuzzy BP learning algorithm is developed. Our approach is
illustrated by a few of numerical examples.

2 Symmetric Polygonal Fuzzy Number and Fuzzy
Arithmetic

Triangular and trapezoidal fuzzy numbers are widely applied in many real fields
[8, 10, 11, 21]. As their generalizations, n−symmetric polygonal fuzzy numbers
for n ∈ N are similar with them.

Definition 1. Let
∼
A∈ F0(R). If there exist n ∈ N, and a1

0, a1
1, ..., a

1
n, a2

n, a2
n−1, ...,

a2
0 ∈ R : a1

0 ≤ · · · ≤ a1
n ≤ a2

n ≤ · · · ≤ a2
0, so that the following conditions hold:

(i) supp(
∼
A) = [a1

0, a2
0], ker(

∼
A) = [a1

n, a2
n];

(ii) ∀k ∈ {1, ..., n}, ∼
A(·) is linear on [a1

k−1, a1
k] and [a2

k, a2
k−1], respectively;

(iii) Let k ∈ {1, ..., n}. Then we have

a1
k−1 < a1

k, =⇒∼
A(a1

k−1) =
k − 1

n
,

∼
A(a1

k − 0) =
k

n
,

a2
k < a2

k−1, =⇒
∼
A(a2

k−1) =
k − 1

n
,

∼
A(a2

k + 0) =
k

n
;

where
∼
A (a1

k − 0) is left limit lim
t→0+

∼
A (a1

k − t), and
∼
A (a2

k + 0) is right limit

lim
t→0+

∼
A(a2

k + t). A is called n−symmetric polygonal fuzzy number, and we denote
∼
A by

∼
A=

(
[a1

n, a2
n]; a1

0, ..., a
1
n−1, a2

n−1, ..., a
2
0
)
.

Define Fbc(R) the collection of all fuzzy numbers[21] and the collection of all n−
symmetric polygonal fuzzy numbers is denoted by F tn

bc (R). Specifically, let n = 1,
then an 1−symmetric polygonal fuzzy number is triangular or trapezoidal.

�

�

∼
A(·)

x
1
n

2
n

...

n
n

��
a1
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�
��

a1
1 · · ·

��
�

��
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�
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��
�

����
a2
1 a2

0

Fig. 1. The membership curve of n-symmetric polygonal fuzzy number
∼
A(·)
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If
∼
A is an n-symmetric polygonal fuzzy number, the membership curve of

∼
A may

be shown by Fig. 1. By F tn
bc (R+) we denote the set of all non-negative elements

in F tn
bc (R), that is,

∼
A(x) = 0 if x < 0 for all

∼
A∈ F tn

bc (R+). In F tn
bc (R) the defines

of fuzzy arithmetic operations ‘+’, ‘−’, ‘·’ and the extension operation of the
monotone function σ : R −→ R can be defined by simply generalizing the fuzzy
arithmetic definitions in [21].

3 Three-Layer Polygonal Fuzzy Neural Network

In the section, we develop a novel three-layer feedforward FNN-polygonal FNN
whose input and output, connection weights are n−symmetric polygonal fuzzy
numbers. Its internal operations are based on extension operations introduced in
section 2. Its input and output neurons are linear, and there is a nonlinear opera-
tion which is an activation function σ (for example the Sigmoidal function σ(x) =
1/(1+e−x), x ∈ R) in the hidden neurons. Fig. 2 gives the topological structure of
the polygonalFNNwhose input is fuzzy vector (

∼
X1, ...,

∼
Xd),where

∼
Xi∈ F tn

bc (R) for

i = 1, ..., d, and the output
∼
Y , the fuzzy weights

∼
W ij ,

∼
V j and the fuzzy threshold

∼
Θj belong to F tn

bc (R). The I/O relationship of the FNN is represented as follows:

∼
Y



= Γ (

∼
X1, ...,

∼
Xd) =

m∑
j=1

∼
V j ·σ

( d∑
i=1

∼
Xi ·

∼
W ij +

∼
Θj

)
. (1)

For given I/O pairs
(
(
∼
X1(1), ...,

∼
Xd(l)),

∼
Y (1)

)
, ...,

(
(
∼
X1(L), ...,

∼
Xd(L)),

∼
Y (L)

)
,

our aim is to realize these I/O relationships by learning fuzzy weights
∼
W ij ,

∼
V j

and fuzzy threshold
∼
Θj (i = 1, ..., d, j = 1, ..., m). The polygonal FNN’s shown

in Fig. 2 can conveniently handle triangular fuzzy information [8], further, by
the fact that the space

⋃
n∈N

F tn
bc (R) is dense in Fbc(R) (for details see [15, 22]),

we can conclude that the polygonal FNN’s can also efficiently deal with general
fuzzy data. To this end we at first study the I/O laws of polygonal FNN’s.

Theorem 1. Assume that m ∈ N, and
∼
W ij ,

∼
V j,

∼
Θj∈ F tn

bc (R) (i = 1, ..., d; j =
1, ..., m). Let σ be non-negative and increasing. Then for arbitrary fuzzy vector
(
∼
X1, ...,

∼
Xd),

∼
Xi∈ F tn

bc (R), and if let x1
p = (x1

1(p), ..., x
1
d(p)), x2

p = (x2
1(p), ..., x

2
d(p))

(p = 0, 1, ..., n), we have

Γ (
∼
X1, ...,

∼
Xd) =

m∑
j=1

∼
V j ·σ

( d∑
i=1

∼
W ij ·

∼
Xi +

∼
Θj

)
=

(
[γ1

n(x1
n, x2

n), γ2
n(x1

n,x2
n)]; γ1

0(x1
0,x

2
0), ...,

γ1
n−1(x

1
n−1,x

2
n−1), γ

2
n−1(x

1
n−1,x

2
n−1), ..., γ

2
0(x1

0,x
2
0)
)
,

where γl
p(x

1
p,x

2
p) (l = 1, 2) may be represented as follows for p = 0, 1, ..., n :
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Input layer Hidden layer Output layer
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Fig. 2. A three-layer feedforward polygonal FNN

⎧⎪⎪⎨⎪⎪⎩
γ1

p(x1
p,x

2
p) =

m∑
j=1

[{
v1

j(p)σ(s1
j(p)

}∧{v1
j(p)σ(s2

j(p))
}]

,

γ2
p(x1

p,x
2
p) =

m∑
j=1

[{
v2

j(p)σ(s1
j(p))

}∨{v2
j(p)σ(s2

j(p))
}]

,

and ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

s1
j(p) = θ1

j(p) +
d∑

i=1

[
min

{
w1

ij(p)x
1
i(p),

w1
ij(p)x

2
i(p), w2

ij(p)x
1
i(p), w2

ij(p)x
2
i(p)

}]
,

s2
j(p) = θ2

j(p) +
d∑

i=1

[
max

{
w1

ij(p)x
1
i(p),

w1
ij(p)x

2
i(p), w2

ij(p)x
1
i(p), w2

ij(p)x
2
i(p)

}]
.

4 Learning Algorithm

Two key steps to design learning algorithm for the fuzzy weights and the fuzzy
threshold of polygonal FNN’s are to derive the error function of fuzzy outputs
from output neuron and the corresponding fuzzy targets (desired values) [11,17,
23], and to define the derivatives of the error function in which fuzzy operators
‘∨’ or ‘∧’ are included. To this end, we at first recall the derivative operations
of ∨ − ∧ functions introduced in [19, 20]. Let

lor(·) : R −→ R, lor(x) =

⎧⎪⎪⎨⎪⎪⎩
1, x > 0,
1
2
, x = 0,

0, x < 0.

Before developing self-adaptive learning algorithms, we have to establish the
derivative operation laws of ∨ − ∧ functions.

Lemma 1. [19] Let the real functions f, g be differentiable on R, and

h1 = f ∨ g, h2 = f ∧ g.

Then h1, h2 are almost everywhere differentiable on R, moreover

dh1(x)
dx

=
d(f(x) ∨ g(x))

dx
= lor(f(x) − g(x))

df(x)
dx

+ lor(g(x)− f(x))
dg(x)
dx

;

dh2(x)
dx

=
d(f(x) ∧ g(x))

dx
= lor(f(x) − g(x))

dg(x)
dx

+ lor(g(x)− f(x))
df(x)

dx
.
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Specifically, if a ∈ R, the following facts hold:

d(a ∨ f(x))
dx

= lor(f(x)− a)
df(x)

dx
,

d(a ∧ f(x))
dx

= lor(a− f(x))
df(x)

dx
.

4.1 Error Function and Its Derivatives

Let
(
(
∼
X1 (l), ...,

∼
Xd (1)),

∼
Y (1)

)
, ...,

(
(
∼
X1 (L), ...,

∼
Xd (L)),

∼
Y (L)

)
be the training

pairs of fuzzy patterns, that is, when the input of the polygonal FNN is (
∼
X1

(k), ...,
∼
Xd (k)) its desired output is

∼
Y (k). And suppose that

∼
O (k) is the real

output of the output neuron of the polygonal FNN when input(
∼
X1(k), ...,

∼
Xd(k))

that is,
∼
O(k) = Γ (

∼
X1 (k), ...,

∼
Xd (k)) (k = 1, ..., L). Our goal is to make

∼
O(k)

approximate even equal
∼
Y (k) for each k = 1, ..., L by adjusting the fuzzy weights

∼
W ij ,

∼
V j and fuzzy threshold

∼
Θj in Eq. (1). Let

∼
O(k) = [o1

n(k), o2
n(k)]; o1

0(k), ..., o1
n−1(k), o2

n−1(k), ..., o2
0(k) ;

∼
Y (k) = [y1

n(k), y2
n(k)]; y1

0(k), ..., y1
n−1(k), y2

n−1(k), ..., y2
0(k) .

The second step for designing the learning algorithm is to define a suitable error
function:

E =
1
2

m∑
k=1

DE

(∼
O(k),

∼
Y (k)

)2
=
1
2

m∑
k=1

( n∑
i=0

{
dE

(
[o1

i (k), o2
i (k)], [y1

i (k), y2
i (k)]

)}2
)
,

(2)
where dE(·, ·) is the Euclidean metric between intervals [21]. Obviously, E =
0 if and only if for each k = 1, ..., m,

∼
Ok =

∼
Y k. Since symmetric polygonal

fuzzy number weights and thresholds are specified by their finite parameters,
we may develop some update rules respectively for such parameters. Finally
the polygonal fuzzy numbers can be reconstructed respectively by the updated
parameters.

Theorem 2. Let E be an error function defined as Eq. (2), and for i = 1, ..., d;
j = 1, ..., m; p = 0, 1, ..., n; k = 1, ..., L, write⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t1p(k) = o1
p(k)− y1

p(k), t2p(k) = o2
p(k)− y2

p(k);
Γ 1

j(p)(k) = v1
j(p)σ

′(s1
j(p)(k))lor(v1

j(p)),

Γ 2
j(p)(k) = v1

j(p)σ
′(s2

j(p)(k))lor(−v1
j(p)),

Γ 3
j(p)(k) = v2

j(p)σ
′(s1

j(p)(k))lor(−v2
j(p)),

Γ 4
j(p)(k) = v2

j(p)σ
′(s2

j(p)(k))lor(v2
j(p));

∆ij(p)(k) =
({w1

ij(p)x
1
i(p)(k)} ∧ {w2

ij(p)x
1
i(p)(k)})

−({w1
ij(p)x

2
i(p)(k)} ∧ {w2

ij(p)x
2
i(p)(k)});

∆ij(p)(k) =
({w1

ij(p)x
1
i(p)(k)} ∨ {w2

ij(p)x
1
i(p)(k)})

−({w1
ij(p)x

2
i(p)(k)} ∨ {w2

ij(p)x
2
i(p)(k)}).

(3)
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Then for each p = 0, 1, ..., n; i = 1, ..., d; j = 1, ..., m; l = 1, 2, the following
partial derivative formulas hold:

∂E

∂vl
j(p)

=
L∑

k=1

tlp(k)
(
lor(−vl

j(p))σ(s3−l
j(p)(k)) + lor(vl

j(p))σ(sl
j(p)(k))

)
;

∂E

∂wl
ij(p)

=
L∑

k=1

((
t1p(k)Γ 1

j(p)(k) + t2p(k)Γ 3
j(p)(k)

)
×
(
lor(∆ij(p)(k))lor((−1)l+1x2

i(p)(k))x2
i(p)(k)

+lor(−∆ij(p)(k))lor((−1)l+1x1
i(p)(k))x1

i(p)(k)
)

+
(
t1p(k)Γ 2

j(p)(k) + t2p(k)Γ 4
j(p)(k)

)
×
(
lor(∆ij(p)(k))lor((−1)lx1

i(p)(k))x1
i(p)(k)

+lor(−∆ij(p)(k))lor((−1)lx2
i(p)(k))x2

i(p)(k)
))

;

∂E

∂θl
j(p)

=
L∑

k=1

(
t1p(k)lor

(
(−1)l+1v1

j(p)

)
v1

j(p)

+t2p(k)lor
(
(−1)lv2

j(p)

)
v2

j(p)

)
σ′(sl

j(p)(k)).

4.2 Fuzzy BP Learning Algorithm

Using the gradient descent method, we can establish the evolution laws of the
fuzzy weights and thresholds of a polygonal FNN. Let t be iterative step, and
η > 0 denote the learning rate, α > 0 be the momentum constant. Write for
p = 0, 1, ..., n; i = 1, ..., d; j = 1, ..., m; l = 1, 2 that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

al
j(p) = vl

j(p)[t]− η · ∂E

∂vl
j(p)

∣∣∣
vl

j(p)[t]
+α · �vl

j(p)[t− 1],

bl
ij(p) = wl

ij(p)[t]− η · ∂E

∂wl
ij(p)

∣∣∣
wl

ij(p)[t]
+α · �wl

ij(p)[t− 1],

cl
j(p) = θl

j(p)[t]− η · ∂E

∂θl
j(p)

∣∣∣
θl

j(p)[t]
+α · �θl

j(p)[t− 1],

(4)

where �vl
j(p)[t] = vl

j(p)[t]− vl
j(p)[t− 1], �wl

ij(p)[t] = wl
ij(p)[t]−wl

ij(p)[t− 1], and
�θl

j(p)[t] = θl
j(p)[t]−θl

j(p)[t−1]. For each i = 1, ..., d; j = 1, ..., m, {a1
j(0), ..., a

2
j(0)},

{b1
ij(0), ..., b

2
ij(0)} and {c1

j(0), ..., c
2
j(0)} can be rearranged as the sets {aj

1, ..., a
j
2n+2},

{bij
1 , ..., bij

2n+2} and {cj
1, ..., c

j
2n+2} respectively, in such a way that the following

inequalities hold:
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aj
1 ≤ aj

2 ≤ · · · ≤ aj
n+1 ≤ · · · ≤ aj

2n+2;

bij
1 ≤ bij

2 ≤ · · · ≤ bij
n+1 ≤ · · · ≤ bij

2n+2;

cj
1 ≤ cj

2 ≤ · · · ≤ cj
n+1 ≤ · · · ≤ cj

2n+2.

(5)

When the iteration is t + 1, the fuzzy weights
∼
V j[t + 1],

∼
W ij[t+ 1] ∈ F tn

bc (R) and

the fuzzy threshold
∼
Θj[t+ 1] ∈ F tn

bc (R) (j = 1, ..., p) can be determined with:⎧⎪⎪⎪⎨⎪⎪⎪⎩
v1

j(p)[t+1] = aj
p+1, v2

j(p)[t+1] = aj
2n+2−p;

w1
ij(p)[t+1] = bij

p+1, w2
ij(p)[t+1] = bij

2n+2−p;

θ1
j(p)[t+1] = cj

p+1, θ2
j(p)[t+1] = cj

2n+2−p.

(6)

The learning algorithm determined by Eqs. (4)-(6) is called the fuzzy BP
algorithm. We can realize the algorithm by the following steps:

The fuzzy BP algorithm

– Step 1. Initialize the fuzzy weights and thresholds. We choose randomly the
initial connection weights and thresholds:

∼
V j[0],

∼
W ij[0],

∼
Θj[0] (j = 1, ..., p).

And let t = 0.
– Step 2. For j = 1, ..., p, using to Eqs. (4)–(6), we can compute

∼
V j [t],

∼
W ij

[t],
∼
Θj[t] (j = 1, ..., p).

– Step 3. For j = 1, ..., m; p = 0, 1, ..., n; i = 1, ..., d; l = 1, 2, complete the fol-
lowing value assignment: vl

j(p)[t] −→ vl
j(p), wl

ij(p)[t] −→ wl
ij(p), θl

j(p)[t] −→
θl

j(p).
– Step 4. For k = 1, ..., L; j = 1, ..., m; p = 0, ..., n; i = 1, ..., d; l = 1, 2,

calculate tlp(k),sl
j(p)(k), ∆ij(p)(k) and ∆ij(p)(k) respectively by Eqs. (3) and

(7). Consequently we can obtain the following values: Γ q
j(p)(k) for q = 1, ..., 4.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

s1
j′(p)(k)=

d∑
i=1

[{
w1

ij′(p)x
1
i(p)(k)

}∧{w1
ij′(p)x

2
i(p)(k)

}
∧{w2

ij′(p)x
1
i(p)(k)

}∧{w2
ij′(p)x

2
i(p)(k)

}]
+θ1

j′(p),

s2
j′(p)(k)=

d∑
i=1

[{
w1

ij′(p)x
1
i(p)(k)

}∨{w1
ij′(p)x

2
i(p)(k)

}
∨{w2

ij′(p)x
1
i(p)(k)

}∨{w2
ij′(p)x

2
i(p)(k)

}]
+θ2

j′(p).

(7)

– Step 5. By Theorem 2, compute ∂E
/
∂vl

j(p)

∣∣
vl

j(p)[t]
, ∂E

/
∂θl

j(p)

∣∣
θl

j(p)[t]
and

∂E
/
∂wl

ij(p)

∣∣
wl

ij(p)[t]
, and using Eqs. (4)–(6) we obtain vl

j(p)[t + 1], θl
j(p)[t + 1]

and wl
ij(p)[t + 1] for j = 1, ..., m; p = 0, 1, ..., n; i = 1, ..., d; l = 1, 2.

– Step 6. Discriminate analysis: either t > M or E < ε, go to Step 7; otherwise
let t = t + 1, go to Step 2.

– Step 7. Stop and output
∼
V j [t],

∼
Θj [t],

∼
W ij [t] for i = 1, ..., d, j = 1, ..., m,

and
∼
Ok (k = 1, ..., L).

In Step 6, M is a given upper-bound of iteration steps and ε is an error bound.
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5 Simulation Examples

In the section, the proposed fuzzy BP algorithm is demonstrated by computer
simulations on a few of numerical examples. In the following simulations, the
upper-bound of iterative steps M is assumed to be 2× 104, and the error bound
ε = 0.1. In the hidden layer of the polygonal FNN there are four five neurons,
that is, m = 5. Choose n = 4. The activation function is chosen as σ : R −→ R+,
defined as follows: ∀x ∈ R, σ(x) = 1/(1 + e−x), i.e. σ is the Sigmoidal function.
Obviously it is a increasing, non-negative and differentiable function.

5.1 Learning Capability

To examine the learning capability of a polygonal FNN, let us now study a
simulation example related to digital image enhancement. Suppose [0, G] to be
a grey degree interval, in which includes all grey levels of the digital images
related, and here we choose G = 255. By some fuzzy sets, such as, ‘Bright
(
∼
BR)’, ‘Brighter (

∼
Br)’, ‘Medium (

∼
M e)’, ‘Darker (

∼
Dr)’ and ‘Dark (

∼
DR)’ we can

describe the gray levels of the images [16]. To develop some efficient image filters
based on fuzzy inference, the first step is to design a family of suitable fuzzy
rules. For example, the following ‘IF–THEN’ rules are usual cases in designing
fuzzy filters [16, 18]:

IF x1 is
∼
BR AND x2 is

∼
BR THEN y is

∼
BR;

IF x1 is
∼
BR AND x2 is

∼
DR THEN y is

∼
M e;

IF x1 is
∼
DR AND x2 is

∼
BR THEN y is

∼
M e;

IF x1 is
∼
DR AND x2 is

∼
DR THEN y is

∼
DR.

(8)
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(a) (b)

(c) (d) 

Bright 

Fig. 3. Membership curves of fuzzy numbers ‘Dark’ ‘Medium’ ‘Bright’ : (a) desired
curves; (b) desired curves (—) and actual output curves by our model (· · ·); (c) desired
curves (—) and actual output curves by Ishibuchi model in [9] (· · ·); (d) desired curves
(—) and actual output curves by Ishibuchi model in [10] (· · ·)
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The antecedent and consequent fuzzy sets ‘
∼
DR’, ‘

∼
Me’ and ‘

∼
BR’ are fuzzy

numbers defined on [0, G], respectively.
Let us now employ the polygonal FNN’s to realize the fuzzy IF–THEN infer-

ence rules defined by (8), approximately. Also we present the numerical compar-
ison of our model with other fuzzified neural networks developed in [9, 10]. To
this end we assume that the input related is a two dimensional variable (x1, x2),
and the output is an one dimensional variable y. The membership curves of fuzzy
numbers

∼
BR,

∼
M e,

∼
DR are shown in (a) of Fig. 3, respectively. Choose{(

(
∼
BR,

∼
BR),

∼
BR

)
,
(
(
∼
BR,

∼
DR),

∼
M e

)
,
(
(
∼
DR,

∼
BR),

∼
M e

)
,
(
(
∼
DR,

∼
DR),

∼
DR

)}
,

(9)

as the training patterns for designing learning algorithms of the polygonal FNN’s
as (1) and those in [9, 10].

The polygonal FNN as Eq. (1) can be trained by using Algorithm 1, and corre-
sponding to the input patterns in the training set Eq. (9), we can get the actual
outputs after 20000 iteration steps, as shown (b) of Fig. 3. Ishibuchi et al use the
symmetric triangular fuzzy number weights and thresholds in [10] to build up a reg-
ular FNN, whose adjustable parameters are only two kinds of parameters — two
endpoints of the α−cuts. The BP type learning algorithms are used to train such a
FNN model, also it can realize the inference rules in Eq. (8) approximately through
the training pattern set Eq. (9). The corresponding actual and desired outputs are
shown in (c) of Fig. 3 after 20000 iteration steps. In [9] Ishibuchi et al take the real
numbers as the connection weights and thresholds to construct a FNN model. Sim-
ilarly with the convenient BP algorithm they develop a learning algorithm of the
FNN. By iterating 20000 steps, we can get the actual outputs to approximate the
rules in Eq. (8), as shown in (d) of Fig. 3. By comparing (b) (c) (d) of Fig. 3, we can
easily find that the polygonal FNN as Eq. (1) gives the best results, i.e. the error of
the polygonal FNN is significantly lower than those Ishibuchi’s FNN models [9,10].

By Fig. 4 we show the curves of the error function defined by Eq. (2), cor-
responding to above three FNN models, i.e. the polygonal FNN as Eq. (1) and
two Ishibuchi’s models [9, 10]. Through Fig. 4 we can find that despite larger
error at the beginning of iteration, the square error of the polygonal FNN is
lowest, and corresponding to Ishibuchi’s two FNN models, the square errors are
approximately equal. So our result is also the best.

Fig. 4. Error curves of different FNN models
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x2\x1
∼
DR

∼
Dr

∼
M e

∼
Br

∼
BR

∼
DR

∼
DR

∼
M e

∼
Dr
∼
M e
∼
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∼
BR

∼
Me

∼
BR

Fig. 5. Uncomplete fuzzy rule table
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Fig. 6. Fuzzy rule table completed by FNN (1)
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Fig. 7. Actual outputs of the polygonal FNN as Eq. (1)

5.2 Generalization Capability

Let us proceed to study fuzzy rules to show the generalization capability of
polygonal FNN’s. The fuzzy rules in (8) are shown as Fig. 5, a fuzzy rule ta-
ble, in which only four rules out of 25 fuzzy IF—THEN rules are presented
and others are missing. Now let us complete the rule table by assigning one of
the five fuzzy sets as ‘

∼
BR’ ‘

∼
Br’ ‘

∼
M e’ ‘

∼
Dr’ and ‘

∼
DR’, whose membership curves

are shown in (a) of Fig. 3 respectively, to the consequent of each missing rule.
For example, when we choose the input (x1, x2) to be

(∼
DR,

∼
Dr

)
,
(∼
DR,

∼
Me

)
,(∼

Dr,
∼
Br

)
,
( ∼
M e,

∼
BR

)
, and

(∼
BR,

∼
Br

)
, respectively, the corresponding outputs

of the polygonal FNN as Eq. (1) are respectively shown in Fig. 7, from which
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we can obtain their respective linguistic values: ‘
∼
DR’ ‘

∼
Dr’ ‘

∼
Me’ ‘

∼
Br’ and ‘

∼
BR’.

Similarly we can complete the other missing rules, as shown in Fig. 6. Obviously,
these consequents conform to inference sense in Eq. (8). So the polygonal FNN’s
as (1) possesses strong generalization capability, which is advantageous over that
of Ishibuchi’s model in [10], since the similar rule table is completed based on
nine fuzzy rules.

6 Conclusions

By modifying the internal operations, this paper defines polygonal FNN’s, a class
of novel FNN models by which general fuzzy information may be handled. Using
the derivatives of the ∨−∧ functions, we develop an efficient learning algorithm
for the fuzzy connection weights and thresholds of the polygonal FNN’s. Some
simulation examples demonstrate the efficiency of our FNN models. The further
problems include developing some improved algorithms, in which the learning
rate η and the momentum constant α may be adaptively adjusted, with quicker
convergence speed and minimal computation complexity, generalizing the polyg-
onal fuzzy numbers to more general cases, and so on.
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Abstract. In this paper, novel wavelet packet spread spectrum (WPSS) communi-
cation system based on the complex radial basis function (CRBF) network equal-
izers is studied for multipath fading channels. The complex radial basis function 
network equalizers technique is adopted to suppress Inter-Symbol Interference 
(ISI) caused by multipath fading channels and reduce the symbol error rate (SER). 
The system performance is investigated in multipath fading channels. The theo-
retical analysis and simulation results show that the proposed CRBF channel 
equalizer structure which uses least mean square (LMS) algorithm to obtain the 
optimized equalizer weights offers both fast convergence and low value of the 
mean square error; the proposed CRBF-WPSS system has a superior SER per-
formance to that of the conventional CRBF-OFDM-SS (spreading spectrum) sys-
tem, and the proposed CRBF-WPSS system outperforms the WPSS system base 
on zero-forcing equalizers for multipath fading channels. 

1   Introduction 

Waveform coding [1] is usually employed in a digital communication system to con-
vert the message data into continuous waveforms in order to provide better immunity 
against noise, fading, or jamming during transmission. To achieve this aim, the vari-
ous schemes of waveform coding endeavor to make the distance between the wave-
forms in the coded signal as large as possible, i.e., to make the cross-correlation coef-
ficient between any pair of waveforms as small as possible [2]. To transmit a large 
number of independent messages over a common channel, the orthogonal waveform 
coding has been widely used for multiplexing in the form of Frequency Division Mul-
tiplexing (FDM) or Time Division Multiplexing (TDM) [3]. However, nonoverlap-
ping spectra of the different channels in FDM results in inefficient use of the band-
width. Sufficient guard band is needed between adjacent subchannels to isolate them 
at the receiver using conventional filters. 

When much more efficient use of bandwidth is required, one of the popular multi-
plexing is orthogonal FDM (OFDM), which is now attracting widespread interest 
from both researcher and product developer. With the wavelet transform developed, 
several researchers find that a set of basis functions from wavelet and wavelet packet 
matches the waveform requirement in OFDM. These basis functions are orthogonal 
with one another and are orthogonal across translations. Using these functions in a 
multiplexing system guarantees efficient use of the spectrum because of the overlap 
spectra of these basis functions. Moreover, these functions are essentially generated 



260 L. Zhou, J.-D. Li, and P. He 

from one function, therefore the problem encountered in OFDM due to inaccurate 
subcarrier frequency and phase never occur in the multiplexing based on wavelet and 
wavelet packet. Some researchers have realized the potential of applying wavelet and 
wavelet packet in spread spectrum and CDMA communications, and various schemes 
of coding and multiplexing have been proposed [4]–[9]. In this paper, we examine the 
performance of such a system from a transmission-reception point of view and pro-
pose wavelet packet spread spectrum (WPSS) based on neural network equalizers and 
maximum likelihood algorithm for multipath fading channels. 

2   System Model 

The detailed structure block diagram of WPSS system scheme based on complex radial 
basis function equalizers can be represented by block diagram of Fig. 1. In this design, 
the switch K1 and K2 change position P for the training sequence is used in driving the 
Least Mean Square (LMS) algorithm to update complex radial basis function (CRBF) 
network equalizer weights. When CRBF network equalizer reaches in its preset target 
performance, the switch K1 and K2 change position from P to Q. The data symbols are 
spread individually by Walsh-Hadamard spread spectrum codes after the information 
bits are mapped into the data symbols by Quadrature Amplitude Modulation (QAM). 
The spread spectrum chips are then mapped to different subcarriers through an inverse 
discrete wavelet packet transform. Then the data signal is transmitted in usual way over 
a channel characterized by multipath fading channels and Additive White Gaussian 
Noise (AWGN). In this model, before the received symbols are demodulated by the 
discrete wavelet packet transform, the receiver uses the trained CRBF network equalizer 
to suppress the Inter-Symbol Interference (ISI) caused by multipath fading channels. 
The demodulated symbols are de-spread using the corresponding Walsh-Hadamard 
spread spectrum codes. Finally, the de-spread symbols are determined for M-ARY 
QAM signals by maximum likelihood (ML) detecting algorithm, and then the deter-
mined M-ARY QAM signals are mapped into the information bits. 

The detailed transmitter structure of WPSS system is shown in Fig.1.The transmit-
ted signal is generated as follows. A single data symbol is copies into the M branches. 
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Fig. 1. The detailed structure block diagram of WPSS system scheme based on complex radial 
basis function equalizers 
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In the mth branch, the symbol is multiplied by the mth chip of Walsh-Hadamard 
spread spectrum codes. The spread spectrum chips are then mapped to different sub-
carriers through an inverse discrete wavelet packet transform. This mapping is 
equivalent to the inverse discrete Fourier Transform (IDFT) in the sinusoid wave-
form-based multicarriers system. 

Referring to Fig.1, the transmitted signal is  
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where )(lm is the lth data symbol; ic is the ith chip of Walsh-Hadamard codes; iφ is the 

ith wavelet packet waveform;W is the WPSS waveform.The set of wavelet packet 
waveforms 0φ to 1−Mφ is generated with a full binary wavelet packet tree using a spe-

cific pair of QMF h(n) and g(n).The transmitted signal can be rewritten in matrix  
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where is the IDWPT matrix in the modulator. C is the Walsh-Hadamard spread 
spectrum codes vector , W is the WPSS waveform vector. 

2.1   Adaptive Complex Radial Basis Function (RBF) Network Based Equalizers 

The schematic diagram for the LMS-CRBFN equalizers is shown in Fig. 2. To begin 
with, the switch K1 and K2 change position P for the training sequence is used in driving 
the Least Mean Square (LMS) algorithm to update complex radial basis function 
(CRBF) network equalizer weights. The RBF network consists of three different layers 
as shown in Fig.2. The input layer is constituted by m source nodes. A set of p nonlinear 
activation functions pii ,,1, = , constitutes the hidden second layer. The output of the 

network is provided by the third layer, which is comprised of output nodes. As shown in 
Fig.2, using the noisy channel output vector kr as the network input and the training 

symbol )( τ−kd as the desired output, LMS learning algorithm can readily be applied 

to train the complex RBF as shown by the dotted lines of Fig.2. During the testing 
phase, the output )(r(k)f of CRBFN is fed into a nearest neighbor decision device to 

give an estimate )(ˆ τ−kd of the training symbol )( τ−kd .The channel output observed 

by the linear mth order equalizer can be written in vectorial form as  
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where H is the )1( ++× mLm channel impulse response matrix. The left part of H 
reflects the interference from the previous symbol while the right part of H reflects 
the multipath effect within the current symbol. kd is the training sequence vector de-

fined as [ ]TmLkkk ddd −−−= 1kd , kw is the Gaussian noise sequence vector 

given by [ ]Tmkkk www 11 +−−=kw .Defining i as the m-dimensional complex 

center vector for the ith hidden neuron, the Euclidean distance • between the two 

complex-valued vectors is defined as 

)(r)(r

r
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H

mimkikik rrr
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2 µµµ  (4) 

where •  denotes the modulus of a complex number. Therefore, the response iβ of 

hidden neurons to the network input vector kr can be expressed as follows: 
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where iσ is the (real valued) width of the Gaussian function and p indicates the total 

number of hidden neurons in the network. The output layer of the RBF network is 

essentially a linear combiner. We define the coefficient kω as the weight of the link 

connecting the kth hidden neuron and 0ω as the bias term. In order to implement 

complex-valued outputs, we separate the complex valued kω  into Rkω and Ikω for 

the real and imaginary parts of the network output. Hence, the overall network re-
sponse is given by 
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Fig. 2. The schematic diagram for the LMS-CRBFN equalizers 
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When both the network inputs and desired output are real-valued, this complex 
RBF network degenerates naturally into a real RBF network. An examination of (6) 
reveals that CRBF network treats the real and imaginary parts of an input as if they 
were two separate real inputs. Hence it is seen that the complex RBF network is a 
natural extension of the real RBF network. 

2.2   Least Mean Square (LMS) Algorithm-Based Supervised Learning 

If the assumption of equiprobable symbols is violated, it is advisable to adjust the 
weights of the RBF networks in order to learn the corresponding scaling factors of the 
conditional probability density functions in (6) during the training period. The adapta-
tion of the RBF weights can be achieved using the following supervised LMS  
algorithm: 

)( krfde kk −= −τ  (7) 

)(1,, ikr −+= − ikkiki e βηωω ω  (8) 

where ωη is the learning rate for the RBF weights. Explicitly, the error 

)( krfIe kk −= −τ  between the transmitted τ−kI and the RBF network output is scaled 

by the RBF learning rate ωη and this product is then used to weight )( ikr −iβ in 

order to update the previous RBF weight 1, −kiω ,where )( ikr −iβ  is the RBF 

evaluated at the Euclidean norm ikr − characteristic of the distance between the 

centroid pi ,,1, =i .Based on (5) and (6), (7) and (8) can be rewritten as 
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2.3   Receiver Processing 

As shown in Fig.1, when CRBF neural network equalizer reaches in its preset target 
performance, the switch K1 and K2 change position from P to Q. Based on (3), the 
channel output in vectorial form kr can be rewritten by 
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(11) 

where ks is the transmitted symbol vector. That is  

[ ]TmLkkk sss −−−= 1ks  (12) 
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As shown in Fig.1, based on equation (6) and (11), the output of the CBRF net-
work equalizer is given by 
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Based on equation (13), the lth output vector of the DWPT is written as 
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where T is the transposition of  and the DWPT matrix in the demodulator; lŝ is 

the input vector of DWPT. As shown in Fig.1, the output is obtained by despread-
ing my with the spreading spectrum code C  corresponding to that of the transmitter as 

−+−+−

+=

=

−

=
+⋅+⋅+⋅+⋅

=

−

=

−

=

−

=

1

1
2

1

1

0

1

0

0

1

0

)(()((
2

1
exp)(

)(

)()(ˆ

M

j k

p

k

iii

M

i

M

l

iii

M

i

kii

j

lc

iyckm

kjMkjMk
H

kjMkjMk )wHs)wHs
σ

ωφ

ωφβ

β

 
(15) 

Based on the Euclidean distances between the demodulated signal and all possible 
transmitted symbols, the most likely transmitted symbol is determined by the ML 
detector. The simplified decision ruled is based on choosing ix if and only if  

( ) ( ) jixxdistxxdist ji ≠∀≤ ,,~,~  (16) 

where ( )BAdist , are the Euclidean distance between signals A and B, and the index j 

spans all possible transmitted symbols. From equation (16), we can see that the  
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Fig. 3. Mean square error of the CRBF network weights for the channel 
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Fig. 4. SER performance comparison of WPSS and OFDM-SS 
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ML transmitted symbol is the one having the minimum Euclidean distance from the 
demodulated signal x~ . According to equation (16), all possible transmitted symbols 
are denoted by ( )iI , so that the demodulated signals in (15) are modified as 

( ) ( )[ ] ( ) ( )[ ] jijInmdistiInmdist ≠∀≤ ,ˆ,ˆ  (17) 

3   Simulation Results  

The performances of the wavelet packet spread spectrum system based on CRBF 
network equalizer and ML detecting algorithm are demonstrated through several 
simulation examples. We first test the effectiveness and parameter of our CRBF net-
work equalizers for the multipath fading channel. The FIR channel models are taken 
from [10]. These complex channels cause severe ISI and cross-coupling interference. 
The DWPT is a three-stage tree and has 6426 ==M input nodes. The wavelet packet 
function of DWPT is obtained by the known Daubechies wavelet. Walsh – Hadamard 
codes are used for wavelet domain spreading spectrum. We apply the CRBF network 
to equalize the channel output. The input layer of the CRBF network is constituted by 
17 source nodes. A set of 18 nonlinear activation functions 18,,1, =ii , constitutes 

the hidden second layer of the CRBF network. The output of the CRBF network is 
provided by the third layer, which is comprised of 2 output nodes.The rate control 
parameter of CRBF network is 410−=wη .The convergence goal of the parameter is 

104.In our simulation, we use 4QAM, 16-QAM, and 64QAM signals as the input of 
channel, for which the minimum distance between consecutive points in the rectangu-
lar constellation of the two-dimensional (2-D) signal space representation is two. The 
additive white Gaussian noise level is taken to be 25dB. 10000 4QAM, 16-QAM, and 
64QAM symbols are used to train equalizer and update the equalizer weight, respec-
tively. The mean square error (MSE) of the CRBF network weights versus number of 
training epochs for 4QAM, 16-QAM, and 64QAM is shown in Figs.3. In Figs.3, the 
convergence properties of the proposed CRBF network equalizers are also shown. It 
is evident that the proposed RBF channel equalizer structure offers both fast conver-
gence and low value of the MSE and the lower modulation order is; the faster conver-
gence time is. Performance of OFDM spreading spectrum system which has 64 sub-
carriers is evaluated in the same channel environment. The Symbol Error Rate (SER) 
performance comparison of WPSS and OFDM-SS for multipath fading channel is 
shown in Figs. 4. The simulation results show that the performance of the WPSS is 
much better than that of the OFDM-SS at all values of Doppler spread. As a compari-
son, we apply the zero-forcing equalizer method to identify the above channel. The 
SER performance comparison of CRBF-WPSS and ZFE-WPSS for multipath fading 
channel is shown in Figs. 5. The simulation result shows that the performance of 
CRBF-WPSS is much better than that of ZFE-WPSS at all values of Doppler spread. 

4   Conclusion 

In this paper, a novel WPSS communication system based on the CRBF network 
equalizers and the ML detecting algorithm is presented. The performance of the 
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WPSS system in multipath fading channel was derived and the CRBF technique is 
applied to the WPSS system. The CRBF which uses LMS algorithm to obtain the 
optimized equalizer weight is relatively simple to implement. The simulation results 
show that in multipath fading channels, the performance of CRBF-WPSS system for 
M-ary QAM is better than that of CRBF-OFDM-SS for M-ary QAM and the per-
formance of CRBF-WPSS for M-ary QAM is better than that of the ZFE-WPSS for 
the multipath fading channel. The performances of them are evaluated in the same 
channel environment. Since mobile channels have fading characterizes, the perform-
ance of WPSS in fading channels determines that the WPSS technique applies to 
mobile communication system. 
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Abstract. With a new way of knowledge representation and acquirement, 
inference, and building an expert system based on big-neurons composed of 
different field expert knowledge presented in this paper, the fundamental theory 
and architecture of expert system based upon big-neuron theory has thus been 
built. It is unnecessary to organize a large number of production rules when 
using big-neurons to build an expert system. The facts and rules of an expert 
system have already been hidden in big-neurons. And also, it is unnecessary to 
do a great quantity of tree searching when using this method to do logic 
reasoning. Machine can do self-organizing and self-learning. 

1   Introduction 

Expert System is one of an active research fields in AI, and has gained many 
impressive progresses. However, traditional expert systems have gotten big troubles 
in the fields of knowledge acquirement, self-learning ability, parallel inference, etc  
[1, 2, 3, 4, 5, 6].  

Neural Networks(NN) have the features of massive parallel processing, distributive 
information store, continuously nonlinear dynamic system, real time processing, self-
organizing and self-learning, etc [6, 7]. Hence, we can use these features of NN to 
solve the problems such as knowledge representation, knowledge acquirement, 
parallel inference etc. in an expert system [8, 9, 10]. 

In reference [10] we have presented big-neuron theory, and built the fundamental 
theory of neuron-oriented programming and system in reference [10, 11]. A new big-
neuron can be built based upon the static or dynamic communications (links) among 
old or new big-neuron objects. The most important contribution of big-neuron theory 
to the research of neural networks is that it introduces a new way to build neural 
network systems. Several networks (big-neurons) which are simple and have special 
functions can produce a larger and more powerful one. In other words, a large 
complex network can be built out of several simple ones. This paper presents a new 
way to develop an expert system based upon big-neuron theory. 

It is unnecessary to organize a large number of production rules when using big-
neurons to build an expert system. The facts and rules of an expert system have 
already been hidden in big-neurons. Therefore, it is unnecessary to do a great quantity 
of tree searching when using this method to do logic reasoning. Machine can do self-
organizing and self-learning. 
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2   Knowledge Representation Using Big-Neuron 

A successful expert system should have the two kinds of knowledge mentioned in [1-
5].  Knowledge information processing is the fundaments of an expert system and it 
has to solve three problems: knowledge representation, acquirement and application. 

Although the traditional knowledge representations such as production systems, 
semantic networks, predicate logic, frame networks etc. have different structures to 
describe knowledge. However, all of them build their knowledge database by 
changing the knowledge to the format which can be stored into digital computers. 
And the inference engine of them is to search the knowledge database depending on a 
matching algorithm. Thus, these methods have the many disadvantages [8, 9] when 
the knowledge rules become more and more. 

The knowledge representation of traditional expert systems is only one kind of 
obvious knowledge representation. However, the knowledge representation in big-
neuron expert systems is one kind of hidden knowledge representation. Fig.1 shows a 
big-neuron which has 3 layers and performs the “XOR” operation in logic algebra. If 
one using production system to describe the “XOR” problem, the network shown in 
Fig.1 represents the following four rules: 

if (x1 0)=  and (x2 0)=  then ( y = 0) if (x1 0)=  and ( )x2 1=  then ( )y = 1  

if ( )x1 1=  and (x2 0)=  then ( )y = 1  if ( )x1 1=  and ( )x2 1=  then ( y = 0)  

  

Fig. 1. XOR big-neuron  Fig. 2. Big-neuron inference 

Since the “XOR” operation is complete in logic algebra, thus any logic inference 
can be implemented by big-neurons which are similar to Fig.1. For example, the big-
neuron system shown in Fig.2 performs the following logic reasoning. 

x A B A B1 = ⋅ + ⋅ ;  x B C B C2 = ⋅ + ⋅ ; x A C A C3 = ⋅ + ⋅ ; y x x x x1 1 2 1 2= ⋅ + ⋅ ; 

y x x x x2 1 2 1 2= ⋅ + ⋅ ; z y y y y= ⋅ + ⋅1 2 1 2  
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3   The Architecture of Expert System Based on Big-Neurons 

The basic architecture of expert system based on big neurons is shown in Fig.3, where 
the automatic knowledge acquirement model is used to get the knowledge of experts, 
the inference system is to solve problems using knowledge database, the interpreting 
system is used to explain why the decisions have been made, and where the I/O model 
is a user interface. 

 

Automatic Knowledge 
Acquirement 

Interpreting System

Knowledge Database Inference System

I/O System

Knowledge Engineer

suggestion  fact

Expert User

 

Fig. 3. The basic architecture of expert system based on big-neurons 

Suppose the inference engine of expert system based upon big-neurons is a 
computing procedure named F which defined in the following: 

 Changing the input logic concepts into input patterns of big-neurons. 
 Input the primitive data into the nodes of input layer. 
 Forward computing in big-neuron system: 

1)  F ii yn =)( , where ni is a simple neuron, iy  is the output value of 

neurons in  and given by += )( θjijii ywfy , where iθ  is the 

threshold, ijw  is link weight and if  is a nonlinear monotonous 

function respectively. 
2)  NjNnnFNF ijji #,,1,),()( =∈= , iN  is a big neuron. 

 Output pattern interpreting. 

The inference engine shown in above has the following features: 

 The computing of big-neurons in the same layer of a network and the 
neurons in the same layer of a big-neuron is completely parallel processing. 
The message passing between layers can be processed by the method of 
pipeline parallel processing. Therefore, it is a parallel reasoning procedure. 

 There are no “matching conflict” problems. 

The inference procedure is only dependent on the parameters of a network that can 
be adjusted by its learning algorithm. Thus, it is a self-adaptive inference too. 
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4   The Implementation of Expert System Based on Big-Neurons 

In a big-neuron expert system, a single knowledge is a big-neuron and the inference is 
a procedure of the recall of the big-neuron. The knowledge database is a set of big-
neurons which is also a big-neuron.  Actually, the entire expert system is just only a 
bigger big-neuron. According to the big-neuron theory, one can build an expert 
system based upon big-neurons composed of many different field expert knowledge. 
Since big-neurons have unified internal knowledge representation and input/output 
structures, thus it is possible to create some links among big-neurons which have 
different topology. Thus, any big-neuron set can build a large and complex network 
using link matrix. Therefore, it is possible to build an extensive knowledge expert 
system composed of different field expert knowledge. Fig.4 shows how to build an 

extensive knowledge expert system, where iF
k

i
iwF ⋅

=
=

1
.  

 

Fig. 4. Building an extensive knowledge expert system based on big-neurons 

 

 

Fig. 5. Examples of big-neuron expert system 



272 T. Li and H. Li 

Consider the simple example shown in Fig.5, where there are only six conceptual 
nodes and four expert systems named ex1, ex2, ex3 and ex4 respectively.  Each expert 
system uses four conceptual nodes where the corresponding link matrix is shown in 
following: 

 

Fig.6 shows a combinative expert system named EX that includes ex1, ex2, ex3 
and ex4 respectively. The link matrix of EX is shown in the Fig. 7: 

 

Fig. 6. An example of combination expert system 

 

Fig. 7. The matrix of EX 

In this way, we can design a real “know-all”. However, since the disadvantages of 
traditional knowledge representation, it is impossible for traditional methods to 
implement the combination of expert systems. The way of expert system based upon 
the big-neuron theory overcomes the disadvantages of the inference mechanism, 
knowledge representation and acquirement of traditional expert systems. It develops a 
new way for modern expert systems. It is convenient to combine many different 
expert systems and produce a larger, more powerful one.  In other words, it is possible 
to design a real “know-all” expert system. 

5   Conclusion 

With a new way of knowledge representation and acquirement, inference, and 
building an expert system based on big-neurons composed of different field expert 
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knowledge presented in this paper, the fundamental theory of expert system based 
upon big-neurons has been built. It is unnecessary to organize a large number of 
production rules when using big-neurons to build an expert system. The facts and 
rules have already been hidden in big-neurons. And also, it is unnecessary to do a 
great quantity of tree searching when using this method to do logic reasoning. 
Machine can do self-organizing and self-learning.  

The theory of big-neuron expert system provides a new way to solve the problems 
such as knowledge acquirement, parallel inference, ..., etc. which are very difficult to 
the expert system based on the traditional AI methods. 
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Abstract. An OCR system is presented to understand mathematical
formulas in binary printed document images. The system utilizes a novel
component-labeling algorithm for extracting local maximum components
from image, and uses these components to locate the mathematical for-
mulas. A character recognition algorithm based on neural networks is
then adopted. For segmenting merged characters in the image, a novel
segmentation algorithm based on a modified SOM neural network was
introduced into the system. With the employment of LL(1) grammar,
this system can convert the recognition results into a LATEX file.

1 Introduction

Optical Character Recognition (OCR) has been extensively studied in recent
years. The recognition ratio of normal printed text has achieved a high standard.
However, there are various kinds of special elements such as tables, pictures,
mathematical formulas etc. in document images. In particular, we are interested
in the extraction and recognition of mathematical formulas. Anderson [1] has
discussed mathematical formula recognition in 1968. Recently, there has been
growing interest in formula recognition [2,3].

This paper reports our progress in constructing an OCR system prototype
which can understand mathematical formulas. The system analyzes the docu-
ment image through a bottom-up approach, locates the mathematical formulas,
and recognizes the characters in the sub-images with formulas by using an arti-
ficial neural network. After character recognition, LL(1) grammar [4] is used to
analyze the structure of the formula. Our system eventually convert the output
result into LATEX format. A novel segmentation method is also presented for
merged characters by utilizing Self-Organizing Map (SOM) neural network [5].

The remaining of the paper is divided into five sections as follows. Section 2
introduces the definition of local maximum component and the corresponding
labeling algorithm. The character recognition method is given in Sect. 3. Section
4 is devoted to the segmentation method for merged characters. Section 5 shows
how to analyze the structure of formula and convert the formula image into
LATEX format text. A brief conclusion is given in the last section.
� Corresponding author, supported by the National Natural Science Foundation of

China (10471017).
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2 Local Maximum Component and Labeling Algorithm

The document image analysis in our system follows a bottom-up approach. The
first step is to label the connected components of the image. Let us introduce
the definition of local maximum components as follows [6].

Definition 1. Let A and B be two connected components of image I, or A, B ∈
I in symbol, and let their external contours be C(A) and C(B), respectively.
When C(A) is completely surrounded by C(B), we write C(A) ⊂ C(B).

Definition 2. A connected component A ∈ I is called a local maximum compo-
nent of I, if C(A) �⊂ C(B) for any other connected component B ∈ I.

Definition 3. The minimum abscissa, minimum ordinate, maximum abscissa
and maximum ordinate of all pixels of a connected component A ∈ I form a
rectangle, called the minimum covering rectangle of A and denoted by R(A).

For a given image S, we associate with it a blank image T of the same size
to store the labels assigned to all the components. Scan the source image S
line by line. When a black pixel P is encountered, we go clockwise along the
external contour C(A) of the connected component A which contains P , record
the position of C(A) in T , and save the location of R(A). Then, scan R(A) line
by line, delete all the pixels belong to the interior of C(A) (including C(A)) in
image S. Repeat this process until all black pixels in S are deleted. In the end,
the external contours of all the local maximum components in image S have
been saved in T . See Fig. 1 and Fig. 2 for an illustration.

P

-1 -1 -1 -1-1-1

-1 -1-1-1 L L -1LL -1

-1 LLL L -1
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-1-1-1 -1 -1 -1-1

-1 L L -1

-1 L L -1

-1 L L -1

-1 L -1L -1

S T

Fig. 1. Source image S and target im-
age T

P

-1 -1 -1 -1-1-1
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-1 L L -1
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-1-1-1 -1 -1 -1-1

-1 L L -1

-1 L L -1

-1 L L -1

-1 L -1L -1

S T

Fig. 2. Delete the black pixels in local
maximum component

Experiments ([6]) have shown that the new labeling algorithm is more efficient
and flexible than the traditional ones [7,8]. After the component labeling, we are
to adopt the method of A. Kacem et al. [9,10] to extract the mathematical
formula’s image from the document image for further processing.

3 Symbol Recognition in Mathematical Expression

We use 38-dimensional Zernike moments [11] to extract the feature of characters
in the image, and then use a principal component analysis neural network [12]



276 W. Wu et al.

to compress the dimension of data from 38 to 18. A previous work on junc-
tion recognition [13] has indicated that the multi-classifier composed by SOM
and BP neural network can achieve a high recognition ratio. Therefore, this
multi-classifier is also used in our novel system to recognize the symbols in the
mathematical formula image [14]. We utilize SOM neural network to classify 185
mathematical symbols [15] of LATEX. There are 35 neurons arranged in a ring in
our SOM neural network and each neuron is affected only by its two neighboring
neurons. The neighborhood function of network is

h (djc, k) =
{

η (k) , ‖c− j‖ ≤ ∆ (k)
0, otherwise (1)

where djc is the distance between the winner unit Vc and another unit Vj , and
η (k) and ∆ (k) are functions of the iteration time k.

The training of the SOM network is divided into two steps. In the first step,
we initialize η (0) = 0.9, ∆ (0) = 10 and the maximum iteration time K = 10000,
and define η (k) = η (0) (1− k/K), ∆ (k) = ∆ (0) (1− k/K). At the second step
we set η (k) ≡ 0.005, ∆ (k) ≡ 0.

The 185 symbols are divided into 35 classes after the training [16]. Then, we
train 35 BP neural networks respectively for each class to recognize the symbols
which belong to this class, and save the recognition result in LATEX format. The
recognition ratio of each BP neural network exceeds 90% after training [16].

4 Merged Characters Segmentation

Our system regards the symbol that fails to be recognized as merged characters
and uses an SOM neural network to segment them [17]. Our method utilizes
SOM to locate the white regions in the image. We will get several segmentation
paths by connecting the centers of larger white pixel regions which often exist
between merged characters. The traditional SOM training algorithm will lead
the neurons to tend to assemble densely at several large white regions and the
distance between neurons becomes very small (see Fig. 3), which may make
the segmentation process more sensitive and difficult. We try to overcome this
difficulty by modifying the traditional training rule so as to make the neurons
repulse, rather than attract, each other (see Fig. 4). So we use the following
modified updating rule:{

∆Wc (k + 1) = η (k)h (dc, k)
(
ξ(u) −Wc (k)

)
∆Wj (k + 1) = mjc∆Wc (k + 1) , j �= c

(2)

where mcj represents the repulsion factor between neuron j and neuron c (see
Fig. 4). The balance positions of all neurons influence each other via the factor
mjc. The receptive field Rj is affected by mjc, too. All the neurons are arranged
in a 3× 3 matrix as shown in Fig. 4.

We select the coordinates of the white pixels ξ(µ) = (x1, x2) as input at each
epoch of training and use the off-line training method. Define the step function
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Fig. 3. Traditional updating rule for
SOM. × :input, • : neurons

A

A

L

L

L

j

jc
c

1

2

3
m

Fig. 4. New updating rule for SOM.
L1: influence of neuron j’s updating on
neuron c through mjc; L2:influence of
the input signal on neuron c; L3=L1 +
L2.

η (t) = 1/t, the repulsion factor mik = 1/[3 ‖i− k‖2], and the neighborhood
function

h (dcj , k) =

⎧⎨⎩ exp
(
− (ξ(µ)−Wj(t))2

(max(n,m))2

)
, j = c

0, j �= c
(3)

The second column nodes (neurons) are chosen as candidate segmentation
nodes after network training. These nodes are grouped and connected to form
candidate segmentation paths (overall C1

3 +C2
3 +C3

3 = 7 pathes). For each group
of the nodes, draw vertical lines upward/downward from the top/bottom nodes,
respectively, to perform a segmentation. Calculate the cost of 7 candidate paths,
where a black or white pixel carries a cost of 10 or 1 respectively. Finally, we
take a least-cost path as the final segmentation path. We observe that the ratio
of successive segmentation improves by properly adjusting the initial position of
the second column [18].

From the experiments, we find that the SOM segmentation works particularly
good for italic font and is not affected by the stroke’s thickness. The SOM
segmentation is a bit more time consuming than the most often used shortest-
path method [19]. There are 332 merged characters, out of the total 2214 merged
characters, that can be segmented by the SOM segmentation, but not by the
shortest-path method. Therefore, we suppose that the SOM segmentation can
make a good supplement of the shortest-path method.

5 Recombination of Mathematical Expressions

A novel formula structure analysis method [20] base on LL(1) grammar [4] is
adopted in our system for auto analysis of the formula structure. The syntax of
mathematical formula is given by context-free grammar rule [4].

A key step of the structure analysis is the location of the superscripts and
subscripts in the formula. We divide all the symbol structures into five classes in
terms of the difference of the location of the symbol’s superscripts and subscripts
(see Table 1). Start from the current symbol, search the successive symbol, and
then search the superscripts and subscripts region of it.
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Table 1. Classification of subscript and superscript domains

Normal Changeable Limit Fraction Line Radical Sign

Table 2. Results of the new OCR system

Source Image Result of OCR and Rebuild

a + b + c uv
a + b c + d

= 7

E = A
2

N

i=1

K

p=i

K

q �=p

VpiVqi

x(a+b)#
i7

xaε+7xas + 7
r+1
−4

x+1
x+2dx

1 +

N

i=2
lim

Ψ←∞
y

123
456 ∗6999

∗ 4/5 − 6

lim
(v,v)←(0,o)

H(z+v)−H(z+v)′ −BH(#)(v−v)
‖v−v‖ = 0

Different from traditional parsers [4], there is an additional symbol stack in
our parser. The novel parser searches the next symbol region, superscript region
and subscript region of the current symbol and store the most left symbol into
the symbol stack. The parser then compares the top element of the symbol stack
with the top element of the analysis stack, take the elements out to build the
syntax tree if the top elements match, or otherwise write down the index of the
parsing table and push the new production into stack. The detailed diagram of
the parsing process can be found in [20]. By a single scan of the formula im-
age, our system can convert the recognition result for the printed formula into
a LATEX format file (see Table 2, where “#” indicates a symbol failing to be
recognized).

6 Conclusion

An OCR system is presented which can successfully recognize the mathematic for-
mula in printed binary document image and output the result into LATEX format.
The grammar and syntax analysis rules used for our novel system to convert the
planar distribution of symbols into a symbol tree work effectively. In our future
work, we shall try to raise the recognition ratio and to improve the segmentation
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of merged characters. Since there exist logical relationships between the symbols
in formulas, we plan to introduce the semantic analysis into our system.
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Abstract. Training data set often contains outliers, which can cause
substantial deterioration of the approximation realized by a neural net-
work. In this paper, a fast robust learning algorithm against outliers for
RBF network is presented. The algorithm uses the subtractive cluster-
ing(SC) method to select hidden node centers of RBF network, and the
gradient descent method with the scaled robust loss function(SRLF) as
the objective function to adjust hidden node widths and the connec-
tion weights of the network. Therefore, the learning of RBF network has
robustness on dealing with outliers and fast rate of convergence. The
experimental results show the advantages of the learning algorithm over
traditional learning algorithms for RBF network.

1 Introduction

Radial basis function(RBF) neural networks form a class of artificial neural
networks(ANNs), which has certain advantages over other types of ANNs, such
as better function approximation capabilities, simpler network structures and
faster learning algorithms [1]. Many learning algorithms have been proposed
for RBF networks, among them are k-means clustering learning algorithm [2],
orthogonal least squares(OLS) learning algorithm [3], gradient descent learning
algorithm [1], growing and pruning learning algorithm [4].

However, these algorithms generally assume that the training data set does
not contain outliers, which can cause substantial deterioration of the approxima-
tion realized by a neural network. In 1995, Sánchez presented a robust learning
method for RBF network based on scaled robust loss function (SRLF) and con-
jugate gradient method [5], but it can not select hidden node centers. In 1999,
Chien-Cheng et al developed a new kind of robust RBF neural networks which
can approximate constant values and have high robustness to outliers [6]. In
2000, Meiqin et al presented a robust learning algorithm incorporating improved
genetic algorithm(GA) [7].

In this paper, a new learning algorithm for RBF network is proposed. The al-
gorithm uses the subtractive clustering(SC) method to select hidden node centers
of RBF network, and the gradient descent method with SRLF as the objective
function to adjust hidden node widths and connection weights of network. Due
to approximating underlying mapping rather than interpolating training data
set, the algorithm has strong robustness against outliers. At the same time, by
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using the SC method, the rate of the convergence of the algorithm is fast. The
experimental results by comparing the performance of the algorithm to that of
the traditional algorithms show these advantages of it.

2 The SC Method and SRLF

2.1 The SC Method

Determination of the hidden node centers is the most crucial step in the develop-
ment of a successful RBF network model [8]. The SC method[8,12] considers each
input data point as a potential hidden node center. A measure of the potential
of point i is defined as a function of Euclidean distances to all other points:

Pi =
N∑

l=1

exp(−a||xi − xl||2) . (1)

where {(xi, yi) | xi ∈ Rn, yi ∈ R, i = 1, . . . , N} is the training data set, N is the
number of input data points, a is a design parameter. There are two additional
design parameters β and ε in the SC method described as follows:

1. For i = 1, ..., N calculate the potential values Pi.
2. Set L = 1 and select the data point with highest potential value as the first

hidden node center. Let x∗
1 be the location of that point and P ∗

1 its potential
value.

3. Revise the potential of each data point i = 1, ..., N by the formula:

Pi = Pi − P ∗
1 exp(−β||xi − x∗

1||2) . (2)

where β is smaller than a.
4. If the inequality

max
i

Pi ≤ εP ∗
1 . (3)

is true, stop the algorithm, else set L=L+1 and find the data point corre-
sponding to the highest potential value. Let x∗

L be the location of that point
and P ∗

L = max
i

Pi its potential value.
5. Select x∗

L as a new hidden node center. Revise the potential of each data
point i = 1, ..., N by the formula:

Pi = Pi − P ∗
L exp(−β||xi − x∗

L||2) . (4)

and return to 4.

2.2 SRLF

The following continuous function for tanh-estimator is used from [9,10,11]:

ψ0(x) =

⎧⎨⎩x , 0 ≤ |x| ≤ p .
c1 · tanh(c2(c− |x|))sign(x) , p < |x| < c .
0 , c ≤ |x| .

(5)



282 M.-j. Su and W. Deng

From (5) and after integration and translation along the y-axis, the robust loss
function ρ0(x) is obtained in (6).

ρ0(x) =

⎧⎪⎨⎪⎩
1
2 · x2 , 0 ≤ |x| ≤ p .
1
2 · p2 + c1

c2
· ln

(
cosh(c2·(c−p))
cosh(c2·(c−|x|))

)
, p < |x| < c .

p2

2 + c1
c2
· (cosh(c2 · (c− p))) , c ≤ |x| .

(6)

For a choice of a scale parameter s along x-axis, the following scaled robust loss
function(SRLF) ρ(x, s) and its first derivative ψ(x, s) are obtained:

ρ(x, s) = s2 · ρ0(x/s) . (7)
ψ(x, s) = s · ψ0(x/s) . (8)

The effect of using scaled robust loss function ρ(x, s) instead of quadratic loss
function 1

2x2 can be explained for three different regions of independent variable
x. For |x| ≤ sp, the square of the residuals is taken within the robustization
process as when using quadratic loss function. For sp < |x| < sc, the influence
of the residuals is taken decreasingly with their absolute value. For sc ≤ |x|, no
influence of residuals is taken into consideration, this corresponds to an auto-
matic detection of outliers and at the same time an avoidance of their negative
influence on the regression function [5].

3 Our Proposed Algorithm

Based on the SC method and SRLF, we proposed a learning algorithm for RBF
network, which is described as follows:

1. Select hidden node centers {cj |cj ∈ Rn, j = 1, · · · , m} using the SC method,
where m is the number of hidden nodes .

2. Compute Gaussian widths {σj | σj ∈ R, j = 1, · · · , m} using the K-nearest
neighbor heuristic, K = �m/4�, initialize connection weights {wj | wj ∈
R, j = 1, · · · , m} to random values, set the fitting error threshold θ and
maximum number of epochs P , let the number of epochs k = 1.

3. Calculate the residuals of each input data point i = 1, · · · , N by the formula:

ri = yi −
m∑

j=1

wj · ϕ(xi, cj , σj) . (9)

ϕ(xi, cj , σj) = exp(−||xi − cj ||2/2σ2
j ) . (10)

If the mean sum of squared residuals is smaller than θ, go to 7.
4. Determine the scale parameter s. The absolute values of residuals in (9) are

sorted in increasing order, resulting {|r′
i||i = 1, . . . , N}. Let i∗ = �N ·(1−q)�,

where q is maximal percentage of outliers in the training data set, thus s is
obtained in (11).

s = |r′
i∗ |/c . (11)

where c is defined in (5).
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5. Apply gradient descent method to the SRLF. For each input data point
i = 1, · · · , N update σj and wj with the adjustments of center width ∆σj

and connection weight ∆wj , j = 1, · · · , m :

∆σj = η
wj

σ3
j

ψ(ri, s)ϕ(xi, cj , σj)||xi − cj ||2 . (12)

∆wj = ηψ(ri, s)ϕ(xi, cj , σj) . (13)

where η is the learning speed.
6. If k < P , then set k = k + 1 and go to 3.
7. End.

4 Experimental Results

In order to test the proposed algorithm, we apply it to approximate function
y = sin(2πx). The method presented in [13] is used to obtain the training data
and test data. Artificially generated outliers will replace some of the original
noise-free training data. The function f :[0, 1] → [−1, 1], f(x) = sin(2πx) and
equidistant partitions of interval [0, 1] are used to generate N = 21 training
data points (xi, yi), yi = f(xi), where xi = i ∗ d, i = 0, . . . , N − 1 = 20,
d = 1/(N − 1) = 0.05, and M = 20 test data points (xt, yt), yt = f(xt), where
xt = (t+0.5)∗d, t = 0, . . . , M−1 = 19. Table 1 shows how outliers replace some
of original values of the training data set. Four original y-values are replaced.
Table 2 lists the parameter values used in this experiment.

The fitting results of the three algorithms, OLS, gradient descent method, and
our proposed algorithm, are compared in Fig.1. Table 3 lists number of hidden
nodes, mean sum of squared residuals of training data(MSSRT), mean sum of
squared residuals of test data(MSSRS), and running time of each algorithm.
We can see that the OLS and gradient descent method are seriously influenced
by the outliers and have bad approximation results. In contrast, our proposed
algorithm enables the mapping realized by RBF network to fit the function very
well, and has a high efficiency.

The SC method to select hidden node centers computes the potential of input
data in the form of exponent of the Euclidean distances similar to Gaussian
function(10), and requires only one pass, so it obtains better clustering results
and greatly reduces the running time of the network. Due to SRLF, if an outlier is
presented to the network, no adjustment will be made to the widths and weights,
so the negative affect of the outlier is avoided and robustness is achieved.

Table 1. Outliers to replace four of N = 21 noise-free data

Outliers x-value Original y-value Difference value New y-value

1 0.10 0.58753 0.60 1.18753
2 0.45 0.31038 0.55 0.86038
3 0.55 -0.30735 -0.50 -0.80735
4 0.85 -0.81061 -0.55 -1.36061
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Table 2. Parameter values

a β ε c p c1 c2 θ K η q

80 40 0.001 6.0 1.730683 1.731965 0.925448 0.00001 800 0.005 20%
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Fig. 1. Fitting results of three algorithms

Table 3. Running results of three algorithms

Our algorithm OLS Gradient descent method

No. of hidden nodes 9 20 8
MSSRT 0.0309 1.0694e-013 0.0139
MSSRS 5.8140e-004 0.1927 0.0061
Running time(s) 1.5620 0.2660 2.9840

5 Conclusion

In this work, a new learning algorithm is proposed for RBF network. Since it
uses the SC method to select hidden node centers and SRLF as the objective
function for gradient descent method, the algorithm has two advantages over
the traditional algorithms: strong robustness against outliers, and high speed of
convergence. In the future research work, we will apply the algorithm to pattern
classification.
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Abstract. In this paper, a new algorithm is proposed for the design of
WNNs. The design is performed in an evolutionary way, which allowed us
to construct a parsimonious model to satisfy the design requirement. A
genetic algorithm (GA) is used to select a wavelet basis, and the fitness of
a wavelet is evaluated according to the residue reduction. Output weights
are updated using least square techniques. Simulations demonstrate the
effectiveness of the proposed algorithm.

1 Introduction

Wavelet transforms have emerged as a means of representing a function in a
manner which readily reveals properties of the function in localized regions of the
joint time-frequency space. The idea of combining wavelets with neural networks
has led to the development of wavelet neural networks (WNNs), where wavelets
were introduced as activation functions of the hidden neurons in traditional
feedforward neural networks [1].

Many issues and problems have to be addressed and resolved when using
WNNs. Among them, the determination of a network size and weight parame-
ters is clearly critical. Some research have been done on this problem. In [2],
an iterative method which combining genetic algorithms and least squares tech-
niques is proposed for optimizing WNNs. GAs are used for optimal selection of
the structure of the WNNs and the parameters of the transfer function of its
neurons. Least squares techniques are used to update the weights of the network.
In [3], a new class of wavelet networks is proposed, where the model structure for
a high dimensional system is chosen to be a superimposition of a number of func-
tions with fewer variables. A forward orthogonal least squares algorithm and the
error reduction ratio is applied to select the model terms. In [4], wavelet network
is constructed by some selected wavelets from a wavelet basis (or wavelet frame)
by exploring the sparseness of training data and using techniques in regression
analysis. In [5], an orthogonalized residual based selection (ORBS) algorithm is
proposed for WNNs.

The use of evolutionary algorithms (EA) to aid in the artificial neural network
(ANN) learning has been a popular approach to address the local optima and
design problem of ANN[6]. The typical approach is to combine the strength of
backpropagation (BP) in weight learning and EA’s capability of searching the
architecture space. Some EA methods were proposed to learn both the network
structure and connection weights[2],[7],[8].
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Genetic algorithm (GA) is a directed random search technique that is widely
applied in optimization problems. This is especially useful for complex opti-
mization problems where the number of parameters is large and the analytical
solutions are difficult to obtain. GA can help to find out the optimal solution
globally over a domain. In this paper, a genetic algorithm is used to construct
wavelet neural networks. A new wavelet to be added to the WNNs will be se-
lected using GA, and output weights are updated using least square techniques.
Since the wavelet parameters are integers within a certain range, the search space
is greatly reduced compared with the general real-encoded GA in [2].

2 Preliminaries

This section briefly review some results on wavelet decompositions and WNNs
relevant to the present work.

The wavelet analysis procedure is implemented with dilated and translated
versions of a mother wavelet. In theory, the dilation (scale) parameter of a
wavelet can be any positive real value and the translation (shift) can be an
arbitrary real number. In practice, in order to improve computation efficiency,
the values of the shift and scale parameters are often limited to some discrete
lattices. This is then referred to as the discrete wavelet transform (DWT). The
wavelet decomposition is shown as follows:

f(x) =
∑

j

∑
k

cj,kψj,k(x), j, k ∈ Z (1)

where ψj,k(x) = 2j/2ψ(2jx− k).
The WNNs stemmed from the DWT have a linear-in-parameter structure[4],

[5]. In practical applications, it is unnecessary and impossible to represent a
signal using an infinite decomposition of the form (1) in terms of wavelet basis
functions. The decomposition (1) are therefore often truncated at an appropriate
accuracy. An approximation to a function f ∈ L2(R) using the truncated wavelet
decomposition with the coarsest resolution Jmin and the finest resolution Jmax

can be expressed in the following:

f(x) =
Jmax∑

j=Jmin

∑
k∈Kj

cj,kψj,k(x) (2)

where Kj are subsets of Z and often depend on the resolution level j for all
compactly supported wavelets and for most rapidly vanishing wavelets. In such
a WNN, the positions and dilations of the wavelets are fixed on some discrete
lattices and only the weights have to be optimized by training the network using
least squares type algorithms.

The wavelet network in (2) may involve a great number of candidate wavelet
terms. Experience shows that often many of the terms are redundant and only
a small number of significant wavelet terms are necessary to describe a given
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nonlinear system with a given accuracy. Some basis selection algorithms were
proposed to select the significant basis from the candidate wavelet library[4],[5].
However, when the number of the basis in the wavelet library is very large, the
heavy computational cost may make the basis selection algorithms not feasible
in practice. In this paper, a genetic algorithm is introduced to find the significant
wavelets which should be included to the wavelet networks.

3 GA-Optimized Wavelet Neural Networks(GA-WNN)

In this section, GA-optimized wavelet neural networks will be described, which
start with no wavelet in the WNN and add new wavelets trained using GA.

Suppose the dilation is in the range [Jmin, Jmax], where Jmin and Jmax are
integers which represent the coarsest and finest resolution level respectively. At
first stage, no wavelet is added to the network. Use GA to find the dilation
and translation parameters of a new wavelet to minimize the residual. If the
reduction of the residual error between the desired output and WNN output is
greater than a threshold, then add the wavelet to the network, otherwise, retrain
a new wavelet using GA. If a wavelet is added to the network successfully, it is
orthogonalized to the previously selected wavelet to calculate the optimal weight.
Then retrain a new wavelet until a satisfactory solution is found.

Given N pairs of training sample, {(x(1), y(1)}, · · · , {x(N), y(N)}. Set the de-
sired output y = [y(1), y(2), · · · , y(N)]T . A WNN with i−1 wavelets implements
the function given by

ŷi−1(x) =
i−1∑
j=1

wjψj(x) (3)

where ψj(x) represents the function implemented by the jth wavelet. Moreover,
ri−1(x) = y(x) − ŷi−1(x) is the residual error function for the current network
with i−1 wavelets. Use GA to train the dilation and translation parameters Θ =
[d1, t1, d2, t2, · · · , dn, tn], where n is the dimension of the wavelet, which equals
to the input dimension of the WNN. The gene number S of the chromosomes
is S = 2n. In most of the works of WNNs in the literature, for simplicity, it is
assumed that the dilations of all dimension for each wavelet are equal, that is,
d1 = · · · = dn = d. In this case, GA is used to train the dilation and translation
parameters Θ = [d, t1, t2, · · · , tn]. The gene number S of the chromosomes is
S = n + 1. Set

φ = [ψ(1), ψ(2), · · · , ψ(N)]T

where ψ(k) =
∏n

j=1 ψ(2dj xj(k)− tj). Let

ŷi = ŷi−1 + wφ

ri = y − ŷi = ri−1 − wφ

with
w = (φT φ)−1φT ri−1. (4)
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The best Θ may be selected to minimize the cost function

Vi(Θ) = rT
i ri = (ri−1 − wφ)T (ri−1 − wφ)

= rT
i−1ri−1 − (φT φ)−1(φT ri−1)2 (5)

Now a genetic algorithm will be proposed to solve the above optimization
problem.

1) Encoding Scheme
In this paper, the dilation and translation parameters of a new wavelet, Θ, which
are all integers belonging to a certain interval, are encoded into the chromosome.
Assume the inputs, xj are normalized into the unit interval [0, 1] using a priori
knowledge and the mother wavelet function is compactly supported on [s1, s2],
then for a given resolution d, the possible values for translation parameter should
be between −(s2 − 1) and 2d − s1 − 1.
2) Evaluation function
Each chromosome in the population will be evaluated by a defined fitness func-
tion. The better chromosome will return higher values in this process. From (5),
the fitness function to evaluate a chromosome pi in the population can be chosen
as the residue reduction of a new wavelet, which is written as

f(pi) = (φT φ)−1(φT ri−1)2 (6)

3) Selection operation: Spinning the roulette wheel is used.
4) Crossover operator
A conventional one-point crossover operator has been employed. In the off-
springs, the parameters for the first k input dimensions are obtained from one
parent, the remaining n− k dimensions from another parent.
5)Mutation operator

The offspring undertaken the mutation is coded as

os = [θ1, θ2, · · · , θS ].

The following two mutation operators have been applied to the dilation and
translation mutations.

(1) Random mutation. An integer generated using uniform random distribution
in the corresponding parameter range is assigned to the gene parameter. The
dilation range is [Jmin, Jmax], the translation range is described in the encoding
scheme.
(2) Little perturbation mutation. The gene parameter, θk, which can be dk or
tk, will be increased or decreased by 1, which depends on a random number r.
That is,

θk =
{

θk + 1, r > 0.5
θk − 1, r ≤ 0.5 (7)

If the dilation mutation happens for the input dimension k, a random muta-
tion will occur to the translation parameter tk; Otherwise, the little perturbation
mutation occurs to tk.
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Table 1. Comparison of the prediction result of the previous work in [3] on the sunspot
data set with the result using the proposed GA algorithm

Algorithms Number of nodes Ē Number of nodes Ē
(with best Ē) (best) (Mean) (Mean)

Billings and Wei [3] 9 0.1044
GA-WNN1 8 0.0953 7.93 0.1419
GA-WNN2 10 0.0906 10.05 0.2556

4 Numerical Examples

Example. The Sunspot Time Series
The sunspot time series considered in this example consists of 300 annually
recorded Wolf sunspots of the period from 1700 to 1999. The objective is to
construct a WNN model to produce one-step-ahead predictions for the sunspot
data set. The data set is separated into two parts: the training set consists of
250 data points corresponding to the period 1700-1949, and the test set consists
of 50 data points corresponding to the period 1950-1999.

Following [3], the inputs, xi, of the proposed wavelet network are defined as
x1 = y(t − 1), x2 = y(t − 2), and x3 = y(t − 9), where t denotes the year and
y(t) is the sunspot number of the year t. The tensor product is used for the
3-D wavelets and the 1-D wavelet used is the Mexican hat with support [−4, 4].
The coarsest resolution and the finest resolution are -3 and 3 respectively. The
population size used for the GA is 10, the maximum generation is 500.

In order to compare the predicted result of the WNN with other work [3], the
following index is used to measure the performance of the constructed WNN

Ē =
∑Ntest

k=1 |xk − x̂k|2∑Ntest

k=1 |xk − x̄|2
(8)

where Ntest is the length of the test set, xk and x̂k are the measurements over
the data set and associated one-step-ahead predictions, respectively, and x̄ =
(1/Ntest)

∑Ntest

k=1 xk.
Forty independent runs are performed for the WNNs with separate dilations

or identical dilations for different input dimensions, respectively, the former is
called GA-WNN1, the latter is GA-WNN2. Means of the normalized error Ē and
the number of wavelets are shown in Table 1. It can be seen that the GA-WNN1s
have a less average number of wavelets and less error than the GA-WNN2s.

5 Conclusion

In this paper, a new method has been proposed for the design of WNNs. The
design was performed in an evolutionary way, e.g., by adding neurons one at a
time, which allowed us to construct a parsimonious model to satisfy the design
requirement. GA was used to select a wavelet basis, and the fitness of a wavelet
is evaluated according to the residue reduction.
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Abstract. This paper proposes a new handwritten mathematical symbol 
recognition system that is flexible enough to let the users write the symbols in 
their own ways. They do not have to learn a completely new way of writing 
symbols. The proposed approach involves two main stages: online and offline. 
During the online stage, the input is classified into one of the four groups. 
During the offline stage, the new neural network, called Hausdorff ARTMAP, 
which is specifically designed for solving two dimensional binary pattern 
recognition problems is used to identify the symbols. The proposed model is 
tested in a writer independent mode using the researcher’s own collected 
database. The result obtained is very encouraging. 

1   Introduction 

As PDAs and Pocket PCs have gained in popularity in recent years, there is an urgent 
need for powerful handwritten character recognition software. Especially in mobile 
situations in which a keyboard cannot be used easily, the users are forced to write 
down the information instead of typing on the keyboard. Typically, the online 
approaches, which use the temporal information of the writing (the number of strokes, 
the order of strokes, and the direction of the writing of each stroke [1]), are employed 
in the recognition process. Although the temporal information of the writing provides 
useful and distinctive information, it is not stable and has more variation than we 
could possibly store in the recognition model [2]. On the other hand, the offline 
recognition systems do not suffer from the above problem because it uses only the 
image of the handwritten data as the recognition object. However, it is not without its 
drawback. The offline recognition systems do not work very well with distorted 
handwriting patterns [3]. Therefore, the trend of the handwritten character recognition 
is now moving toward a hybrid of online and offline approaches. Many researchers 
have proposed hybrid models for handwritten recognition such as [2, 3, 4, 5]. These 
researches show that the online and the offline approaches complemented each other 
extremely well. The objective of this research is to create a new handwritten 
mathematical symbol recognition system specifically for the palm-sized computer. 
The proposed system uses both online and offline data as its input; therefore, there is 
no limitation on how the users write the symbols.  
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Following this introduction, section 2 describes the concept of the proposed model. 
The architecture of the Hausdorff ARTMAP, which is used as the offline recognition 
system, and its learning algorithm are presented in section 3. In section 4, the 
experimental results are demonstrated and discussed.  

2   The Proposed System 

When a user writes a mathematical symbol on the screen of the Pocket PC (Figure 1), 
each stroke of the symbol will go through a preprocessing step to remove noise that 
would otherwise complicate the recognition process. Next, the strokes are converted 
into a bitmap image so that it can be processed by the offline system. If the symbol is 
composed of more than one stroke, the position of each stroke in reference to the 
center of the symbol is determined. An example of the method used in finding the 
positions of the strokes is shown in Figure 2. First of all, the center of each stroke 
(XCi, YCi) is calculated as follows: 

2/)XX(X minSimaxSiCi += . (1) 

2/)YY(Y minSimaxSiCi += . (2) 

where i is the stroke number. Next, the center of the symbol (XC, YC) is calculated 
based on equation 3 and 4. 

n

X
X

n

1i
Ci

C = = . 
(3) 

n

Y
Y

n

1i
Ci

C = = . 
(4) 

where n is the number of strokes in the symbol. Finally, the lines are drawn 
connecting the center of the symbol to the center of the strokes. In this paper, the 
position of each stroke can only be one of the following: Position 1, 2, 3, 4, and 5. 
Position 1 represents the connecting line whose angle is between 11π/6 and 
π/6; position 2 represents the connecting line whose angle is between π/6 and 5π/6; 
position 3 represents the connecting line whose angle is between 5π/6 and 
7π/6; position 4 represents the connecting line whose angle is between 7π/6 and 
11π/6; and position 5 represents the connecting line whose length is less than 5 pixels. 
As an example, the stroke positions of the symbol in Figure 2 can be either “2-4” or 
“4-2,” depending on the order of strokes. After the stroke positions of the symbol is 
identified, its bitmap image will be resized to a 10×10 image. Then the stroke 
positions of the symbol and its 10×10 image are sent to the offline recognition system. 
However, if the symbol consists of only one stroke, the process of finding the stroke 
position of the symbol is not needed. Only its 10×10 bitmap image is sent to the 
 

for
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Fig. 1. The screen shot of the proposed handwritten recognition software 

  

1θ
2θ

 
(a)                                                                 (b) 

Fig. 2. An example of the method used in finding the stroke positions of the symbol 

offline recognition system. The offline recognition system used in this research is 
composed of 4 components (4 Hausdorff ARTMAP neural networks). Each component 
is for each group of symbols that have the same number of strokes. The architecture of 
the Hausdorff ARTMAP and its learning algorithm are described in the next section. 

3   Hausdorff ARTMAP 

The architecture of the Hausdorff ARTMAP is a three-layer neural network as shown in 
Figure 3. The first layer is the input layer, which consists of X×Y nodes. Each node 
represents a pixel in the input image. In this research, the original images of the 
mathematical symbols are normalized to the size of 10×10. Hence there are 100 nodes 
in the input layer. The second layer is the cluster layer. The nodes in this second layer 
are constructed during the training phase. The third layer is the output layer. Each node 
in the output layer represents a class that the Hausdorff ARTMAP has to learn to 
recognize. During the supervised learning, the binary input image Im is presented to the 
model, together with its respective target output vector. The input pattern is denoted by 

10...,,2,1y;10...,,2,1x:}0,1{Im
y,x === . (5) 

where m is the mth input pattern. 
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Fig. 3. Architecture of the Hausdorff ARTMAP 

Each node in the cluster layer is fully connected to the nodes in the input layer via 
the connections wji. The weight vector wj, which has the same dimension as the input 
pattern, represents the reference pattern of the jth node in the cluster layer. Once the 
input pattern is transmitted to the cluster layer, the output of each jth node in the 
cluster layer is calculated as follows: 

)w,I(H)I(T j
mm

j = . (6) 

)}A,B(h),B,A(h{max)B,A(H = . (7) 

})ba(min{max)B,A(h
BbAa

−=
∈∈

. (8) 

where H(Im, wj) is the Hausdorff distance between the input pattern Im and the 
reference pattern of the jth node. h(A, B) is the directed Hausdorff distance from set A 
to set B. ||a - b|| is the Euclidean distance between point a and point b.  

Next, the system makes a cluster choice by selecting the winning node J with 
minimum output value, among all the nodes j in the cluster layer. The cluster choice is 
indexed by J, where 

N...,,2,1j:})I(T{min)I(T m
j

m
J == . (9) 

where N is the number of nodes in the cluster layer. In case of a tie, the node with the 
smallest index is chosen. Next, the winning node J is examined to check whether it 
passes the vigilance criterion. A node passes the vigilance criterion if the following 
condition is met: 

ρ≤)I(T m
J . (10) 
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where ρ is the similarity threshold, which has the value between 0 and the length of 
the diagonal line. The smaller the value of ρ, the more similar the input must be to the 
reference pattern. If the chosen cluster meets the above criterion, the training process 
proceeds to the next step. However, if the condition in (10) is not satisfied, a new 
cluster node J is recruited to code the input pattern based on equation 11 and 12; the 
connection between a new cluster node and the target output is created. The 
remaining steps in the training process are skipped and the training is continued with 
the next input pattern. 

m
J Iw = . (11) 

)I(SP)J(SP m= . (12) 

where SP(Im) is the positions of the input pattern strokes. SP(J) is the positions of the 
reference pattern strokes. 

Next, the system associates the winning node J in the cluster layer with the target 
output vector. If the winning node J does not belong to the correct class defined by the 
target output vector or SP(Im) ≠ SP(J), node J is inhibited and the next best matching 
node to the input pattern is selected. The system then reevaluates the vigilance 
criterion (equation 10). However, if the winning node represents the class to which Im 
belongs and SP(Im) = SP(J), the training is continued with the next input pattern. 

After all input patterns have been processed, the system proceeds with the cluster 
reduction algorithm. The cluster reduction algorithm attempts to reduce the number of 
nodes in the cluster layer by combining the nodes with a few members with the nodes 
containing a large number of members. The details of the algorithm are as follows: 

1. The nodes in the cluster layer are ranked according to their number of members. 
The cluster node with the largest number of members is indexed as M.  

2. Two sets of distances, which are a) the Hausdorff distances between node M and 
other cluster nodes within the same output class C (dsMj), and b) the Hausdorff 
distances between node M and other cluster nodes outside the output class C 
(ddMj), are calculated. 

Mj;Cj;N...,,2,1j:)w,w(Hds jMMj ≠∈== . (13) 

Cj;N...,,2,1j:)w,w(Hdd jMMj ∉== . (14) 

3. The system searches for the j* cluster node which satisfies the following 3 
conditions: a) it belongs to the same class as node M, b) it has no more than 3 
members, and c) }dd{minds Mj

j
*Mj < . This node is removed from the cluster layer. 

The similarity threshold of node M, which is initially equal to ρ, is then set to 

ρ
ρ>=ρ

otherwise:
dsif:ds

old
M

old
M*Mj*Mjnew

M  (15) 

The search continues until no more j* node can be found.  
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4. Step 2 and 3 are repeated; however, this time M is the cluster node with the next 
largest number of members. This loop carries on with the next largest nodes in the 
rank being indexed as M one by one until all cluster nodes with more than 3 
members have a chance to act as M. 

5. After that, all the input patterns that previously selected the j* nodes are presented 
to the system again for a new epoch of training. This will allow the remaining 
clusters to expand their sizes to cover the input space previously covered by the 
removed clusters. 

During testing, the output of each node in the cluster layer is calculated according 
to equation 6. Then the nodes in the cluster layer are ranked from the lowest to the 
highest output values. If at least seven out of ten lowest value nodes belong to the 
same class, that class will be the result of the prediction. However, if not, the class 
whose j** cluster node belongs to is the result of the prediction. 

+−
=

= )I(T

)I(T

NS

0001.0MSNS
minarg**j

m
max

m
jj

5

1j
. (16) 

( ))I(Tmax)I(T m
j

5

1j

m
max

=
= . (17) 

where NS is the number of strokes of the input pattern. MSj is the number of the j 
cluster node strokes whose positions match the stroke positions of the input pattern. 

4   Experimental Results 

To test the performance of the proposed model for online handwritten mathematical 
symbol recognition, five experiments have been conducted on the researcher’s own 
collected database. This database consists of 61 examples which are written by 61 
people. Each example contains 89 symbols as shown in Figure 4. For each 
experiment, thirty examples are randomly chosen from the database to be used as the 
training data, while the remaining 31 examples are used as the testing data. Results of 
the experiments are shown in Table 1. 

, ,, ,,, * ° ∂ ⊕ ⊗  φ  α %  ∼ 

≈ ≅  ∈ ∉ ⊂ ⊄ ⊃ ∪ ∩ ⊆ ⊇ ∋ ( ) 
{ } + - ±  ÷ < ≤ > ≥ = ≠ ≡  

→ ← ↔ ↑ ↓   ⇐    ∠  ⊥ × 

⁄ \ √ ∀ ∧ ∨   ∇ [ ] ∃ # &  

π θ ƒ ∏      ↵       

Fig. 4. Mathematical symbols used in this research 
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Table 1. The experimental results 

 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Average 
% Correct 87.17 87.02 86.95 87.86 88.84 87.57 
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Abstract. The Empirical Mode Decomposition (EMD) proposed by Huang et 
al. in 1998 shows remarkably effective in analyzing nonlinear signals. How-
ever, the boundary extension is one of the theoretical problems unsolved in 
EMD. In this paper, a novel boundary processing technique is proposed to deal 
with the border effect in EMD. An algorithm based on the sigma-pi neural net-
work is used to extend signals before applying EMD. By virtue of this method, 
the frequency compression near the end is eliminated and errors caused by end 
effect are reduced. Verifications of the experimental signals show that the 
newly proposed boundary extension method is useful in practice.  

1   Introduction 

The empirical mode decomposition (EMD) firstly proposed by Dr. Huang and his 
colleagues in 1998 is a method of breaking down a signal to a series of zero-mean 
AM-FM components by iteratively conducting the sifting process. It has shown great 
utility in time-frequency analysis of dispersive, nonlinear, or non-stationary signals 
and systems. The EMD process allows time frequency analysis of transient signals for 
which Fourier based methods have been unsuccessful [1,2]. 

The decomposed components produced by EMD are called intrinsic mode func-
tions (IMFs) which satisfy two conditions: (1) The number of extrema and thus the 
number of zero-crossings in the whole data series must be equal or differ at the most 
by one; and (2) At any instant in time, the mean value of the envelope defined by the 
local maxima and the envelope of the local minima is zero [3-7].  

The EMD is a highly adaptive decomposition. It decomposes any complicated  
signal into so called intrinsic mode functions (IMF). The IMFs lead to a clean repre-
sentation of the signal by a few well-behaved signal components. has two steps: (1) 
construct upper and lower envelopes by connecting all maxima and all minima with 
cubic splines, respectively; (2) subtract the mean of the upper and lower envelopes 
from the original signal to get a component. While the sifting process should usually 
be applied several times because the component created by only one sifting process 
hardly satisfy all requirements of an IMF. By virtue of EMD, a nonstationary signal is 
decomposed into several stationary, complete and orthogonal intrinsic mode functions 
(IMFs). In the procedure of EMD, the cubic spline function is used to construct the 
upper and lower envelopes of data in order to determine the mean by iterative sifting 
processes till to satisfy the stop criterion. Once an IMF is created, the same procedure 
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then is applied on the residual of the signal to obtain the next IMF. The decomposi-
tion will stop when no more IMF can be created or the residual is less than a prede-
termined small value [1-7]. 

In practice, the EMD has met several unsettled problems, such as boundary exten-
sion, curve fitting, stop criteria and so on. In boundary extension, Prof. Huang [1] 
added two characteristic waves to each end of the data span [4]. However, the charac-
teristic wave approach exists two indefiniteness in the practical application. Firstly, 
the data only gives information on the extrema inside the data series. Any extension 
out of the boundary is not reliable. Secondly, by adding different characteristic waves, 
different results could be produced. Another data extension method, called the Mirror 
Extension (ME), is proposed by Zhao [4]. The approach eliminates the possible prob-
lems in reliability and uniqueness in the data extension. However, a frequency recon-
struction process is needed to eliminate common frequency mixture and it is still 
unsolved efficiently.  

To solve the boundary extension problem in EMD, a new boundary process tech-
nique based on the sigma-pi neural network [8] is presented in this paper. The paper is 
organized as follows: the principals of EMD are brought forward in section 2. Section 
3 introduces the basic structure of sigma-pi neural network. Some comparisons be-
tween existing boundary extension methods and the novel one have been done in 
section 4. Some conclusions about the newly proposed boundary extension method 
are stated in Section 5. 

2   Empirical Mode Decomposition 

In this section, the procedure of EMD is introduced briefly, further information can be 
found in [1-7]: 

Let )(tX be the input data series, )(tu  and )(tv  are the upper and lower envelopes 

of )(tX . The mean envelop )(tm  of the series )(tX  is calculated: 

[ ] 2)()()( tvtutm += . (1) 

A new series 1h with low frequency removed is calculated by subtracting the mean 

envelop from the series )(tX : 

)()()(1 tmtXth −= . (2) 

Generally speaking, 1h  is still a non-stationary series, so the above procedure must be 

repeated k times until the mean envelope is approximate to zero, so the first IMF 
component )(1 tC  is obtained: 

[ ] 2)()()( 111 tvtutm kkk −−− += . (3) 

)()()( 11 tmthth kkk −− −= . (4) 

Then, the first IMF component, )(1 tc , from the data and its residue, )(1 tr , are des-

ignated as: 



 A Novel Boundary Extension Approach for Empirical Mode Decomposition 301 

)()(1 thtc k= . (5) 

)()()( 11 tctXtr −= . (6) 

Overall, )(1 tc  represents the highest frequency component of the original series. 

Since the residue, )(1 tr , still contains information of longer period components, it is 

treated as the new data series and subjected to new shifting process. The procedure is 
repeated for all subsequent residues until )(trn  is less than predetermined small value 

or a monotonic function. The result is: 

)()()(,),()()( 1212 tCtrtrtCtrtr nnn −=−= − . (7) 

Finally, the original series can be presented by a sum of the IMF components and a 
mean value or trend: 

=
+=

n

j
nj trtCtX

1

)()()( . (8) 

3   Structure of Sigma-Pi Neural Network 

There are two main types of commonly-used artificial neurons, i.e., distance-based 
neurons used in radial base function networks (RBFNs), and neurons based on a lin-
ear combination of input values as in multilayer perceptrons. In this last case, each 
neuron computes a scalar product of a variable input vector with a fixed synaptic 
weight vector, while synaptic weights can only change slowly during learning proc-
esses [8,9]. 

In the literature [8,9], especially in backpropagation context, sigmoidal functions 
are often defined to be not only bounded but also non-decreasing and differentiable. 
In our application, smoothness or shape conditions for δ  are not needed and, there-
fore, we can be more general in our definition of what we mean by a sigmoidal func-
tion, as follows: 

( )
≥
<

=
1,1

0,0

δ
δ

δs . (9) 

For a given sigmoidal function and ( ) RJf ∈ , { }nJ 1,0∈ , the given discrete data 

set introduced by some underlying function can be defined as: 

( )
{ }

[ ]1,
2

1
2

1,0 1

1 +∆−−= ∏
∈ =

− JJjxxf f
J

n

k
kk

n

n

δ . (10) 

As to the implementation of our strategy, a three-layer feed-forward sigma–pi neu-
ral network with n simple fan-out input neurons, m hidden sigma–pi neurons, and one 
usual output neuron performs the following expression [8]: 
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( ) ( )∏
= =

−=
m

j
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k
jkkj txxf

1 1
,δω . (11) 
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Fig. 1. Basic structure of sigma-pi neural network 

Fig. 1 gives a sketch look of the sigma-pi neural network. It is clear that the algo-
rithm can be split into two parts: the learning step and the recall step. In the learning 
phase, the network has to fix the weights depending on the given information and the 
iterative calculation is: 

[ ] [ ] ( ) ( ) ]1,[,1 111
21 +∆=++−+= −−−−

+ nnfnn
iiin

nn JJijijfJDJD n . (12) 

Next, comes the recall step of the sigma-pi neural network. Since only negative 
powers of 2 are involved in this recall scheme, simple left shifts of the binary repre-
sentation of the values again allow pure integer arithmetics in case that the given 
evaluation point only consists of integer components. In any fixed step of the n-nested 
loops we have 

∏
=

−−=
n

k
kk jxP

1 2

1
. (13) 

Above is the basic structure of sigma-pi neural network, its application in the 
boundary extension of EMD will be presented in the next section. 

4   Application to Boundary Extension 

Fig. 2 illustrates the upper and lower envelopes of a series of sample data based on 
several boundary extension methods, where the sample data are given by: 

( ) ( ) ( )( )( ) ( )( ) ( )( )95/cos255/cos225/10cos10/cos tttttX ππππ ++−+= .

16080 ≤≤ t  
(14) 

From Fig. 2, it can be seen that there are only five maxima and four minima in the 
data set, so several distortions appear in the upper and lower envelopes, especially at 
both ends of the upper envelops. As the data series is so short that the distortions from 
the ends of envelopes have influenced the whole series and the results are unbeliev-
able if the distortions cannot be restrained effectively. On the other hand, the occur-
rence of distortion is normal for the curve fitting by using of cubic spline function, 
because the cubic spline interpolation needs two neighboring data before and after the 
given point respectively.  
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Fig. 2. Comparison among the characteristic wave, periodical extension, symmetric extension 
and sigma-pi neural network for the calculation of upper and lower envelopes in the boundary 
extension of EMD 

Several boundary extension methods have been applied to solve the difficulty. By 
comparison, it is clear that the method based on sigma-pi neural network performs 
best. The characteristic wave method causes serve end effect, especially the upper 
envelope in the right endpoint. Similarly, end effect happens in the left endpoint of 
the periodical extension. Although the symmetric extension suppresses the border 
effect, the endpoints are considered as both maxima and minima. 

5   Conclusions 

In the present paper, we proposed the sigma-pi neural network to deal with the border 
effect in EMD. By applying the neural network to the boundary extension in EMD, a 
data series can be extended forward and backward, so accurate results are achieved. 
From the experimental results presented, we see that the proposed method shows 
obvious advantages by comparing with other boundary extension algorithms.  
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Abstract. An adaptive control strategy for nonlinear systems is presented. The 
simple control law is derived based on minimizing a well-chosen performance 
index. Wavelets neural network model is applied to the scheme that can 
overcome the problem caused by the local minima when training the neural 
network. Compared with existing algorithms such as stochastic gradient 
algorithm, the present algorithm has the advantage of rapid convergence and 
low computational cost. The proposed approach is finally applied in a chemical 
reactor control problem. The simulation results proved that the proposed 
adaptive control method can effectively control unknown nonlinear systems. 

1   Introduction 

Most of practical plants involve nonlinear and un-model feature. The linear-model 
based controllers are difficult to give a satisfactory control performance when the 
system involves highly nonlinear dynamics. The fundamental drawbacks of current 
adaptive control techniques, such as nonlinear control laws which are difficult to 
derive, geometrically increasing complexity with the number of unknown parameters, 
have compelled researchers to look for solutions elsewhere. In recent years, a variety 
of nonlinear system identification techniques have been proposed, the most popular 
approach is the neural-network-based control [1,2,3]. Among these neural network 
models, the multilayered feed-forward neural network (MFNN) is one of the most 
widely used in nonlinear identification and control. Advantages of MFNN are its 
capability of approximating any continuous function and the computational simplicity 
of the corresponding back propagation (BP) learning algorithm. But the main 
drawbacks of BP algorithm and MFNN are that the convergence of BP algorithm is 
very slow and controller design based on MFNN models is much complex [4]. Many 
algorithms such as random search techniques and genetic algorithms have been 
adopted to overcome these problems, however, the algorithm complexity and 
computation velocity will degrade the performance of real-time control systems [5]. 
So there is a strong motivation to develop novel network architecture. Recently, 
wavelet decomposition emerged as a new powerful tool for function approximation in 
a manner that readily reveals properties of the arbitrary L2 function [6]. Combining 
adaptive control (MRAC) algorithm is developed based-on wavelet networks. The main 
idea is to use wavelet functions and scaling functions as the nonlinear functions required in 
the neurons. Unknown controller functions are constructed on-line using wavelet basis 
function networks such that the plant output tracks the output of a linear reference 
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model .The Broyden-Fletcher-Goldfarb-Shanno (BFGS) is incorporated into the RLS 
algorithm for training neural network off-line and modifying the on-line. It not only 
increases the computation velocity but also decrease the computation steps. The 
capabilities and performance of all these new techniques are suitably demonstrated by 
their application to the modeling and control of a realistic simulation of the typical 
non-linear continuous stirred tank reactor ( CSTR). 

2   Wavelet Neural Network Nontroller Structure and Algorithm 

2.1   Wavelet Neural Network Controller Structure 

The wavelet neural network (WNN) controller is constructed with three layers, the 
first layer is the input layer, the second layer is the hidden layer and the third is the 
output layer. The network net output can be described by the following equations: 

1 1

L N
i ij

j
j i ij

x b
y w h

a= =

−
=  (1) 

Where: y R∈  is the output vector nx R∈  is the input vector ,ij ijb a are translation 

vectors and dilation vectors of the hidden layer respectively jw is the connecting 

weight between the hidden layer and the output layer. L  is number of wavelet basis 

function, ( )h • is wavelet basis function. 

2.2   Wavelet Neural Network Training Algorithm 

Many numerical optimization techniques have been successfully used to speed up 
convergence of back-propagation learning algorithm [7]. In this paper, BFGS+LS 
algorithm is presented, to (1) wavelet network, the performance index of network may 
define the following: 

( )

( ) ( ) ( )tytyte

te
M

J
M

t

∧
=

−=

=
1

1

21
 (2) 

Where: ( )ty  is the set point, ( )ty
∧

 is the network output value, ( )te  is the error 

between expected value and the network output value. This is done by minimizing the 
performance index to optimize the controller structure. The required adjusting the 

parameters of the network are , ,
T

j ij ijw a bθ = , where the non-linear the parameters 

vector is [ , ]T
N ij ijb aθ = .the linear parameters vector is

T

L jwθ = .The BFGS method 

is used for updating the non-linear the parameters vector. 
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Define 

1k k k k kH gθ θ µ+ = −  (3) 

Where kµ  is one step of search,  Hk is matrix, gk  is gradient of performance index J 

( )1

T T
T Tk k k k k k

k k k k k k kT T
k k k k k

H g g H
H H g H g

g H g g

θ θ υ υ
θ+

∆ ∆ ∆ ∆= − + + ∆ ∆
∆ ∆ ∆ ∆

 (4) 

And 

k k k
k T T

k k k k k

H g

g g H g

θυ
θ
∆ ∆= −

∆ ∆ ∆ ∆
 (5) 

kH is N N×  positive the symmetrical  matrix N is the number of adjusted 

parameters.
k

J J
g

a b

∂ ∂=
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 is 1 N×  , the derivative of performance index J for 

translation vectors
ijb  can be expressed as:  

( ) ( )
1

2 M
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y x tJ
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b M b=
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( )'h •  is derivate of ( )h • . 

Define 

1 2 1 2[ , , , ] , [ , , , ]T
t L t Lh h h W w w wφ = =  (8) 

Equation (1) can be expressed as 

1 1

L N
i ij T

j t t
j i ij

x b
y w h W

a
φ

= =

−
= =  (9) 

Let aλ is weighting factor, 0 1aλ≤ ≤ .Then weights factor of network output layer 

was calculated as by: 

( ) 1

1 1 1 1 1 1, [ ]/ , [ ]T T T
t a t t t t t t t t t t a t t t t t tK P P P P K P W W K y Wλ φ φ φ φ λ φ

−

− − − − − −= + = − = + −  (10) 

Where 

( ) ( ) ( ) ( ) ( )1 3 6, 0 10 ~ 10 , 0.95 ~ 0.99T
iP i i P Iφ φ λ

−
= = =  (11) 
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3   Control Simulation of CSTR Process 

In this section, the problem of controller designing is considered. The control system 
structure is shown in Fig.1. The model reference adaptive control ( MRAC) approach 
is used to control CSTR. Identifier (WNI) and controller (WNC) consist of proposed 
wavelet neural network. The first, the WNI and WNC are training off-line by 
BFGS+RLS algorithm, the neural network is updating on-line, when network satisfies 
the precision request. Structure of WNC and WNI are 3-12-1. The CSTR  is a typical 
industrial nonlinear systems, the dynamic model is expressed as follows: 

( )( ) ( ) ( )tRT

E

aoaaoa etCktCC
v

q
C

−
−−=

.

 (12) 

( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )tTTetqketCktTT
v

q
tT co

tq
k

c
tRT

E

ao
c −−+−−=

−− 3

121

.
 (13) 

Where Ca(t) is concentration of product compound, T(t) is the temperature of mixture, 
qc(t) is coolant flow rate, Cao  is the inlet concentration, q is process flow rate, v  is 
reactor volume T0, and Tco is the inlet feed and coolant temperatures respectively, all 
of which are assumed constant at nominal values. Likewise ko, E/R, ,k1, k2, k3 are 
thermodynamic and chemical constants. The objective of control is to keep the 
concentration by manipulating the flow rate qc(t) ,to ensure product conforms to the 
requirement.  

 

Fig. 1. The control system structure 

4   Results and Discussion 

To indicate the effectiveness of the proposed control approach ,comparisons between 
the CSTR responses using the proposed MARC control the algorithm based on 
wavelet neural network controller and using the conventional proportional plus 
integral (PI) controller are performed. The simulation results are shown in Fig. 2 and 
3, when reference input setting value 0.08~0.12mol/L change (square-wave signal). 
Simulation results shows that presented scheme has better characteristics than those 
obtained using traditional PI controller. System response when value of k3 change to 
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0.7 k3 is given in Fig.4. The data sampling interval is 0.1 second. Simulation result 
proves that WNN controller is more robust and adaptive when disturbance or 
parameter perturbation is imposed on the process. 

 

Fig. 2. The response trajectory of the CSTR controlled MRAC 

 

Fig. 3. The response trajectory of the CSTR controlled PI 

5   Conclusions 

A new MRAC controller based on wavelet neural network has been developed and 
applied it to control the non-linear CSTR. The result indicated controller which is 
trained by BGFS+LS optimizing algorithm big enhancement computation velocity, 
therefore sped up system convergence, this is helpful to the real-time control 
implementation. Because the parameters of the wavelet network can rapidly adapt 
themselves with changes of operating conditions, thus the controller has the good 
compatibility and robustness. The simulation results show the system performance is 
improved significantly. 
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Fig. 4. The response trajectory of the CSTR controlled MRAC (the process parametric changed 
from1 to 0.7) 
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Abstract. According to principles of fuzzy mathematics and neural networks, a 
new model on neural networks, by which fuzzy patterns can be better 
recognized, is presented in this paper. This model combines the thoughts of 
neural networks and maximum membership function. Thus the insufficiency in 
semantic expressions of neural networks can be compensated for. In the 
meantime, more objective effect can be obtained than that by fuzzy pattern 
recognition method in fuzzy mathematics. Experimental results show that the 
method is valid in practical applications. 

1   Introduction 

There are always some concepts in realistic life, which are very difficult to describe 
by way of classic mathematics, such as excellent success, general intelligence and 
good performance etc. All these concepts are fuzzy, and it is difficult to identify their 
boundary definitely. Is a student excellent or only general? No one can supply an 
absolutely right answer, because each one has his own criterion. However, fuzzy 
mathematics provides the solutions to the problems by maximum membership 
principle and nearest distance principle [1]. These problems can often be solved 
according to expert’s experience. Since the decision of experts is not always right, 
patterns cannot be recognized correctly by these methods. However, neural networks, 
which have the advantages of powerful learning and self-adaptive capability, can 
easily get an reasonable membership function. Therefore, they possess more objective 
and stronger ability in pattern recognition.  

In this paper, a method of fuzzy pattern recognition based on neural networks is 
presented, which is combined with the thoughts of fuzzy mathematics and the 
powerful calculation capability of neural networks [2,3]. With unique network 
structure, the insufficiency in semantic expressions of neural networks can be 
compensated for. The normalization of samples using membership function can also 
be finished. Experiments based on test of student physical quality show that the 
results are promising and near optimal. 

2   Structures and Algorithm of the Model 

Fuzzy patterns are separated into two classes, such as single and composite patterns, 
for which maximum membership function is commonly used. The principle can be 
described as follows.  
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Suppose there are m  fuzzy subsets in space { }0 1, , , nU x x x= , denoted by 

1 2, , , mA A A  respectively, which forms standard fuzzy patterns library. For arbitrary 

0x U∈ , there exists { }0 1, 2, ,i m∈ , and equation is established 

0
( )0

1

m
A A xi k

k
=

=
, 1, ,k m=  (1) 

Where the operator  expresses solving maximum value. So we can say that 0x  

belongs to 
0i

A .  

Admittedly, patterns can be recognized by this method. But the membership 
function and operator described above are too subjective to be the best choice. For 
example, there is an equation 

1 1 1 1 2 2 2( ) ( ) ( ) ( )n n nA x w A x w A x w A x= × + × + + ×  (2) 

Where weight is completely determined by experts, which results in a bad effect on 
pattern recognition. 

Neural networks not only have the characteristics of non-linear system, but also 
have powerful learning, generalization and self-adaptive capability, which can be 
commonly applied in pattern recognition. According to the characteristics of neural 
networks, a three-layer network model including normalization layer, learning layer 
and competition layer is considered. Integrated fuzzy pattern recognition and neural 
networks, the structure and algorithm of the model are presented in this paper, which 
are discussed in detail.  

2.1   Model Structures and Algorithm Deduction   

Assume the number of fuzzy patterns in the standard fuzzy patterns library is m , and 
each pattern is represented by n  fuzzy parameters. The calculation of each parameter 
can be done by membership function respectively. Therefore, the structure of a 
n m m− −  network model is built, shown in Fig.1, where the first layer is 
normalization, the second layer is learning, and the third layer is competition [4]. 

Suppose there exist k  training samples, expressed by , ( 1, 2, , )i iP D i k= . We can 

describe them as 

11 12 1 11 12 1

1 2 1 2
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p p p d d d
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From the point of view of network model principles, we know weights of learning 
layer should meet the following requirements [5] 
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(4) 
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Fig. 1. Model structure 

To enhance the precision of the network model, the number of training samples 
should be large enough. Thus suppose k n> . So we need solve equation (4) to make 
sure the structure of this model. In reference [6]  

             
1

( )
n

ij h ih jh ij
h

R A p w d
=

= − , 1, 2, , ; 1, 2, ,i k j m= =  (5) 

According to least square principles, the sum of square of errors should be minimum. 
That is  

 2 2
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Under the conditions of j r= , equation (6) is converted into 
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According to the sufficient condition of the existent extreme value of multivariate 
function, we have  
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Hence  

1 1 1

( ( ) ( ) ( )
k n k

h ih s is rh ir s is
i h i

A p A p w d A p
= = =

=  (9) 
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h

B w E
=
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Obviously, equation (10) is a m n×  norm linear equation group with m n×  unknown 
coefficients. According to Guass-Seidel method, iterative process can be expressed as  
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(11) 

Suppose ( )( ) ( )ll
m nijW w ×=  denotes a weight matrix after updated l  times using 

equation (11). Firstly, each weight was set to a small positive value. The astringency 
of the algorithm was deduced in reference [6]. If the value on the diagonal of weight 

matrix ( )lW  is largest in the same row, iteration process can converge. 

2.2   Steps of Learning Algorithm 

According to what we discussed above, the learning steps of the algorithm are 
described in detail as follows. 

1) The neurons number of each layer is ascertained according to standard fuzzy 
patterns library and fuzzy parameters. The neurons number of the first layer 
expresses that of fuzzy parameters; the second expresses that of fuzzy patterns, 
and the neurons number of the third layer need be equal to that of the second one. 

2) The parameters of network model are initialized by way of membership function 
of fuzzy patterns. The number of iteration is k , and the maximum number of 
iteration is M . The precision of iteration is ε . 

3) Normal linear equation group (10) of samples is set up according to model 
structure and algorithm. 

4) If k M> , step 6) is executed; otherwise 1k k= + , and weight matrix ( )kW  is 
updated according to equation (11).  

5) If ( 1) ( )|| ||k kW W ε+ − < , step 6) is executed; otherwise step 4) is executed. 

6) Weight values are acquired and saved, and all steps are finished. 

Since this network model computes weight values of each fuzzy pattern, the 
insufficiency that experts depend on their experiences can be whole avoided. 

3   Experimental Results 

In reference [1], a research on physical quality of 240 schoolboys is done in 
Investigation on physical quality of Chinese students. Firstly, 4 main parameters are 
selected from 18 parameters of physical test. Secondly, physical quality of schoolboys 
is classified into 5 grades by clustering method. Finally, the class that a student 
belongs to is recognized by maximum membership principle. However, in this 
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method, the weights of 4 parameters are computed according to expert’s experiences 
and subjective decision. Therefore, the judgment is not correct to physical quality test 
of students. Training samples are shown in Table 1. 

 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Experiments are done based on the model and algorithm presented in this paper. 
Let sample space is represented by { }1 2 240, , , ,iU x x x x= , where ix  expresses a 

sample and i  the sequence of a sample. Physical quality of students is classified into 
5 grades by clustering method, denoted by 1A (bad), 2A (low middle), 3A (middle), 

4A (good), 5A (excellent) respectively. Each class iA  is described by 4 main 

parameters, such as 1iA (stature), 2iA (avoirdupois), 3iA (circumference), 4iA  (vital 

capacity).  Thus a fuzzy pattern can be described as 1 2 3 4( , , , )i i i i iA A A A A . 

Membership function [1] corresponding to each fuzzy parameter is represented by  
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where jdx  is mean value, and js  is deviation. Samples can be normalized by this 

equation. 
For simplicity, two representative fuzzy parameters such as stature and avoirdupois 

are chosen from 4 fuzzy parameters. And 3 classes, such as excellent (A), middle (B), 
bad (C) selected from 5 classes, form standard fuzzy patterns library. Instead of 

Table 1. 
Training samples 

Table 2. Checking 
samples results 

Table 3. Testing 
samples results 
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maximum membership principle, a three-layer network model is obtained to test the 
physical quality of students by 20 training samples shown in Table 1. Then, we apply 
the method to check training samples, and correct recognition rate reaches 100%, 
shown in Table 2. When 60 samples are used as testing samples, only 8 testing 
samples cannot be recognized correctly, and correct recognition rate reaches 86.7%, 
shown in Table 3.  

4   Conclusions 

From the experiments above, it can be demonstrated that a general fuzzy pattern 
recognition problem can be completely solved by neural network model. In fact, 
network structure and model expressed by equation (4) are the same as that by 
equation (2). The difference between them is mainly in different computing method of 
weights, thus results in the difference of correct recognition rate. This problem need 
be further studied in future. 
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Abstract. An improved model is proposed by introducing the direction and 
time profit factors to Elman neural network (NN) and applied to the fields of 
the finial investing and atmospheric environment. Simulation results show the 
effectiveness of the proposed model for stock forecasting and the potential of 
the forecast and assessment for the atmospheric quality.  

1   Introduction 

Artificial neural network (ANN) has many advantages, such as self-learning, self-
organizing, self-adjusting, and some others. It was proved by Hornik that the ANN 
could approximate any nonlinear functions at any precision if the network structure is 
selected appropriately [1].  

Stock market has important characters with high venture and high profit. Therefore 
the prediction of the stock index becomes the focus problem of people. Though many 
methods have been proposed for the prediction of stock indexes, such as moving 
average method, point drawing method, K drawing method, season change and judge 
analysis, etc., their prediction results are not very well for the strong nonlinear feature 
of the stock market. In addition, with the consecutive progress industrialization and 
the improvement of people’s living situation, the air pollution has attracted more and 
more attention recently. Therefore the studies related to the atmospheric quality, such 
as the assessment and forecasting of the atmospheric quality, have become noticeable 
increasingly. Considering the factors, in this paper, in order to obtain more accurate 
forecasting precision, an improved model based on Elman is proposed by introducing 
the direction and time profit factors. Then the proposed model is applied to the 
prediction of the composite index of stock and the field of atmospheric quality 
forecasting and assessment. Experimental results show that the model is feasible and 
effective, which could provide novel effective approaches for the finance vesting and 
useful information for the atmospheric pollution forecasting and assessment. 

                                                           
* Corresponding author. 
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2   A Brief Introduction of Elman Neural Network 

For describing conveniently, Elman neural network (Elman NN) is introduced briefly 
in this section, the details could be referred to [2]. Elman NN is a dynamic feedback 
network, it has a particular layer called context layer besides the conventional input, 
hidden and output layers. The context layer could memory the former value of output 
layer nodes. It could be regarded as a time-delay operator, so it makes Elman neural 
network has the capability of the dynamic memory. The structure of Elman NN is 
shown in Fig.1. The mathematic model of Elman neural network is: 

))1()(()( 21 −+= kuwkxwfkx I
C

I , (1) 

)1()1()( −+−= kxkxkx CC α , (2) 

))(()( 3 kxwgky I= . (3) 

Where wI1, wI2 , wI3 are , respectively, the weights which link the hidden and context 
layers, the hidden and input layers, the output and hidden layers, xc(k) and x(k) are the 
outputs of context layer and hidden layer, y(k) is the output of output layer, 0≤α<1 is 
the feedback gain of the self-connection of context layer, f(x) is usually selected as 
sigmoid function.  

Let the given real output of the kth sample be denoted by yd(k), then the objective 
function is selected as follows: 
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Fig. 1. The structure of Elman NN 
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3   Elman Neural Network with Profit Factors  

Since the inputs of the neural network are the former sample data, which can be 
considered as a time series, so the data which are near to the current time should play 
the more important role than those far from the current time. Therefore a time profit 
factor fTP(j) [3] is introduced into the objective function of Elman NN to reflect the 
different effects of different time sample data. In addition, a direction profit factor 
fDP(k) [4] is introduced to Elman NN which could represent the punishment for the 
forecasted trend that does not accord with the real value. In this paper, in order to 
obtain better forecasting results, both direction and time profit factors are introduced 
into the objective function of Elman NN simultaneously. Therefore the objective 
function could be defined as follows: 

)()()(
1

jEjfkE
k

j
DTPDTP

=
= . (5) 

Where E(j) is defined by Eq. (4), and the profit factor fDTP(j) is defined as the product 
of the direction profit factor fDP(j) and time profit factor fTP(j), that is  

fDTP(j)=fDP(j)×fTP(j). (6) 

Here fDP(j) and fTP(j) are defined as follows: 
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Here g is a big value compared with h, therefore fDP(j) could represent the 
punishment, and a is discount rate.  

Calculating the partial derivatives of EDTP(k) with respect to weights and let them 
be zeros, we have the learning algorithm of ENNDTPF as follows: 
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Where η1, η2, η3 are the learning steps of the wI1, wI2, and wI3, respectively. 

4   Applications of the Improved Elman NN Model with Profit 
Factors  

4.1   Applications for Stock Market   

For convenient calculation, the stock exchange fee is not considered, and we assume 
that there is only one stock in the market. Therefore we perform the stock exchange 
according to the following rule: if we predict that the stock price will rise next 
working day, then we buy the stock as much as money permitted; otherwise we trade 
off all the stock in hand. The profit could be defined by follows: 

Profit = ((Remaining-Seed)/ Seed) ×100%. (15) 

Where Profit is the profit by exchanging stock, Seed the value of the initial fund, and 
Remaining the value of the final fund, respectively. 
  In this paper, the experiment data are selected from the composite indexes in 
Shanghai Stock Exchange (CISSE) from 4 January 1999 to 29 June 2000. The 
network structures are selected as 3-10-1, namely with 3 input nodes, 10 hidden and 1 
output nodes, respectively. The inputs of the networks are the composite indexes of 
the stock of three consecutive days, and the output is the forecasting value of the 
fourth day. Before learning, the input data should be normalized into the unit interval 
[0, 1]. To evaluate the effectiveness of the prediction models, we use the absolute 
average error (AAE) and least square error (LSE) functions to represent the 
forecasting precision. 

Prediction of the Composite Index of Stock 
Firstly, the ENNDTPF is applied to do the prediction of the composite indexes of 
stock. The parameters selected by trial and error are as follows: α=0.1, η1=0.1, 
η2=0.1, η3=0.1, a=3, g=1.5, h=0.03. The prediction results are shown in Fig.2. It 
could be found clearly that the forecasting curve obtained from ENNDTPF is closer to 
the real curve than that obtained by using the Elman NN. 

Comparisons of Stock Profit 
In this section, Elman and ENNDTPF models are applied to forecast the composite 
indexes of stock. According to their prediction results, the stock exchanges are 
performed in the following rule: before exchanging, the composite index of the stock 
of next working day is predicted firstly by using the three consecutive days. If the 
composite index value predicted is rising, then we buy the stock as much as money 
permitted; otherwise we trade off all the stock in hand. The initial money funds are set 
as 1000 RMB. Table 1 shows the results after 50 iterations. In the table, the second 
column represents the least square error, the third column the absolute average error, 
the fourth column the final funds, and the fifth column the profits, respectively. 
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Fig. 2. Comparison results of Elman and ENNDTPF models for the stock 

It can be seen from Table 1 that the obtained profit of the stock exchange according 
to the prediction result of ENNDTPF model is higher than Elman NN model 
evidently, and ENNDTPF model increases 4.3965 times than that of Elman model.  

Table 1. Errors, remaining and profits using different models (after 50 iterations) 

Model LSE AAE Remaining (RMB) Profit Rate (%) 
Elman NN 0.08831 0.20654 1084.58 8.45830 

ENNDTPF 0.00000 0.00054 1371.87 37.1872 

4.2   Applications to the Forecasting and Assessment Atmospheric Quality 

In this section, the improved Elman NN is used to forecast the pollutants (PM10, SO2 
and NO2) of a city in the Northeast of China. The forecasting density values and 
assessment results calculated by Reference [5] are listed in Table 2. It could be found 
from Table 2 that the results obtained by ENNDTPF model are basically accordant 
with the given real assessment except for one result with a slight difference.  

Table 2. The assessment results of a city of Northeast of China 

Time Harm rate R Assessment Real results 
2002.4.17 0.024068 good good 
2002.3.18 0.017586 excellent excellent 
2002.4.19 0.028258 good good 
2002.4.20 0.067933 slight slight 
2002.4.21 0.029807 good good 
2002.4.22 0.021975 good good 
2002.4.23 0.019396 excellent good 
2002.4.24 0.022019 good good 
2002.4.25 0.020797 excellent excellent 
2002.4.26 0.022513 good good 
2002.4.27 0.023022 good good 
2002.4.28 0.024687 good good 
2002.4.29 0.020423 excellent excellent 
2002.4.30 0.022122 good good 
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5   Conclusions 

An improved model is proposed by introducing the direction and time profit factors to 
Elman neural network. Numerical results show that the proposed model could 
improve the forecasting precision evidently. Moreover, if the stock exchange is 
performed according to the prediction results of the composite index of stock, we 
could obtain more profits. In addition, the ENNDTPF model is also used to forecast 
and assess atmospheric quality. Experimental results show the improved Elman model 
is useful in the field of the forecast and assessment for the atmospheric quality. 
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Abstract. A wavelet network (WN) method is presented in this paper, which can 
be used to estimate the location and moment of an equivalent current dipole 
source using reduced-dimension data from the original measurement electroe-
ncephalography (EEG). In order to handle the large-scale high dimension prob-
lems efficiently and provide a real-time EEG dipole source localizer, the 
ISOMAP algorithm is firstly used to find the low dimensional manifolds from 
high dimensional EEG signal. Then, a WN is employed to discover the relation-
ship between the observation potentials on the scalp and the internal sources 
within the brain. In our simulation experiments, satisfactory results are obtained. 

1   Introduction 

The core of the electroencephalography (EEG) inverse problem is the determination 
of the neuroelectric generators responsible for measured EEG phenomena, which is 
important in cognitive science and brain pathology research. Generally, the active 
neurons within small regions of the brain are often modeled as an equivalent current 
dipole with six parameters y=[y1, y2, y3, y4, y5, y6], where the first three elements de-
note the dipole location and last three determine the moment. Presently, iterative 
optimization methods are in widespread use for finding the dipole source. Unfortu-
nately, the computational burden of this kind of methods is inevitably high in order to 
ensure reasonable solution. To reduce this burden and take the advantage of the high 
temporal resolution of EEG, we study the use of wavelet network (WN) combined 
with isometric mapping (ISOMAP) for solving the neural dipole source localization 
problem in EEG. First, a forward procedure is provided to calculate the measurement 
variables corresponding with the dipole parameters to generate the sample data. Sec-
ond, a nonlinear dimensionality reduction mapping - ISOMAP is used to pretreat the 
data, and find the compact lower dimensional representation of the original data. 
Third, a wavelet neural network method is applied to get the parameters of the dipole 
source that corresponds to a certain reduced potential distribution on the scalp. 

2   Nonlinear Dimensionality Reduction by ISOMAP 

Data dimensionality reduction is one of the most important tasks in machine learning. 
The goal is to compress the data and to gain compact representations of the original 
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data. Two popular methods for dimensionality reduction are principal component 
analysis (PCA) and multidimensional scaling (MDS). They are both guaranteed to 
find the true structure of data lying on or near a linear subspace of the high-
dimensional input space. However, linear techniques may be inadequate when the 
data do not lie approximately on a hyperplane. Thus, it can be beneficial to consider 
non-linear dimensionality reduction. Recently, several unsupervised learning algo-
rithms, such as ISOMAP [1], LLE [2], and graph Laplacians [3], have been proposed 
to perform nonlinear dimensionality reduction of low-dimensional nonlinear mani-
folds embedded in a high dimensional space. The ISOMAP algorithm is the most 
representative method. 

The principle of ISOMAP is that classical multidimensional scaling is applied to 
the geodesic distances to find a set of low-dimensional points with similar pairwise 
distances. The crux of the method is to estimate the geodesic distances between 
points, which represent the shortest paths along the curved surface of the manifold. 
For a neighboring point, the input space distance provides a good approximation to 
the geodesic distance. For faraway points, the actual geodesic distances are approxi-
mated by a sequence of short hops between neighboring points. For a data set X with 
N points in the input space, the main idea of the algorithm consists of the following 
three steps [1]:  

Step 1. Determine neighborhoods for each point on the manifold M based on the 
distances dX(i,j) between pairs of points i and j in the data set X by a suitable way. For 
example, one method involves selecting the k nearest neighbors, while another selects 
all objects within some fixed radius . These neighborhood relations are represented 
as a weighted graph, G, over the data set, with edges of weight dX(i,j) between 
neighbors. 

Step 2. Estimate the geodesic distances dM(i,j) between all pairs of points by com-
puting approximations as the shortest path distances dG(i,j) in the graph G. Then the 
final matrix of graph distances DG={dG(i,j)} will contain the shortest path distances 
between all pairs of points in G. 

Step 3. Apply classical MDS to DG to construct an embedding of the data in a d-
dimensional Euclidean space Y that best preserves the manifold’s estimated intrinsic 
geometry. 

The ISOMAP algorithm is executed on the Swiss roll data set with 1000 samples. 
The experimental results are shown in Fig. 1. 

In order to use ISOMAP to get the low dimensional representation of multichannel 
EEG data efficiently, it is expected that when we calculate the distance between two 
data points, the points with approximate electric potential values become closer and 
the points with much different electric potential values deviate further. Since the EEG 
signals under study in this paper are produced by an equivalent dipole, whose electric 
potential distribution is centered by the potential value produced on the scalp along 
the dipole moment and decays as approximate concentric circles, the electric potential 
values can be prearranged according to this regular pattern. By this way, the relatively 
similar observed data are mapped into near points in the feature space, while the data 
with quite different shape distribution are mapped into distant points. The ISOMAP 
can be modified to implement the above aim. First, calculate k nearest neighbors of 
each sample x. The set of the points that have approximate electric potential values as 
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x is designated as K. For each point xk in the set K, reduce the distance between it and 
x by a certain value, and then execute the rest steps of ISOMAP algorithm. The hid-
den structure of high dimensional EEG data, which is more easily to cope with in the 
following procedure, can thus be found. 

                   

(a) Swiss roll data set                       (b) 2-dimensional representation 

Fig. 1. Low-dimensional embeddings from ISOMAP on Swiss roll data set 

3   Nonlinear Mapping Approximator by Wavelet Network 

Radial basis function (RBF) neural network and wavelet transform are both powerful 
tools in studying nonlinear problems, and there is an inner relationship between the 
two methods. If mother wavelet is taken as the radial activation function of hidden 
neurons, the number of wavelet bases determined by training sample sets is corre-
sponding with the number of nodes in the hidden layer, and the dilation and transla-
tion of wavelets is corresponding with the radius and centers respectively, the struc-
ture of them are very similar. Here, we construct a wavelet network based on a single-
scaling wavelet frame [4] and RBF network model to approximate any nonlinear 
function. A single-scaling radial wavelet frame F of L2(Rd) can be built by scaling a 
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of f through self-organization, where m,nW  are the weights between the hidden nodes 

and the output nodes in WN. 
Generally speaking, the above kind of WN often suffers from the curse of dimen-

sionality [5]. But fortunately, in the practical neuroelectric source localization, the  
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training samples θ  are often not uniformly distributed in the entire domain of the 
input space. Rather, they are commonly sparse and distributed in some subspace in 
the form of clusters. So we start with the analysis of the sparseness of the training 
samples and focus on reducing the redundancy of F based on localization of wavelets 
and time-frequency information of the samples’ input variable x. Then, we use an 
adaptive orthogonal projective algorithm that can automatically determine the net-
work size and calculate the network weights in the light of the information given by 
the samples’ output variable y [6]. Our main steps of the algorithm are summarized in 
the following. 

Step 1. Determine the range of dilation parameter n, and for each dilation n, calcu-
late the range of translation parameter m according to input data. 

)2lg/)/4lg(int(min ω∆π xn −= , )2lg/)int(lg( minmaxmax xxn −=  
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nn xmxm ==  
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where x∆  is the spatial interval of the training sample, and ω  is the effective fre-
quency width of ψ . 

Step 2. Calculate the supports of each wavelet )(supp ,mnψε −  for a chosen pa-

rameter ε , and eliminate the wavelets whose supports do not contain any input data 
point x. Suppose },,,{ 21 LF ψψψ=′  be the resulting set of selected wavelets after 

the first two steps. 
Step 3. According to output vector y to further remove redundant elements in F ′ . 

Considering the wavelets in F ′  as regressors, techniques of matching pursuits can be 
applied. And Gram-Schmidt algorithm is combined to orthonormalize and further 
selects optimal wavelets. Moreover, WN training is implemented during this execut-
ing process. The elements ),,2,1( Ljj =ψ  in F ′  and output data rewrite as 
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For the estimation of unknown f, the “best” subset of },,,{' 21 LF =  is selected 

by an iterative procedure. Suppose the number of the elements in the subset is fi-
nally h and it spans a space “closest” to the matrix Y. We first select the wavelet in 
F ′  that best fits the observed data. Then, repeatedly select the wavelet in the re-
mainder of F ′  that best fits the data while combining with the previously selected 
wavelets. For the sake of computational efficiency, later selected wavelets are  
orthonormalized to the earlier selected ones. During this procedure, the connection 
weight wij between the hidden node j and the output node i is calculated. The  
resulting WN is 

siwf
h
j j

n
iji

j ,,2,1    )2()(
~

1
=−= =

−
mxx ψ . (6) 

According to the above steps, we can design a WN that will provide a good ap-
proximation to the unknown map f. 
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4   Experimental Results 

Since it is a black-box method to use WN to solve the EEG inverse problem based on 
potential-dipole data, so it has nothing to do with the concrete head model. As to the 
realistic head model, it is rather complex to obtain samples. The image segmentation 
of MRI or CT, 3D mesh generation and calculation of BEM or FEM must be com-
pleted. To be focused on the inspection of the performance of WN, a four-layer ho-
mocentric spherical head model that composed of the brain, cerebrospinal fluid, skull 
and scalp from inside to outside is firstly employed. Its relative radii and conductivity 
constants are (0.84, 0.8667, 0.9467, 1) and (0.33, 1.0, 0.0042, 0.33) S/m, respectively. 
See Fig. 2(a). Since spherical model has analytical solution, numerical calculation 
error could be avoided. 

The EEG forward solution relates the given vector yi of a certain dipole i to the po-
tential vector xi. We take 138 potentials uniformly distributed on the surface of scalp 
as the input, and 6 parameters of the corresponding dipole as the output of WN. Ran-
dom dipole locations whose three components obey the uniform distribution are inde-
pendently generated. Then, the dipole moments are generated randomly by the zero-
mean, unit-variance Gaussian distribution. This procedure yielded 10000 dipoles. We 
randomly choose 8000 consisting a training set, and the other 2000 consisting a test 
set. Using the analytic forward algorithm in [7], the data samples can be produced. 
Subsequently, the 138-dimensional data x is mapped into a 6-dimensional embedding 
with ISOMAP. Finally, WN is trained based on the dimensionality reduction learning 
set, and tested with the test set. To evaluate the performance of the WN, we define the 
average relative mean-square error by 

         = == = −= N
i

s
j j

N
i

s
j jj iyiyiy

1 1
2

1 1
2 )())(~)((Error  (7) 

where y  and y~  are the theoretical and network computed parameters. The training 

and test error is 1.24% and 3.65%, respectively. 
In order to decrease the loss in accuracy if a WN is trained on a spherical but ap-

plied on a realistic head model in real word problem, we generate the data samples of 
realistic head model (as shown in Fig. 2(b)) by boundary element method (BEM) [8]. 
 

                        

(a) Four-layer concentric sphere model            (b) Triangular mesh of realistic model 

Fig. 2. Head model 
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Then, we solve the EEG inverse problem by applying the same method as the one 
used for spherical model. The average relative error for 10000 training samples and 
3000 testing samples is 3.96% and 8.74%, respectively. 

5   Conclusions 

Experiments prove that the proposed approach is effective to be used in the EEG 
dipole source localization. Since the error of realistic head model is higher than that of 
spherical head model, it could lead us to get the conclusion that the inverse problem is 
more complex, and thus more difficult to learn, in a realistic geometry. But further 
analyses show that for spherical model, the error is also higher in the BEM case than 
in the analytic case. So the higher error is due rather to the use of numerical solution 
BEM in the forward problem than to the realistic geometry of the head model. 
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Abstract. With the 413 soil liquefaction records with cone penetration testing 
values collected after strong earthquakes, the Bayesian Regularization Back 
Propagation Neural Networks (BRBPNN) method was presented to evaluate the 

soil liquefaction potential in this paper. Cone resistance ( cq ), equivalent dy-

namic shear stress ( 0/στ ′ ), mean grain size ( 50D ), total stress ( 0σ ), the effec-

tive stress ( 0σ ′ ), earthquake magnitude ( M ) and the normalized acceleration 

horizontal at ground surface ( ga / ) are used as input parameters for networks. 
Four networks are constructed for different source of input data. The model M7 
seems more efficient for the given data, since it only contain 109 records. The 
model M5 contains 413 samples, and the correct ratio for training data and test-
ing data are 88.5% and 90% respectively. By compared with the square of the 
weight of the input layer for each network, the importance order of the input pa-

rameters should be cq , M , 0σ ′ , 0σ , ga / , 0/στ ′ and 50D . 

1   Introduction 

The devastating damage of liquefaction induced ground failures in the Alaska 1964 
and Niigata 1964 earthquakes serve as a clear reminder of such events. The liquefac-
tion potential evaluation of a given site under certain seismic forces is a big problem 
facing engineers. The soil liquefaction prediction methods can be divided into two 
categories. One is the method developed based on the liquefaction mechanism simula-
tion, such as nonlinear effective stress method, equivalent linear method and elastic-
plastic method, etc. The other procedure is constructed based on the liquefaction re-
cords collected strong earthquakes, the parameters like the Standard Penetration Test 
(SPT), the Cone Penetration Test (CPT) and the shear wave velocity of the site are 
used to predict the liquefaction potential of site [1, 2]. About 40 formulae were con-
structed to predict the soil liquefaction potential, although most of them were not 
efficient to use [1]. In the laboratory tests, reliability of the results depends on simula-
tion of idealized filed conditions. Unfortunately, in situ stress states generally cannot 
be reestablished in the laboratory, and specimens of granular soils retrieved with typi-
cal drilling and sampling techniques are too disturbed to yield meaningful results. To 
avoid the difficulties associated with sampling and laboratory testing, field tests have 
become the state-of-practice for routine liquefaction investigations. Several field tests 
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have gained common usage for evaluation of liquefaction resistance, including the 
standard penetration test (SPT), the cone penetration test (CPT), shear-wave velocity 
measurements (Vs), and the Becker penetration test (BPT).Since the neural network is 
a nonlinear method which can fit the nonlinear data with great efficiency, the artificial 
neural networks are employed to predict the soil liquefaction potential in recent years 
[3-11]. 

2   Neural Network Prediction for Soil Liquefaction Potential 

The main characteristics of neural networks are their ability to learn nonlinear func-
tional relationships from examples and to discover patterns or regularities in data 
through self-organization. The neural network learning process primarily involves the 
iterative modification of the connection weights until the error between the predicted 
and expected output values is minimized. It is through the presentation of examples, 
or training cases, and application of the learning rule that the neural network obtains 
the relationship embedded in the data. 

2.1   Back Propagation Neural Networks Design 

It is nature that the neural network designed for this problem should be accordance 
with the sample data. Thus, the input vector of the network contains 7 components. 
While for the output vector, it includes only one component. 

2.2   Theory on the Bayesian Regularization Back Propagation Neural Networks 

We divided the datasets into two parts: training and testing. In using multiply layer 
propagation network, the problem of over-fitting on noise data is of major concern in 
network design strategy. The initial results of using a standard BP algorithm showed 
poor generalization performance and slow speed of training. To overcome these short-
comings, we incorporated Bayesian learning to this work. In the Bayesian framework, 
a weight decay term is introduced to the cost function (or performance index) given by 

     ( ) DW EEwF βα += . (1) 

where WE  is the sum square of the networks weights, DE  is the sum square of the 

error between network outputs and targets, α and β are hyper-parameters for the 

target function. The relative value of α and β determined the emphasis on the net-

work training on minimization of the output errors or the volume of the network. As 
shown in Equation (1), the main problem with implementing regularization is to 
set/learn the correct values for the parameters in the cost function. Ref. [12, 13] has 
presented extensive works on the application of Bayesian rule to neural network train-
ing and to optimizing regularization.  

In the Bayesian framework, the weights of the network are considered the random 
variables. The weights in the network are adjusted to the most probable weight pa-
rameter, wMP, given the data D{(xm, tm)}, network configuration (Mi), and hyper-
parameters, i.e., α and β .  
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Set the α and β as stochastic variables, the Bayesian rule is used for evaluating 

the posterior probability ofα and β . This is given by 

     ( ) ( ) ( )( ) ( )iiii MDPMPMDPMDP |/|,,,|,|, βαβαβα = . (2) 

where ( )iMP |, βα  represents the prior probability of the hyper-parameters and are 

generally chosen to be uniformly distributed. Since ( )iMDP |  is independent 

ofα and β , maximum posterior values for hyper-parameters can be found by maxi-

mizing the likelihood term ( )iMDP ,,| βα .  

Using Bayesian rule, the posterior probability of the weight parameters is:   

     ( ) ( ) ( )( )
( )i

ii
i MDP

MawPMwDP
MDwP

,,|

,|,,|
,,,|

βα
ββα = . (3) 

Assume the error and the weight is distributed in Gaussian form,   

     ( ) ( ) ( )βββ DDi ZEMwDP /exp,,| −= . (4) 

    ( ) ( ) ( )ααα WWi ZEMwP /exp,| −= . (5) 

If the ( )iMDP ,,| βα in Equation (3) is regularized factor, ( )iMDwP ,,,| βα must 

equal to ( )( ) ( )βα ,/exp FZwF− . Take them into Equation (2), 

   ( ) ( ) ( ) ( )( )βαβαβα DWFi ZZZMDP /,,,| = . (6) 

where  

( ) ( ) 2//2 N
WZ απα = . (7) 

       ( ) ( ) 2//2 N
DZ βπβ = . (8) 

( ) ( )( )( ) 2/12/2exp,
−−≈ AwFZ N

MPF πβα
. (9) 

where WD EEA 22 ∇+∇= αβ is the Hessian matrix of the target function F. Further, 

the log the Equation (6), then differentiating it with respect toα and β , and setting it 

to zero, the optimal values of α and β can be obtained by 

( )( )MPWMP wE2/γα = . (10) 

( ) ( )( )MPDMP wEn 2/γβ −= . (11) 

( )MPMP AN -1traceαγ −= . (12) 

where n is the number of sample, N is the number of parameter in the network, γ is 

the number of effective parameters which may reduce the error function for the net-
work in training process. 
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2.3   Training and Testing for BRBPNN Model 

For the soil liquefaction evaluation problem, the influence parameters may be divided 
into three categories. The parameters can be earthquake intensity, the epicenter dis-
tance, peak ground acceleration for describing the earthquake ground motion charac-
teristics, and the depth of underground water, the depth of standard penetration test 
point (soil layer), the thickness of the covered non-liquefied soil layer, effectively 
overlaying pressure describing the embedding environment of soil layers, and stan-
dard penetration blow-count, mean diameter, non-uniformity coefficient, modified 
standard penetration blow-counts for denoting the sandy soil feature [2]. As in the 
case of CPT data, cone resistance ( cq ), equivalent dynamic shear stress ( 0/στ ′ ), 

mean grain size ( 50D ); total stress ( 0σ ); the effective stress ( 0σ ′ ); earthquake magni-

tude ( M ) and the normalized acceleration horizontal at ground surface ( ga / ) was 

used, and 109 samples were collected [15]. While in [4], only cq , 0σ , 0σ ′ , M and 

ga / are used, the 50D is missed; and 134 samples were recorded. In [5], 

only cq , 0σ , 0σ ′ , M and ga / are used, the 50D and 0/στ ′ is missed; and 170 samples 
were recorded.  Part of data is listed in Table 1. 

As for data listed in [4], the equivalent dynamic shear stress 0/στ ′ can be calculated 

by an expression suggested by Tokimatsu and Yoshini [16]. As per the proposed 
relation, the value of equivalent dynamic shear stress at a depth z will be 

( ) ( )zM
g

a
015.0111.0

0

0

0

−
′

−=
′ σ

σ
σ
τ

. (13) 

Table 1. Parts of training and testing records samples 

M  0σ (kPa) 0σ ′ (kPa) cq (MPa) ga /
0/στ ′  50D (mm) Remark 

7.5 53 36 3.2 0.16 0.15 0.33 liquefaction 
7.5 99 58 7.2 0.16 0.17 0.33 liquefaction 
7.5 152 83 5.6 0.16 0.17 0.33 liquefaction 
7.5 86 46 8 0.16 0.19 0.3 no 
7.5 95 50 14.55 0.16 0.18 0.3 no 
7.7 58 48 10 0.23 0.18 0.32 no 
7.7 73 54 16 0.23 0.2 0.32 no 
7.7 54 46 1.79 0.23 0.17 0.32 liquefaction 
7.7 64 52 4.1 0.23 0.19 0.32 liquefaction 
7.8 114 69 9.4 0.4 0.41 0.25 liquefaction 
7.8 148 85 5.7 0.4 0.42 0.25 liquefaction 
7.7 96 65 15.38 0.23 0.21 0.32 no 
7.5 87 52 1.6 0.16 0.16 0.33 liquefaction 

Four BRBPNN models are constructed for the problem. The M7 include all 
the parameters metioned above and only 109 records are used. The M6a include all the 
parameters metioned above but 50D and 243 records are used. The M6b include all 

the parameters metioned above but 0/στ ′ and 279 records are used. The M5 include  
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all the parameters metioned above except 0/στ ′ and 50D , and all the 413 records are 
used. Different types of networks are listed in Table 2 with its sumary of the square of 
the weight of the input layer, along with the correct ratio for training data and testing 
data. Figure 1- 4 showed the training and testing errors for the giving data for different 
neural network models. The errors out of 0.5 can be taken as wrong prediction. 
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Fig. 1. The errors of original data with network simulating data (109 samples) [15] 

Table 2. The summaration of the square of weight for the input layer and the correct ratio for 
trainging data and testing data 

Model M  0σ  0σ ′
 cq  

ga /  0/στ ′
 50D  

Correct Ratio 

  (kPa) (kPa) (MPa)   (mm) Train Test 
M7 1.12 0.15 0.44 2.25 0.01 0.02 0.09 93.2% 91.6% 
M6a 6.40 0.54 0.81 8.19 0.19 0.97  96.7% 87.1% 
M6b 0.33 2.44 2.42 3.32 0.11  0.12 94.4% 71.6% 
M5 0.40 0.013 0.014 0.29 0.0007   88.5% 90% 

From the square of the weight in the first layer, the importance order of these factors 
is cq , M , 0σ ′ , 0σ , ga / , 0/στ ′ and 50D . 
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Fig. 2. The errors of original data with network simulating data (243 samples) [5, 15] 
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Fig. 3. The errors of original data with network simulating data (279 samples) [4, 15] 

The model can predict the soil liquefaction with good satisfaction since it cover 
small samples in M7 (only 109 samples, correct ratio is 91.6% for testing data). When 
the records increase as for model M5 (413 samples included), the ratio dropped to 
89%. Maybe this ratio is the average value for all records for this neural network 
method. 
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Fig. 4. The errors of original data with network simulating data (413 samples) [4, 5, 15] 
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3   Conclusions and Suggestions 

413 soil liquefaction records with cone penetration testing values are collected in this 
paper. After presenting a Bayesian Regularization Back Propagation Neural Networks 
(BRBPNN) method to evaluate the soil liquefaction potential, the M7, M6a, M6b and 
M5 model are used according to the sample data. The M7 used 109 samples; the M6a 
used 243 samples; the M6b used 279 samples and the M5 used 413 samples. The M7 
model seems more efficient for the given data since it contains the least records than 
other models. The M5 contains the all the records discussed in this paper, and the 
correct ratio for the training and testing are 88.5% and 89% respectively. After check-
ing the square of the weight of the input layer for each network, the importance order 
of the input parameters should be cq , M , 0σ ′ , 0σ , ga / , 0/στ ′  and 50D . 

The training and testing of network seems less efficient when the records increase, 
which demonstrated again the complex nature of the soil liquefaction problem. Of 
course, the neural network is quite good than the traditional regression equations, 
which was proved in many literature. Further research of this problem should include 
more parameters to describe the nature of this phenomenon, and the regression should 
focus on data collected in certain region. 
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Abstract. This paper presents a novel lossy compression scheme for medical 
images by using an incremental self–organized map (ISOM). Three neural net-
works for lossy compression scheme are comparatively examined: Kohonen 
map, multi-layer perceptron (MLP) and ISOM. In the compression process of 
the proposed method, the image is first decomposed into blocks of 8×8 pixels. 
Two-dimensional discrete cosine transform (2D-DCT) coefficients are com-
puted for each block. The dimension of DCT coefficients vectors (codewords) 
is reduced by low-pass filtering. Huffman coding is applied to the indexes of 
codewords obtained by the ISOM. In the decompression process, inverse opera-
tions of each stage of the compression are performed in the opposite way. It is 
observed that the proposed method gives much better compression rates. 

1   Introduction 

Medical images like magnetic resonance (MR) and computer tomography (CT) ac-
quired from various modalities comprise huge amounts of data, rendering them im-
practicable for storage and transmission. Archiving this large amount of image data in 
the computer memory is very difficult without any compression. An important issue 
in lossy compression of medical images is the risk of destroying diagnostically rele-
vant information. Current lossy compression standards, such as JPEG [1] and MPEG, 
are designed for conventional still-image and video display.  

Transform-based techniques have been proposed for the efficient reduction of the 
high redundancy usually encountered in real life images [2]. Unsupervised neural 
networks can perform nonlinear principal component analysis as a transform-based 
method in image compression [3]. They outperform linear principal component analy-
sis, and are relatively easy to implement. 

Another common method to compress images is to code them through vector quan-
tization (VQ) techniques. Self-organized Kohonen maps have been used to achieve 
the VQ process of image compression [4]. They represent an efficient compression 
scheme based on the fact that consecutive blocks in an image are often similar, and 
thus coded by similar codewords with a VQ algorithm. Early studies of lossy com-
pressed medical images performed compression using variations on the standard  
discrete cosine transform coding algorithm combined with scalar quantization and 
lossless coding. More recent studies of efficient lossy image compression combined 
with scalar or vector quantization [5]. These algorithms provide several potential 
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advantages over traditional Fourier-type decompositions, including better concentra-
tion of energy, better decorrelation for a wider class of signals. The wavelet-based 
approach, however, has a filter whose length varies as a function of resolution. 

This paper presents a novel compression scheme which is a fusion of DCT [6] of 
the original image and vector quantization by the ISOM. 

2   Method 

In the study, the medical image is splitted into square blocks of 8×8 pixels. 2D-DCT 
coefficients are computed for each block. By using the DCT, energy of the image in 
the square block is compressed into the low frequency band. 2D-DCT coefficients of 
an 8×8 image block are shown in Fig. 1. Coefficients in dark-colored regions repre-
sent the details of the image in the block. In the compression algorithm, some of these 
coefficients are ignored while the others are stored into the memory. In the proposed 
method, four coefficients (C11, C12, C21 and C22) which are shown inside a bold-
bordered square are used to form the codewords. The reconstructed image quality 
depends on the amount of ignored coefficients. The more coefficients we use in the 
compression, the better image we can obtain in the reconstruction process. 

 C11  C12

 C21  C22

 C88

...

...

...
.      .   .         .
.      .   .         .
.    .   .         .

C18

 

Fig. 1. 2D-DCT coefficients of an image block of 8×8 pixels 

The lossy compression scheme is described in Fig. 2(a). After splitting the image 
into square blocks, 2D-DCT coefficients are computed. Then, a low-pass filter is used 
to eliminate high frequencies not visible to human eyes. By removing a part of the 
high frequencies, a reduction in the peak-signal-to-noise-ratio is achieved, even 
though the image visual quality remains more or less unchanged. In other words, 
before the compression, image quality will be degraded by the filtering. The output of 
the low pass filter is applied to a neural network for the vector quantization process. 
At this stage, a single index for each image block is generated by the proposed neural 
network. At the last stage, Huffman Coding is applied to the indexes of codewords.  

The decompression scheme is illustrated in Fig. 2(b). At first, the indexes of the 
codewords are obtained by the inverse Huffman coding. Then, the corresponding 
codewords for these indexes are generated from the look-up table. The square image 
blocks are reconstructed by applying inverse 2D-DCT to the codewords. At the last 
stage, the original image is reconstructed from these blocks. 
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Fig. 2. (a) Compression scheme, (b) decompression scheme 

3   Artificial Neural Networks 

Neural networks are frequently used in biomedical signal processing. One of the ap-
plication areas of neural networks is data compression [7, 8]. 

In this study, three neural networks are comparatively examined for the compres-
sion of medical images: Kohonen map [9], MLP, and ISOM. Kohonen map and 
ISOM are used in the method explained by Fig. 2. But, the method in which MLP is 
used is different from the proposed one. Pixel intensities in region of interest are di-
rectly presented to MLP without any transformation. MLP is designed with three 
layers. The first and the second layers are used in the compression scheme while the 
third layer is used in the decompression. Fig. 3 shows the structure of the network. 
Pixel intensities in 5×5 image blocks are directly fed into the MLP (no preprocessing 
is performed on pixel intensities). 

3.1   Incremental Self-Organized Map  

ISOM is a two-layer network as shown in Fig. 4. In the figure, k represents the dimen-
sion of the DCT coefficients vectors reduced by the low-pass filter. The DCT coeffi-
cients vectors with reduced dimension are called as codewords. Codewords are pre-
sented to the input of the ISOM. The nodes in the first layer are automatically deter-
mined during the training. After the training is completed, the nodes represent code-
words distributed homogeneously in the feature space. The winner-takes-all guaran-
tees that there will be only one node activated. Index layer represents the index values 
of the codewords. 

3.2   Training of the ISOM 

ISOM is a neural network that does not update weights. It may also be called as an 
adaptive vector quantizer. ISOM has incremental structure for unsupervised learning. 
The nodes in the first layer represent the codewords formed by 2D-DCT transform. 
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Fig. 3. Structure of the MLP used in compression and decompression schemes 

Index layer 

First layer 

……..

……..

growing direction
W I N N E R - T A K E S - A L L

C1     C2                                          Ck  

Fig. 4. Structure of ISOM 

At the beginning, the codeword of the first image block is automatically selected as 
the first node of the ISOM. Then, the second block is extracted from the image. After 
the DCT coefficients of this block are computed, a low-pass filter is used to eliminate 
some amount of high frequency content. Thus, the dimension of the vectors is reduced 
to increase the compression rate. The distance between the codeword and the first 
node in the first layer of the ISOM is computed. If the distance exceeds a pre-
determined threshold value, the codeword is assigned as a new node of the ISOM and 
a new index is assigned for this codeword. Otherwise, the third image block is ex-
tracted and search is continued until all blocks in the image are exhausted. 

The training process of the ISOM can be summarized as follows: 

Step 1: Extract a square block from the image in an order.  
Step 2: Compute the DCT coefficients of the image in the block to form a  

codeword. Use the low pass filter to reduce the dimension of the DCT  
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coefficients vectors. Present the reduced dimensional vector (the codeword) 
to the ISOM. 

Step 3: Compute the distances between the codeword and the node(s) in the first 
layer of the ISOM, and find the minimum distance. 

Step 4: If the minimum distance exceeds the threshold, include the codeword into the 
ISOM as a new node, increment the index counter by one, and assign the 
value in the counter as the ‘index’ of the codeword. Send this index to Huff-
man coding process. Otherwise, send the index of the node which is the near-
est to the codeword, to Huffman coding process.  

Step 5: Go to step 1 until all blocks in the image are exhausted. 

4   Computer Simulations 

In this study, MLP, Kohonen map, ISOM and JPEG standard are comparatively ex-
amined for medical image compression. MR, CT and ultrasound images are com-
pressed by these four methods. The original medical images are shown in Fig. 5. The 
size of MR and CT head images is 256×256, and the size of the ultrasound image is 
400×288. All simulations are performed by using MATLAB toolbox.  

There are three control parameters in the compression processes realized by the 
Kohonen map and ISOM: (i) Size of the square blocks, (ii) dimension of the DCT 
coefficients vectors (codewords) determined by the low-pass filtering process, and 
(iii) the number of nodes in the neural network. 

The size of the square blocks affects the compression rate. If the size is high, com-
pression rate increases, however, block effects and edge distortions are observed in 
the reconstructed image. In the study, the size of the square block for each network is 
different from each other. Low-pass filter sets high-order 2D-DCT coefficients to zero 
value. By ignoring zero-valued coefficients, the dimension of the codeword is de-
creased, and the ignored coefficients are not presented to the neural networks. How-
ever, high-order DCT coefficients represent the details in the image. Thus, the amount 
of ignored coefficients will affect the quality of the reconstructed image. 

Table 1 shows mean square error (MSE), compression rate (CR) and number of 
nodes for the compression methods by artificial neural networks and JPEG. CR for 
MLP is determined as follows: 
 

CR = number of nodes in input layer / number of nodes in the second layer             (1)  
 

In the Kohonen map and ISOM, the size of the compressed image (SOCI) and the 
CR are calculated as follows: 
 

SOCI = Size of look-up table + Size of indexes compressed by Huffman coding 
CR = Image size / SOCI                          (2) 

where, look-up table contains codewords which are assigned as the nodes of the net-
works. CR value depends on some parameters: (i) (the size of the square block) / (the 
size of the codeword), (ii) (the size of look-up table) × 8 (bayts), and (iii) performance 
of the Huffman coding. 

The best results obtained in 50 independent runs for each image are given in the 
table. The best and the average MSE values of ISOM and Kohonen map are similar 
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for 50 independent runs. However, the average MSE value of MLP is higher than the 
best (lowest) MSE value for 50 independent runs. This is because of the fact that 
MLP is easily caught by local optimum solutions.  

Because the size of the square block for MLP is determined as 5×5 after several tri-
als, training sets of MLP for MR, CT and ultrasound images consist of 2621, 2621 
and 4608 square blocks, respectively. The size of the square block for Kohonen map 
is selected as 8×8 after several trials. Thus, the training sets of the Kohonen map for 
MR, CT and ultrasound images consist of 1024, 1024 and 1800 square blocks, respec-
tively. Dimension of the codewords is selected as 4×4.  

 
 
 
 
 
 
 
 

 

      (a)              (b)   (c) 

Fig. 5. (a) MR head image, (b) CT head image, (c) Ultrasound image of kidney cyst 

Table 1. Performance results obtained by artificial neural networks and JPEG 

Method Images MSE Number of nodes CR 

MR 82.481 25−15−10−25 2.5 
CT 43.561 25−20−10−25 2.5 

 
by MLP 

US 98.274 25−10−10−25 2.5 
MR 51.371 263 35.386 
CT 19.843 160 63.015 

 
by ISOM 

US 133.019 304 38.193 
MR 52.068 26.131 
CT 19.958 29.735 

 
by JPEG 

US 138.221 

 

37.586 
MR 158.873 22 × 22 7.670 
CT 64.532 22 × 22 7.672 

by  
Kohonen 
map US 71.665 25 × 25 9.020 

       MSE: Mean square error;   CR: Compression rate 

Fig. 6 shows the three reconstructed images obtained by the ISOM. As the size of 
the square blocks for ISOM is selected as 8×8 after several trials, training sets of 
ISOM for MR, CT and ultrasound images consist of 1024, 1024 and 1800 square 
blocks, respectively. Dimension of the codewords is selected as 2×2. The threshold 
value is selected as 3000 for each medical image. 

Fig. 7 shows the reconstructed images obtained by the JPEG standard. 
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             (a)                   (b)                   (c) 

Fig. 6. Reconstructed images by the ISOM 

    
                (a)                 (b)                   (c) 

Fig. 7. Reconstructed images by the JPEG 

5   Conclusions 

In Table 1, the parameters of the methods are adjusted so that the MSE values of 
JPEG standard and ISOM are the same. CRs of the two methods are comparatively 
examined for approximately the same MSE values.  

The CR obtained by using MLP is 2.5. The different structures of the MLP which 
gave the results in Table 1 are determined after several trials. Each training process 
for a different trial took approximately half an hour. It is observed that if the CR is 
increased, the quality of the reconstructed image highly decreases. The CR is con-
trolled by two parameters: (i) Block size, (ii) the number of nodes in the second layer. 
If the size of the square blocks is increased, block effect and edge distortion are ob-
served in the reconstructed image. The number of nodes in the second layer is deter-
mined after 50 different trials. A satisfactory solution could not be found for less than 
10 nodes (M=10 in Fig. 3) in the second layer. The number of nodes affects the com-
pression rate and the quality of reconstructed image. If the number of nodes is high, 
compression rate will decrease and the reconstructed image quality will increase.  

In the Kohonen map, the number of nodes has to be determined before the  
compression process. If the number of nodes becomes extremely high, the CR will 
decrease, but the quality of the reconstructed image will increase. Before the com-
pression process is started, training of the Kohonen map is realized. For this reason, 
the compression process consumes extra time to learn the map.  
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In ISOM, the number of nodes is determined automatically during the compression 
by using a threshold. Thus, no extra time is consumed for the training process. The 
threshold value is selected as 3000 for the three medical images. The quality of the 
reconstructed image is determined by the threshold. A low threshold value leads to an 
excessive number of nodes in the first layer, and a good representation of the image. 
On the contrary, a high value may lead to a poor representation of the image. 

In the study, noise is removed from the images by selecting low-order DCT coeffi-
cients. Thus, noise does not affect ISOM. MR and CT images are generally noise-free 
images. However, ultrasound images have textural content which can be characterized 
by white noise. Hence, as presented in Table 1, the highest MSE value is obtained for 
the ultrasound image by the ISOM network. 

It is observed that the proposed method gives higher CRs with low MSE. The qual-
ity of the reconstructed images by the ISOM is higher than the quality of the images 
reconstructed by the other methods. 
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Abstract. To represent the intrinsic regularity of data, one way is to
compute the “middle” curves or principal curves (PCs) across the data.
However, there are difficulties for current PCs algorithms to discover
some known positions that are out of the sampled range of data (Hence-
forth, out-of-the-samples). Based on principal curves with length con-
straint proposed by kégl (KPCs), we propose constraint K-segment prin-
cipal curves (CKPCs) with two refinements. First, out-of-the-samples
are introduced as endpoints to improve the performance of the KPCs
algorithm. Second, a constraint term is proposed for removing some un-
expected vertices and enhancing the stability of the KPCs algorithm.
Experiments in three set of practical traffic stream data show that both
the stability and the shape of the proposed CKPCs algorithm are better
than those of the KPCs algorithm.

1 Introduction

Principal Curves (PCs), presented by Hastie and Stuetzle in 1988 [1], denote
a smooth one-dimensional curve or high dimensional surface passing through
the ’middle’ of the data. Under the consideration of highly computational com-
plexity and two biases (model bias and estimation bias), many refinements are
proposed [2]. In 1999, Kégl proposed a new principal curves with length con-
straint (henceforth KPCs) and also proved an approximated convergence rate
based on the expected squared distance with statistical learning theory [3]. While
the KPCs algorithm makes a remarkable improvement both in theorem and al-
gorithm [3], several problems still remain. First, the first principal component
is assumed to be an initial segment in the KPCs algorithm. For complex data,
the assumption may result in that the KPCs algorithm fails to converge to a
real principal curve. Second, some vertices may go outside the domain of data
because the optimization of each vertex is only local minimum. Third, many
heuristical parameters need to be adjusted based on human experiences.
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In this paper, two refinements of the KPCs algorithm are proposed to address
the first two problems in Section 2. First, we study the influence of the out-of-the-
samples to the modeling of principal curves and combine the out-of-the-samples
to the KPCs algorithms. Second, a new constraint term is proposed to remove
abnormal vertices which may result in the instability of the KPCs algorithm. In
Section 3, experiments in three set of practical traffic data show the promising
of the proposed CKPCs algorithm. Finally, conclusions are drawn in Section 4.

2 The Constraint K-Segment Principal Curves Algorithm

The principal curves satisfy the self-consistent property which means that each
point on the curve is the conditional mean of the points projecting there [1]. The
basic formula is:

f(λ) = E(X |λf (X) = λ) ∀λ ∈ IR1. (1)

Where λ denotes the projection index, f(λ) denotes the corresponding projection
coordinates of data X , and E(·) denotes expectation value.

When modeling principal curves, most PCs algorithms assume that data be-
long to a bounded subset of IRd, say A. If we define IRd is a complete set, then
Ā = IRd −A is a null set from which data cannot be sampled. By definition [1],
all the principal curves should lie on the range of subset A. However, null set
has a potential influence to the model of principal curves. If data in the null set
is employed, it is obvious that:

PCsA(A) �= PCsA∪Ā(A). (2)

where the subscripts (A and A ∪ Ā) denote the subsets used for modeling the
PCs, and the letter in the bracket denotes the PCs modelled in the subset A.

In the proposed CKPCs algorithm, the out-of-the-samples in the set Ā are
assumed to be the start point and/or end point of the principal curves. The
assumption bring several advantages into the CKPCs algorithm. First, the re-
finement can assure that the KPC algorithm obtain a global shape even if data
are locally sampled. Second, the curve with the vertices will be different from that
one without the vertices. Finally, the influence of some heuristical parameters in
the KPCs algorithm may be weakened. It is noticeable that the two vertices will
be invariable and independent on the optimization step of the CKPCs algorithm.

Due to the fact that the optimization of vertices is local, furthermore, some
vertices may be shifted over the domain of the data even if the optimization
steps are iteratively repeated many times in the KPCs algorithm. When vertices
are outside the domain, few samples are projected onto the vertices and onto
its neighboring segments. It will result in that principal curve cannot go across
the “middle” of data and the stability of the KPCs algorithm will suffer. To
address the problem, a constraint term is added for verifying and removing the
abnormal vertices after the optimizing step. The criterion of removing vertices
is formulated as follows:

R(vi) =
{

1, if (lsi−1 or lsi) > r and Nvi

n < 0.01
0, otherwise

(3)
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where

lsi−1 = ‖vi − vi−1‖ 2 ≤ i ≤ K + 1. (4)
lsi = ‖vi+1 − vi‖ 1 ≤ i ≤ K. (5)

and

Nvi =

⎧⎨⎩nsi−1 + nvi + nsi , if 2 ≤ i ≤ K
nsi + nvi , if i = 1
nvi + nsi−1 , if i = K + 1

(6)

Where lsi denotes the length of the ith line segment, and Nvi+1 sums up the
number of samples projected into vertex vi and its neighboring segments (si−1
and/or si). If R(vi) = 1, then the vertex vi should be removed according to
equation (3). Otherwise, it will be preserved. Here the squared Euclidean dis-
tance from a vertex to the domain of data is regarded as a criterion of vertex
removal. Once the vertex vi has been removed, a series of procedures, such as the
reassignment of samples which projected into the vertex vi and its neighboring
segments, the re-computation of the average squared distance and so on, will be
carried out.

For better understanding the two refinements, a pseudo-code of the CKPCs
algorithm is listed as follows:

– (Step 1: Initialization): Different from the KPCs algorithm which assumes
that the first principal component be an initial segment, two “out-of-the-
samples” are regarded as initial vertices of the CKPCs based on the proper-
ties of specific dataset. Let the number of segment be K = 1.

– (Step 2: Projection): All of the data are projected into vertices and segments
of the K-segment principal curve, and corresponding projection index λf (x)
and projection position f

(m)
K (xλf

) of each sample x in the m-th iteration are
computed based on Euclidean distance.

– (Step 3: Vertex Optimization): After the projection coordinates of data are
assigned, vertices of the CKPCs are optimized through minimizing a penal-
ized distance function. The function Gn(f (m)

K ) includes ∆n(f (m)
K )(the aver-

age squared distance of points in data X from the curve f
(m)
K ), and P (f (m)

K )
(the curvature penalty imposed at vertex vi, i = 1, · · · , K +1). Actually, the
golden section search in one dimension is applied for optimizing the vertices
of the KPCs algorithm as well as the proposed CKPCs algorithm.

– (Step 4: Termination of the inner loop): If

|1− Gn(f (m)
k )

Gn(f (m−1)
k )

| ≤ δ. (7)

is satisfied (where δ is equal to 1e− 3 without loss of generality), the inner
loop of the algorithm terminates, go to step 5. Otherwise, m = m+1, return
to step 2.
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– (Step 5: Length Constraint): If inner loop with K segments is terminated,
a heuristical formulation in equation (8) is applied to verify whether the
CKPCs algorithm should be stopped [3].

c(n, ∆n(fK)) = βn1/3 r√
∆n(fK)

. (8)

where β is an experimental parameter which can be set to be a constant
value 0.3, and r is the radius of data. If K exceeds the result of equation (8),
then the CKPCs algorithm stops. Otherwise, go to step 6.

– (Step 6: Adding vertices): If length constraint of outer loop of the CKPCs
algorithm is not exceeded, the number of vertices of principal curves can be
added by one each time by partitioning a segment which has the longest
length into two line segments.

– (Step 7: Removing Vertices) Detect whether the vertices of the CKPCs need
to be removed or not based on equation (3). Let K = K + 1, go to step 2
until variable K exceeds the value of equation (8).

3 Experiments

In the section, experiments on three set of traffic stream data are performed for
traffic flow modeling, a special example of regression analysis, of which a critical
problem is to model the relative relationship among the basic parameters of traf-
fic stream [4]. In the field of intelligent transportation system, the density-speed
model is the basic model and the fundamental diagram of traffic flow theory.
The occupancy (or density)-flow model, is very important to ramp metering.
And the flow-speed model is often used to judge the level of service (LOS) of
freeways. Furthermore, the traffic model must go through some key points with
apparent physical meanings, which include the following situations:

1. Vehicles stop within the detection zone, which means flow= 0 vehicles per
hours (Veh/h), speed= 0 kilometer per hours (Km/h), occupancy= 100%.
The condition rarely happens in detection.

2. When there are so few vehicles, the drivers can choose the speed freely. In
the ultimate, it means occupancy=0, flow= 0 and speed=maxSpeed (Note:
maxSpeed is the possible maximal speed, which can not be detected in the
reality and is always predefined by experts. We often set it as the detected
maximal speed adding a small constant, for example, 120Km/h).

The above-mentioned two points can be regarded as the out-of-the-samples. So,
to achieve good interpretation and understandability, an improved PCs algo-
rithm which passes the out-of-the-samples is needed in traffic stream modeling.

To test the effectiveness of the CKPCS algorithm for modeling traffic stream,
three set of traffic data were collected in third ring road in Beijing, where a total
of 72 RTMS (remote traffic microwave sensor) were set up. The data collection
time was from April 1rd, 2005 to April 5th, 2005 [4]. By introducing the out-of-
the-samples just discussed as constraint terms, the experimental results of the
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(a) Flow Vs Speed-1 (b) Occupancy Vs Speed-1 (c) Occupancy Vs Flow-1

(d) Flow Vs Speed-2 (e) Occupancy Vs Speed-2 (f) Occupancy Vs Flow-2

Fig. 1. The illustration of Modeling traffic stream data 1 and 2 with the CKPCs and
KPCs algorithms

(a) Flow Vs Speed-3 (b) Occupancy Vs Speed-3 (c) Occupancy Vs Flow-3

Fig. 2. Modeling traffic stream data 3 with the CKPCs and KPCs algorithms

three lanes based on the KPCs algorithm and the CKPCs algorithm are shown
in Fig. 1 to Fig. 2, where 1, 2, and 3 denote the 1th lane, the 2th lane, and the
3th lane, respectively.

Compared with the KPCs (dash-line), it is clear that the proposed CKPCs
algorithm (real line) has several advantages for modelling traffic stream data as
follows:

– The shapes of constraint K-segment principal curve is more stable and suit-
able to represent the regularity of traffic stream than those of K-segment
principal curve. For example, in Fig. 1(b), it is obvious that occupancy can-
not be negative value. However, the curve of the KPCs algorithm has gone
outside the positive real number which is insensible to traffic stream model.

– The proposed CKPCs algorithm can automatically removed some vertices.
For example, in Fig. 2(b), the KPCs algorithm gives us a very abnormal
curve due to the failure of the optimization step, while the curves obtained
by the corresponding CKPCs algorithm is more easier to be explained.
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– The KPCs algorithm is more sensitive to abnormal data. For example, in
Fig. 1(e), there are some abnormal samples (Occupancy= 40%, Speed= 250
Km/h) because of incorrect sampling from sensors. The KPCs algorithm
tries to reflect the properties of abnormal samples because it cannot dis-
tinguish the normal and abnormal data, whereas the CKPCs algorithm is
not influenced by the abnormal samples because of the introduction of two
constraint terms.

4 Conclusion

In this paper, we propose the CKPCs algorithm for automatical removing un-
expected vertices in which vertex optimization of the KPCs algorithm fails, and
introduce some out-of-the-samples for improving the performance of the KPCs
algorithm. Experiments on three set of practical traffic stream data show that
compared with the KPCs algorithm, the proposed CKPCs algorithm has better
interpretation and stability in the modeling of traffic stream data.
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Abstract. The adaptive control method based on orthogonal function neural 
network is proposed for a class of chaotic nonlinear systems. The adaptive con-
troller is constructed by using a single hidden layer Chebyshev orthogonal func-
tion neural network which has advantages such as simple calculation and fast 
convergence. The adaptive learning law of orthogonal neural network is derived 
to guarantee that the adaptive weight errors and the tracking error are bounded 
from Lyapunov stability theory. The uncertain nonlinear system with the exter-
nal disturbances can track the desired reference trajectory with bounded errors 
by means of the adaptive feedback controller. Based on the orthogonal function 
neural network, the control of chaotic systems with uncertainties is studied. The 
results show that the approach proposed in this paper can overcome effectively 
the external disturbances. 

1   Introduction 

Different methods were used in the control of chaotic systems such as radical basis 
function neural network, recurrent neural network and wavelet neural network in the 
literatures [1-4], which have possessed the abilities to approximate nonlinear systems. 
However, the specified solution based on the training of these networks is satisfied to 
the given signal while the specified solution is unsatisfied to the new input signal. In 
recent years, the control methods for chaotic system have been discussed in many 
learning methods. Linear feedback control is applied to achieve synchronization of 
two different chaotic systems by using Lyapunov stability theory [5]. A novel approach 
to controlling chaos in discrete-time nonlinear autonomous systems is proposed in the 
paper [6]. A desired unstable periodic orbit is stabilized by small control based on the 
predicting trajectory of the system. Also, in this research area, there are many at-
tempts to create the control methods and the synchronization of chaotic systems by 
using fuzzy methods [7].  

In the paper, Chebyshev orthogonal polynomial functions are selected as the basic 
functions of the orthogonal function neural network. The orthogonal function neural 
network is trained to learn the uncertain information of the systems. When the or-
thogonal function neural network can be satisfied to estimate the uncertain information 
of the systems, the orthogonal function neural network is switched to control the cha-
otic systems. The remainder of this paper is organized as follows. In section 2, the 
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control problem is proposed. The controller of Chebyshev orthogonal neural network is 
designed in Section 3. To illustrate the control performance of the proposed method, 
the numerical example is studied in Section 4. Conclusions are made in Section 5. 

2   The Description of the Problem  

The nonlinear system is shown as the following form. 

uxFx += )( . (1) 

where the input vector satisfies nRx ∈ and )(xF satisfies T
n xfxfxfxF ))(),....,(,)(()( 21= , in 

which ),...,2,1)(( nixfi =  is a nonlinear function sequence; u  is the input vector, satisfy-

ing nRu ∈ . 
In the actual system, the nonlinear system is disturbed by the external distur-

bances, and then Equation (1) can be written as the following equation. 

uxFxFx +∆+= )()( . (2) 

where )(xF∆  represents the external disturbances. 

The reference system is defined as Equation (3) 

)( rr xgx = . (3) 

where 
rx  is a state vector, satisfying n

r Rx ∈ ; )(⋅g  is a vector with many slippery 

nonlinear functions, which has the same as the structure of )(⋅F  or the different from 

the structure of )(⋅F . 

Let
rxxe −= , we have the following equation. 

0)(lim =
∞→

te
t

. (4) 

The system (2) can track the reference trajectory of the system (3) under the con-
dition (4). 

Matrix A is selected as a matrix with negative real part of the eigenvalues. The er-
ror equation is shown as the following equation. 

)()()()( rrrr xguxFxFAxAxxxAxxe −+∆++−+−=−= . (5) 

Equation (5) is also described as the following form. 

)()()( rr xguxFxFAxAxAee −+∆++−+= . (6) 

Let )(xG  as the following equation. 

)()()()( rr xgxFxFAxAxxG −∆++−= . (7) 

Equation (6) is also shown as the following equation. 

uxGAee ++= )( . (8) 
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The estimated value )(ˆ xG  is used to substitute the function )(ˆ xG  when the function 

)(xG  is unknown.  

3   The Controller of Orthogonal Function Neural Network 

In the paper, Chebyshev orthogonal polynomial functions are selected as the basic 
functions of orthogonal function neural network. 

The global output of the orthogonal function neural network is defined as the fol-
lowing form. 

=
Φ=

N

i
iiWy

1

. (9) 

where ∏
=

=×⋅⋅⋅××=Φ
n

j
jjinniiii xPxPxPxP

1
2211 )()()()( , )( jji xP  is a Chebyshev poly-

nomial function, satisfying the following forms. 

1)(1 =jj xP ,
jjj xxP =)(2
, )()(2)( )2()1( jijjijjjji xPxPxxP −− −= , Nj ,...,2,1= , 3≥i . (10) 

Based on (8), )(xG  is shown as the following equation. 

)()()( * xxWxG
T η+Φ= . (11) 

where )(xη  is a vector with the smaller norm. Equation (11) is substituted into (8). 

)()()(* tuxxWAee
T ++Φ+= η  (12) 

Theorem. Exist a positive definite and symmetric matrix P , which satisfies 
PexW T)(Φ= , and is the solution of the following Ricattic equation. 

0)
21

(
2

=+−++ QPPPAPA TT

γρ
. (13) 

where Q  is a positive definite and symmetric matrix. he controller is designed as the 

following form. 

21 uuu += . (14) 

where 
1u  satisfies )(1 xWu T Φ−=  and 2u  satisfies Peu

γ
1

2 −= . 

The state of the equation (8) convergences zero, namely 
rxx → , the system (2) 

can track the reference trajectory of the system (3). 

Proof. Let WWW −= *~
, where *W  is an optimization weighted matrix, and W  is a 

weighted matrix, W
~  is an estimated error matrix. The Lyapunov function is shown as 

the following form. 
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( )WWtrPeeV TT ~~
2

1

2

1 += . (15) 

Differentiating (15) with respect to the time is shown as the following steps. 

)
~~

(
~

)(

)(
2

2

1
)

~~
(

2

1
)(

2

1

WWtrPeWx

PexePPPAPAeWWtrePePeeV

TT

TTTTTTT

+Φ+

+−+=++= η
γ . (16) 

Because of )
~

)((
~

)( WxPetrPeWx TT Φ=Φ , WW −=~ , Equation (13) is substituted into 

Equation (16) as the following form. 

−−−= PexPPeeQeeV TTT )(2
1

2

1

2

1
2

η
ρ

. (17) 

Equation (17) is arranged as the following form. 

)()(
2

1
)(

1
)(

1

2

1

2

1 2 xxxPexPeQeeV T

T

T ηηρρη
ρ

ρη
ρ

+−−−−=  . (18) 

Based on the above the equation, we can acquire the following result. 

)()(
2

1
)(

2

1
)()(

2

1

2

1 22

min
2 xxeQxxQeeV TTT ηηρληηρ +−≤+−≤  . (19) 

where )(min Qλ  is the minimum eigenvalue of the matrix Q . The error e  satisfies the 

following condition. 
Equation (19) represents 0≤V , and demonstrates the error is bounded. A definite 

integral is used to V  from the time 0 to time T.  

+−≤−
T T T dtxxdteQVTV
0 0

22

min )()(
2

1
)(

2

1
)0()( ηηρλ  . (20) 

Because of 0)( ≥TV , the result is derived from the following form. 

∞<+≤
T T T dtxx

QQ

V
dte

0 0
min

2

min

2
)()(

)()(

)0(2 ηη
λ

ρ
λ

 . (21) 

According to Equation (21), 
2Le ∈ . Because of Equation (13), e  is bounded, 

namely ∞∈ Le , and we have 0lim =
∞→

e
t

. 

4   Simulation 

In the actual system, the Lorenz chaos system is disturbed by the external distur-
bances, and then the system is represented as the following equation. 
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+−=
+−−+=

−+=

zbbxyz

yccxzxddy

xyaax

)(

)()(

))((

δ
δδ

δ
 . (22) 

There is a chaotic attractive factor with 10=a , 67.2=b , 1=c , 28=d . aδ , bδ , cδ , 
dδ are the parameter disturbances, 2.0=aδ , tb sin1.0=δ , tc cos2.0=δ , 

ttd cossin1.0 ×=δ . The other parameters are shown as )1,1,1( −−−= diagA , 

)2,2,2(diagQ = , 05.0=γ , 03.0=ρ . The number of the orthogonal functions se-

quence is 8. The controller is switched into the system at st 600= . Chebyshev or-
thogonal neural network are adjusted to accomplish the synchronization between the 
Lorenz chaotic system and the Lorenz chaotic system with the external disturbances. 

 
 

Fig. 1. The responding diagram of 1e  

 

Fig. 2. The responding diagram of 2e  

 

Fig. 3. The responding diagram of 3e  

3e  

2e  

1e  
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The error response diagrams are shown as Figure 1 to Figure 3. Based on these  
response diagrams, the synchronization of the two systems is carried out by the  
proposed method. 

5   Conclusion 

Chebyshev orthogonal function neural network is trained to learn the uncertain infor-
mation of the system. When Chebyshev orthogonal function neural network can be 
satisfied to estimate the uncertain information of the system, the orthogonal function 
neural network is switched to control the chaotic system. The parameters of orthogo-
nal neural network are adjusted to accomplish the control of chaotic system on the 
basis of Lyapunov stability theorem. With the demonstration of the simulating result, 
the proposed method can guarantee the synchronization of the chaotic systems with 
the external disturbances.  
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Abstract. In this paper, the conditions ensuring existence, uniqueness, and 
global exponential stability of the equilibrium point of interval neural networks 
with variable delays are studied. Applying idea of vector Liapunov function, the 
sufficient conditions for global exponential stability of interval neural networks 
are obtained. 

1   Introduction 

In application of neural networks such as associative memories, optimization solution 
and signal processing, the stability of networks is prerequisite [1]. In hardware im-
plementation of neural networks, time delays often occur due to finite switching 
speeds of the amplifiers and communication time. Therefore, the study of stability of 
neural networks with delay is practically required. The conditions ensuring the as-
ymptotic stability of neural networks are given in [2-8]. However, in neural networks, 
some parameters such as the neurons fire rate, the synaptic interconnection weight 
and signal transmission delay, etc., are usually acquired and processed by means of 
statistical estimation. The estimating errors therefore exist. On the other hand, pa-
rameter fluctuation in neural networks implementation in large-scale integration chips 
is also unavoidable. In order to consider the effect of parameters fluctuation, the sta-
bility of interval neural networks is studied in [9].  

In this paper, we study the global exponential stability of neural networks with 
variable delays described by the delayed differential equations as follows 

)))]((())(([)(
d

)(d

1

ttugbtufatud
t

tu
ijjjijjj

n

j
ijii

i τ−++−=
=

iJ+ , ni ,,2,1= ,       (1) 

where iu  is the state of neuron i, ni ,,2,1= , and n is the number of neurons; 

nnijaA ×= )( , nnijbB ×= )(  are connection matrices, ,,,( 21 JJJ = Τ)nJ  is the constant 

input. ,),(),(()( 2211 ufufuf = Τ))( nn uf  and ,),(),(()( 2211 ugugug = Τ))( nn ug are 

the activation functions of the neurons, 0),,,diag( 21 >= ndddD . The variable de-

lays )(tijτ  ( nji ,,2,1, = ) are bounded functions, i.e. ττ ≤≤ )(0 tij , 0≥τ  is a con-

stant. The initial conditions of Eq. (1) is of the form )()( ssu ii φ= , 0≤≤− sτ , where 

iφ  is bounded and continuous on ]0,[ τ− , i=1,2,…, n. 
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Assume the activation functions of the neurons satisfying: 

Assumption 1. For each },,2,1{ nj ∈ , RR: →jf and RR: →jg , and there exist 

the real numbers 0>jL , 0>jM , such that 

0
)()(

21

21 ≥
−
−

zz

zfzf jj , 
21

21

0||

)()(
sup

21
zz

zfzf
L jj

zz
j −

−
=

≠−

, and |
)()(

|
21

21

0||

sup
21

zz

zgzg
M jj

zz
j −

−
=

≠−

. 

Let 0),,,diag( 21 >= nLLLL , 0),,,diag( 21 >= nMMMM . 

Define set of matrices as follows:   

},...,1,.,e.i,:)diag({ nidddDDDdDD iiinniI =≤≤≤≤== × , 

},...,1,,.,e.i,:)({ njiaaaAAAaAA ijijijnnijI =≤≤≤≤== × , 

},...,1,,.,e.i,:)({ njibbbBBBbBB ijijijnnijI =≤≤≤≤== × . 

Definition 1. The interval neural networks system (1) is globally exponentially stable 
if for each IDD ∈ , IAA∈ , IBB ∈ , and J, systems (1) have an equilibrium point 

*u , and there exist constants 0>λ  and 0>η  such that 

||*)(|| utu − tu λφη −−≤ e||*||  

for all 0≥t , where |)(|supmax||*|| *
]0,[1 iisni usu −=− −∈≤≤ φφ τ . 

Our objective in this paper is to study the existence, uniqueness and global expo-
nential stability of the equilibrium point of interval neural networks with variable 
delays. From idea of vector Liapunov function, differential inequalities involving 
variable delays are constructed. From qualitative property of the differential inequali-
ties, the sufficient conditions for global exponential stability of interval neural net-
works with variable delays are obtained.  

For convenience, we introduce some notations: for matrix nnijaA ×= )( , || A  denotes 

absolute-value matrix given by nnijaA ×= |)(||| ; for nx R∈ , Τ= |)||,...,(||| 1 nxxx , |||| x  

denotes a vector norm defined by |}{|max|||| 1 ini xx ≤≤= .  

2   Existence and Uniqueness of the Equilibrium Point 

In the section we will study the existence and uniqueness of the equilibrium point of 
neural networks (1).  

Lemma 1 [10]. Let )( ijaA =  be an nn ×  matrix with non-positive off-diagonal ele-

ments. Then the following statements are equivalent: 

(i) A  is an M-matrix ; 
(ii) The real parts of all eigenvalues of A  are positive; 
(iii) There exists a vector 0>η  such that 0>ηA ; 
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(iv) There exists a vector 0>ξ  such that 0>Τ Aξ ; 

(v) There exists a positive definite nn×  diagonal matrix D  such that matrix 
Τ+ DAAD  is positive definite. 

Define a nonlinear map associated with (1) as follows: 

JuBguAfDuuH +++−= )()()( .                                (2) 

It is known that the solutions of 0)( =uH  are equilibriums of (1). If map )(uH  is 

a homeomorphism on nR , then there exists a unique point u* such that 0*)( =uH , 

i.e., systems (1) have a unique equilibrium *u . 

Lemma 2 [2,5]. If 0)( CuH ∈  satisfies (i) )(uH  is injective on nR ; (ii) ∞→||)(|| uH  

as ∞→|||| u ; then )(uH  is a homeomorphism of nR . 

From Lemma 2, we can obtain the condition of existence and uniqueness of the 
equilibrium point of interval neural networks (1).  

Theorem 1. If Assumption 1 is satisfied, and )**(* MBLAD +−=α  is an M-matrix, 

then, for each IDD ∈ , IAA∈ , IBB ∈ , and for every input J , system (1) has a unique 

equilibrium *u , where ),...,diag(* 1 nddD = , nnijaA ×= )(* *  , with },0max{*
iiii aa = , 

)(|}|,|max{|* jiaaa ijijij ≠= ; nnijbB ×= )(* *  with |}|,|max{|*
ijijij bbb = . 

Proof. For any IDD ∈ , IAA∈ , IBB ∈ , let )||( MBLAD +−= +β , where 

nnijaA ×
++ = )( , },0max{ ijij aa =+ . Due to α  being an M-matrix, from Lemma 1 we 

know that, there exist 0>iξ ),...,2,1( ni =  such that 

0)||(
1

<++−
=

+
j

n

j
jijijjii MbaLd ξξ  ),...,2,1( ni = .                 (3) 

From Lemma 1(iv), matrix β  is an M-matrix. In order to prove that for each input 

J , system (1) has a unique equilibrium point *u , it is only need to prove that )(uH  

is a homeomorphism on nR . In the following, we shall prove that map )(uH  is a 

homeomorphism in two steps. 

Step 1. We shall prove that condition (i) in Lemma 2 is satisfied. Suppose, for pur-

poses of contradiction, that there exist nyx R, ∈  with yx ≠  such that

)()( yHxH = . From (2), we get  

0))()(())()(()( =−+−+−− ygxgByfxfAyxD .                       (4) 

From Assumption 1, there exist matrices ),...,diag( 1 nKKK =  ( LKL ≤≤− ), and 

),...,diag( 1 nQQQ =  )( MQM ≤≤− , such that )()()( yxKyfxf −=−  and 

)()()( yxQygxg −=− . So (4) can be written as: 
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0))](([ =−++− yxBQAKD .                                       (5) 

In the following, we shall prove that 0)](det[ ≠++− BQAKD . Consider the system 

zBQAKDz )]([ ++−= .                                           (6) 

Since LK ≤≤0  and MQM ≤≤− , from (3) we have 

0|)|(
1

<++−
=

+
j

n

j
jijjijii QbKad ξξ  ),...,2,1( ni = .                    (7) 

Consider a Liapunov function == n

i ii zzV
1

||)( ξ . Calculating the upper right de-

rivative VD+  of V  along the solutions of (6), we get   

)(zVD+ ]})([{sgn
11 ==

++−=
n

j
jjijjijiii

n

i
i zQbKazdzξ  

=

+

=
++−≤

n

j
ijjijjijii

n

i

zQbKad
11

|||)]|([ ξξ .    

From (7), we know that )(zVD+ <0 )0||(|| ≠z . By the Liapunov stability Theorem 

[10], the zero solution of systems (6) is globally asymptotically stable. Thus matrix 
)( BQAKD ++−  is a stable matrix and 0)](det[ ≠++− BQAKD . From (5), we get 

yx = , which is a contradiction. So map H  is injective.  

Step 2. We shall prove that condition (ii) in Lemma 2 is satisfied.  Let  

))0()(())0()(()( gugBfufADuuH −+−+−= . 

To show that H  is homeomorphism, it suffices to show that )(uH  is homeomor-

phism. According to Assumption 1, we get 2)]0()([ uLfufu iii ≤− , 

|||)0()(| uMgug iii ≤−  (i=1,2,…,n). Since )||( MBLAD +−= +β  is an M-matrix, 

from Lemma 1(v), there exists a positive definite diagonal matrix 
0),,diag( 1 >= nppP  such that 

SMBLADP )]||([ ++− + 0<−≤ nEε                                (8) 

for sufficiently small 0>ε , where nE  is the unit matrix. Calculate 

)(][ uHPu Τ |)0()(||||||| fufPAuuPDu −+−≤ +ΤΤ |)0()(||||| gugBPu −+ Τ  

||)]||([|| uMBLADPu S++−≤ +Τ . 

Furthermore, from (8), we have )(][ uHPu Τ 2|||| uε−≤ . By using Schwartz inequal-

ity, we get 2|||| uε ||)(|||||||||| uHuP≤ , namely, ||||/|||| Puε ||)(|| uH≤ . So 

+∞→||)(|| uH , i.e., +∞→||)(|| uH  as +∞→|||| u . From Lemma 2, we know that for 

every input J , map H  is homeomorphism on nR . So system (1) has a unique equi-
librium point *u . The proof is completed. 
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3   Global Exponential Stability of the Equilibrium Point 

Theorem 2. If Assumption 1 is satisfied and )**(* MBLAD +−=α  is an  

M-matrix, then, for each IDD ∈ , IAA∈ , IBB ∈ , and for every input J , systems (1) 

have a unique equilibrium point, which is globally exponentially stable, where 

),...,diag(* 1 nddD = , nnijaA ×= )(* *  , },0max{*
iiii aa = , )(|}|,|max{|* jiaaa ijijij ≠= , 

nnijbB ×= )(* * , |}|,|max{|*
ijijij bbb = . 

Proof. Since α  is an M-matrix, from Theorem 1, system (1) has a unique equilibrium 
point *u . Let *)()( ututx −= , Eq. (1) can be written as 

)))((())(()(
)(
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ttxgbtxfatxd
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tdx
ijjj
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ijjj

n

j
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i τ−++−=
==

, ni ,,2,1= ,       (9) 

where *)(*)()( jjjjjjj ufuxfxf −+= , *)(*)()( jjjjjjj uguxgxg −+= ),,1( nj = . 

The initial condition of Eq. (9) is *)()( uss −= φψ , 0≤≤− sτ . Due to α  being an 

M-matrix, from the proof of Theorem 1, we know that )||( MBLAD +−= +β  is an 

M-matrix, where nnijaA ×
++ = )( , },0max{ ijij aa =+ . From Lemma 1(iii), there exist 

0>iξ  ),...,2,1( ni =  and 0>λ  such that 

0)||e()(
1

<++−−
=

+
j

n

j
ijjijjii MbLad λτξλξ  ),...,2,1( ni = .               (10) 

Here, 0≥τ  is a fixed number according to assumption of neural networks (1). Let 

)(e)( txty i
t

i
λ= . Calculating the upper right derivative |)(| tyD i

+ of |)(| tyi  along the 

solutions of Eq. (9), we get 
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Define the curve },...,2,1,0,:)({ nillzlz ii =>== ξγ and the set 

},0:{)( γ∈≤≤=Ω zzuuz .  

Let }{min1min ini ξξ ≤≤= , }{max1max ini ξξ ≤≤= . Taking  min0 /||||)1( ξψδ+=l , where 

0>δ  is a constant, then ⊂≤≤−= }0|,)(|e|||:{| ssyy τψλτ ))(( 00 lzΩ , i.e., 

0|)(|e|)(| lssy ii
s

i ξψλ <= , 0≤≤− sτ , i=1,2,…, n. 
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We claim that 0|)(| lty ii ξ<  for ),0[ +∞∈t  and i∀ . If it is not true, then there exist 

some index i and 1t  ( 01 >t ) such that 01 |)(| lty ii ξ= , 0|)(| 1 ≥+ tyD i , and 0|)(| lty jj ξ≤  

for 1tt ≤≤−τ , j =1, 2, … , n. However, from (11) and (10), we get 

|)(| 1tyD i
+ 0])||e()[( 0

1

<+++−≤
=

+ lMbLad jjijj

n

j
ijii ξξλ λτ . 

This is a contradiction. So 0|)(| lty ii ξ<  for ),0[ +∞∈t , ni ,...,2,1= . Furthermore, 

t
ii ltx λξ −< e|)(| 0 minmax /||||)1( ξξψδ+≤ tλ−e ||||ψη= tλ−e , ni ,...,2,1= , 

for 0≥t , where minmax /)1( ξξδη += . From Definition 1, the zero solution of system 

(9) is globally exponentially stable, i.e., the interval neural networks system (1) is 
globally exponentially stable. The proof is completed.  

In [9], researchers studied the stability of interval neural networks with constant de-
lays. It easy to test that if the conditions in [9] are satisfied, then 

)**(* MBLAD +−=α is an M-matrix. On the other hand, the conditions in [9] are 

more difficult to test than that of Theorem 2 in this work in application.  

4   Conclusion  

In the paper, an analysis of existence, uniqueness, and global exponential stability of 
the equilibrium point of the interval neural networks with variable delays have been 
presented. Applying idea of vector Liapunov function method and M-matrix theory, 
we obtain sufficient conditions for global exponential stability.  
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Abstract. The chaos synchronization between two time-delayed chaotic
neural network has been discussed. Based the Lyapuov approaches, we
have obtained some new synchronization conditions,the new results im-
prove the earlier works.Numerical simulation is given to demonstrate the
validness of the proposed results.

1 Introduction

In recent years,neural networks with or without time-delays has attracted the at-
tention of the scientists, due to their promising potential for the tasks of classifi-
cation, associate memory and parallel computation,communication,etc., and var-
ious results were reported,see, e.g.[1-9] and references therein. Complex dynamics
behaviors such as chaos exist in time-delayed neural networks.The dimension of
Chaotic neural network is infinite, therefore it is more secure to communicate
through communication system designed by the time-delayed chaotic system. In
this paper,we investigate the chaos synchronization between two time-delayed
chaotic neural network with two neurons. Based the Lyapuov approaches, we
have obtained some new synchronization conditions,the new results improve the
earlier works.Numerical simulation is given to demonstrate the validness of the
proposed results.

2 System Description and Lemma

We consider the following neural network with time-delay[10]{
ẏ1 = −y1 + a1f(y2)− a1b1f(y2(t− τ))
ẏ2 = −y2 + a2f(y1)− a2b2f(y1(t− τ)) (1)

Where the neural activation function is f(.), τ is constant time-delay, a1, b1, a2, b2
are positive constant numbers,and the activation function f(.) satisfies the Lip-
schitz condition,i.e, there exists a L<∞ such that

|f(x1)− f(x2)| < L|x1 − x2|

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 364–369, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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for arbitrary x1, x2. if the parameters in systems(1) satisfy

max(|a1(1 − b1)L|, |a2(1 − b2)L|) < 1

then system(1) possess an equilibrium point (y∗
1 , y∗

1) which is unique. Further-
more,if the function f(.) is differentiable and f

′
(0) �= 0, q =

√
1/a1a2f

′2(0) =
1, b1 = b2 = 3π/2τ, hence, there exists Hopf bifurcation phenomena in sys-
tem(1),the numerical simulation shows that there exists chaos in the neural
network.

When we take the system(1) as the following form

ẋ = −Cx(t) + Af(x(t)) + Bg(x(t− τ) (2)

Where x(t) = (x1, x2, . . . , xn)T is state variable, C = diag(c1, c2, . . . , cn),
f(x(t)) = (f1(x1), f2(x2), · · · , fn(xn))T , g(x(t − τ)) = (g1(x1(t − τ)), g2(x2(t −
τ)), · · · , gn(xn(t− τ)))T , f(x(t)), g(x(t− τ)) satisfy Lipschtiz conditions,that is,
for any j ∈ 1, 2 · · · , n,and any r1, r2, r3, r4 ∈ R,there exist lj , kj ,

|fj(r1)− fj(r2)| ≤ lj |r1 − r2|, |gj(r3)− gj(r4)| ≤ kj |r3 − r4|
Let |A| = [|aij |], A = [aij lj], B = [bijkj ]

Lemma 1[6]: If C−|A|−|B| is non-singular M-matrix, then system(2) is globally
exponentially stable.

Before we give the lemma 2,we consider the following differentiable inequality

D+xi ≤
∑n

j=1 cijxj +
∑n

j=1 dijxj(t− τ) (3)

where i, j ∈ 1, 2 · · · , n, xi, dij ∈ C(R, R+), cij ∈ C(R, R+)(i �= j), cii ∈
C(R, R), R+ = [0, +∞)

Lemma 2[7]: If there exists a η < 0 such that for any i∈ 1, 2, . . . , n,

(cii − η) +
n∑

j=1,j �=i

cij +
n∑

j=1

dijexp(−ητ) < 0

then, any solution xi(t) of inequality (3) satisfies

xi(t) ≤ x(t0)exp(η(t − t0))

3 Exponential Synchronization for the Chaotic Neural
Network with Time-Delay

We select the systems(1)as the drive system, the response system can be obtained
by copying system, with state variable form as ŷ(t),we obtained the following
coupled system{ ˙̂y1 = −ŷ1 + a1f(ŷ2))− a1b1f(ŷ2(t− τ)) + k1(y1 − ŷ1)

˙̂y2 = −ŷ2 + a2f(ŷ1)− a2b2f(ŷ1(t− τ)) + k2(y2 − ŷ2)
(4)



366 Z. Wang et al.

Let e1 = y1 − ŷ1, e2 = y2 − ŷ2, then{
ė1 =−(1 + k1)e1+a1(f(y2)− f(ŷ2))−a1b1(f(y2(t− τ))−f(ŷ2(t− τ)))
ė2 =−(1 + k2)e2+a2(f(y1)− f(ŷ1))−a2b2(f(y1(t− τ))−f(ŷ1(t− τ))) (5)

In general, we assume (0, 0) be the equilibrium point of system and f
′
(0) �= 0.

Theorem 1(local exponential stability): If (1 + k1)(1 + k2) ≥ a1a2f
′2(0)

(1 + b1)(1 + b2),then the synchronized system is locally exponentially stable.

Proof: The linearized equation of (5) is{
ė1 = −(1 + k1)e1 + a1f

′
(0)e2 − a1b1f

′
(0)e2(t− τ)

ė2 = −(1 + k2)e2 + a2f
′
(0)e1 − a2b2f

′
(0)e1(t− τ)

(6)

Let

C =
[

1 0
0 1 + k

]
, A =

[
0 a1f

′
(0)

a2f
′
(0) 0

]
, B =

[
0 −a1b1f

′
(0)

−a2b2f
′
(0) 0

]
then

C = −|A| − |B| =
[

1 + k1 − a1(1 + b1)f
′
(0)

−a2(1 + b2)f
′
(0) 1 + k2

]
,

from the condition of Theorem 1,the above matrix is non-singular M-matrix,
then from Lemma 1, the Theorem 1 is proof.

Corollary 1[10]: If b1 = b2 = b, k1 = k2 >
√

a1a2f
′2(0)(1 + b) − 1, then the

synchronized system is locally stable.

Corollary 2: If k1 = 0, k2 > a1a2f
′2(0)(1 + b1)(1 + b2) − 1 or k2 = 0, k1 >

a1a2f
′2(0)(1 + b1)(1 + b2)− 1,then the synchronized system is locally stable.

Remark 1: Corollary 2 indicates that we can control the response system
with only one feedback.

Now we investigate the global stability condition,we take the Lyapunov function

V (e1, e2) = (|e1|/α1, |e2|/α2) = (V1, V2)

where α1, α2 is constant numbers, then

D+V1 = sgn(e1).ė1/α1 ≤ −(1 + k1)|e1|/α1 +
a1

α1
M |e2|+ a1

α1
Mb1|e2(t− τ)|

D+V2 = sgn(e2).ė2/α2 ≤ −(1 + k2)|e2|/α2 +
a2

α2
M |e1|+ a2

α2
Mb2|e1(t− τ)|

that is {
D+V1 ≤ −(1 + k1)V1 + α2

α1
a1M |V2|+ α2

α1
a1Mb1|V2(t− τ)|

D+V2 ≤ −(1 + k2)V2 + α1
α2

a2M |V1|+ α1
α2

a2Mb2|V1(t− τ)| (7)
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Let
θ1 =

α2

α1
, θ2 =

α1

α2

Take a constant number η < 0.
If {

k1 > θ1a1M + θ1a1Mb1|exp(−ητ) − 1− η
k2 > θ2a2M + θ2a2Mb2|exp(−ητ) − 1− η

(8)

Then from Lemma 2, we have{ |e1| ≤ |e1(t0|exp(η(t− t0))
|e2| ≤ |e2(t0|exp(η(t− t0))

(9)

Theorem 2 (globally exponential stability): If f(.) satisfies the global Lip-
schitz condition,i.e,there exists a positive M such that |f(x1 − x2| < M |x1 − x2|
for any x1, x2, then the coupled system(1)and (4) is globally exponentially syn-
chronized when k1 > θ1a1M + θ1a1Mb1|exp(−ητ) − 1 − η, k2 > θ2a2M +
θ2a2Mb2|exp(−ητ)− 1− η.

Corollary 3: If take θ1 > 0, |η|(η < 0) very small,then the system
(1)and (4) can globally exponentially synchronized with k1 = 0, k2 >
θ2a2M + θ2a2Mb2|exp(−ητ) − 1− η.

Corollary 4: If take θ2 > 0, |η|(η < 0) very small,then the system (1)and (4)
can synchronized with k1 > θ1a1M + θ1a1Mb1|exp(−ητ)− 1− η, k2 = 0.

Remark 2: Corollary 3 and Corollary 3 indicate that the system (1) and
(4)can be globally exponentially synchronized by only one feedback.

4 Numerical Example

In this section,we set the parameters to f(.) = sin(p.), p = 2.81, a1 = 1, a2 =
1.71, b11 = 1.9, b2 = 0.61, τ = 1. Fig.1 show that system (1) is chaotic. When
k1 = k2 = 0, Fig.2 is the waveform graphs of the synchronous error e1 and e2.
Fig.3 is the waveform graphs of e1, and e2 when k1 = 5, k2 = 0. Fig.4 is the
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Fig. 1. The graphs of state y1(t)andy2(t)
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Fig. 2. Waveform graphs of e1, e2 when k1 = k2 = 0
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Fig. 3. Waveform graphs of e1, e2 when k1 = 5, k2 = 0
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Fig. 4. Waveform graphs of e1, e2 when k1 = 0, k2 = 5

waveform graphs of e1 and e2 when k1 = 5, k2 = 0. The validness of the results
is shown by the numerical simulation.
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Abstract. Applied Biomimetic Pattern Recognition to replace “differentiation” 
of characteristic sample by machine “cognition”, a novel method of handwritten 
Chinese characters recognition is presented. A double weights elliptical neuron 
is used to cover four basic kinds of handwritten Chinese characters stroke 
segment. The topological property among the stroke segment neurons is 
analyzed. Nine style of Chinese characters stroke with fault tolerance are 
combined. Imitated typing methods of human Chinese characters font code, the 
style and number of stroke neurons which have redundant fault tolerant shapes 
are counted. A kind of characteristic knowledge data-base table of handwritten 
Chinese characters and the sample data-base of standard printed Chinese 
characters and fault tolerant matching rules are built. Simple and more complex 
handwritten Chinese characters in SCUT-IRAC database are tested. The 
method is proved to be close to human fault tolerance and veracity. 

1   Introduction 

Owing to different write style of different person, the recognition of off-line 
handwritten Chinese characters is hardly reached the recognition degree of human 
veracity, agility and fault tolerance. Methods of characteristic extraction of off-line 
handwritten Chinese characters recognition and recognition realized by the nearest 
neighbor classifier and neural network classifier are widely reported. Used these 
methods, handwritten Chinese characters are recognized by finite machine 
“differentiation”, not by human “cognition”. 

The recognizant psychology of Chinese characters indicates [2] human cognizant 
mechanism for Chinese characters is composed of whole Chinese characters property, 
layered structure and strokes. According to the shapes, number, relative position and 
the relative changeless topological structure brought about compounding, connection 
and crossover of some basic cognized Chinese character strokes, every kind of 
handwritten Chinese character is compared, judged and recognized agilely and fault 
tolerantly.  

The statistic result of 6763 Chinese characters of the first and second Chinese 
characters national standard database (GB2312-80) indicates the basic Chinese 
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characters strokes are divided into five strokes: horizontal stroke, vertical stroke, 
right-diagonal stroke, left-diagonal stroke and break stroke [3]. In this paper, 
handwritten Chinese characters image is turned into figure which is composed of five 
different position basic strokes. Imitated typing methods of Chinese characters font 
code generalized by human in reference [3] and adopted Biomimetic Pattern 
Recognition, machine is endowed by the ability of “cognized” simple strokes and 
strokes combination in Chinese characters figure. Imitated the psychological process 
of human recognizing Chinese characters, obtained basic stroke segment style, stroke 
shapes and stroke number of redundant combining and representing, the agility and 
fault tolerance of handwritten Chinese character “cognized” by machine are 
improved.  

2   Stroke Segment Extraction 

The basic structure of Chinese characters is stroke. A part of stroke is called stroke 
segment. Stroke is composed of stroke segments. The acquisition of stroke includes 
stroke segments extraction and combination. Supposed, f(x,y) is a N × M 
handwritten Chinese characters bitmap with 256 gray levels and its binarization image 
F(x, y) is: 

=
pixel  whiteis y)(x, ,0

pixelblack  is y)(x, ,1
),( yxF M),1,2,y ; N,1,2,(x ==  (1) 

First the image of handwritten Chinese characters is thinned, then turned into 
connective thinning aggregation of m dimension, at last normalized into a 40×40 
binarization image.  

The direction codes di i=0,1,2,3 are defined as representing the four basic 

strokes ( 0 , 45 , 90 , 135 ) respectively. The direction run of a stroke is defined 
as the greatest extended length of a stroke pixel along one direction. First the 
direction run of every stroke pixel is obtained, then the direction codes d are found 
out which are the corresponding code of the superiority direction of four directions 
[4], scilicet:

)}(max{)( ),(),( iyxyx dLdL =  (2) 

Calculated the direction run of every pixel, the corresponding son images of four 
basic stroke segments are obtained.  

3   Biomimetic Pattern Recognition of Handwritten Chinese 
Characters [1] 

The shape of long ellipse is close to the stroke. So set the double weights elliptical 
neuron to represent every stroke segment, Chinese characters strokes are covered by a 
set of associated double weights elliptical neurons. Parameters of activation function 
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of double weights elliptical neurons of handwritten Chinese characters stroke 
segments are set as follows:  

Activation function f (φ ) is chosen as: 

<
≥= 0,1

0,0
)( φ

φφf  (3) 

First, activation threshold θ  is chosen as the length of stroke segment; xj is the 
handwritten Chinese character stroke segment pixel (j=1,2,…, n); wj is the direction 
weight of xj  and wj  is the length of half long and short axes of the ellipse. Then the 
length of half long axis is defined as the length of half stroke segment plus 2, and the 
length of half short axis is 2; the core weight w’j  is the center point of the neuron, 
and is chosen as the center point of the stroke segment; parameter S and P are defined 
as 0 and 2 at last. 

Every stroke segment is covered by a double weights elliptical neuron mentioned 
above respectively, so the research of stroke segments is turned into the research of 
neural network constructed by double weights elliptical neurons. 

4   Stroke Extraction of Handwritten Chinese Characters  

4.1   Stroke Segments Combination and Fault Tolerant Shapes of Chinese 
Characters Strokes  

In the process of human handwritten Chinese characters recognition, different stroke 
segments are combined into another kind of stroke, and different shape distortion 
strokes are regarded as the same stroke. So some stroke segments belonging to one 
stroke need to be combined. Fault tolerant shapes of every kind of stroke are 
generalized and established for shapes distortion of Chinese characters. 

Counted and analyzed font style in the SCUT-IRAC database, style of Chinese 
characters strokes are generalized in Tab.1, in which stroke style and fault tolerant 
stroke shapes which equal to itself are contained. If the length of a stroke segment on 
its direction is bigger than 1/3 size of the normalized image, it is defined as a long 
stroke segment, otherwise is a short stroke segment.  

In Tab.1: 1,2,3,4,5,6,7and8 indicate short horizontal, short vertical, short right-
diagonal, short left-diagonal, long horizontal, long vertical, long right-diagonal and 
long left-diagonal  stroke segment, respectively 

4.2   Combination of Chinese Characters Strokes by Neural Network 

Chinese characters stroke is combined by extracted stroke segments. Every stroke is 
decided by associated relation of the double weights elliptical neuron of every stroke 
segment. So strokes extraction is turned into the topological structure analysis of the 
double weights elliptical neuron of every stroke segment and position of neurons. 
First, covered horizontal, vertical, right-diagonal, and left-diagonal stroke segments  
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Table 1. Stroke segments combination and fault tolerant shapes of stroke style  

Stroke style Stroke 
shape 

Stroke segments combination and fault 
tolerant shapes of stroke style 

.horizontal  1 +  
.vertical  6 2 3 6+3 

 6+3 6 

 3+  .right-diagonal 
3 1 

 4 1 2 .left-diagonal 
4 8+1 8 8+3 1 2 

 5+3 5+2 

 5+6+4 5+6+1 5+6 1+6+4 1+6+1 1+6 

 1+7 1+2+7 3+7 3+2+7 
.horizontal 

break 

 5+6 5+2 1+6 1+2 

 6+4 6+1 6 

 6+3 6+1 6 

 6+5 6+1 2+5 2+1 .vertical break 
6+5+2 6+5+4 6+1+2 6+1+4 2+5+2 2+5+4

2+1+2 2+1+4 
.right-diagonal 

break 
3+8 3+1 3+4 2+3+1 2+3+4 

4+5+2 6+5+4 4+5+4 6+5+2 .diagonal hook 
8+2 8 8+3 

.bended hook 4+7+4 4+7 2+7+4 2+7+2 2+3 2+3+4 2+3+2 

by double weights elliptical neurons, four son images are overlain, then in the 
overlain image it is judged whether two stroke segments need to be combined into a 
stroke. Combination rules are defined as follows: 

Definition 1. The foreside of a double weights elliptical neuron y is defined as the 
elliptical portion from the beginning point of the elliptical long axis to 1/4 length of 
the elliptical long axis; the middle part is the elliptical portion from 1/4 length of the 
elliptical long axis to 3/4 length of the elliptical long axis. If the foreside of neuron y1 

and the foreside of neuron y2 intersect and neuron style accord with one of stroke 
segments combination listed in Tab. 1, strokes covered by the neuron y1 and y2 need to 
be combined. After combination new stroke segment is represented by the neuron Yu= 
y1 ∪ y2 (u=1,2,…, n). 

According to definition 2, stroke segments are recombined in the image. Until there 
are no two stroke segments met the condition (1) of definition 2 in the image, strokes 
combination finish. Finally the combined strokes are represented by Yv

w (stroke style 
v=1,2,…,9 , stroke number w=1,2,…, k). 
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4.3   Acquirement of Characteristic Knowledge of Handwritten Chinese 
Characters 

Combination result used to recognize Chinese characters is obtained by the 
combination steps mentioned above. Therefore, the characteristic knowledge data-
base of handwritten Chinese characters is established. 

Definition 2. Supposed, the number of stroke segment neurons yp (p=1,2,…, n) is n  
before handwritten Chinese characters strokes combination. According to the result of 
strokes combination: 

Uncombined stroke segment neurons are ascribed to the fault tolerant stroke 
style listed in Tab. 1, and the number of every stroke segment style is counted after 
assorted.

Stroke neurons after combination are ascribed to the fault tolerant style listed in 
Tab. 1, and the number of every stroke style is counted after assorted. 

The characteristic knowledge data-base table of handwritten Chinese characters 
is  established. 

Table 2. Characteristic knowledge database table of handwritten 

Uncombined 
 stroke segments ID 

Stroke 
style 

Stroke segment 
number 

Combined 
strokes ID

Stroke 
 segment style 

Stroke 
number 

0 1 xx 1 1 xx 
0 2 xx 1 2 xx 
0 3 xx 1 3 xx 
0 4 xx 1 4 xx 
0 5 00 1 5 xx 
0 6 00 1 6 xx 
0 7 00 1 7 xx 
0 8 00 1 8 xx 
0 9 00 1 9 xx 

In Tab.2: xx----represent statistic result 

5    Recognition of Handwritten Chinese Characters  

According to stroke segments combination and strokes of fault tolerant representation 
defined by definition 1 and Tab.1, the sample data-base of GB-2312 standard printed 
Chinese characters and the characteristic knowledge data-base table of recognized 
handwritten Chinese characters established by definition 2 are matched.  

Definition 3. Owing to the difference between shape distortion strokes combination 
of handwritten and printed, fault tolerant matching rules are defined: 

Rule 1: Rule of absolute uniformity. If the characteristic knowledge data-base table of 
recognized handwritten Chinese characters absolutely accords with the printed, 
matching succeeds. 
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Rule 2: Fault tolerant rule of right-diagonal and left-diagonal. Supposed, the 
characteristic knowledge data-base table of recognized handwritten Chinese 
characters doesn’t absolutely accord with the printed. If the difference of both of 
the number of stroke segment and stroke style 3(right-diagonal) or 4(left-diagonal) 
is less than and equal to±1, and the others absolutely accord with, matching 
succeeds.  

Rule 3: Fault tolerant rule of stroke combination shapes. Supposed, the 
characteristic knowledge data-base table of recognized handwritten Chinese 
characters doesn’t absolutely accord with the printed. If both of the number of stroke 
segment and stroke style add equally, and the others absolutely accord with, matching 
succeeds. 

Rule 4: Fault tolerant rule of stroke segments and stroke combination number. 
Supposed, the characteristic knowledge data-base table of recognized handwritten 
Chinese characters doesn’t absolutely accord with the printed. If both of the number 
of stroke segment and stroke style 1 2 add equally, and the difference of both 
of the number of stroke style 5 9 adds less than and equal to±2, matching 
succeeds. 

6   Experiments 

100 handwritten Chinese characters in SCUT-IRAC database are tested. Experiment 
result is listed as follows: 

 
 

 
(a)       (b)         (c)        (d)         (e)        (f)        (g)        (h)         (i)         (j)        (k)        (l) 

Fig. 1A. (a)Original printed character image. (b)-(e)Horizontal, vertical, right-diagonal and left-
diagonal stroke segments image. (f)-(i)Covered horizontal, vertical, right-diagonal and left-
diagonal stroke segments by double weights elliptical neurons image. (j)Fault tolerant 
horizontal stroke shape of left-diagonal stroke style image. (k)Stroke combination image based 
on definition 1. (l)Overlain neurons image of covered all strokes.  

 
 
 

(a)       (b)         (c)        (d)         (e)        (f)        (g)        (h)         (i)         (j)        (k)        (l) 

Fig. 1B. (a)Original handwritten character image. (b)-(i)Similar to above. (j)Fault tolerant left-
diagonal stroke shape of horizontal stroke style image. (k)-(l)Similar to above.  

According to definition 2, the characteristic knowledge data-base of printed and 
handwritten Chinese character “ ” are obtained in Tab.3: 
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Table 3. Characteristic knowledge data-base table of printed and handwritten “ ” 

Uncombined stroke 
segments ID  

Stroke 
style 

Stroke segment 
number 

Combined 
strokes ID

Stroke 
segment style 

Stroke 
number 

0 1 03/02 1 1 00/00 
0 2 02/02 1 2 00/00 
0 3 01/01 1 3 00/00 
0 4 00/01 1 4 00/00 
0 5 00/00 1 5 00/00 
0 6 00/00 1 6 01/01 
0 7 00/00 1 7 00/00 
0 8 00/00 1 8 00/00 
0 9 00/00 1 9 00/00 

In Tab. 3: xx/yy----represent statistic result of printed and handwritten 

Based on matching rule 3, the recognized handwritten Chinese character and the 
printed Chinese character “ ” match success, and recognition is finished. 

7   Conclusion 

In order to let machine be close to fault tolerance and veracity of human Chinese 
characters recognition, Biomimetic Pattern Recognition is used and “cognition” of 
handwritten Chinese characters is illustrated by the proposed method. 

The construction method of double weights elliptical neurons covering 
horizontal, vertical, right-diagonal and left-diagonal stroke segments is given. The 
topological structure of the double weights elliptical neuron of every stroke segment 
and position of neurons are analyzed. 

 The redundant and fault tolerant characteristic knowledge data-base table of 
handwritten Chinese characters is established. Imitated human ability of studying, 
memorizing, comparing and judging, and the agile matching recognition is tested. 

It is satisfied for simple and more complex handwritten Chinese characters 
recognition by the proposed method.  
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Abstract. In the paper, the reaction-diffusion neural network models with both 
variable time delays and unbounded delay are investigated. These models con-
tain weaker activation functions than partially or globally Lipschitz continuous 
functions. Without assuming the boundedness, monotonicity and differentiabil-
ity of the active functions, algebraic criteria ensuring existence, uniqueness and 
global exponential stability of the equilibrium point are obtained. 

1   Introduction 

In recent years, there have been increasingly interests in the potential applications of 
the dynamics of artificial neural networks in many fields [1-2]. Such applications rely 
on qualitative properties of system. In hardware implementation, time delays are un-
avoidable due to finite switching speeds of the amplifiers and communication time 
etc. Time delays may lead to oscillation and furthermore, instability of networks. In 
most situations, the time delays are variable, and in fact unbounded. Therefore, the 
stability of neural networks with variable and invariable delays is practically impor-
tant, and has been extensively studied in the literatures [3-5]. 

However, diffusion effect can’t be avoided in the neural network models when 
electrons are asymmetric electromagnetic field. The asymptotical stability of neural 
networks with reaction-diffusion was discussed in [6-10]. But many of systems in 
these literatures require increasingly monotonic neuron activation functions and non-
negative diffusion functions. 

In this paper, we study neural networks with reaction-diffusion terms, which con-
tain both variable time delays and unbounded delay. We relax some limits on activa-
tion functions and diffusion functions of reaction-diffusion neural network models 
similar to that discussed in [6-10], By constructing the proper Lyapunov function, we 
analyze the conditions ensuring the existence, uniqueness and global exponential 
stability of the equilibrium of the models. 

2   Notations and Preliminaries 

In this paper, we analyze the stability of reaction-diffusion neural networks described 
by the following differential equations: 
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Where iu   is the state of neuron i, ),,2,1( ni = ; ),,( ii uxtD is smooth reaction-

diffusion function, nnijaA ×= )( , nnijbB ×= )( , nnijcC ×= )( are connection matrices, 
T

nJJJJ ),,,( 21= is the constant input vector. T
2211 ))(),...,(),(()( nn ufufufuf = , 

,),(),(()( 2211 ugugug = Τ))( nn ug , and Τ= ))(),...,(),(()( 2211 nn uhuhuhuh  are the 

activation functions of the neurons, 0),,,diag( 21 >= neeeE . The variable delays 

)(tijτ  ),,2,1,( nji =  are bounded functions, i.e. ττ ≤≤ )(0 tij , and 

),0[),0[: ∞→∞ijk  ),,2,1,( nji =  are piecewise continuous. Let nnijkk ×= )( . 

The conventional conditions for kernel conditions of Eq. (1) satisfy the following 
assumptions: 

Assumption A: 
∞

=
0

1)( dsskij , 
∞

+∞<
0

)( dssskij , ),,2,1,( nji = ;  

Assumption B: 
∞

=
0

1)( dssk ij , 
∞

+∞<=
0

)( ijij
s Kdsskeβ , ),,2,1,( nji = . 

In order to study the exponential stability of neural networks (1) conveniently, we 
inquire kernel functions satisfies the following assumption: 

Assumption C: 
∞

=
0

)()( ββ
ijij

s Ndsske , ),,2,1,( nji = , where )(βijN  are con-

tinuous functions in ),0[ δ , 0>δ , and 1)0( =ijN .  

It is easy to prove that the Assumption C includes Assumption A and B. 
The initial conditions of equation (1) are of the form )()( ssu ii φ= , 0≤≤− sτ , 

where iφ  is bounded and continuous on ]0,[ τ− . Equation (2) is the boundary condi-

tion of equation (1), in which mRx ⊂Ω∈ , Ω  is a compact set with smooth boundary 

and 0mes >Ω , Ω∂  is the boundary of Ω , ],0[ +∞=∈ It .  
For convenience, we introduce some notations. The notation 

n
nuuuu R),...,,( T

21 ∈=  represents a column vector (the symbol T)( denotes trans-

pose). For matrix nnijaA ×= )( , || A  denotes absolute-value matrix given 

by nnijaA ×= |)(||| ; SA][  is defined as 2/)( AAT + . For nx R∈ , Τ= |)||,...,(||| 1 nxxx , 

|||| x  denotes a vector norm defined by |}{|max|||| 1 ini xx ≤≤= . And 
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So model (1) can be written the following form: 
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System (3) and (1) has the same properties of stability. 

If there is a constant constuu == *
00  (const denotes invariable constant) which is 

the solution of the following equation: 
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then 0/*
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. 

It implies that (4) and (3) has the same equilibrium point, and so, system (4) has the 
same equilibrium point as that of system (1). 

Now we consider that the activation functions of the neurons satisfy the following 
assumption D. 

Assumption D: For each },,2,1{ nj ∈ , RR: →jf , RR: →jg  and RR: →jh , 

there exist real numbers 0>jp , 0>jq  and 0>jr  such that 
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every zy ≠ . Let ),...,diag( 1 nppP = , ),...,diag( 1 nqqQ =  and ),...,diag( 1 nrrR = . 

The activation functions such as sigmoid type and piecewise linear type are the 
special case of the functions satisfying Assumption D. 

3   Existence and Uniqueness of the Equilibrium Point 

In this section, we shall study the necessary and sufficient condition which ensures 
the existence and uniqueness of the equilibrium point of system (1).  

Definition 1 [11]: A real matrix nnijaA ×= )(  is said to be an M-matrix if 0≤ija  

nji ,...,2,1, = , ji ≠ , and all successive principal minors of A  are positive. 

Definition 2: The equilibrium *u  of (1) is said to be globally exponentially stable, if 

there exist constant 0>λ  and 0>β  such that ||*)(|| utu − tu λφβ −−≤ e||*||  for all 

0≥t , where |)(|supmax||*|| *
]0,[1 iisni usu −=− −∈≤≤ φφ τ . 
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We firstly study the solutions of the nonlinear map associated with (1) as follows: 

JuChuBguAfEuuH ++++−= )()()()( .                                   (5) 

It is well known that the solutions of 0)( =uH  are equilibriums in (1). If )(uH  is 

a homeomorphism, then there exists a unique point u* such that 0*)( =uH , i.e., 

system (1) has a unique equilibrium *u . In the following, we shall show the condition 
that ensures )(uH  a homeomorphism. 

Lemma 1: If 0)( CuH ∈  satisfies (i) )(uH  is injective on nR , (ii) ∞→||)(|| uH  as 

∞→|||| u , then )(uH  is a homeomorphism of nR . 

Theorem 1: If Assumption D is satisfied, and )|||||(| RCQBPAE ++−=α  is an 

M-matrix, then, for every input J , system (1) has a unique equilibrium. 

Proof: In order to prove that for every input J , system (1) has a unique equilibrium 

point *u , it is only to prove that )(uH  is a homeomorphism on nR . In following, we 

shall prove it in two steps. 

Step 1, we will prove that condition (i) in Lemma 1 is satisfied. Suppose, for pur-

poses of contradiction, that there exist nyx R, ∈  with yx ≠  such that )()( yHxH = . 

Form (5), we get 

0))()(())()(())()(()( =−+−+−+−− yhxhCygxgByfxfAyxE .          (6) 

From Assumption D, there exist matrices ),...,diag( 1 nKKK =  ( PKP ≤≤− ), 

),...,diag( 1 nLLL =  )( QLQ ≤≤− , and ),...,diag( 1 nSSS =  ( RSR ≤≤− ) such that 

)()()( yxKyfxf −=− , )()()( yxLygxg −=− , and )()()( yxSyhxh −=− . So (6) 

can be written as: 

0))](([ =−+++− yxCSBLAKE .                                          (7) 

We shall prove that 0)](det[ ≠+++− CSBLAKE . Considering the system 

zCSBLAKEz )]([ +++−= .                                           (8) 
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So the zero solution of systems (8) is globally asymptotically stable. Thus matrix 
)( CSBLAKE +++− is a stable matrix and 0)](det[ ≠+++− CSBLAKE . From 

(7), yx = , which is a contradiction. So map )(uH  is injective.  

Step 2. We now prove that condition (ii) in Lemma 1 is satisfied. Let  

))0()(())0()(())0()(()( huhCgugBfufAEuuH −+−+−+−= . 

To show that )(uH  is homeomorphism, it suffices to show that )(uH  is homeomor-

phism. According to Assumption D, we get 

|||)0()(| upfuf iii ≤− , |||)0()(| uqgug iii ≤− , |||)0()(| urhuh iii ≤−   (i=1, 2,…,n).  

Since )|||||(| RCQBPAE ++−=α  is an M-matrix [11], there exists a positive 

definite diagonal matrix ),,diag( 1 nddD =  such that 

SRCQBPAED )]||||||([ +++− 0<−≤ nEε ,                            (10) 

for sufficiently small 0>ε , where nE  is the identity matrix. Calculating  

)(][ uHDu Τ |||||||||| uPADuuDEu ΤΤ +−≤ |||||| uQBDu Τ+ |||||| uRCDu Τ+   

||)]||||||([|| uRCQBPAEDu S+++−= Τ 2|||| uε−≤ .                        (11) 

From (11) and using Schwartz inequality, we get 2|||| uε ||)(|||||||||| uHuD≤ , namely, 

                         
||||

||||

D

uε
)(uH≤ .                                                            (12) 

So, +∞→||)(|| uH , i.e., +∞→||)(|| uH  as +∞→|||| u . From Lemma 1, we know that 

for every input J , map )(uH  is homeomorphism on nR . So systems (1) have a 

unique equilibrium point *u . The proof is completed. 

4   Global Exponential Stability of Equilibrium Point 

In this section, we shall apply the ideal of vector Lyapunov method [6] to analyze 
global exponential stability of model (1). 

Theorem 2: If Assumption D be satisfied and )|||||(| RCQBPAE ++−=α  is an 

M-matrix, then for each input J , systems (1) have a unique equilibrium point, which 
is globally exponentially stable. 

Proof: Since α  is an M-matrix, from Theorem 1, system (1) has a unique equilib-

rium point *u . Let *)()( ututz −= , model (1) can be written as 
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Where, *)(*))(())(( jjjjjjj ufutzftzf −+= , *)(*))(())(( jjjjjjj uhutzhtzh −+= , 

nj ,,1= , and *)(*))((())(( jjjijjjijjj uguttzgttzg −+−=− ττ . The initial condi-

tion of Eq. (13) is *)()( uss −= φψ , 0≤≤− sτ , and Eq. (13) has a unique equilibrium 

at 0=z . From Assumption D, we get 

|)(||))((| tzptzf jjjj ≤ ,  |))((||))((| ttzpttzg ijjjijjj ττ −≤− ,  |)(||))((| tzrtzh jjjj ≤ . 

Due to α  being an M-matrix, there exist 0>iξ  ),...,2,1( ni =  and a constant 0>λ  

satisfy  
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Here, τ  is a fixed number according to assumption of neural networks (1). 

Let )(e)( tztV i
t

i
λ= , and Lyapunov functional 

Ω
= dxtVtV ii |)(|)(  ),...,2,1( ni = , calcu-

lating the upper right derivative )(tVD i
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Defining the curve },...,2,1,0,:)({ nillyly ii =>== ξγ , and the set 

},0:{)( γ∈≤≤=Ω yyuuy . 

Let }{min
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min i
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= , }{max
1
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ξξ
≤≤

= . Taking min0 /||||)1( ξψδ+=l , where 0>δ is a 

constant number, then ⊂≤≤−= }0|,)(|e|||:{| ssVV s τψλ ))(( 00 lzΩ , namely, 

0|)(|e|)(| lssV ii
s

i ξψλ <= , 0≤≤− sτ  i=1,2,…, n. We claim that 0|)(| ltV ii ξ< , 

for ),0[ +∞∈t , i=1, 2, …, n . If it is not true, then there exist some index i and 1t  

( 01 >t ) such that 01 |)(| ltV ii ξ= , 0|)(| 1 ≥+ tVD i , and 0|)(| ltV jj ξ≤ , for 1tt ≤<−τ  ,  j 

=1, 2, … , n. So we get 0|)(|)( 11 ≥=
Ω

++ dxtVDtVD ii . However, from (14) and (16), 

we get )( 1tVD i
+ 0)])(||||e|(|)([ 0
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jijjii λξλξ λτ . 

There is a contradiction. So 0|)(| ltV ii ξ< , for ),0[ +∞∈t , therefore, 

t
ii ltz λξ −< e|)(| 0 minmax /||||)1( ξξψδ+≤ tλ−e ||||ψβ= tλ−e , 

where minmax /)1( ξξδβ += . From Definition 2, the zero solution of systems (13) is 

globally exponentially stable, i.e., the equilibrium point of systems (1) is globally 
exponentially stable. The proof is completed.  

It is obvious that the result in Theorem 2 includes that in [5~10]. References [6] 
only discussed asymptotic stability of neural networks, and in [7, 8], only constant 
time delayed neural networks were discussed. 

5   Remarks and Conclusions 

The similar system is discussed in [6~10], but all of them require nonnegative diffu-
sion function or increasingly monotonic activation functions of neural network mod-
els. However, the activation functions of model (1) only need to satisfy Assumption 
D. It is obvious that Assumption D is weaker than the commonly used partial or 
global Lipschitz continuous conditions, and piecewise sigmoid functions etc. Our 
results can be applied to neural networks with reaction-diffusion functions, negative 
or nonnegative. So these relaxations on parameters of neural networks make the de-
sign and verify of these systems more easy in practice. 
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Abstract. This paper investigates the global exponential stability of
Takagi-Sugeno Fuzzy cellular neural networks with time-varying delays.
Using the reduction to absurdity, a less conservative delay-independent
stability criterion is derived to guarantee the exponential stability of
Takagi-Sugeno Fuzzy cellular neural networks with time-varying delays.
Since our model is more general than some existing works, the results
presented in this paper are the improvement and extension of the existed
ones.

1 Introduction

Cellular neural networks (CNNs) ([1]) have attracted much attention due to their
great perspective of applications. CNNs and delayed cellular neural networks
(DCNNs) are arrays of dynamical cells that are suitable for the formulation and
solution of many complex computational problems. CNNs and DCNNs have been
applied to signal processing, image processing, and pattern recognition ([2]). For
example, CNNs with opposite-sign templates have been successfully applied in
connected component detection (CCD) in feature extraction [3,4].

Fuzzy logic theory has been efficiently developed to many applications and
shown to be an efficient approach to model a complex nonlinear system and
deal with its stability. Takagi-Sugeno (T-S) first introduced fuzzy models in [5]
and then the T-S fuzzy model is successfully and effectively used in complex
nonlinear systems [6]. The main feature of T-S fuzzy model is that a nonlinear
system can be approximated by a set of T-S linear models. The overall fuzzy
model of the system is achieved by fuzzy blending of the set of T-S linear models.
Recently, Huang et al. [7] have extended the T-S fuzzy model to describe the de-
layed Hopfield neural networks subjected to environmental noise and proposed a
sufficient condition to determining the global exponential stability. Fuzzy neural
network (FNN) control systems have been extensively studied [8] and success-
fully used in manufacturing process control, such as tool wear monitoring [9],

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 385–390, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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multi-sensor integration for intelligent control of machining, etc. In general, the
design of FNN includes (i) the structure, (ii) the learning algorithm and (iii) the
stability analysis.

It is well known that the stability of neural networks [10]-[15] is critical for
signal processing, especially in image processing and solving nonlinear algebraic
and transcendental equations, applied to solve some classes of optimization prob-
lems. FNN has inherent connections to mathematical morphology, which is a
cornerstone in image processing and pattern recognition. To guarantee that the
performance of FNN is what we wanted, it is important to study its equilibrium
points and the stability of those equilibrium points. Some papers [9],[16], [17],
[18] have studied the stability of FNN. In [16], the stability can be analyzed by
the Nyquist stability criterion. In [17], the stability of the T-S model was studied
by using a fuzzy block diagram. In [18], an energetic stability algorithm (ESA)
was proposed to investigate the local stability of a free dynamic system. In [19],
a fuzzy cellular neural network model with flat fuzzy feedback Min templates
and flat fuzzy feedback Max templates was proposed and studied. In [20], we
introduce a kind of fuzzy neural network which integrates fuzzy logic into the
structure of traditional neural network structures, FNN has fuzzy logic between
its template and input and/or output besides the “sum of product” operation.

In this paper, a sufficient condition is derived to guarantee the global exponen-
tial stability of T-S fuzzy cellular neural networks (TSFCNNs) with time-varying
delays.

2 Preliminaries

Consider the DCNN described by the following normalized equations:

dxi(t)
dt

= −xi(t) +
n∑

j=1

(aijf(xj(t)) + bijf(xj(t− τij(t)))) + ui, (1)

where i = 1, · · · , n, x = (x1, · · · , xn)T ∈ �n is the state vector, A = (aij) and
B = (bij) are connection weight matrices, u = (u1, · · · , un)T ∈ �n is the external
input vector, τij(t) is the time-varying delay that satisfies 0 ≤ τij(t) ≤ τij ≤ τ
(τij and τ are constant) for all t ≥ t0, f(v) = (|v + 1| − |v − 1|)/2. (1) can be
rewritten as the following:

dx(t)
dt

= −x(t) + Af(x(t)) + Bf(x(t− τ(t))) + u, (2)

where f(x(t)) = (f(x1(t)), f(x2(t)), · · · , f(xn(t)))T , f(x(t − τ(t))) = (f(x1(t −
τ1(t))), f(x2(t− τ2(t))), · · · , f(xn(t− τn(t))))T , u = (u1, u2, · · · , un)T .

Let C([t0 − τ, t0],D) be the space of continuous functions mapping [t0− τ, t0]
into D ⊂ �n with norm defined by ||φ||t0 = max1≤i≤n{supu∈[t0−τ,t0] |φi(u)|},
where φ(s) = (φ1(s), φ2(s), · · · , φn(s))T . Denote ||x|| = max1≤i≤n{|xi|} as the
vector norm of the vector x = (x1, · · · , xn)T . The initial condition of DCNN (1)
is assumed to be
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φ(ϑ) = (φ1(ϑ), φ2(ϑ), · · · , φn(ϑ))T ,

where φ(ϑ) ∈ C([t0−τ, t0],�n). Denote x(t; t0, φ) as the state of DCNN (1) with
initial condition φ(ϑ), it means that x(t; t0, φ) is continuous and satisfies (1) and
x(s; t0, φ) = φ(s), for s ∈ [t0 − τ, t0].

The continuous fuzzy system was proposed to represent a nonlinear system.
The system dynamics can be captured by a set of fuzzy rules which characterize
local relation in the state space. Every local dynamics described by fuzzy IF-
THEN rule is with the property of linear input-output relation. Based on the
concept of T-S fuzzy model, a model of TSFCNNs with time-varying delays is
described as follows:

Model Rule K:
If θ1(t) is Mk1 and, · · · , θr(t) is Mkr, then

dx(t)
dt

= −x(t) + Akf(x(t)) + Bkf(x(t− τ(t))) + Uk, (3)

x(t) = ψk(t) ∈ C([t0 − τ, t0],�n), (4)

where Ak, Bk ∈ �n×n are known constant matrices, θ1(t), θ2(t), · · · , θr(t) are
known premise variables, Mkl, k ∈ {1, 2, · · · , m} , l ∈ {1, 2, · · · , r} is the fuzzy
set and m is the number of model rules. By inferring the fuzzy models, the final
output of TSFCNN is obtained by

dx(t)
dt

=
∑m

k=1 wk(θ(t)) {−x(t) + Akf(x(t)) + Bkf(x(t− τ(t))) + Uk}∑m
k=1 wk(θ(t))

=
m∑

k=1

ηk(θ(t)) {−x(t)+Akφ(x(t))+Bkφ(x(t − τ(t)))+Uk} , t≥ 0, (5)

x(t) =
m∑

k=1

ηk(θ(t)) · ψk(t), t ∈ [t0 − τ, t0] . (6)

The weight and averaged weight of each fuzzy rule are denoted by wk(θ(t)) =
m∏

l=1
Mkl(θl(t)) and ηk(θ(t)) = wk(θ(t))/

∑m
k=1 wk(θ(t)), respectively. The term

Mkl(θl(t)) is the grade of membership of θl(t) in Mkl. In this paper, we assume
that wk(θ(t)) ≥ 0, k ∈ {1, 2, · · · , m}, and

∑m
k=1 wk(θ(t)) > 0. Therefore, we

have ηk(θ(t)) ≥ 0, k ∈ {1, 2, · · · , m} and
∑m

k=1 ηk(θ(t)) = 1, for all t ≥ 0.

3 Main Result

Theorem. If E −∑m
k=1 |Ak| −

∑m
k=1 |Bk| is a nonsingular M matrix, then TS-

FCNN (5) is globally exponentially stable, where E is an n× n unit matrix.

Proof. It is well known that the equilibrium points of TSFCNN (5) exist by
the Schauder fixed-point theorem. Let x∗ = (x∗

1, x
∗
2, · · · , x∗

n)T be an equilibrium
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point of TSFCNN (5). Denote zi(t) = xi(t)− x∗
i , i = 1, 2, · · · , n, then TSFCNN

(5) can be rewritten as

dz(t)
dt

=
m∑

k=1

wk(θ(t)) {−z(t) + Akg(z(t)) + Bkg(z(t− τ(t)))}
/

m∑
k=1

wk(θ(t))

=
m∑

k=1

ηk(θ(t)) {−z(t) + Akg(z(t)) + Bkg(z(t− τ(t)))} , t ≥ 0, (7)

z(t) =
m∑

k=1

ηk(θ(t))ϕk(t), t ∈ [t0 − τ, t0], (8)

where ϕk(t) ∈ C([t0 − τ, t0],�n) is the initial continuous vector function and

g(z(t)) = (g1(z1(t)), g2(z2(t)), · · · , gn(zn(t)))T ,

g(z(t− τ(t))) = (g1(z1(t− τ1(t))), g2(z2(t− τ2(t))), · · · , gn(zn(t− τn(t))))T ,

gi(zi(t)) = fi(zi + x∗
i )− fi(x∗

i ), gi(zi(t− τi(t))) = fi(zi(t− τi(t)) + x∗
i )− fi(x∗

i ).

Clearly, the origin, z = 0 is an equilibrium point of the system (7). If the
origin of the system (7) is globally exponentially stable, then the equilibrium
point x∗ is also globally exponentially stable.

Since E − ∑m
k=1 |Ak| −

∑m
k=1 |Bk| is a nonsingular M matrix, there exist

positive numbers γ1, · · · , γn such that

γi −
m∑

k=1

n∑
j=1

(|a(k)
ij |+ |b(k)

ij )|γj > 0. (9)

Hence, there exists a constant ν > 0 such that

γi − ν −
m∑

k=1

n∑
j=1

(|a(k)
ij |+ |b(k)

ij |) exp{ντ}γj > 0. (10)

Let yi(t) = (xi(t)− x∗
i )/γi, then from (7), for t ≥ 0,

dyi(t)
dt

=

m
k=1 wk(θ(t)) −γiyi(t) + n

j=1(a
(k)
ij gj(γjyj(t)) + b

(k)
ij gj(γjyj(t − τj(t))))

γi
m
k=1 wk(θ(t))

=
m

k=1

ηk(θ(t)) −yi(t) +
n
j=1(a

(k)
ij gj(γjyj(t)) + b

(k)
ij gj(γjyj(t − τj(t))))

γi
.(11)

From (8),

yi(t) =
1
γi

m∑
k=1

ηk(θ(t))ϕk(t), t ∈ [t0 − τ, t0] (12)
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is the initial continuous function of (11). Hence,

||y(t)|| ≤ max1≤i≤n{maxt0−τ≤s≤t0{yi(s)}} exp{−ν(t− t0)}. (13)

Otherwise, there exist t2 > t1 > t0, q ∈ {1, 2, · · · , n} and sufficiently small ε > 0
such that ∀s ∈ [t0 − τ, t1], (13) holds, and for r ∈ (t1, t2],

|yp(r)| ≤ max1≤i≤n{maxt0−τ≤s≤t0{yi(s)}} exp{−ν(r − t0)}+ ε, (14)

D+|yp(t2)|+ νmax1≤i≤n{maxt0−τ≤s≤t0{yi(s)}} exp{−ν(t2 − t0)} > 0. (15)

But from (10), (11) and (14), (15) does not hold. Hence, from this conclusion of
absurdity, it shows that main Theorem holds.

4 Concluding Remarks

In this paper, using the reduction to absurdity, for a general class of Takagi-
Sugeno Fuzzy cellular neural networks with time-varying delays, we have ob-
tained a sufficient condition to guarantee that the delayed neural network is
globally exponentially stable. Since our model is more general than some exist-
ing works, the results presented in this paper obviously improve and extend the
existing ones.
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Abstract. In this paper, we present experiments comparing different training
algorithms for Radial Basis Functions (RBF) neural networks. In particular we
compare the classical training which consists of an unsupervised training of cen-
ters followed by a supervised training of the weights at the output, with the full
supervised training by gradient descent proposed recently in same papers. We
conclude that a fully supervised training performs generally better. We also com-
pare Batch training with Online training and we conclude that Online training
suppose a reduction in the number of iterations.

1 Introduction

A RBF has two layer of neurons. The first one, in its usual form, is composed of neurons
with Gaussian transfer functions (GF) and the second has neurons with linear transfer
functions. The output of a RBF can be calculated with the following equation:

ŷi,k = wT
i · hk =

c∑
j=1

wij · exp

(
−‖xk − vj‖2

σ2

)
. (1)

Where vj are the center of the Gaussian transfer functions, σ control the width of the
Gaussian transfer functions and wi are the weights among the Gaussian units (GU) and
the output units.

As (1) shows, there are three elements to design in the neural network: the centers
and the widths of the Gaussian units and the linear weights among the Gaussian units
and output units.

There are two procedures to design the network. One is to train the networks in two
steps. First we find the centers and widths by using some unsupervised clustering algo-
rithm and after that we train the weights among hidden and output units by a supervised
algorithm. This process is usually fast [1],[2],[3],[4].

The second procedure is to train the centers and weights in a full supervised fash-
ion, similar to the algorithm Backpropagation (BP) for Multilayer Feedforward. This
procedure has the same drawbacks of Backpropagation, long training time and high
computational cost. However, it has received quite attention recently [5],[6].

In [5],[6] it is used a sensitivity analysis to show that the traditional Gaussian unit
(called “exponential generator function”) of the RBF network has low sensitivity for
gradient descent training for a wide range of values of the widths. As an alternative two

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 391–396, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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different transfer functions are proposed. They are called in the papers “lineal generator
function” and “cosine generator function”.

In contrast, in this paper we present more complete experiments with nine databases
from the UCI Repository, and include in the experiments four traditional unsupervised
training algorithms and a fully gradient descent training with the three transfer functions
analysed in papers [5],[6].

Furthermore, we also presents experiments with Batch and Online learning, in the
original references the training was performed in Batch mode and we show that Online
Traning is the best alternative under the point of view of training speed.

2 Theory

2.1 Training by Gradient Descent

”Exponential (EXP) Generator” Function. This RBF has the usual Gaussian transfer
function described in (1). The equation for adapting the weights by gradient descent is
in (2).

∆wp = η ·
M∑

k=1

ε0
p,k · hk. (2)

Where η is the learning rate, M the number of training patterns and ε0
p,k is the output

error, the difference between target and output.
The equation for adapting the centers by gradient descent is the following:

∆vq = η ·
M∑

k=1

εh
p,k · (xk − vq). (3)

Where η is the learning rate and εh
p,k is the hidden error given by equation (4).

εh
p,k =

2
σ2 · exp

(
−‖xk − vq‖2

σ2

)
·

no∑
i=1

ε0
i,k · wiq . (4)

In the above equations no is the number of outputs and these equation are for Batch
training, i.e., we adapt the variables of the network after the presentation of all the
patterns of the training set. The equations for Online training are basically the same,
we only have to omit the sum for k=1, to M in the expressions.

“Linear (LIN) Generator” Function. In this case the transfer function of the hidden
units is the following:

hj,k =

(
1

‖xk − vj‖2 + γ2

) 1
m−1

. (5)

Where we have used m = 3 in our experiments and γ is a parameter that should be
determined by trial and error and cross-validation.
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The above equation (3) is the same, but in this case the hidden erros is (6).

ηh
p,k =

2
m− 1

·
(
‖xk − vq‖2 + γ2

)
m

1−m ·
no∑
i=1

ε0
i,k · wiq . (6)

“Cosine (COS) Generator” Function. In this case the transfer function is the
following:

hj,k =
aj(

‖xk − vj‖2 + a2
j

) 1/2
. (7)

Equations (3) is the same, but in this case the hidden error is different as in
equation (8).

εh
p,k =

(
h3

j,k

a2
j

)
·

no∑
i=1

ε0
i,k · wiq . (8)

The parameter aj is also adapted during training, the equation is (9).

∆aj =
(

η

aj

)
·

no∑
i=1

hj,k · (1 − h2
j,k) · εh

p,k. (9)

2.2 Training by Unsupervised Clustering

Algorithm 1. This training algorithm is the simplest one. It was proposed in [1]. It
uses adaptive k-means clustering to find the centers of the gaussian units. The process
is iterative, we successively present an input pattern and after each presentation we find
the closest center and adapt this center toward the input pattern.

Algorithm 2. This algorithm is proposed in reference [2]. However, we have slightly
modified the algorithm. In the original reference it is used a truncation for the Gaussian
functions and non-RBF functions in the hidden layer. We have applied the algorithm
without truncation in the Gaussian functions and with only RBF units in the hidden
layer. The algorithm is complex and a full description can be found in reference [2].

Algorithm 3. It is proposed in reference [3]. They use a one pass algorithm called APC-
III, clustering the patterns class by class instead of the entire patterns at the same time.
The APC-III algorithms uses a constant radius to create the clusters. In the reference this
radius is calculated as the mean minimum distance between training patterns multiplied
by a constant α .

Algorithm 4. This algorithm is proposed in reference [4]. However, we have slightly
modified the algorithm, in the original reference it is used a truncation for the Gaussian
units and a hard limiting function for the output layer. We have applied the algorithm
without these modifications of the normal RBF network. The algorithm is complex and
a full description can be found in refrence [4].

3 Experimental Results

We have applied the training algorithms to nine different classification problems from
the UCI repository of machine learning databases.
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They are Balance Scale, Cylinders Bands, Liver Disorders, Credit Approval, Glass
Identification, Heart Disease, The Monk’s Problems and Voting Congresional Records.
The complete data and a full description can be found in the repository http://www.ics.
uci.edu/∼mlearn/MLRepository.html) [7].

3.1 Results

The first step was to determine the appropriate parameters of the algorithms by trial and
error and cross-validation. We have used an extensive trial procedure.

After that, with the final parameters we trained ten networks with different partition
of data in training, cross-validation and test set, also with different random initialization
of parameters. With this procedure we can obtain a mean performance in the database
(the mean of the ten networks) and an error by standard error theory.

These results are in Tables 1, 2 and 3. We have included for each database and train-
ing algorithm the mean percentage of correct classification with its error (column Perc.)
and the number of gaussian transfer units under the column Nunit.

Table 1. Performance of Gradient Descent with Exponential Generator Functions

Training Algorithm
Exp Batch Exp Online

Database Percentage Nunit Percentage Nunit

bala 90.2±0.5 45 90.2±0.5 60
band 74.1±1.1 110 74.0±1.1 40
bupa 69.8±1.1 35 70.1±1.1 40
cred 86.1±0.7 40 86.0±0.8 30
glas 92.9±0.7 125 93.0±0.6 110
hear 82.0±1.0 155 82.0±1.0 20
mok1 94.7±1.0 60 98.5±0.5 30
mok2 92.1±0.7 80 91.3±0.7 45
vote 95.6±0.4 35 95.4±0.5 5

Table 2. Performance of Gradient Descent with Linear and Cosine Generator Functions

Training Algorithm
Linear Batch Linear Online Cosine Batch Cosine Online

Database Percentage Nunit Percentage Nunit Percentage Nunit Percentage Nunit

bala 90.1±0.5 45 90.6±0.5 50 89.9±0.5 25 90.0±0.7 40
band 74.5±1.1 30 73.4±1.0 35 75.0±1.1 120 74.9±1.1 125
bupa 71.2±0.9 10 69.7±1.3 15 69.9±1.1 15 70.2±1.1 40
cred 86.2±0.7 10 85.8±0.8 10 86.1±0.8 10 86.1±0.8 25
glas 91.4±0.8 35 92.4±0.7 30 93.5±0.8 105 92.6±0.9 15
hear 82.1±1.1 15 81.8±1.1 10 82.1±1.0 25 81.9±1.1 15
mok1 93.2±0.7 15 94.5±0.7 15 89.8±0.8 100 90.2±1.0 145
mok2 82.8±1.2 25 89.6±1.2 50 87.9±0.8 125 86.6±1.1 45
vote 95.6±0.4 25 95.6±0.4 10 95.6±0.4 20 95.4±0.4 10
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Table 3. Performance of Unsupervised Algorithms 1 and 2

Training Algorithm
UC Alg. 1 UC Alg. 2 UC Alg. 3 UC Alg. 4

Database Percentage Nunit Percentage Nunit Percentage Percentage
bala 88.5±0.8 30 87.6±0.9 88.5±1.6 88.0±0.9 87.4±0.9
band 74.0±1.5 60 67±2 18.7±1.0 67±4 65.8±1.4
bupa 59.1±1.7 10 57.6±1.9 10.3±1.5 60±4 47±3
cred 87.3±0.7 20 87.5±0.6 95±14 87.9±0.6 86.4±0.9
glas 89.6±1.9 100 79±2 30±2 82.8±1.5 81.2±1.8
hear 80.8±1.5 100 80.2±1.5 26±4 72±4 78±3
mok1 76.9±1.3 90 72±2 93±8 68±3 64±2
mok2 71.0±1.5 90 66.4±1.7 26±4 66.5±0.8 71.6±1.5
vote 95.1±0.6 40 93.6±0.9 53±5 94.1±0.8 76±5

3.2 Interpretation of Results

Comparing the results of the same algorithm trained by gradient descent in the case of
Batch training and Online training, we can see that the differences in performance are
not significant. The fundamental difference between both training procedures is in the
number of iterations and the value of the learning step.

Comparing EXP, LIN and COS generator functions, we can see that the general
performance is quite similar except in the case mok1 where the performance of EXP is
clearly better. In other aspect, EXP and LIN functions need a higher number of trials for
the process of trial and error to design the network, because cosine generator functions
adapt all parameters. But in contrast, the number of iterations needed to converge by
COS functions is usually larger, so globally speaking the computational cost can be
considered similar.

Comparing unsupervised training algorithms among them, it seems clear that the
classical algorithm 1, k-means clustering shows the better performance.

Finally, comparing unsupervised training with gradient descent we can see that the
best alternative (under the performance point of view) is supervised training by gradient
descent, it achieves a better performance in 6 of 9 databases.

Table 4. Performance of Multilayer Feedforward with Backpropagation

Database N. Hidden Percentage
bala 20 87.6±0.6
Bands 23 72.4±1.0
bupa 11 58.3±0.6
cred 15 85.6±0.5
glas 3 78.5±0.9
hear 2 82.0±0.9
mok1 6 74.3±1.1
mok2 20 65.9±0.5
vote 1 95.0±0.4
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In order to perform a further comparison, we have included the results of Multilayer
Feedforward with Backpropagaion in Table 4. We can see that the results of RBF are
better. This is the case in all databases except cred, hear and vote where the performance
of both networks is similar.

4 Conclusions

In this paper we have presented a comparison of unsupervised and fully supervised
training algorithms for RBF networks. The algorithms are compared using nine data-
bases. Our results show that the fully supervised training by gradient descent may be
the best alternative under the point of view of performance. The results of RBF are also
compared with Multilayer Feedforward with Backpropagation and the performance of
a RBF network seems to be better.

Furthermore under the point of view of training speed the alternative of Online Train-
ing is better than Batch Training.
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Abstract. As seen in the bibliography, Adaptive Boosting (Adaboost) is one of
the most known methods to increase the performance of an ensemble of neural
networks. We introduce a new method based on Adaboost where we have applied
Cross-Validation to increase the diversity of the ensemble. We have used Cross-
Validation over the whole learning set to generate an specific training set and
validation set for each network of the committee. We have tested Adaboost and
Crossboost with seven databases from the UCI repository. We have used the mean
percentage of error reduction and the mean increase of performance to compare
both methods, the results show that Crossboost performs better.

1 Introduction

Perhaps, the most important property of a neural network is the generalization capa-
bility. The ability to correctly respond to inputs which were not used in the training
set.

One technique to increase this capability with respect to a single neural network
consist on training an ensemble of neural networks, i.e., to train a set of neural networks
with different weight initialization or properties and combine the outputs of the different
networks in a suitable manner to give a single output.

It is clear from the bibliography that this procedure increases the generalization ca-
pability. The error of a neural network can be decomposed into a bias and a variance
[1,2]. The use of an ensemble usually keeps the bias constant and reduce the variance if
the errors of the different networks are uncorrelated or negatively correlated. Therefore,
it increases the generalization performance. The two key factors to design an ensemble
are how to train the individual networks to get uncorrelated errors and how to combine
the different outputs of the networks to give a single output.

In previouses works, [3] and [4], developed by our research group we presented a
comparison among methods to build an ensemble. In these works we concluded that
k-Cross-Fold Validation (CVC) presented in [5] has a good performance.

Among the methods described in the bibliography we have focused on Adaptive
Boosting (Adaboost). Adaboost is a well know method to create an ensemble of neural
networks [6] and it has been widely studied by some authors [7,8,9].

Adaboost could be improved if we increase the diversity of the ensemble. We can
generate an specific validation set Vnet and training set Tnet for each network [5] if we
apply Cross Validation over the learning set in order to get k disjoint subsets.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 397–402, 2006.
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To test the performance of the method we have proposed Cross Validated Boost-
ing (Crossboost), we have built ensembles of 3, 9, 20 and 40 multilayer feedforward
networks with seven databases from the UCI repository.

The results we have obtained on these seven databases are in subsection 3.1. We
have also calculated the global measurements Mean Increase on performance and Mean
Percentage of Error Reduction of Adaboost and Crossboost to compare both methods,
these results appear in subsetion 3.2.

2 Theory

2.1 Adaptive Boosting

Adaboost is a method that constructs a sequence of networks, each network is trained
as an individual network, but the training set used to train the network is based on the
previous network performance on the original training set.

The successive networks are trained with a training data set T
′

selected at random
from the original training data set T , the probability of selecting a pattern from T is
given by the sampling distribution associated to the network dnet. The sampling distri-
bution associated to a network is calculated when the previous network learning process
has finished.

Although the Output Average and voting are the two most used combining meth-
ods [10], Adaboost use the an specific combination method called (boosting combiner)
which is described in equation 1 .

hboosting(x) = arg max
c=1,...,classes

k∑
net:hnet(x) �=d(x)

log
(

1− εnet

εnet

)
(1)

2.2 Cross Validated Boosting

In the method we have proposed, Crossboost, we assume that each network has its own
version of the training set Tnet and validation set Vnet. The training process is similar
to the training process of Adaboost.

In this case, the learning set L has been divided into k disjoint subsets of the same
size L = {L1, ..., Lk} with k-cross-fold validation in order to create the specific train-
ing sets and validation sets. The ith-network validation set, Vi, is generated by equation
2 and the ith-network training set, Ti, is generated by equation 3.

Vnet = Lnet (2)

Tnet =
k⋃

j=1

j �=net

Lj (3)

The algorithm 1 shows the training process of an ensemble of neural networks with
Crossboost.
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Algorithm 1. CrossBoost {L k}
Initialize Sampling Distribution Dist:

Dist1pattern = 1/m ∀pattern ∈ L
Divide Learning set L into k subsets
for net = 1 to k do

Create Tnet and Vnet

end for
for net = 1 to k do

Create T
′

sampling from Tnet using distnet

MF Network Training T
′
net , V

′
net

Calculate missclassified vector:

missnet
pattern =

1 if hnet(xpattern) = d(xpattern)
0 otherwise

Calculate error:
εnet = m

pattern=1 Distnet
pattern · missnet

pattern

Update sampling distribution:

Distnet+1
pattern = Distnet

pattern ·
1

2(1−εnet)
if missnet

pattern
1

(2εnet)
otherwise

end for

In our experiments we have used the Average combiner (4) and the boosting com-
biner (1) to get the ensemble output/hypothesis of the ensembles generated by Cross-
boost.

haverage(x) = argmax
class=1...classes

{
k∑

net=1

1
k
· ynet

class(x)

}
(4)

3 Experimental Testing

The experimental setup, the datasets we have used in our experiments and the results
we have obtained are described in the present section. Finally, the results of Boosting
methods Adaboost and Crossboost have been analysed.

For this reason we have trained ensembles of 3, 9, 20 and 40 MF networks with
Adaboost and Crossboost algorithms on seven different classification problems from
the UCI repository of machine learning databases [11] to test the performance of both
methods. The databases we have used are: Balance Scale Database (bala), Australian
Credit Approval (credit), Heart Disease Database (hear), Image segmentation Data-
base (img), Ionosphere Database (ionos), MONK Problems 2 (mok2), Wisconsin Breast
Cancer Database (wdbc). In addition, we repeated ten times the whole learning process,
using different partitions of data in training, validation and test sets. With this procedure
we can obtain a mean performance of the ensemble for each database and an error in
the performance calculated by standard error theory.

3.1 Results

The main results we have obtained with the Boosting methods are presented in this
subsection. Table 1 shows the results we have obtained with ensembles of 3, 9, 20 and
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Table 1. Adaboost results

Database 3 Nets 9 Nets 20 Nets 40 Nets
bala 94.5±0.8 95.3±0.5 96.1±0.4 95.7±0.5
cred 84.9±1.4 84.2±0.9 84.5±0.8 85.1±0.9
hear 80.5±1.8 81.2±1.4 82±1.9 82.2±1.8
img 96.8±0.2 97.3±0.3 97.29±0.19 97.3±0.2

ionos 88.3±1.3 89.4±0.8 91.4±0.8 91.6±0.7
mok2 76.5±2.4 78.8±2.5 81.1±2.4 82.9±2.1
wdbc 95.7±0.6 95.7±0.7 96.3±0.5 96.7±0.9

Table 2. Crossboost results

Average Combiner Boosting Combiner
DB 3 Nets 9 Nets 20 Nets 40 Nets 3 Nets 9 Nets 20 Nets 40 Nets
bala 96.3±0.5 96.3±0.6 96.2±0.6 95.4±0.6 95.1±0.5 95.4±0.5 96.2±0.6 95.8±0.7
cred 84.8±1 85±0.8 86.5±0.6 86.2±0.8 85.2±0.9 86.4±0.7 85.3±0.7 84.9±0.7
hear 81.7±1.3 80.5±1.8 82.4±1.1 78.1±1.2 80.7±1.3 81.2±1.5 82.7±1.6 81.2±1.5
img 96.6±0.3 97.3±0.2 97.4±0.2 97.4±0.3 96.1±0.3 97.5±0.2 97.5±0.2 97.7±0.1

ionos 89.7±0.9 91.3±1 91.6±1.3 91.4±1.8 89.1±0.7 91.7±0.6 90.7±1 92.6±0.6
mok2 77.9±2.3 85.8±1.3 84.1±2 77.3±1.6 74.8±2 86.1±1.4 87.3±0.9 87.5±1.2
wdbc 96.6±0.2 96.5±0.7 96±0.5 96.1±0.5 96.6±0.4 96.7±0.5 96.4±0.6 95.9±0.5

40 networks trained with Adaboost. Table 2 shows the results we have obtained with
ensembles of 3, 9, 20 and 40 networks trained with Crossboost combining the outputs
with the Output Average and the Boosting Combiner.

3.2 Interpretations of Results

In order to see if the method we have proposed is better, we have calculated the increase
of performance of the new method respect the original Adaboost. A positive value of
the increase of performance means that our method performs better that the original
Adaboost on the dataset. There can also be negative valies, which means that our method
performs worse than original Adaboost. The increase on performance obtained with
Crossboost using Average Combiner and Boosting Combiner is in table 3.

Comparing the results showed in table 3 we can see that the improvement in per-
formance using our method depends on the database and the number of networks used
in the ensemble. For instance, the highest increase of performance of Crossboost with
respect to Adaboost is 9.25 in Database mok2. In contrast we can see that the increase
of performance in database bala is not as good as in data base mok2.

But, the increase of performance we have show is an absolute measure so we cannot
see how important is the increase of performance with respect to the error. To have
information about the error reduction, we have also calculated the percentage of error
reduction (PER) (5) of the ensembles with respect to a Single Network.

PER = 100 · Errorsinglenetwork − Errorensemble

Errorsinglenetwork
(5)
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Table 3. Crossbost increase on performance respect Adaboost

Average Combiner Boosting Combiner
DB 3 Nets 9 Nets 20 Nets 40 Nets 3 Nets 9 Nets 20 Nets 40 Nets
bala 1.83 1.03 0.08 -0.25 0.64 0.15 0.16 0.15
cred -0.16 0.76 2.08 1.07 0.31 2.14 0.85 -0.16
hear 1.17 -0.68 0.34 -4.06 0.17 0 0.67 -1.02
img -0.18 0.03 0.14 0.1 -0.69 0.18 0.16 0.4

ionos 1.41 1.89 0.16 -0.17 0.84 2.3 -0.7 0.96
mok2 1.38 7 3 -5.63 -1.76 7.38 6.12 4.62
wdbc 0.93 0.74 -0.3 0.39 0.84 1.03 0.06 0.2

Table 4. Global Measures

Mean PER Mean Increase of Performance
DB 3 Nets 9 Nets 20 Nets 40 Nets 3 Nets 9 Nets 20 Nets 40 Nets

Adaboost) 3.57 8.52 16.95 14.95 2.07 2.73 3.71 3.96
CrossBoost (ave) 13.19 19.34 19.76 12.48 4.27 4.5 2.74 -1.46

CrossBoost (boost) 7.01 23.01 21.25 19.95 2.12 4.62 4.76 4.7

The PER value ranges from 0%, where there is no improvement by the use of a
particular ensemble method with respect to a single network, to 100%. There can also
be negative values, which means that the performance of the ensemble is worse than the
performance of the single network. This new measurement is relative and can be used
to compare more clearly the different methods.

Furthermore, we have calculated the increase of performance with respect to Ad-
aboost and the mean PER across all databases for each method to get a global measure-
ment. Table 4 shows these results.

According to this global measurement Crossboost performs better than original Ad-
aboost. The highest difference between original Adaboost and Crossboost is in the 9-
network ensemble where the mean PER increase is 14.49%. We also see that the en-
sembles composed by a high number of networks tend to be less accurate than smaller
ones. This is becuase the partitioning process of learning set we have apply produces a
very small validation set when the number of networks is high.

4 Conclusions

In this paper we have presented Crossboost, an algortithm based on Adaboost and cross
validation. We have trained ensembles of 3, 9, 20 and 40 networks with Adaboost and
Crossboost to cover a wide spectrum of the number of networks in the ensemble. Al-
tough the results showed that in general the improvement by the use of Crossboost
depends on the database, in four databases there is a high increase in the performance.
Finally, we have obtained the mean percentage of error reduction across all databases.
According to the results of this measurement Conserboost performs better than Ad-
aboost. The most appropriate method to combine the outputs in Crossboost is the Av-
erage combiner for the ensembles of 3 networks and the Boosting combiner for the
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ensembles of 9, 20 and 40 networks. We can conclude that the Adaboost variation we
have presented in this paper increases the diversity of the classifiers so the performance
of the final ensemble is, in general, better.
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Abstract. In the field of credit risk analysis, the problem that we often en-
countered is to increase the model accuracy as possible using the limited data. 
In this study, we discuss the use of supervised neural networks as a 
metalearning technique to design a credit scoring system to solve this prob-
lem. First of all, a bagging sampling technique is used to generate different 
training sets to overcome data shortage problem. Based on the different train-
ing sets, the different neural network models with different initial conditions 
or training algorithms is then trained to formulate different credit scoring 
models, i.e., base models. Finally, a neural-network-based metamodel can be 
produced by learning from all base models so as to improve the reliability, 
i.e., predict defaults accurately. For illustration, a credit card application ap-
proval experiment is performed. 

1   Introduction 

In the financial risk management field, the credit risk analysis is beyond doubt an 
important branch and credit scoring is one of the key techniques in the credit risk 
analysis. Especially for any credit-granting institution, such as commercial banks and 
certain retailers, the ability to discriminate good customers from bad ones is crucial. 
The need for reliable models that predict defaults accurately is imperative, in order to 
enable the interested parties to take either preventive or corrective action [1]. 

As Thomas [2] argued, credit scoring is a technique that helps organizations decide 
whether or not to grant credit to consumers who apply to them. The generic approach 
of credit scoring is to apply a classification technique on similar data of previous 
customers – both faithful and delinquent customers – in order to find a relation be-
tween the characteristics and potential failure. One important ingredient needed to 
accomplish this goal is to seek an accurate classifier in order to categorize new appli-
cants or existing customers as good or bad. Therefore, many different models, includ-
ing traditional methods, such as linear discriminant analysis [3] and logit analysis [4], 
and emerging artificial intelligence (AI) techniques, such as artificial neural networks 
(ANN) [5] and support vector machine (SVM) [1], were widely applied to credit 
scoring tasks and some interesting results have been obtained. A good recent survey 
on credit scoring and behavioral scoring is [2]. 
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However, in the above approaches, it is difficult to say that the performance of 
one method is consistently better than that of another method in all circumstances, 
especially for data shortage leading to insufficient estimation. Furthermore, in  
realistic situation, due to competitive press and privacy, we can only collect few 
available data about credit risk, making the statistical approaches and intelligent 
inductive learning algorithm difficult to obtain a consistently good result for credit 
scoring. In order to improve the performance and overcome data shortage, it is 
therefore imperative to introduce a new approach to cope with these challenges. In 
this study, a neural-network based metalearning technique [6] is introduced to solve 
these problems.  

The main motivation of this study is to take full advantage of the flexible map-
ping capability of neural network and inherent parallelism of metalearning to design 
a powerful credit scoring system. The rest of this study is organized as follows. In 
Section 2, a neural-network-based metalearning process is provided in detail. To 
verify the effectiveness of the proposed metalearning technique, a credit card appli-
cation approval experiment is performed in Section 3. Finally, Section 4 concludes 
the paper. 

2   The Neural-Network-Based Metalearning Process 

Metalearning [6], which is defined as learning from learned knowledge, is an emerg-
ing technique recently developed to construct a metamodel that deals with the prob-
lem of computing a metamodel from data. The basic idea is to use intelligent learning 
algorithms to extract knowledge from several data sets and then use the knowledge 
from these individual learning algorithms to create a unified body of knowledge that 
well represents the entire knowledge about data. Therefore metalearning seeks to 
compute a metamodel that integrates in some principled fashion the separately learned 
models to boost overall predictive accuracy. 

Broadly speaking, learning is concerned with finding a model f = fa[i] from a single 
training set {TRi}, while metalearning is concerned with finding a global model or a 
metamodel f = fa from several training sets {TR1, TR2, …, TRn}, each of which has an 
 

 

Fig. 1. The generic metamodeling process 
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associated model (i.e., base model) f = fa[i] (i =1, 2, …, n). The n base models derived 
from the n training sets may be of the same or different types. Similarly, the meta-
model may be of a different type than some or all of the component models. Also, the 
metamodel may use data from a meta-training set (MT), which are distinct from the 
data in the single training set TRi. Generally, the maim process of metalearning is first 
to generate a number of independent models by applying different learning algorithms 
to a collection of data sets in parallel. The models computed by learning algorithms 
are then collected and combined to obtain a metamodel. Fig. 1 shows a generic 
metalearning process, in which a global model or metamodel is obtained on Site Z, 
starting from the original data set DS stored on Site A. 

As can be seen from Fig. 1, the generic metalearning process consists of three 
phases, which can be described as follows. 

Phase 1: on Site A, training sets TR1, TR2, …, TRn, validation set VS and testing set 
TS are extracted from DS with certain sampling algorithm. Then TR1, TR2, …, TRn, VS 
and TS are moved from Site A to Site 1, Site 2, …, Site n and to Site Z. 

Phase 2: on each Site i (i = 1, 2, …, n) the different models fi is trained from TRi by 
the different learners Li. Then each fi is moved from Site i to Site Z. It is worth noting 
that the training process of n different models can be implemented in parallel. 

Phase 3: on Site Z, the f1, f2, …, fn models are combined and validated on VS and 
tested on TS by the meta-learner ML to produce a metamodel. 

A. Data set partitioning 
Due to limitation of the number of data samples available in credit scoring analysis, 
some approaches, such as bagging [7] have been used for creating samples due to the 
feature of its random sampling with replacement. Bagging [7] is a widely used data 
sampling method in the machine learning. Given that the size of the original data set 
DS is P, the size of new training data is N, and the number of new training data items 
is m, the bagging sampling algorithm can be shown in Fig. 2. 

 

Fig. 2. The bagging algorithm 

B. Individual model creation 
According to the principle of bias-variance trade-off [9], a metamodel consisting of 
diverse models (i.e., base models) with much disagreement is more likely to have a 
good performance. Therefore, how to create the diverse model is the key path to the 
creation of an effective metamodel. For neural network model, there are several  
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methods for generating diverse models: (1) Initializing different starting weights for 
each neural network models; (2) Using different training subsets for training each 
neural network models; (3) Varying the architecture of neural network; and (4) Using 
different training algorithms. In this study, the single neural network models with 
different training subsets are therefore used as base learner L1, L2, …, Ln, as illustrated 
in Fig. 1. Through training, base models f1, f2, …, fn can be formulated in a parallel 
way. 

C. Neural-network-based metamodel generation 
As Fig. 1 illustrated, the initial data set is first divided into subsets, and then these 
subsets are input to the different individual neural models which could be executed 
concurrently. These individual models are called “base models’. In this phase, the 
main task is to generate a metamodel to assimilate knowledge from different base 
models. Intuitively, the majority voting can produce a metamodel. But majority vot-
ing ignores the fact that some models that lie in a minority sometimes do produce the 
correct results. In metalearning, it ignores the existence of diversity that can reduce 
error variance. In this study, another single neural network model different from base 
neural network model is used to perform this task to generate a metamodel.  

Concretely speaking, the base models can be generated based upon different train-
ing subsets in previous phase. Using the validation set VS and testing set TS, the per-
formance of the base models can be assessed. Afterwards, the whole validation set VS 
is applied to these base models and corresponding results produced by these base 
models are used as input of another individual neural network model. By validation, a 
metamodel can be generated using the results generated by the base model as input, 
combined with their expected values. In this sense, neural network learning algorithm 
is used as a meta-learner (ML) shown in Fig. 1 for metamodel generation.  

3   Experimental Analysis 

The research data is about Japanese credit card application approval obtained from 
UCI Machine Learning Repository (http://www.ics.uci.edu/~mlearn/). For confidenti-
ality all attribute names and values have been changed to meaningless symbols. After 
deleting the data with missing attribute values, we obtain 653 data, with 357 cases 
were granted credit and 296 cases were refused. To delete the burden of resolving 
multi-category, we use the 13 attributes A1-A5, A8-A15. Because we generally 
should substitute k-class attribute with k-1 binary attribute, which will greatly increase 
the dimensions of input space, we don’t use two attributes: A6 and A7. 

In this empirical analysis, we randomly draw 400 data from the 653 data as the ini-
tial training set, 100 data as the validation set and the else as the testing set. In order 
to increase model accuracy for credit scoring, ten different training subsets are gener-
ated by bagging algorithm. Using these different training subsets, different neural 
network base models with different initial weights are presented. For neural network 
base models, a three-layer back-propagation neural network with 10 TANSIG neurons 
in the hidden layer and one PURELIN neuron in the output layer is used. The network 
training function is the TRAINLM. For the neural-network-based metamodel, a  
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similar three-layer back-propagation neural network with 10 inputs neurons, 8 
TANSIG neural in the second layer and one PURELIN neuron in the final layer is 
adopted for metamodel generation. Besides, the learning rate and momentum rate is 
set to 0.1 and 0.15. The accepted average squared error is 0.05 and the training epochs 
are 1600. The above parameters are obtained by trial and error. 

For comparison, several typical credit scoring models, linear discriminant analysis 
(LDA), logit analysis, individual ANN and SVM, are selected as benchmark models. 
In addition, majority voting based metamodel is also adopted for further comparison. 
In the ANN model, a three-layer back-propagation neural network with 13 input 
nodes, 15 hidden nodes and 1 output nodes is used. The hidden nodes use sigmoid 
transfer function and the output node uses the linear transfer function. In the SVM, 
the kernel function is Gaussian function with regularization parameter C = 50 and 

2=5. Similarly, the above parameters are obtained by trial and error. The classifica-
tion accuracy (i.e., Type I accuracy and Type II accuracy [1]) in testing set is used as 
performance evaluation criterion. To overcome the bias of individual models, such a 
test is repeated ten times and the final Type I and Type II accuracy is the average of 
the results of the ten individual tests. The computational results are shown in Table 1. 

Table 1. The prediction performance comparison results 

Model Type I (%) Type II (%) 
Linear discriminant analysis 79.79 81.05 
Logit regression analysis 84.17 83.11 
Single artificial neural network 81.34 83.78 
Single support vector machine 80.58 82.36 
Majority-voting-based metamodel 83.41 85.16 
Neural-Network-based metamodel 89.56 91.19 

As can be seen from Table 1, we can find the following conclusions. (1) For type I 
accuracy and Type II accuracy, the neural network based metamodel and the majority 
voting based metamodel outperforms the single credit scoring model, implying the 
strong capability of metamodel in credit scoring.  (2) In the two metamodels, the 
performance of the neural-network-based metamodel is much better than that of the 
majority-voting-based metamodel. The main reason is that neural network has a flexi-
ble nonlinear learning capability that can capture subtle relationships between diverse 
base models. Inversely, the majority voting often ignores the existence of diversity of 
different base models, as earlier mentioned. (3) In the four individual models, the 
logit analysis surprisedly outperforms the linear discriminant analysis, the best artifi-
cial neural network and the best support vector machine from the view of Type I. For 
Type II, the artificial neural network is the best of the four individual models. For this 
example, Type II classification is more important than Type I classification. If a bad 
customer is classified as a good customer, it may lead to direct economic loss. In this 
sense, artificial neural network model is very promising approach to credit scoring. 
(4) Generally, the proposed neural-network-based metamodel perform the best in 
terms of both Type I accuracy and Type II accuracy, implying that the proposed  
neural network metalearning technique is a feasible solution to credit scoring.  
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4   Conclusions 

In this study, a neural-network-based metalearning technique is proposed to solve the 
credit scoring with limit data. Through the practical data experiment, we have ob-
tained good classification results and meantime demonstrated that the neural-network-
based metamodel outperforms all the benchmark models listed in this study. These 
advantages imply that the proposed neural-network-based metalearning technique can 
be used a promising solution to credit scoring. Of course, this neural network 
metalearning method is also extended to other application areas. 
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Abstract. The exponential stability is discussed for Cohen-Grossberg
neural networks with discrete delays. Without assuming the bounded-
ness, differentiability and monotonicity of the activation functions, the
nonlinear measure approach is employed to analyze the existence and
uniqueness of an equilibrium, and a novel Lyapunov functional is
constructed to investigate the exponential stability of the networks. New
general sufficient conditions, which are independent of the delays, are
derived for the global exponential stability of the delayed neural
networks.

1 Introduction

Cohen-Grossberg neural networks model was initially suggested in the pioneering
work of Cohen and Grossberg [2]. The model includes a large number of mod-
els from neurobiology, population biology and evolutionary theory([4]), among
which is the popular Hopfield-type neural networks model([10]). Meanwhile, the
model has extensive applications in many areas such as classification, associa-
tive memory and optimization problems([4]). Therefore, Cohen-Grossberg neu-
ral networks have attracted more and more extensive interest(see, for example,
[1,5,13,14,15,17] and references therein).

Due to the finite switching speed of neurons and amplifiers, time delays in-
evitably exist in biological and artificial neural networks([1,6,8,11]). In this pa-
per, we address Cohen-Grossberg neural networks with discrete delays described
by the following difference-differential equations

d
dt

ui(t) = −ai(ui(t))
[
bi(ui(t))−

n∑
j=1

wijfj(uj(t− τij))+ Ii

]
, i = 1, 2, . . . , n, (1)

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 409–415, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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where n ≥ 2 is the number of neurons in the networks, ui(t) denotes the neuron
state vector, ai denotes an amplification function, bi denotes a self-signal func-
tion, W = (wij) denotes the n × n connection weight matrix, fj denotes the
activation function, τij ≥ 0 denotes the delay caused during the switching and
transmission processes, and Ii represents the constant external input.

The initial conditions associated with system (1) are of the following form

ui(s) = φi(s) ∈ C ([t0 − τ, t0], R) , s ∈ [t0 − τ, t0], i = 1, 2, . . . , n, (2)

where τ = max
1≤i,j≤n

{τij} and C([t0 − τ, t0], R) denotes the set of all continuous

real-valued functions on [t0 − τ, t0].
As is well known, the stability of neural networks is of crucial importance

for the designing and successful applications of networks, and the exponential
stability gives a fast convergence rate to the equilibrium([9]). This paper aims to
present new sufficient conditions for the exponential stability of delayed neural
networks (1), which are milder and more general than those existing ones. In
this paper, we only make the following assumptions:

(A1) For i = 1, 2, . . . , n, ai(·) is continuous, and there exist two positive con-
stants ὰi and άi such that ὰi ≤ ai(r) ≤ άi, ∀r ∈ R.

(A2) For i = 1, 2, . . . , n, bi(·) is continuous, and there exists a constant λi > 0
such that for any r1, r2 ∈ R, (r1 − r2)

[
bi(r1)− bi(r2)

] ≥ λi(r1 − r2)2.
(A3) For i = 1, 2, . . . , n, fi(·) is Lipschitz continuous. For convenience, we

denote mi = sup
r1,r2∈R,r1 �=r2

|fi(r1)−fi(r2)|
|r1−r2| the minimal Lipschitz constant of fi.

Generally speaking, nonmonotonic activation functions might be better can-
didates for neuron activation in designing and implementing an artificial neural
networks, and the boundedness assumption on activation functions makes the
results inapplicable to some important engineering problems([3,7]). Note that we
make neither boundedness assumption nor monotonicity or differentiability as-
sumption on fi. In addition, we do not impose any restriction on the matrix W ,
abandoning the usual symmetry assumption. As a consequence, a fairly broader
connection topology for the networks is allowed.

2 Preliminaries

Let Rn be the n-dimensional real vector space with vector norm ‖ · ‖. Here,
we will always use the l2-norm, that is, for each vector x = (x1, x2, . . . , xn)T ∈
Rn, ‖x‖2 =

(∑n
i=1 x2

i

)1/2
. Let 〈·, ·〉 denote the inner product of any two vectors,

and for any two operators F and G, FG(x) = F (G(x)), ∀x ∈ D(G).
Let Ω be an open subset of Rn, F is an operator from Ω to Rn and x(t) ∈ Ω.

Consider the following system

dx(t)
dt

= F (x(t)), t ≥ t0, (3)
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Definition 1. ([12]) Suppose that Ω is an open subset of Rn, and F is an op-
erator from Ω to Rn. The constant

mΩ(F ) = sup
x,y∈Ω,x �=y

〈F (x) − F (y), x− y〉
‖x− y‖22

(4)

is called the nonlinear measure of F on Ω.

The following lemma indicates that the nonlinear measure (4) can exactly char-
acterize the existence and uniqueness of equilibrium of nonlinear systems.

Lemma 1. ([12]) If mΩ(F ) < 0, then F is a one-to-one mapping on Ω. More-
over, if Ω = Rn, then F is a homeomorphism of Rn.

3 Global Exponential Stability of Neural Networks (1)

Theorem 1. Suppose that (A1), (A2), (A3) hold. If there exist six sets of real
numbers ei > 0, li > 0, ri > 0, ηi > 0, ki and di such that

n∑
j=1

{ejrj

eiηi
|wji|

kj
di +

ljηj

liri
|wij |2−

ki
dj

}
<

2λi

mi
, i = 1, 2, . . . , n, (5)

then for each set of external input Ii, (1) has a unique equilibrium point u∗.

Proof. Define an operator G : Rn → Rn by G(x) =
(
G1(x), G2(x), . . . , Gn(x)

)T ,

∀x ∈ Rn, where Gi(x) = −[bi(xi)−
n∑

j=1
wijfj(xj)+ Ji

]
, i = 1, 2, . . . , n. Consider

the following system
dx(t)

dt
= G(x(t)), t ≥ t0. (6)

It is clear that (1) and (6) have the same equilibrium. Let Q = diag(e1, e2, . . . , en)
and P = diag( e1l1

m1
, e2l2

m2
, . . . , enln

mn
). Consider the following system

dy(t)
dt

= P−1QGQ−1P
(
y(t)

)
, t ≥ t0. (7)

Note that y∗ is the unique equilibrium point of system (7) if and only if y∗ is the
unique solution of P−1QGQ−1P (y) = 0, which is equivalent to QGQ−1P (y) = 0.

We have

〈QGQ−1Py − QGQ−1Pz, y − z〉
=

n∑
i=1

{
− ei

{
bi( li

mi
yi) − bi( li

mi
zi) −

n∑
j=1

wij

[
fj(

lj
mj

yj) − fj(
lj

mj
zj)

]}
(yi − zi)

}
≤

n∑
i=1

{
− λi

mi
eili(yi − zi)2 +

n∑
j=1

(
eilj |wij ||yj − zj ||yi − zi|

)}
≤ −

n∑
i=1

λi
mi

eili(yi − zi)2 +
n∑

i=1

n∑
j=1

{
eilj
2

[
ri
ηj

|wij |
ki
dj (yj − zj)2 + ηj

ri
|wij |2− ki

dj (yi − zi)2
]}

= −
n∑

i=1

1
2eili

{
2λi
mi

−
n∑

j=1

ejrj

eiηi
|wji|

kj
di −

n∑
j=1

ljηj

liri
|wij |2− ki

dj

}
(yi − zi)2.
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In view of (5), we derive

mRn(QGQ−1P ) ≤ − min
1≤i≤n

{
eili
2

[
2λi
mi

−
n∑

j=1

(
ejrj

eiηi
|wji|

kj
di + ljηj

liri
|wij |2− ki

dj

)]}
< 0.

By virtue of Lemma 1, we deduce that QGQ−1P is a homeomorphism, thus we
conclude that QGQ−1P (y) = 0 has a unique solution y∗, and therefore (7) has a
unique equilibrium point y∗. Note that y(t) = P−1Qx(t) is the unique solution
of (7) whenever x(t) is a solution of (6), and thus (6) has a unique equilibrium
point x∗ = Q−1Py∗, therefore, system (1) has a unique equilibrium point u∗.

Remark 1. Theorem 1 presents new general sufficient conditions for the existence
and uniqueness of an equilibrium of (1). Wang et al [13] also proved the existence
of an equilibrium of (1), but each fi was additionally assumed to be bounded.

Theorem 2. Suppose that (A1), (A2), (A3) hold and there exist five sets of real
numbers di > 0, ei > 0, ri > 0, ki and li such that

n∑
j=1

(mjej

miri
|wij |2−

ki
lj +

djrj

diei
|wji|

kj
li

)
<

2λi

mi
, i = 1, 2, . . . , n. (8)

Then for each set of external input Ii, system (1) has a unique equilibrium u∗

which is globally exponentially stable, and there exists a constant σ > 0 such that
the exponential decay estimate of any solution satisfies

‖u(t)− u∗‖2 ≤
√

ce−σ(t−t0) sup
s∈[t0−τ,t0]

‖φ(s)− u∗‖2, t ≥ t0, (9)

where c = max
1≤i≤n

{
di

ὰi

(
1 + ὰi

2σ

n∑
j=1

ri

ej
mj |wij |2−

ki
lj
(
1− e−2στij

) )}/
min

1≤i≤n

(
di

άi

)
.

Proof. Condition (8) implies (5) holds, and thus it follows from Theorem 1 that
(1) has a unique equilibrium u∗. Substitution of x(t) = u(t)− u∗ into (1) yields

dxi(t)
dt

= −ai(xi(t) + u∗
i )
{

bi(xi(t) + u∗
i )− bi(u∗

i )

−∑n
j=1 wij

(
fj(xj(t) + u∗

j )− fj(u∗
j )
)}

, i = 1, 2, . . . , n.
(10)

Let pi(xi(t)) = ai(xi(t) + u∗
i ), qi(xi(t)) = bi(xi(t) + u∗

i )− bi(u∗
i ) and sj(xj(t)) =

fj(xj(t) + u∗
j )− fj(u∗

j ). Then system (10) reduces to

dxi(t)
dt

= −pi

(
xi(t)

){
qi(xi(t))−

n∑
j=1

wijsj(xj(t− τij))
}

, i = 1, 2, . . . , n. (11)

It is clear that 0 is an equilibrium of system (11).
It follows from (8) that for any fixed τij ≥ 0, we can find a σ > 0 such that

2λi

mi
− 2σ

miὰi
−

n∑
j=1

(mjej

miri
|wij |2−

ki
lj e2στij +

djrj

diei
|wji|

kj
li

)
> 0. (12)
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We construct the following Lyapunov functional

V (x(t)) =
n∑

i=1
di

{
2e2σt

∫ xi(t)
0

s

pi(s)
ds +

n∑
j=1

rimj

ej
|wij |

ki
lj
∫ t

t−τij
e2σsx2

j(s)ds
}

.

(13)
We deduce

dV (x(t))
dt

= −
n∑

i=1
2die

2σtxi(t)
{

qi(xi(t))−
n∑

j=1
wijsj (xj(t− τij))

}
+

n∑
i=1

4diσe2σt
∫ xi(t)
0

s
pi(s)

ds

+
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj e2σtx2

j (t)−
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj e2σ(t−τij)x2

j (t− τij)

≤ e2σt
{
− 2

n∑
i=1

diλix
2
i (t) + 2

n∑
i=1

n∑
j=1

dimj |wij ||xi(t)||xj(t− τij)|+
n∑

i=1

2diσ
ὰi

x2
i (t)

+
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj x2

j (t)−
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj e−2στij x2

j (t− τij)
}

≤ e2σt
{
− 2

n∑
i=1

diλix
2
i (t) +

n∑
i=1

n∑
j=1

dimj

[ ej

ri
e2στij |wij |2−

ki
lj x2

i (t)

+ ri

ej
e−2στij |wij |

ki
lj x2

j (t− τij)
]
+

n∑
i=1

2diσ
ὰi

x2
i (t)

+
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj x2

j (t)−
n∑

i=1

n∑
j=1

dirimj

ej
|wij |

ki
lj e−2στij x2

j (t− τij)
}

= −e2σt
n∑

i=1
dimi

{
2λi

mi
− 2σ

miὰi
−

n∑
j=1

(mjej

miri
|wij |2−

ki
lj e2στij + djrj

diei
|wji|

kj
li

)}
x2

i (t)

≤ − min
1≤i≤n

dimi

{
2λi

mi
− 2σ

miὰi
−

n∑
j=1

(mjej

miri
|wij |2−

ki
lj e2στij + djrj

diei
|wji|

kj
li

)}
e2σt‖x(t)‖22 < 0.

Thus, V (x(t)) ≤ V (x(t0)) for any t ≥ t0, and

V (x(t0))

=
n∑

i=1
di

{
2e2σt

∫ xi(t0)
0

s

pi(s)
ds +

n∑
j=1

rimj

ej
|wij |

ki
lj
∫ t0

t0−τij
e2σsx2

j (s)ds
}

≤
n∑

i=1
di

{
1
ὰi

e2σt0x2
i (t0) +

n∑
j=1

rimj

ej
|wij |

ki
lj sup

s∈[t0−τ,t0]
x2

j (s)
∫ t0

t0−τij
e2σsds

}
≤ max

1≤i≤n

{
di

ὰi

(
e2σt0 + ὰi

n∑
j=1

rimj

ej
|wij |

ki
lj 1

2σ

(
e2σt0 − e2σ(t0−τij)

))}
sup

s∈[t0−τ,t0]

n∑
i=1

x2
i (s)

= max
1≤i≤n

{
di

ὰi

(
1 + ὰi

2σ

n∑
j=1

rimj

ej
|wij |

ki
lj
(
1− e−2στij

) )}
e2σt0 sup

s∈[t0−τ,t0]

n∑
i=1

x2
i (s).

By (13), we have min
1≤i≤n

(
di

άi

)
e2σt

∑n
i=1 x2

i (t) ≤ V (x(t)). Therefore, we obtain
n∑

i=1
x2

i (t) ≤ ce−2σ(t−t0) sup
s∈[t0−τ,t0]

n∑
i=1

x2
i (s). In view of x(t) = u(t)− u∗, we derive

that (9) holds. This completes the proof.

Remark 2. Theorem 2 provides new sufficient conditions for the exponential sta-
bility of the delayed neural networks (1). The adjustable parameters di, ei, ri, ki, li
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in (8) endows the criteria with much flexibility and extensive applicability. As long
as (8) suffices for some di, ei, ri > 0, ki and li, (1) is globally exponentially stable.
This not only makes it possible that many existing criteria can be deduced from
our results through specific choice of di, ei, ri, ki, li([3,5,13,16]), but also can yield
some new criteria for the exponential stability of (1).

4 Conclusions

This paper is concerned with the exponential stability of Cohen-Grossberg neural
networks model with discrete delays. Only assuming the activation functions to
be globally Lipschitz continuous, we derive new general sufficient conditions for
the global exponential stability of the discrete-delayed neural networks (1), which
are less restrictive than many existing results.
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Abstract. The neural network can be used to identify unknown systems. A 
novel method based on delta-learning rules to identify the nonlinear system is 
proposed. First, a single-input-single-output (SISO) discrete-time nonlinear 
system is introduced, and Gaussian basis functions are used to represent the 
nonlinear functions of this system. Then the adjustable parameters of Gaussian 
basis functions are optimized by using delta-learning rules. In the end, 
simulation results are illustrated to demonstrate the effectiveness of the 
proposed method. 

1   Introduction 

The system identification is the theory of how mathematical models for dynamical 
systems are constructed from observed data [1]. In general, a certain linear or 
nonlinear model structure contains unknown parameters, and the parameters should 
be computed so that the errors between estimated (or predicted) and actual outputs of 
the system should be minimized in order to capture the dynamics of the system as 
close as possible. The resulting model can be used as a tool for analysis, simulation, 
prediction, monitoring, diagnosis, and control system design [2]. 

Typically, system identification is much harder for nonlinear models than for linear 
models because of the choice of model structure. For nonlinear models there are many 
more alternatives than for linear models, i.e., a nonlinear function can be nonlinear in 
so many different ways. 

Neural network (NN) models, such as Cabor network, etc, have been successfully 
applied to the identification of the nonlinear systems [3], [4]. However, NN models 
share some fundamental drawbacks. One drawback is the fact that, in general, they 
rely on some type of approximation for computing the partial derivative. The other 
disadvantage is the inability to obtain analytical results concerning the convergence 
and stability of these schemes [5]. 

In this paper, we use Hopfield Neural Networks (HNN) to identify nonlinear 
systems. First, we introduce a nonlinear discrete-time system and Gaussian basis 
functions (GBFs) [6], [7], [8] is used to replace the nonlinear function of the 
equivalent nonlinear system. And then, a method using delta-learning rules to find the 
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optimal set of GBFs coefficients is proposed in section 3. Simulation results are 
illustrated in section 4. Finally, some conclusions are pointed out in section 5. 

2   A Nonlinear System and Gaussian Basis Functions 

2.1   A Nonlinear Discrete-Time System 

A single-input-single-output (SISO) discrete-time nonlinear system is suggested. Use 
of this system is motivated by the fact that corresponding models have been used in 
the adaptive systems literature [3], [4], [5] for the identification of linear systems and 
can be considered as generalizations to nonlinear systems. A nonlinear function of the 
nonlinear system is assumed to be differentiable functions of their arguments. It is 
further assumed that the nonlinear function can be approximated to the desired degree 
of accuracy on compact sets. The system can be written as: 

( ) [ ( 1), ( 2), ( )] [ ( 1), ( 2), ( )]y k F y k y k y k m G u k u k u k n= − − − + − − −  .  (1) 

y(*) is the output vector, u(*) is the input vector, where F(*) and G(*) are two 
nonlinear functions relating the input to the output, k is the current discrete time, and 
m and n are the orders of the dynamical systems. 

2.2   Gaussian Basis Functions 

In (1), nonlinear functions F(*), G(*) can be represented by projecting them onto a 
chosen set of GBFs: 

2[ ( ) ]( ) ,X x k i p
i x e for X f gπµϕ − − −= =

 . 
(2) 

Where µ  is a parameter that determines the width of the GBFs. Let the width 

0.1µ = , and the GBFs curve is flat, If µ  becomes to 100 then curve is steep-down, 

p R∈  is the center of GBFs, k  is the current discrete time, and i  denotes the delay 

time. Thus, the nonlinear functions F(*), G(*) of the nonlinear systems are given by 

1 1

( ) ( ) , ( ) ( )
m m

f f g g
i i i i

i i

F a G aϕ ϕ
= =

⋅ = ⋅ ⋅ = ⋅
 . 

(3) 

Where m denotes the number of hidden nodes, f
ia , g

ia are the unknown parameters to 

be identified. And in our research, the number of GBFs is 6. 

3   The Optimization Method Using Delta-Learning Rules 

The delta-learning rule is one of the most important historical developments in neural 
networks. In this paper, the verification method for the discrete-time nonlinear system 
is different from the traditional method and GBFs are used to replace the nonlinear 
functions of the equivalent nonlinear system. Delta-learning rules are used to identify 
the optimization parameters of GBFs. These weights of the HNN are adjusted using 
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the gradient descent approximation method. For obtaining a good performance in 
identification of nonlinear systems, the delta-learning rule performs some methods for 
adjusting weights of Hopfield neural networks and parameters of Gaussian basis 
functions, and ensuring stability of the trained networks. First, the mean-square-error 
function (MSE), which measures the system performance, is defined. Second, for the 
derivative of MSE with respect to the GBFs coefficient ai, we apply the gradient-
descent to obtain the GBFs coefficients. Thirdly, the above process produces weight 
matrix, the bias input vector and coefficient matrix. These matrixes are used to train 
parameters in the neural network. So, given a training set of data pattern, the delta-
learning rule provides a procedure for changing the weights, thresholds and GBFs 
coefficients in a Hopfield neural network. These weight change are performed for a 
single training pattern, called a learning step. After a learning step is finished, the next 
training pattern is submitted and the learning step is repeated. The learning steps 
proceed until all the patterns in the training set have been exhausted. The complete 
learning cycle is terminated and known as one epoch. The cumulative cycle error is 
computed for the complete learning cycle and then compared with the maximum error 
allowed. If the total error is not satisfied, a new learning cycle is needed. 

The nonlinear functions F(*), G(*) can be represented by projecting them onto a 
chosen set of GBFs in (3). So, the nonlinear discrete-time system is represented by 

( ) ( )( ) ( ) ( )y y u u
i i j j

i j

y k a y k i a u k jϕ ϕ= − + −
 

(4) 

Where F(*) and G(*) are nonlinear functions, ,y u
i ja a is a set of adjustable 

coefficients, where 1, ,i m= , 1, ,j n=  and the GBFs, y
iϕ  and 

u
jϕ , are given in 

(2). We assume that the desired output is ( )dy k  and the network output is ( )ly k , 

where l denotes the current learning iteration. The error function of the l th iteration is 
shown as 

( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )y y u u
l d l d i i j j

i j

e k y k y k y k a l y k i a l u k jϕ ϕ= − = − − + −
 . 

(5) 

For system identification, the mean-square-error (MSE) is given by 

[ ]2

1

1/ ( )
n

l
k

MSE n e k
=

=
 . 

(6) 

Theoretically, the minimum mean-square-error (MSE) function (6) along with the 
optimal coefficients ,y u

i ja a  and the optimal basis function can be obtained by use of 

the following delta-learning rule. The derivative of MSE with respect to ia  and ja  

can be given by 

( ) / ( ) ( ) ( )

( ) / ( ) ( ) ( )

y y y u
i i v yvyi j ujyi yi

v j

u u y u
j j i yiuj q uquj uj

i q

a l M SE a l a l w a l w I

a l M SE a l a l w a l w I

δ δ

δ δ

∆ = = + +

∆ = = + +
 . 

(7) 

The coefficient matrix becomes 



 Nonlinear System Identification Based on Delta-Learning Rules 419 

( 1) ( ) ( ) ( ) ( )

( 1) ( ) ( ) ( ) ( )

y y y y y
yvyi ujyi yii i i i i

u u u u u
ivjq yiuj uquj ujj j j j j

w w Ia l a l a l a l a l

w w Ia l a l a l a l a l
η η

+ ∆
= − = − +

+ ∆
 . 

(8) 

Then (8) can be written by 

( )( 1) ( ) ( ) ( ) ( ) ( )A l A l WA l I l A l A lη η+ = − + = − ∆
 . (9) 

Whereη is the learning rate, W and I of (9) are given by 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

1 1

1 1

1 1

2 / ( ) ( ) , 2 / ( ) ( )

2 / ( ) ( ) , 2 / ( ) ( )

2 / ( ) ( ) , 2 / ( ) ( )

N N
y y u y

yvyi v i ujyi j i
k k

N N
y u u u

yiuj i j uquj q j
k k

N N
y u

yi d i uj d j
k k

w N y k v y k i w N y k j y k i

w N y k i u k j w N u k q u k j

I N y k y k i I N y k u k j

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

ϕ ϕ

= =

= =

= =

= − − = − −

= − − = − −

= − − = − −
 . 

(10) 

Where W is the weight matrix, I is the bias input vector, and A is coefficient matrix. 

4   Simulation Results 

For the simulation, we use the model in (1) to show the effectiveness of the proposed 
identification method, and compare the proposed method with the traditional method. 
The HNN is a GBFs network with 6 GBFs ( )y

iϕ ⋅ and 6 GBFs ( )u
iϕ ⋅ . The learning rates 
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Fig. 2. Comparison of the proposed method and the traditional method. Two error curves 
obviously show that the proposed method converges faster than the traditional method. 

are set to be η = 0.01. The initial values of coefficients (0), (0)y u
i ja a are 0.1. The 

condition of computation termination is the error 1( ) ( ) 0.00001l ly k y k+− < , or the 

error does not change for 5 iterations of learning. Fig.1 shows the outputs of the plant 
and the identification model. 

For comparison purpose, we define the error as ( ) ( ) ( )derror k y k y k= − , where ( )dy k  is 

the desired plant output, and ( )y k  is the approximated output. Two error curves using 
the proposed method and the traditional Hopfield neural network method respectively 
are shown in Fig.2. 

5   Conclusions 

In this paper, applications of Gaussian-Hopfield neural networks in the identification of 
nonlinear systems are studied. We introduce a nonlinear discrete-time system and 
Gaussian basis functions (GBFs) are used to represent its nonlinear functions then we 
apply delta-learning rules for Gaussian-Hopfield neural networks to optimize the set of 
GBFs coefficients. The simulation results show that the proposed method can be 
successfully used to identify nonlinear systems with good accuracy of approximation. 
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Abstract. Nonlinear fiber optics, in the form of stimulated Brillouin scatter-
ing (sBs), has now emerged as the essential means for the construction of ac-
tive optical devices used for all-optic in-line switching, channel selection, 
amplification, oscillation in optical communications, optical logic elements in 
optical computation and sensing, and a host of other applications. The con-
trolling of sBs in optical system based smart structures leads to neural net-
works with multistable periodic states; create optical logic 1 or 0. It can be 
used for optical logic and computations and optical sensing. It is theoretically 
possible also to apply the multi-stability regimes as an optical memory device 
for encoding and decoding series and complex data transmission in optical 
communications systems. 

1   Introduction 

It is well known that optical fibers have potentials for various [1] uses in the communi-
cations field. Research in the past and in recent years has focused on using optical fibers 
as sensors based neural networks application and hardware implementation; each fiber 
capable of reacting to measure and changes in its immediate environment. Current re-
search has focused on combining fiber optic sensors and actuation materials to create a 
system that is capable of sensing, and controlling shape or orientation with respect to its 
environment, as a first step in creating a smart structure.  Specifically, our research 
focuses on configuring and developing a stimulated Brillouin scattering (sBs) sensing 
system that behaves as a neural network, in order to acquire the ability to learn by ex-
perience, predict future reactions to environmental changes, and execute as prescribed. 

A "possible" smart structure system would implement a massively parallel compu-
tational architecture with its attendant reduction in processing time while managing 
the complexity of the system, i.e. the sensing/actuation grid. Our sBs network would 
learn the correct "algorithms" by example during training and have the ability to gen-
eralize to untrained inputs after training is completed. The inputs to the network are 
the fiber optic sensor signal outputs, and the network outputs are the control signals 
for actuation controls. The true advantage of this "proposed" system for application to 
smart structures lies both in its capability to analyze complex sensor signal patterns 
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and its speed in generating the appropriate control signal for the actuators. The key 
lies in the implementation of a neuron operation based neural networks using sBs in 
optical fibers. 

2   SBS Based Neuron  

Nonlinear effects in optical fibers, specifically stimulated Brillouin scattering (sBs), 
has emerged as a versatile tool for the design of active optical devices for all-optic in-
line switching, channel selection, amplification and oscillation, as well as in optical 
sensing, and optical communications[2, 3, 4]. The backward  nature of sBs scattered 
light, with a frequency shift equal to that of the laser induced acoustic wave in the 
fiber (known as the Stokes or Brillouin shift), has long been viewed as an ultimate 
intrinsic loss mechanism in long haul fibers [5, 6]. The very backscattering nature of 
this nonlinear process and the existence of a threshold provide potential optical device 
functions, such as optical switching, arithmetic and neural functions. 

An artificial neuron, used in neural network research, can be thought of as a device 
with multiple inputs and single or multiple outputs. The inputs to a neuron are 
weighted signals. The neuron adds the weighted signals, compares the result with a 
preset value, and activates if the sum exceeds threshold. In the nonlinear optical phe-
nomenon, the system's combined weighted signals also produce an output if the 
weighted sum is greater than the threshold. A typical neuron is illustrated in Fig. 1. 
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yi = wi ui  + .. wj uj

γi = h(yj)

w1

wj
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Fig. 1. A simplified multi-layered feedward neural network; the processing node between 
interconnects, where weighted sums are fed to a threshold decision-processing element 

The system through sBs mixing combines weighted signals to produce an output if 
the weighted sum exceeds the threshold. The threshold decision has made by an indi-
vidual neuron in conjunction with weighted inputs from other neurons. A theoretical 
sBs based neural network, utilizing sBs threshold sensing with an embedded sensor 
were explained [7, 8]. 

3   SBS Threshold Logic 

Since the Stokes shift is small, the wavelengths in each wave p, n, and s are almost 
equal [9]. With these assumptions, the nonlinear coupled equation can be written as 

spBp
p IIgI

dz

dI
−−= α .  (1) 
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IsIgIIgI
dz

dI
nBpsBs

s −+−=− α .  (2) 

IsIgI
dz

dI
nBn

n +−= α . (3) 

where I  represents wave intensity of the pump "p", the backward Stokes wave "s" and 
the acoustic wave "n", and   and   and gB are respectively the fiber attenuation coefficient 
and Brillouin gain coefficient for all the waves. In the basic optical neuron-type setup 
based neural networks applications and hardware implementations, the input-output 
conditions of the waves are given as follows [9] 

L
pp eILI α−= )0()( . (4) 

L
nn eILI α−= )0()( . (5) 

ILgL
ss

effBeLII ∆−= α)()0( .  (6) 

where  ∆Ι = Ip(0) - In(0) and  Ip(0) is the pump transmission.  If the net gain of the sensor 
signal is close to 0 dB, then Is(L) ≈ Is(0)  so that Ps(0) ≈ Ps(L) << αAeff/gb ≤ pp(0), where 
we have used I =  p/ Aeff ,  in which  Aeff = rr2  is the effective cross sectional area of the 
fiber,  and p is the power. The ratio β = Ps(L)/Ps(0) is on the order of 0.01 or less. Using 
pump power level for 0 dB gain, we can estimate the pump power value, 

)0(001.0)( ns pLp = . (7) 

if ps = 1 mw, the pump power pn(0) required will be 1W. The intensity level of each 
wave is set below the sBs threshold (Ith = 21/gbLeff) in order to avoid the generation of 
backward Stokes from spontaneous scattering. The stokes gain vs versus total pump 
power difference pp(0) – pn(0) is shown in Figure 2. The gain can be converted to loss 
and vice versa, simply by changing the pump power levels. The output state of a neuron 
based neural networks applications and hardware implementations can be changed by 
changing one or both input pump intensities. The threshold of the neuron can be 
controlled by changing the power launched in the stokes signal as shown in the Fig.2. 
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Fig. 2. Backward stokes signal vs. pump power difference pp(0) – pn(0) based neural networks 
applications and hardware implementations 
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4   SBS Logic Implementation 

A practical sBs logic implementation of theoretical neuron based neural networks and 
hardware implementations calls for all the waves to be generated by the same laser. 
We are very familiar with this method and a scheme is devised in Figure 3 [10]. 
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Fig. 3. Practical hardware implementation sBs based threshold logic. Optical fibers are used for 
neuron operation as the medium for providing sBs gain to the stokes wave. 

A laser was used as the pump to the system through a coupler. An isolator is in-
stalled to prevent any reflected signal back into the laser cavity that may disrupt the 
performance of the laser. The pump wave travels through the long fiber to an embed-
ded sensing fiber. If the pump signal launched into the fibers exceeds some critical 
threshold level, then sBs occurs. In this process, the input pump traveling through the 
fibers may be converted into a Stokes wave, shifted in frequency, and traveling back-
ward towards the laser source. A stabilized cw probe laser operating at 1310 nm was 
used as a pump source for low scattering losses in the fiber, yielding a 12 GHz Bril-
louin scattering shift. We use a fiber length of 4.28 km LITESPEC-G-ZEANQ.  Detec-
tion is also achieved with a 25GHz IR Photodetector Set (New Focus and an amplifier 
with 20ps impulse response) connected to a HP Oscilloscope. The temporal repetition 
rate of which corresponds to a pulse round-trip time in the fiber-ring taken to be less 
than 10 nsec. The Brillouin pulse train amplitudes remain unstable, particularly just 
below pump threshold. When the observation is made using a long time scale (µsec 
/division), the Brillouin output exhibits randomly distributed trains of periodic pulses. 
These experimental feature based neural networks in hardware implementation is 
shown in real time in Figure 4. 

To exploit the aspect of the sBs threshold equation for the fiber ring GBPo
crLeff/Aeff 

=21  in case, where L value is not a practical consideration, we can actually form that 
have thresholds Po

cr as low as µw’s. This clearly points to the possibility of using a 
single laser source to energize multiple fibers to perform multiple optical logic and 
computations. Since sBs thresholds have been rendered so low that multiple Stokes 
waves can exist in the same systems, serving both as signals and pumps, and exchang-
ing energies among them. 
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Fig. 4. The optical fiber generates multiple Stokes waves for optical logic and computation 

 

Fig. 5. Transiently controlled sBs based on hardware implementation at threshold (a) and high 
above threshold (b). The examples of sequence of suppression are assigned by ‘0’ and ‘1’ 
symbols. 

The examples of sequence of suppression are assigned by ‘low level’ and ‘high 
level’ states. Multi-stable periodic states, as shown in Figure 5 (a) and (b), can lead to 
logic ‘0’ or ‘1’ and can in principle create large memory capacity as  input bit streams 
in TDM network systems. Its implementation still requires much engineering im-
provements, such as arriving at a spatial resolution that is comparable to the refer-
ences or speckle, and suppression of its tendency to chaos. 

5   Conclusions 

We studied that the controlling of sBs in optical system based smart structures leads 
to neural networks with multistable periodic states; create optical logic 1 or 0. It can 
be used for optical logic and computations and optical sensing based neural networks. 
It is theoretically possible also to apply the multi-stability regimes as an optical mem-
ory device for encoding and decoding. 
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Abstract. Many physical systems contains fast and slow phenomenons.
In this paper we propose a dynamic neural networks with different time-
scales to model the nonlinear system. Passivity-based approach is used
to derive stability conditions for neural identifer. Several stability prop-
erties, such as passivity, asymptotic stability, input-to-state stability
and bounded input bounded output stability, are guaranteed in certain
senses. Numerical examples are also given to demonstrate the effective-
ness of the theoretical results.

1 Introduction

A wide class of physical systems contains both slow and fast dynamic phenom-
ena occurring in separate time-scales. Resent results show that neural network
techniques seem to be very effective to model a wide class of complex nonlinear
systems with different time-scales when we have no complete model information,
or even when we consider the plant as a ”black box”. Many applications show
that neuro identification has emerged as a effective tool for unknown nonlinear
systems. This model-free approach uses the nice features of neural networks, but
the lack of model makes it hard to obtain theoretical results on stability and
performance of neuro identifiers. It is very important for engineers to assure the
stability of neuro identififiers in theory before they apply them to real systems.

Dynamic neural networks with different time-scales can model the dynamics
of the short-term memory (neural activity levels) and the long-term memory
(dynamics of unsupervised synaptic modifications) [8]. Their capability of storing
patterns as stable equilibrium points requires stability criteria which includes
the mutual interference between neuron and learning dynamics. The dynamics
of neural networks with different time-scales are extremely complex, exhibiting
convergence point attractors and periodic attractors [1]. Networks where both
short-term and long-term memory are dynamic variables cannot be placed in
the form of the Cohen-Grossberg equations [2]. Two kinds of stability for neuro
identifiers have been studied: 1) the stability of neural networks may be found in
[3] and [11], 2) the stability of learning algorithms was discussed by [10]. We will
emphasize this paper on deriving novel stable learning algorithms of the neuro
identifier with different time-scales.
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Some of neural networks applications, such as patterns storage and solving
optimization problem, require that the equilibrium points of the designed net-
work be stable [5]. So, it is important to study the stability of neural networks.
The complete convergence of different time-scales neural networks is proved in
[9]. The global exponential stability of the delayed competitive neural networks
with different time scales is discussed in [6]. By singularly perturbed technique,
[6] investigates the stability problems for both continuous-time and discrete-time
fuzzy systems with different time-scales. Global exponential stability of different
time-scales neural networks is solved in [8]. A large class of competitive sys-
tems have been identified as being "generally" convergent to point attractors
even though no Lyapunov functions have found for their flows. The stability of
learning algorithms can de derived by analyzing the identification or tracking
errors of neural networks. [4] studied the stability conditions of the updating
laws when multilayer perceptrons are used to identify and control a nonlinear
system. In [11] the dynamic backpropagation was modified with NLq stability
constraints. Since neural networks cannot match the unknown nonlinear systems
exactly, some robust modifications [3] should be applied on normal gradient or
backpropagation algorithm [4] [10]. Passivity approach may deal with the poorly
defined nonlinear systems, usually by means of sector bounds, and offers elegant
solutions for the proof of absolute stability. It can lead to general conclusion
on the stability using only input-output characteristics. The passivity properties
of static multilayer neural networks were examined in [?]. By means of analyz-
ing the interconnected of error models, they derived the relationship between
passivity and closed-loop stable. Passivity technique can be also applied on dy-
namic neural networks. Passivity properties of dynamic neural networks may
be found in [11]. We concluded that the commonly-used learning algorithms
with robust modifications such as dead-zone [4] and σ−modification [3] are not
necessary.

In this paper, we will extend our prior results of normal neuro identifier [11]
to multiple time-scales case. Passivity theory is applied to analyze the stability
of the neuro identifier with different time-scales. To the best of our knowledge,
stabilty analysis for neural identification with different time-scales has not yet
been established in the literatures. We show that a backpropagation-like learning
law can make the identification error stability, asymptotic stability and input-to-
state stability. Simulations of vehicle idle speed identification give the fectiveness
of the algorithm proposed in this paper.

2 Stability Analysis of Neuro Identifier with Different
Time-Scales

The main concern of this section is to understand some concepts of passivity
and ISS. Consider a class of nonlinear systems with two time-scales

·
xt = f(xt, zt, ut, v)
ε
·
zt = g(xt, zt, ut, v)

(1)
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where xt, zt ∈ �n is the state, ut ∈ �m is the input vector, f, g : �n×�m → �n

is locally Lipshitz, h : �n × �m → �m is continuous. xt is slow state and zt is
fast state. ε > 0 is known. We construct the following dynamic neural network
with two time-scales to identify the nonlinear system (1)

·
x̂ = Â̂x + W1σ1(V1 [x̂, ẑ]T ) + W3φ1(V3 [x̂, ẑ]T )u

ε
·
ẑ = Bẑ + W2σ2(V2 [x̂, ẑ]T ) + W4φ2(V4 [x̂, ẑ]T )u

(2)

where x̂ ∈ Rn and ẑ ∈ Rn are slow and fast states, , Wi ∈ Rn×2n (i = 1 · · · 4) are
the weights in output layers, Vi ∈ R2n×2n (i = 1 · · · 4) are the weights in hid-
den layers, σk = [σk (x̂1) · · ·σk (x̂n) , σk (ẑ1) · · ·σk (ẑn)]T ∈ R2n (k = 1, 2), φ(·) ∈
R2n×2n is diagonal matrix,φk (x̂, ẑ) = diag [φk (x̂1) · · ·φk (x̂n) , φk (ẑ1) · · ·φk (ẑn)]
(k = 1, 2), u(k) = [u1, u2 · · ·um, 0, · · · 0]T ∈ R2n. A ∈ Rn×n, B ∈ Rn×n are sta-
ble matrices (Hurwitz). ε is a small positive constant. When ε = 0, the dynamic
neural networks (2) have been discussed by many authors, for example [4] and
[10]. One may see that Hopfield model is a special case of this kind of neural
networks with A = diag {ai} , ai := −1/RiCi, Ri > 0 and Ci > 0. Ri and Ci

are the resistance and capacitance at the ith node of the network respectively.
The sub-structure W1σ1(V1 [x̂, ẑ]T ) + W3φ1(V3 [x̂, ẑ]T )u is a multilayer percep-
tron structure. In order or simplify the theory analysis, we let the hidden layers
Vi = I. Generally, the nonlinear system (1) can be written as

.
xt = Axt + W ∗

1 σ1 (x, z) + W ∗
3 φ1(x, z)u− f̃1

ε
·
z = Bz + W ∗

2 σ2 (x, ẑ) + W ∗
4 φ2(x, z)u − f̃2

(3)

where W ∗
j (j = 1 · · · 4) is bounded unknown matrix

W ∗
j Λ−1

j W ∗T
j ≤W j (4)

W j is prior known matrix. Vector function f̃i (i = 1, 2) can be regarded as mod-
elling error and disturbances. Let us define identification error as ∆1 = x̂t − xt,

∆2 = ẑt − zt, where X̂t =
[
x̂T

t , ẑT
t

]T
. Because σi(·) and φi(·) (i = 1, 2) , are

chosen as sigmoid functions, clearly they satisfy the following Lipshitz property

σ̃T
i Λiσ̃i ≤ ∆T

i Dσi∆i,
(
φ̃iγ(ut)

)T

Λi

(
φ̃iγ(ut)

)
≤ u∆T

i Dφi∆i, (5)

where σ̃i = σi(X̂t) − σi(Xt), φ̃i = φi(X̂t) − φi(Xt), Λi, Dσi and Dφi are known
positive constants, i = 1, 2. The multilayer dynamics is obtained from (2) and (3)

·
∆1 = A∆1 + W̃1σ1(X̂) + W̃3φ1(X̂t)γ(ut) + W ∗

1 σ̃1 + W ∗
3 φ̃1γ(ut) + f̃1

ε
·
∆2 = B∆2 + W̃2σ2(X̂) + W̃4φ2(X̂t)γ(ut) + W ∗

2 σ̃2 + W ∗
4 φ̃2γ(ut) + f̃2

(6)

where W̃j = Wj −W ∗
j (j = 1 · · · 4) . If we define

R1 = W 1 + W 2, Q1 = Dσ1 + uDφ1 + Q01

R2 = W 3 + W 4, Q2 = Dσ2 + uDφ2 + Q02
(7)

and the matrices A, B, Q01 and Q02 are selected to fulfill the following conditions:
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(1) the pairs (A, R
1/2
1 ) and (B, R

1/2
2 ) are controllable, the pairs (Q1/2

1 , A) and
(Q1/2

2 , B) are observable,
(2) local frequency conditions [3] satisfies, then the following assumption can

be established:

A1: There exist a stable matrix A and a strictly positive definite matrix Q0
such that the matrix Riccati equation

P1A + AT P1 + P1R1P1 = −Q1
P2B + BT P2 + P2R2P2 = −Q2

(8)

has a positive solution Pi = PT
i > 0, (i = 1, 2).

This conditions is easily fulfilled if we select A as stable diagonal matrix. Next
Theorem states the learning procedure of neuro identifier.

Theorem 1. Subject to assumption A1 being satisfied, if the weights Wj

(j = 1 · · · 4) is updated as

·
W 1 = −K1P1∆1σ

T
1 (X̂t),

·
W 2 = −K2P1φ1(X̂t)γ(ut)∆T

1·
W 3 = −K3P2∆2σ

T
2 (X̂t),

·
W 4 = −K4P2φ2(X̂t)γ(ut)∆T

2

(9)

where P1 and P2 are the solution of Riccati equation (8), then the identification
error dynamics (6) is strictly passive from the modeling error f̃i to the identifi-
cation error 2P∆i, i = 1, 2

Proof. Select a Lyapunov function (storage function) as

St(x, z) = ∆T
1 P1∆1 + ∆T

2 P2∆1

+tr
{
W̃T

1 K−1
1 W̃1

}
+ tr

{
W̃T

2 K−1
2 W̃2

}
+ tr

{
W̃T

3 K−1
3 W̃3

}
+ tr

{
W̃T

4 K−1
4 W̃4

}
(10)

where Pi ∈ �n×n is positive definite matrix, tr {·} stands for the ”trace” and is
defined as the sum of all the diagonal elements of a matrix. Since ∆T

i PiW
∗
j σ̃i is

scalar, using (5) and matrix inequality XT Y +
(
XT Y

)T ≤ XT Λ−1X + Y T ΛY,
where X, Y, Λ ∈ �n×k are any matrices, Λ is any positive definite matrix, we
obtain

2∆T
1 P1W

∗
1 σ̃1 ≤ ∆T

1 P1W
∗
1 Λ−1

1 W ∗T
1 P1∆1 + σ̃T

1 Λ1σ̃1 ≤ ∆T
1
(
P1W 1P1 + Dσ1

)
∆1

2∆T
1 P1W

∗
2 φ̃1γ(ut) ≤ ∆T

1
(
P1W 2P1 + uDφ1

)
∆1

(11)

Since
·

W̃j =
·

W j , if we use the updating law as in (9) and A1, we have

·
St ≤ −∆T

1 Q01∆1 −∆T
2 Q02∆2 + 2∆T

1 P1f̃1 + 2∆T
2 P2f̃2 (12)

From Definition 1, if we define the input as f̃i and the output as 2P∆i, then the
system is strictly passive with Vt = ∆T

1 Q01∆1 + ∆T
2 Q02∆2 ≥ 0.
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Remark 1. Since the updating rate is KjPi (j = 1 · · · 4, i = 1, 2), and Kj can
be selected as any positive matrix, the learning process of the dynamic neural
network (9) is free of the solution of Riccati equation (8).

Corollary 1. If only parameters uncertainty present (f̃i = 0, i = 1, 2), then
the updating law as (9) can make the identification error asymptotic stable,

lim
t→∞∆i = 0, Wj ∈ L∞, lim

t→∞
·

W j = 0, j = 1 · · · 4, i = 1, 2

Proof. Since the identification error dynamics (6) is passive and f̃i = 0, from
the Property 1 the storage function S satisfies

·
S ≤ 2∆T

1 P1f̃1 + 2∆T
2 P2f̃2 = 0

The positive definite S implies ∆i and Wjare bounded. From the error equation

(6)
·
∆i ∈ L∞

·
S ≤ −∆T

1 Q01∆1 −∆T
2 Q02∆2 ≤ 0

Integrate (12) both sides∫ ∞

0
‖∆1‖Q01

+ ‖∆2‖Q02
≤ S0 − S∞ <∞

So ∆i ∈ L2 ∩L∞, using Barlalat’s Lemma [3] we have lim
t→∞∆i = 0. Since ut, σi,

φi and Pi are bounded, lim
t→∞

·
W j = 0 and lim

t→∞
·

W j = 0.

Remark 2. For model matching case, Lyapunov-like analysis can reach the sa-
me result (see Corollary 1 and Corollary 2 in [10]). But in present of mod-
eling error, we will give an absolutely different result: the gradient descent
algorithm (9) is also robust respected to the bounded unmodeled dynamic and
disturbance.

Theorem 2. If assumption A1 is satisfied and there exists a positive definite
matrix Λf such that

λmax (P1Λf1P1) ≤ λmin (Q01)
λmax (P2Λf2P2) ≤ λmin (Q02)

(13)

then the updating law (9) may make the dynamics of neuro identifier (6) input-
to-state stability (ISS).

Corollary 2. If the modelling error f̃i is bounded, then the updating law (9)
can make the identification procedure stable ∆i ∈ L∞, Wj ∈ L∞

Proof. We know input-to-state stability means that the behavior of the dynamic
neural networks should remain bounded when its input is bounded.
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3 Conclusion

In this paper, the passivity approach is used to prove that a gradient descent
algorithm for weight adjustment of neuro identifier with different time-scales
is stable and robust to any bounded uncertainties. A simple gradient learning
algorithm can make the neural identifier passive, stability, asymptotic stability,
input-to-state stability and bounded input bounded output stability in certain
senses.
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Abstract. This paper presents a new power quality (PQ) disturbances identifi-
cation method based on S-transform time-frequency analysis and RBF network. 
The proposed technique consists of time-frequency analysis, feature extraction, 
and pattern classification. Though there are several time-frequency analysis 
methods existing in the literature, this paper uses S-transform to obtain the 
time-frequency characteristics of PQ events because of its superior performance 
under noise. Using the time-frequency characteristics, a set of features is ex-
tracted for identification of power quality disturbances. Finally, a RBF network 
is developed for classification of the power quality disturbances. The proposed 
method is simple and reached 97.5% identification correct ratio under high sig-
nal to noise ratio for those most important disturbances in power system. 

1   Introduction 

The deregulation polices in electric power systems results in the absolute necessity to 
quantify power quality (PQ). This fact highlights the need for an effective recognition 
technique capable of detecting and classifying the PQ disturbances. The identification of 
PQ disturbances is often based on neural network[1],[2], fast match[3], nearest neighbor 
rule[4], expert system[5] and fuzzy method[6], associated with other PQ detecting 
methods, such as Fourier transform[6], wavelet[7] and dq transform[1]. These methods 
may identify some similar PQ disturbances wrong when under strong noise. The BP 
network has very simple structure and good generalization ability, and could deal PQ 
data with noise and random varied parameters. Though there are several time-frequency 
analysis methods existing in the literature, this paper uses S-transform to obtain the 
time-frequency characteristics of PQ events because of its superior performance under 
noise. A neural network recognition method based on S-transform time-frequency 
analysis is proposed for identification of power quality (PQ) disturbances. 

2   S-transform 

2.1   S-transform 

The S-transform[7] is an extension of continuous wavelet transform (CWT) and short-
time Fourier transform (STFT). For its good time-frequency characteristic, it is very 
suitable for PQ disturbances analysis. 
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The S-transformation of signal ( )tx  is defined as followed:  

( ) ( ) ( ) ( )∞
∞− −−= dtiftftwtxfS πττ 2exp,,  . (1) 

( ) ( )−−=−
2

exp
2

,
22 tff

ftw
τ

π
τ  . (2) 

Where ( )ftw ,−τ  is the gauss window function,τ is a parameter of time position 

axis. The width and height of gauss window in S-transform varied with change of 
frequency, while the STFT has fixed width and height of gauss window. 

S-transformation could realize fast computing through FFT. The discrete S-
transformation is: 
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2.2   PQ Disturbances Analysis with S-transform 

Many analysis results of PQ disturbances could be obtained from S[m,n], including 
time-frequency distributing curve, amplitude-frequency curve at time, amplitude-time 
curve at basic frequency and other frequency. Some of detecting results for four im-
portant PQ disturbances in power electrical system including sine wave, harmonics, 
fluctuation and sags, were given in Fig.1 and Fig.2. The signal to noise ratio is 20dB.  

From Fig.1 and Fig.2, one could find that with the S-transform one could get both 
time and frequency characteristics of these PQ disturbances easily and effectively 
under strong white noise. The identification in the proposed method was just based on 
those characteristics.  

         

Fig. 1. Amplitude-frequency curve of sine wave (left) and  harmonics (right) 
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Fig. 2. Amplitude-time curve of fluctuation (left) and sags (right) at basic frequency 

3   PQ Disturbances Identification  

The procedure of PQ disturbances identification with neural network includes three 
steps: extracting features from S-transform analysis results, training networks and 
identifying disturbances with trained networks. The procedure of the method is shown 
as Fig. 3. 

 

Fig. 3. PQ disturbances identification based on RBF ANN and ST 

3.1   Extracting Features 

The identified PQ disturbances included sine wave, harmonics, fluctuations and sags. 
The training and testing samples of these PQ disturbances were generated by a simu-
lation program according to IEEE 1159.  

Through a data dealing process of S-transform result S[m, n], following features 
were extracted: 

1  The three peaks value of amplitude in frequency field and its corresponding 
frequency. 
 The maximum keeping time in basic frequency field that is larger than 1.1
 The four peaks value of amplitude in basic frequency field and its correspond-
ing time.
 The fluctuation times in base frequency which fluctuation amplitude is larger 
that 0.01.
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Thus 16 features were obtained. They reflected the characteristics of harmonics 
and sine wave, and fluctuation and sags. 

3.2   Training Networks 

In this paper, RBF networks were used in identification of the proposed PQ distur-
bances. The network included one hidden layer only. The number of input and output 
components is 16 and 4 respectively. The hidden layer adopts Gaussian function. The 
output layer adopts linear transfer function. The network was trained with fast back 
propagation algorithm. The first to the fourth component of output represent the char-
acteristic extent of sine wave, harmonics, fluctuations and sags respectively. During 
training, each component, except the corresponding one, was set to 0, while he corre-
sponding one was set to 1. For example, the output of a sine wave was set as [1 0 0 0], 
and the output of a sag sampling was set as [0 0 0 1].  

3.3   Testing with Trained Networks 

The test samples were inputted to trained ANN.  The output was composed of four 
components. From the first to the fourth component represent the characteristic extent 
of sine wave, harmonics, fluctuations, and sags respectively. The maximum value was 
regarded as the disturbance type. For example, if a was the maximum component in 
output vector [a b c d], then the testing sample would identified to be a sine wave sig-
nal. If b was the maximum component in output vector, then the testing sample would 
be identified to be harmonic signal. All testing samples were identified by this way. 

4   Simulation Result  

In this paper, the training and testing samples of PQ disturbances were generated 
according to the PQ disturbances  model in IEEE 1159. The sampling rate was 10k/s. 
To be mentioned, many parameters of PQ disturbances including amplitude, starting 
time, ending time, fluctuation frequency, varied randomly. The signal to noise ratio 
was 20db. Thus the simulation signal could be more like in practical system, and thus 
ensure reliability of the propose method results. 

According to IEEE 1159, 40 training samples were produced by Matlab toolbox, 
including 10 sine wave, harmonics, voltage fluctuations, and sags respectively. With 
these small training sample set, the RBF ANN was trained. During the training proc-
ess, each component, except the corresponding one, was set to 0, while the corre-
sponding one was set to 1. The output of a sinusoidal is [1 0  0  0]T, the output of 
harmonic is [0 1  0  0]T , the output of voltage fluctuation is [0 0  1  0]T , and the output 
of sags is [0  0  0  1]T. In this function, Gaussian function was adopted as basis func-
tion. Training continued until the sum of squared errors (SSE) is less than 0.01. Then 
another 40 samples were produced to test the trained ANN. The first 10 samples were 
sine wave, the second 10 samples were harmonics, the third 10 samples were fluctua-
tions, and the last 10 samples were sags. The test results are shown in Table 1. 

It was shown from Table 1 that the network could identify all 40 disturbances cor-
rectly. From output components of test sample 1 to10, one could be found that the 
first component is about 1,while the other three components is almost 0. So test  
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sample 1 to10 were sine wave signals obviously. Other 30 test samples had similar 
output. From output components of test sample 11 to20, one could find they are har-
monics. From output components of test sample 21 to30, one could find they are 
fluctuations. From output components of test sample 31 to 40, one could find they are 
sags. The correct ratio of identification reached 100%. The high correct ratio of iden-
tification is mainly due to the distinctness of features extracted by data dealing proc-
ess with S-transform result.  

Table 1. PQ disturbances identification results 

Test sample 1 2 3 4 5 6 7 8 9 10 

1 1.003 0.988 1.002 1.002 0.999 1.002 1.001 0.992 0.999 0.999 

2 0.008 -0.022 0.007 0.006 -0.001 0.007 0.001 -0.015 -0.002 -0.002 

3 0.001 0.001 0.002 0.001 0.002 0.001 0 -0.001 0.000 0.000 

Output 
Components 

4 -0.008 0.024 -0.006 -0.005 0.000 -0.006 -0.002 0.018 0.001 0.001 

Test sample 11 12 13 14 15 16 17 18 19 20 

1 0.016 -0.013 0.000 0.003 -0.002 -0.001 0.001 0.02 -0.05 -0.05 

2 0.990 0.994 1.004 1.001 1.003 1.001 0.992 1.003 1.005 1.005 

3 -0.006 0.001 0.001 -0.006 0.001 0.001 0.001 -0.010 0.005 0.005 

Output 
Components 

4 0 -0.003 0.003 0.001 -0.002 0.001 -0.001 0.001 0.002 0.002 

Test sample 21 22 23 24 25 26 27 28 29 30 

1 0 0.001 -0.003 -0.003 0.009 -0.012 0.001 0.001 0 0 

2 0 0 0 0.001 -0.008 0.012 -0.001 0 0.001 0.001 

3 1.000 1.001 0.997 0.990 1.008 1.001 1.000 1.000 1.000 1.000 

Output 
Components 

4 -0.008 -0.002 0.003 0.006 0.003 -0.005 -0.001 -0.001 -0.001 -0.001 

Test sample 31 32 33 34 35 36 37 38 39 40 

1 -0.029 -0.013 0.003 0.011 -0.005 0.014 -0.014 0.001 0.013 0.013 

2 -0.008 0.011 -0.005 0 0.001 0.006 -0.003 -0.003 0.005 0.005 

3 0.027 -0.006 -0.001 -0.004 0.003 -0.019 0.001 0.019 -0.011 -0.011 

Output 
components 

4 1.010 1.007 1.002 0.993 1.004 0.993 1.015 1.010 1.007 1.007 

In order to test more about the proposed method, another new 360 PQ disturbance 
samples were used to test the trained networks. The parameters of PQ disturbances 
varied randomly too and the signal to noise ratio was still 20db. The results showed 
that there were only 9 samples identified wrong. All these samples were sags, and 
mistaken to be classified as fluctuation samples in the case. The correct ratio of identi-
fication had reached 97.5%, while that of most current PQ identification methods is 
less than 95%. It was much higher than many PQ identification methods.  

5   Conclusions 

This paper presents a PQ disturbances identification method based RBF Networks and 
S-transform. Some most important PQ disturbances in power electrical system are 
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identified with the proposed method. S-transform could get a good and rich time-
frequency characteristics of PQ disturbances, which ensure effect of identification 
performance. The RBF network has very simple structure and good generalization 
ability, and could deal PQ data with noise and random varied parameters. The correct 
ratio of identification could reach 97.5%, which is much better than many other meth-
ods. But because the computation of both S-transform analysis and RBF ANN was 
very large, the training time is relatively long. The method is suitable to be used in off 
line application. 
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Abstract. The probability model is introduced into classification learning in 
this paper. Kernel covering algorithm (KCA) and maximum likelihood 
principle of the statistic model combine to form a novel algorithm-the 
probability model of covering algorithm (PMCA) which not only introduces 
optimization processing for every covering domain, but offers a new way to 
solve the parameter problem of kernel function. Covering algorithm (CA) is 
firstly used to get covering domains and approximate interfaces, and then 
maximum likelihood principle of finite mixture model is used to fit each 
distributing. Experiments indicate that optimization is surely achieved, 
classification rate is improved and the neural cells are cut down greatly through 
with proper threshold value. 

1   Introduction 

Since 1998, CA had been proposed by Professor Zhang Bo and Professor Zhang Ling, 
it provided a quite satisfactory solution for the design of neural networks[1],[2][3]. 
Later many improved methods were presented constantly by researchers. They have 
been widely applied in various fields[4],[5],[6],[7]. But a common problem among 
them is that the parameters need adjusting and different samples often choose 
different parameters. The choice of parameters affects the results obviously. The 
probability model and CA combine to optimize CA from the view of "the maximum 
likelihood principle" of the probability theory in this paper, which can automatically 
get different parameters for different samples.  

2   Probability Model of Covering Algorithm (PMCA) 

2.1   Probability Model of Covering Algorithm (PMCA) 

Training: 

S1. Getting k covering sub-sets with CA in literatures [1],[2],[3] 

},...,,{ 21
i
n

ii

k
CCC , i=1,2,…,k (suppose there are k classes samples). 

Take the ith class samples as examples to illustrate PMCA as follows. Introduce 
Gauss kernel function to each covering domain;   



 Probability Model of Covering Algorithm 441 

S2. Let (0)
j jdα = , jd  denotes the amount samples covered by i

jc  occupies the 

total number of the ith class samples, namely the covering domain’s density; 

Let (0)
j jrσ = , jr  is the radius of i

jc ;   Let (0)
j jaµ = , ja  is the center of i

jc ; 

S3. The (t+1)th time iteration as follows (n denotes the sample numbers of the ith 

class, in denotes the covering domain numbers of the ith class): 
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S4. Take i
jµ  as the center; get new covering domains by CA.From S3 to S4, 

iterate for each class samples in turn. Testing: 
The decision-function of the ith class samples is  

=

i
j

n

j
j

1

)u-(x
-

2

2i
j

e σα . (5) 

jα  is the density of i
jc , i

jµ  is the center and jr  is the radius. 

2.2   The Analysis of PMCA 

Comparing with SVM[8],[9],[10],[11] that could attain the global optimization, CA 
has an advantage that it can handle the classification problem of k-classes 
simultaneously. However, SVM process two-classes samples one time essentially, it 
must turn the problem of k-classes into (k-1) classification problems of two-classes.  
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Furthermore, SVM is a quadratic programming process, its computation at least is 
O(n3.5), n is the number of samples; the computation of PMCA is just O(n*ni), here n 
is the number of samples and ni is the number of covering domains, usually ni is one 
order of magnitude less than n.  

Considering the covering domain density jα , the decision function expressed in 

formula (5) may be thought as the decision function of KCA whose kernel function is 
Gauss function. But a problem of the kernel function method is how reasonably 

assign the parameter to the kernel function, namely jα  in the formula. From the view 

of probability, the formula (5) may be regarded as a finite mixture density 
probabilistic model. To different samples, PMCA achieves a set of covers firstly, then 
iterate continuously according to "the maximum likelihood principle" and 
automatically obtain optimization parameter. It is a reasonable solution for the 
parameter problem of kernel function. In other words, when the kernel function is 
thought as the probability distributing function, KCA presents a new angle of view -- 
probability model.  

3   Experiments 

3.1   Data Sources 

1) www.ics.uci.edu/~mlearn/mlsumm.html supplies waveform database.  
2) www.ics.uci.edu/~mlearn/mlsumm.html supplies waveform+noise database.   

3.2   Results 

Table 1. The results of CA, PMCA and SVM for UCI database 

Data Algorithm parameter Correct rate 

CA 79 (number of covering) 78.68%  
PMCA 43 (number of covering) 83.48%  

0.0001 63.12%   
0.0005 76.6% 
0.001 80.46% 
0.1 84.7% 

Wave 
form 

 
SVM 

0.5 37.74% 
CA 79 (number of covering) 75.26%  
PMCA 41 (number of covering) 80.16%  

0.0001 61.64% 
0.0005 77.22% 
0.001 80.92% 
0.1 46.18% 

Wave
form 
+ 
noise 

 
SVM 

0.5 36.84% 
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3.3   The Explanation and Analysis of Experimental Results 

Table 1 shows PMCA is better than the original CA whether there are noises or not. 
Furthermore, threshold value about covering density is set in PMCA. It deletes the 
covering domains whose density is very small, and so the neural cell is cut down 
greatly. Using PMCA not only could enhance the classification rate, but could 
automatically produce the reasonable parameter by the maximum likelihood principle. 
However, the parameter has an important role on the results of SVM. 

4   Conclusions and Directions of Research in the Future 

The probability model is introduced into the classification learning to form PMCA in 
this paper. It combines KCA and maximum likelihood principle of the statistic model 
to get the parameter of kernel function automatically. The novel algorithm uses CA to 
get covering sets and interfaces of each class samples approximately, and then uses 
maximum likelihood fitting of the finite mixture model to get distributing of each 
class, which can reduce the calculation remarkably. PMCA not only quotes the 
optimization process for every covering domain, but also offers a new way to solve 
the parameter problem of kernel function. 

There are still many directions of research about PMCA in the future. This paper 
just discusses the density function with one dimensional gauss density. The density 
function with multi-dimensional gauss density is to be discussed by further research. 
Using CA to get each covering set, then the number of component of finite mixture 
model is confirmed by this new algorithm. The component amount is invariable in 
latter solution, but it may be not most appropriate, so we need further research to 
adjust it. Disposing the unknown samples will raise classification rate and correct 
rate, and how to choose the right disposing method is also a developing direction. 
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Abstract. A class of uncertain neural networks with time-delays on
states and inputs is studied. The theoretical analysis herein guarantees
that the neural networks are robust stable. In addition, a state feedback
control law is presented according to matrix inequalities. An example
shows the feasibility of these results.

1 Introduction

Robust stabilization problem of time-delay systems has been received much at-
tention in recent years. Amounts of efficient methods in analysis and synthesis
of robust control were reported not only in theory but also in practice. Yu and
Wang focused on analysis and synthesis of robust control for linear systems only
with delayed state in [1]. Wang, Su and Chu studied the robust stabilization
of uncertain systems only with delayed input in [2]. However, few studies con-
sidered the systems with both delay-states and delay-inputs. And most of the
literature studied the time-delay systems with linear uncertain condition [1, 2].
Considering practical systems which were existed much non-linear property, Nie
and Zhao studied a class of time-delay systems with non-linear uncertainties in
[3]. But the delay-inputs have not been studied.

In addition, since Hopfield’s seminal work on stability of the Hopfield neu-
ral network (HNN) using energy function [4], numerous studies on the quan-
titative analysis of various neural networks have been reported. In qualita-
tive analysis of recurrent neural networks, the stability properties primarily
concerned are uniqueness and stability of equilibria. In recent years, the sta-
bility analysis of recurrent neural networks with time delays received much
attention [5]-[7].

In this paper, the problem is focused on a class of uncertain neural networks
with both delay-states and delay-inputs. It can be seen as the extension of [1],
[2] and [3]. Three theorems are given about robust stability, and a non-memory
linear state control law is derived from using matrix inequalities and Lyapunov
function. The example shows the feasibility of these results.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 445–450, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 System Description

Consider a uncertain neural networks with both delay-states and delay-inputs
as follows,⎧⎪⎪⎨⎪⎪⎩

ẋ(t) = A0x(t) + ∆f0(x(t), t) + A1x(t− d) + ∆f1(x(t − d), t)
+ B0u(t) + ∆g0(u(t), t) + B1u(t− d) + ∆g1(u(t− d), t) + Cw(t),

z(t) = Dx(t),
x(t) = ϕ(t),

(1)

where x(t) is the state vector, u(t) is the control input, d is the constant of time-
delay A0, A1, B0 and B1 are constant matrices with propriety dimension, w(t)
is the disturbance input vector which belongs to L2[0,∞]. Non-linear uncertain
functions ∆f0, ∆f1, ∆g0, ∆g1 satisfy the conditions as follows,

∆f0(x(t), t) = E0α(x(t), t);
∆g0(u(t), t) = F0β(u(t), t);
∆f1(x(t − d), t) = E1α(x(t − d), t);
∆g1(u(t), t) = F1β(u(t− d), t),

(2)

where E0, E1, F0 and F1 are the known constant matrices, and α(·, ·), β(·, ·) are
the unknown non-linear continuous differentiable vector functions which satisfy
the following inequality, ‖α(x(t), t)‖ ≤ ‖wfx(t)‖ , ‖β(u(t), t)‖ ≤ ‖whu(t)‖ ,
where wf and wh are known weight matrices and || · || is Euclidean normal. For
(1), a non-memory linear state control law u = Kx(t) is designed to make the
system stable, where K is a constant gain matrix with appropriate dimensions.
Thus (1) can be turned into the following form:

ẋ(t) = (A0 + B0K)x(t) + (A1 + B1K)x(t− d) + E0α(x(t), t) + E1α(x(t − d), t)
+F0β(Kx(t), t) + F1β(Kx(t− d), t) + Cw(t). (3)

3 Robust Stability Analysis

Lemma. If x and y are vectors with appropriate dimensions, then 2xT y ≤
εxT Qx + ε−1yT Q−1y, where ε is a positive constant and Q is a positive definite
matrix with appropriate dimensions.

Theorem 1. Assumed w(t) = 0. If there exit a positive symmetric matrix P
and a positive constant λf such that

ψ = P (A0 + B0K) + (A0 + B0K)T P + PGGT P + MT M < 0, (4)

where

G = λ
1/2
f [I, E0, E1, F0, F1], M = (λ−1

f )1/2[A1 + B1K,
√

2wf ,
√

2whK]T (5)

then (3) is stable.
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Proof. Choose Lyapunov function

V (x(t)) = xT (t)Px(t) + λ−1
f

∫ t

t−d

xT (s)Qx(s)ds,

where

Q = (A1 + B1K)T (A1 + B1K) + wT
f wf + (whK)T (whK) > 0.

The derivative of V (x) along to the closed loop neural network (3) can be
gained as follows

V̇ (x(t)) = xT (t)(P (A0 + B0K) + (A0 + B0K)T P )x(t)
+2xT (t)P (A1 + B1K)x(t− d)
+2xT (t)P (E0α(x(t), t) + E1α(x(t − d), t) + F0β(Kx(t), t)
+F1β(Kx(t − d), t)) + λ−1

f (xT (t)Qx(t)− xT (t− d)Qx(t− d)).(6)

According to Lemma,

2xT (t)P (A1 + B1K)x(t− d) ≤ λfxT (t)PPx(t)
+λ−1

f xT (t− d)(A1 + B1K)T (A1 + B1K)x(t− d),

2xT (t)PE0α(x(t), t) ≤ λfxT (t)PE0E
T
0 Px(t) + λ−1

f xT (t)wT
f wfx(t),

2xT (t)PE1α(x(t − d), t) ≤ λfxT (t)PE1E
T
1 Px(t)

+λ−1
f xT (t− d)wT

f wfx(t− d),

2xT (t)PF1β(Kx(t − d), t) ≤ λfxT (t)PF1F
T
1 Px(t)

+λ−1
f xT (t− d)(whK)T whKx(t− d),

2xT (t)PF0β(Kx(t), t) ≤ λfxT (t)PF0F
T
0 Px(t)

+λ−1
f xT (t)(whK)T whKx(t).

From (6),

V̇ (x(t)) ≤ xT (t)(P (A0 + B0K) + (A0 + B0K)T P + λfP (I + E0E
T
0

+E1E
T
1 F0F

T
0 + F1F

T
1 )P + λ−1

f ((A1 + B1K)T (A1 + B1K)

+2wfwT
f + 2(whK)T whK)))x(t). (7)

From (4) and (5), V̇ (x(t)) ≤ xT (t)ψx(t). From (4), (3) is stable. The proof is
completed.

Theorem 2. Given a constant ρ > 0, if there exists a non-memory state feedback
control law such that

ψ̄ = ψ + DT D + ρ−2PCT CP < 0, (8)

then the neural network (1) has the robust H∞ performance; i.e, the neural
network (1) is robust stable via state feedback.
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Proof. Let J =
∫∞
0 (zT (t)z(t)−ρ−2wT (t)w(t))dt. In addition, assume the initial

states are zero, for all w ∈ L2 [0,∞] which is not zero. The following equation
can be obtained:

J =
∫ ∞

0
(zT (t)z(t)− ρ−2wT (t)w(t) + V̇ )dt− xT (∞)Px(∞) − V∞,

where

V∞ = lim
t→+∞

λ−1
f

∫ t

t−d

xT (s)((A1 + B1K)T (A1 + B1K) + wfwT
f + (whK)T whK)x(s)ds.

Similar to the proof of Theorem 1, we can get

J ≤
∫ ∞

0
(zT (t)z(t)− ρ−2w(t)w(t) + ψ + 2xT PCw(t))dt. (9)

By Lemma, we can obtain the inequality

2xT PCw(t) ≤ ρ2xT PCT CPx + ρ−2wT (t)w(t) (10)

From the inequality (10) and expression (8), we can get J ≤ ∫∞
0 xT (ψ + DT D +

ρ−2PCCT P )xdt.
If the inequality (8) is satisfied, then J ≤ 0. According to the corresponding

results in [1], the neural network (1) is robust H∞ via state feedback.

4 Design of Robust Controller

Theorem 3. For a given constant ε > 0, if there exists a positive symmetric
matrix P such that Ricctai equation

P (A0 + λ−1
f B0NBT

1 A1) + (A0 + λ−1
f B0NBT

1 A1)T P + PGGT

+ρ−2CCT + B0NBT
0 P+

λ−1
f (A1A

T
1 + 2wfwT

f ) + DT D + λ−2
f AT

1 B1NBT
1 A1 + εI = 0,

(11)

where N = −
(
λ−1

f BT
1 B1 + 2λ−1

f wT
h wh

)−1
, then K = N(BT

0 P + λ−1
f BT

1 A1) is
a state feedback control law of the neural network (1).

Proof. According to (7),

ψ̄ = PA0 + AT
0 P + PGGT P + λ−1

f (A1A
T
1 + 2wfwT

f ) + DT D

+ρ−2PCCT P + (BT
0 P + λ−1

f BT
1 A1)TK + KT (BT

0 P

+λ−1
f BT

1 A1)−KT N−1K (12)

can be received. From K = N(BT
0 P + λ−1

f BT
1 A1) and (13), ψ̄ = −εI < 0 can be

gained.

Remark 1. If w(t) = 0, then (11) can be turned into the following form:

P (A0 + λ−1
f B0NBT

1 A1) + (A0 + λ−1
f B0NBT

1 A1)T P + PGGT

+B0NBT
0 + λ−1

f (A1A
T
1 + 2wfwT

f ) + λ−2
f AT

1 B1NBT
1 A1 + εI = 0.

(13)



Robust Control for a Class of Uncertain Neural Networks 449

Remark 2. If the uncertain function ∆f0, ∆f1, ∆g0, ∆g1 are linear, that is
to say ∆f = ETwfx = Eα(·), ∆g = FTwfu = Fβ(·), where T T T ≤ I and
α(·, ·), β(·, ·) satisfy condition (2), then Theorems 1, 2 and 3 obviously hold. If
A1 = 0, E0 = 0, and w(t) = 0, then the obtained results in this paper are the
same as that in [1] whose systems are linear uncertainty with delay-states. And
if B1 = 0, F1 = 0, then the obtained results in this paper are the same as that
in [2] whose systems are linear uncertainty with delay-inputs.

5 Simulation Example

Consider the neural network (1), where

A0 =
[

2 0
1 2

]
, B0 =

[
3 2
0 2

]
, A1 = B1 =

[
1 0
0 1

]
, wf = wh = I,

E0 = E1 = F1 = F0 =
[
0.1
0.1

]
, α(x(t), t) = sin(x(t)), β(u(t), t) = cos(u(t)).

Simulation results with different initial values are depicted in Figure 1. The
trajectories are unstable if the state feedback control is not added.
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Fig. 1. Transient behaviors of x1(t) and x2(t) under no control
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Fig. 2. Transient behaviors of x1(t) and x2(t) under the state feedback control law

Suppose λf = 2, ε = 0.05, w(t) = 0. According to Theorem 3, from (13), by

using Matlab, P =
[
0.2875 0.2273
0.2273 1.8350

]
. Hence, K =

[−1.2418 −0.4546
−0.2273 −1.8350

]
.
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When the state feedback control is added, simulation results with the same
initial value as Figure 1 are depicted in Figure 2, which trajectories are stable.

6 Conclusion

This paper focuses on a class of non-linear uncertain neural network with state-
delays and input-delays. Some sufficient conditions are presented. The simulation
example shows the feasibility of the obtained results.
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Abstract. In this paper, the problem of global robust stability (GRAS)
is investigated for a class of interval neural networks described by non-
linear delayed differential equations of the neutral type. A sufficient cri-
terion is derived by an approach combining the Lyapunov-Krasovskii
functional with the linear matrix inequality (LMI). Finally, the effective-
ness of the present results is demonstrated by a numerical example.

1 Introduction

It is well known, the problem of global stability of delayed neural networks has
recently attracted much attention due to its applicability in solving some image
processing, signal processing, optimization and pattern recognition problems.
Many important results have been reported in the prior literature, see [1-3, 6]
and the references therein. Recently in [5], the authors investigated the exponen-
tial stability for a class of delayed neural networks described by nonlinear dif-
ferential equations of the neutral type. However, this stability may be destroyed
by some unavoidable uncertainty caused by the existence of modelling errors,
external disturbance and parameter fluctuation during the implementation on
very-large-scale-integration chips. Therefore, the investigation on robustness of
the networks against such errors and fluctuation is very important and signifi-
cant. There has been some work devoted to the investigation of robust stability
for CNNs and DCNNs [7-10].

Motivated by the above discussions, we consider a class of delayed neutral-type
neural networks described by a nonlinear differential equation of neutral type:

u̇i(t)=−aiui(t)+
n∑

j=1

bij f̃j(uj(t))+
n∑

j=1

cij g̃j(uj(t−τ))+
n∑

j=1

dij u̇j(t−τ)+Ii, (1)

ui(t) = φi(t), − τ ≤ t ≤ 0, (2)

where i = 1, 2, · · · , n and n denotes the number of neurons in a neural network;
ui(t) denotes the state of the ith neuron at time t; f̃j , g̃j are activation functions
of the jth neuron; the scalar ai > 0 is the rate with which the ith unit will reset
its potential to the resting state in isolation when disconnected from the network
and external inputs at time t; bij , cij , dij , i, j = 1, 2, · · · , n are known constants
denoting the strength of the ith neurons on the jth neurons; τ is non-negative
constant, which corresponds to finite speed of axonal signal transmission delay;
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Ii denotes the ith component of an external input source. φi(s, x) are bounded
and first order continuous differentiable on [−τ, 0].

The remainder of this paper is organized as follows: In Section 2 some pre-
liminaries are given. The main results are stated in Section 3. In Section 4, an
example is provided to show the validity and properties of the stability condi-
tions. In the end, we make concluding remarks.

Notation. Throughout this paper, R
n denotes the n-dimensional Euclidean

space. E denotes identity matrix. The notation A > B (respectively, A ≥ B)
means that the matrix A−B is symmetric positive definite (respectively, positive
semi-definite ), where A and B are matrices of the same dimensions. AT and
A−1 denote the transpose and inverse of the matrix A. For an arbitrarily real

matrix B and two real symmetric matrices A and C,
(

A ∗
B C

)
denotes a real

symmetric matrix, where ∗ represents the elements above the main diagonal of
a symmetric matrix.

2 Preliminaries

We make the following assumption:

(H) The neurons activation functions f̃j, g̃j are continuous, and there exist
constants lj > 0, kj > 0 such that

‖f̃j(ξ1)− f̃j(ξ2)‖ ≤ lj |ξ1 − ξ2|; ‖g̃j(ξ1)− g̃j(ξ2)‖ ≤ kj |ξ1 − ξ2|.
for any ξ1, ξ2 ∈ R, ξ1 �= ξ2, j = 1, 2, · · · , n.

In the practical implementation of neural networks, the values of the constant
and weight coefficients depend on the resistance and capacitance values which
are subject to uncertainties. This may lead to some deviations in the values
of ai, bij , cij and dij . In practice these deviations are bounded, the quantities
ai, bij , cij and dij may be intervalized as follows:⎧⎪⎪⎨⎪⎪⎩

AI := {A = diag(ai) : A ≤ A ≤ A, i.e., ai ≤ ai ≤ ai, }
BI := {B = (bij)n×n : B ≤ B ≤ B, i.e., bij ≤ bij ≤ bij , }
CI := {C = (cij)n×n : C ≤ C ≤ C, i.e., cij ≤ cij ≤ cij , }
DI := {V = (dij)n×n : D ≤ D ≤ D, i.e., dij ≤ dij ≤ dij , }

(3)

Let U∗ = (u∗
1, u

∗
2, · · · , u∗

n)T be an equilibrium point of model (1) for a given
Ii. To simplify proofs, we will shift the equilibrium point U∗ of system (1) to
the origin by using the transformation yi(t) = ui(t)− u∗

i , i = 1, 2, · · · , n.
It is easy to see that system (1) can be transformed into

ẏi(t) = −aiyi(t) +
n∑

j=1

bijfj(yj(t)) +
n∑

j=1

cijgj(yj(t− τ)) +
n∑

j=1

dij ẏj(t− τ), (4)

where fj(yj(t)) = f̃j(yj(t) + u∗
j) − f̃j(u∗

j ), gj(yj(t − τ)) = g̃j(yj(t − τ) + u∗
j) −

g̃j(u∗
j ), j = 1, 2, · · · , n. Then it is easy to see that fj(0) = 0, gj(0) = 0, and

fj(·), gj(·) satisfy assumption (H).
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Denote Y (t) = (y1(t), y2(t), · · · , yn(t))T , F (Y (t)) = (f1(y1(t)), f2(y2(t)), · · · ,
fn(yn(t)))T , G(Y (t−τ)) = (g1(y1(t−τ)), g2(y2(t−τ)), · · · , gn(yn(t−τ)))T . Then
system (4) becomes in the following vector-matrix form

Ẏ (t) = −AY (t) + BF (Y (t)) + CG(Y (t− τ)) + DẎ (t− τ). (5)

Definition 1. The neural network model given by (1) is called as interval neural
network, if the parameter ranges defined by (3).

Definition 2. The neural network model given by (1) with the parameter ranges
defined by (3) is globally robust asymptotically stable if the unique equilibrium
point U∗ = (u∗

1, u
∗
2, · · · , u∗

n)T of the model is globally asymptotically stable for
all A ∈ AI , B ∈ BI , C ∈ CI and D ∈ DI .

Lemma 1 [5]. Suppose W, U are any matrices, ε is a positive number and matrix
H = HT > 0, then the following inequality holds

WT U + UT W ≤ εWT HW + ε−1UT H−1U.

Moreover, for notational convenience, we define, for i, j = 1, 2, · · · , n,

b∗ij = max{|bij |, |bij |}, c∗ij = max{|cij |, |cij |}, d∗ij = max{|dij |, |dij |},

and, ⎧⎨⎩ui =
n∑

j=1
(b∗ij

n∑
l=1

b∗lj), vi =
n∑

j=1
(c∗ij

n∑
l=1

c∗lj), wi =
n∑

j=1
(d∗ij

n∑
l=1

d∗lj),

U = diag(ui), V = diag(vi), W = diag(wi).
(6)

Lemma 2 [11]. For any constant matrix B ∈ BI , C ∈ CI and D ∈ DI

BBT ≤ U, CCT ≤ V, DDT ≤W

where the diagonal matrices U, V and W are defined in Eq. (6).

3 Main Results

Theorem. Under the assumption (H), the equilibrium point U∗ of system (1)
is globally robust asymptotically stable if there exist positive definite matrix P ,
positive definite diagonal matrix Q and positive constants β, ε1, ε2, ε3 such that

Ψ =

⎛⎜⎜⎜⎜⎜⎜⎝

Σ ∗ ∗ ∗ ∗ ∗
PU

1
2 ε1E ∗ ∗ ∗ ∗

PV
1
2 0 ε2E ∗ ∗ ∗

PW
1
2 0 0 ε3E ∗ ∗

0 0 0 0 Γ1 ∗
0 0 0 0 0 Γ2

⎞⎟⎟⎟⎟⎟⎟⎠ > 0, (7)
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where Σ = PA+AP−KQK−ε1L
2−4β(A

2
+LUL), Γ1 = Q−ε2E−4βV, Γ2 =

βE − ε3E − 4βW, L = diag(l1, l2, · · · , ln), K = diag(k1, k2, · · · , kn) and li >
0, ki > 0, i = 1, 2, · · · , n are given in assumption (H). Proof: Define a Lyapunov-

Krasovskii functional as

V (t) = Y T (t)PY (t) +
∫ t

t−τ

GT (Y (ξ))QG(Y (ξ))dξ + β

∫ t

t−τ

Ẏ (ξ)T Ẏ (ξ)dξ. (8)

Computing the derivative of V (t) along the trajectory of system (5), we have

V̇ (t) = Y T (t)[−PA−AP ]Y (t) + 2Y T (t)PBF (Y (t))
+2Y T (t)PCG(Y (t− τ)) + 2Y T (t)PDẎ (t− τ)
+GT (Y (t))QG(Y (t))−GT (Y (t− τ))QG(Y (t− τ))
+βẎ T (t)Ẏ (t)− βẎ T (t− τ)Ẏ (t− τ). (9)

By Lemma 1, Lemma 2 and assumption (H), we have

GT (Y (t))QG(Y (t)) ≤ Y T (t)KQKY (t), (10)
2Y T (t)PBF (Y (t)) ≤ ε−1

1 Y T (t)PBBT PY (t) + ε1F
T (Y (t))F (Y (t))

≤ Y T (t)[ε−1
1 PUP + ε1L

2]Y (t), (11)
2Y T (t)PCG(Y (t− τ)) ≤ ε−1

2 Y T (t)PCCT PY (t) + ε2G
T (Y (t− τ))G(Y (t− τ))

≤ ε−1
2 Y T (t)PV PY (t) + ε2G

T (Y (t− τ))G(Y (t− τ)) (12)
2Y T (t)PDẎ (t− τ) ≤ ε−1

3 Y T (t)PDDT PY (t) + ε3Ẏ
T (t− τ)Ẏ (t− τ)

≤ ε−1
3 Y T (t)PWPY (t) + ε3Ẏ

T (t− τ)Ẏ (t− τ), (13)
Ẏ T (t)Ẏ (t) ≤ 4Y T (t)A2Y (t) + 4FT (Y (t))BT BF (Y (t))

+4GT (Y (t− τ))CT CG(Y (t− τ)) + 4Ẏ T (t− τ)DT DẎ (t− τ)

≤ 4Y T (t)[A
2
+ LUL]Y (t) + 4GT (Y (t− τ))V G(Y (t− τ))

+4Ẏ T (t− τ)WẎ (t− τ). (14)

Substituting (10)-(14) into (9), we further have

V̇ (t) ≤ Y T (t)[−PA−AP + KQK + ε−1
1 PU

1
2 U

1
2 T P + ε1L

2 + ε−1
2 PV

1
2 V

1
2 T P

+ε−1
3 PW

1
2 W

1
2 T P + 4β(A

2
+ LUL)]Y (t) + Ẏ T (t− τ)[−βE + ε3E + 4βW ]

Ẏ (t− τ) + GT (Y (t− τ))[−Q + ε2E + 4βV ]G(Y (t− τ))

= ΛT (t)

⎛⎜⎜⎝
Σ̃ 0 0 0
0 Γ̃1 0 0
0 0 Γ̃2 0
0 0 0 −τη

⎞⎟⎟⎠Λ(t), (15)

where Σ̃ = −PA − AP + KQK + ε−1
1 PU

1
2 U

1
2 T P + ε1L

2 + ε−1
2 PV

1
2 V

1
2 T P +

ε−1
3 PW

1
2 W

1
2 T P + 4β(A

2
+ LUL), Γ̃1 = −Q + ε2E + 4βV, Γ̃2 = −βE + ε3E +

4βW, Λ =
(
Y T (t), GT (Y (t− τ)), Ẏ (t− τ))T

)T

.



Robust Stability in Interval Delayed Neural Networks of Neutral Type 455

By the Schur complement[4] and the condition (7), V̇ (t) < 0. So, we can
easily see the equilibrium of system (1) is globally asymptotically stable. This
completes the proof. �

Corollary. Under the assumption (H), the equilibrium point U∗ of system (1)
is globally robust asymptotically stable if there exist positive definite matrix P ,
positive definite diagonal matrix Q and positive constants β, ε1, ε2, ε3 such
that

Ψ̂ =

⎛⎜⎜⎜⎜⎜⎜⎝

Σ̂ ∗ ∗ ∗ ∗ ∗
P ε1E ∗ ∗ ∗ ∗
P 0 ε2E ∗ ∗ ∗
P 0 0 ε3E ∗ ∗
0 0 0 0 Γ̂1 ∗
0 0 0 0 0 Γ̂2

⎞⎟⎟⎟⎟⎟⎟⎠ > 0, (16)

where Σ̂ = PA + AP − KQK − ε1LUL − 4β(A
2

+ LUL), Γ̂1 = Q − ε2V −
4βV, Γ̂2 = βE − ε3W − 4βW.

Proof. The proof is similar to Theorem 1, and omitted here. �

4 Simulation Example

Example. Let f̃j = g̃j , j = 1, 2, with the Lipschtiz constant l1 = l2 = 1.
Consider the following delayed neural network of in (1) with parameters as

A =
(

2 0
0 2

)
, A =

(
3 0
0 3

)
, B =

(
0.1 0.1
0 0.1

)
, B =

(
0.5 0.1
0.01 0.3

)
,

C =
(

0.1 0.1
0 0.1

)
, C =

(
0.1 0.16
0.05 0.1

)
, D =

(
0.05 0
0 0.05

)
, D =

(
0.1 0
0 0.1

)
.

Using the Matlab LMI Control Toolbox to solve the LMI in (7), we can obtain
the solution as follows

ε1 = 11.5641, ε2 = 4.7236, ε3 = 0.4305, β = 0.7385,

P =
(

24.7720 0
0 25.4904

)
, Q =

(
16.0100 0

0 16.4050

)
.

From Theorem, we derive that the DNN of neutral type is globally robust stable.

5 Conclusion

In this paper, the global robust stability for a class of interval neural networks
of neutral type has been considered. Based on Lyapunov method and the LMI
approach, a series of sufficient conditions have been established to ensure global
robust stability of this model. The obtained results improve and extend several
earlier works. Simulation result demonstrates the effectiveness of the proposed
results.
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Abstract. When processing an image of multiple occluded humans, segmenting 
them is a prerequisite for higher-level tasks such as tracking and activity analy-
sis. Although a human observer can easily segment target humans partly  
occluded among themselves in an image, automatic segmentation in computer 
vision is difficult. In this paper, the use of a probabilistic neural network is pro-
posed to learn various outline shape patterns of a foreground image blob of  
occluded humans, and then to segment the blob into its constituents. The seg-
mentation is here regarded as a two-class pattern recognition problem; seg-
mentable positions constitute a class and other positions constitute the other. 
The technique proposed is useful particularly for low-resolution images where 
existing image analysis techniques are difficult to be applied.  

1   Introduction 

Recently, a great deal of effort has been expended on video surveillance and monitor-
ing (VSAM) in computer vision society. The goal of VSAM is developing technology 
to automatically detect and track targets of interest within cluttered scenes, and moni-
tor their activities over long periods of time [1]. Vehicles and humans are two most 
important targets in VSAM. While significant amount of research work has been car-
ried out for the former, research on the latter became active only lately. One obvious 
reason is that there have been more commercial demands for automatic vehicle moni-
toring and traffic control. Another reason is that processing images of humans is more 
difficult technically. Humans have higher degrees of freedom and their shapes vary 
flexibly. There are also varieties of colors and texture patterns in human images. They 
have less limitation in their movement and their motion is less predictable.     

A complete VSAM system can be built through three important steps; detection, 
tracking, and activity analysis. Collins et al. [2] claimed that activity analysis is the 
most important area of future research in VSAM. However, activity analysis is heavily 
dependent on the tracking process. A Kalman filter is a popular tool for tracking people 
in image sequences [3]. As the speed of a human is slow, the total motion of a person 
is generally small between video image frames. However, the shape of a person may 
vary significantly. Poor detection of humans in images makes the tracking more diffi-
cult. In fact, foreground detection is significantly incomplete occasionally [4].  
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Even if humans are detected well as foreground in an image, occlusions among 
themselves make later processing difficult. The simplest method tackling the occlu-
sion problem is avoiding it by placing a camera looking vertically downwards [5]. 
However, this misses most information of people monitored such as height, color and 
silhouette. In [6], an occlusion is detected when multiple people are predicted to be 
located within the same region in the new video image frame based on their veloci-
ties. No attempt was made to segment a blob of multiple humans occluded by them-
selves into constituents but waiting de-occlusion. Another approach is analyzing the 
outline of a blob of multiple humans, for example using an active contour (snakes) 
[7]. However, when the image is in low-resolution, it cannot be effective as small er-
ror in foreground extraction causes significant change in the contour. Practically, an 
outdoor surveillance camera is often installed at a far distance from a scene for wide 
field-of-view.  

In this paper, a foreground image blob of multiple humans is segmented into indi-
vidual constituents using a probabilistic neural network (PNN) [8], which is a neural 
network implementation of the Bayesian classifier. We regard detecting the vertical 
segmentation position separating two persons (occluding and occluded) in a fore-
ground blob as a two-class pattern recognition problem; positions need to be seg-
mented constitute a class and others constitute the other class. The use of a PNN is 
motivated by two factors. First, it is hard to characterize occlusion by some feature 
variables. Different clothes and postures of people will cause different variable val-
ues. Secondly, if images are in low-resolution, it is difficult to build a reliable statis-
tical model. Although a human observer can separate humans in occlusion without 
difficulty, the method human intelligence implicitly uses is hard to be formulized. In 
this situation, while most existing techniques cannot provide an effective solution, a 
PNN is expected to determine the position where a blob of people needs to be seg-
mented by learning based on the shape information of upper body parts of human 
targets.  

2   The Overall System 

The goal of research work described in this paper is finding the best segmentation po-
sition for a foreground image blob of multiple people. We employ a PNN for the goal. 
Fig. 1 describes the overall system from input image processing to PNN-based seg-
mentation. As shown in the figure, two important steps are required to extract data 
from images of a VSAM camera for the PNN: extracting humans as foreground and 
obtaining the shape information. 

A background subtraction technique is widely used to extract foreground pixels as 
it provides more complete feature data than other approaches like temporal differenc-
ing [9] or optical flow [10]. In this paper, an adaptive background adaptation method 
proposed by Lipton et al. [4] is used. Morphological operation and size filtering are 
done on the foreground image extracted to fill holes and to remove noises respectively 
for obtaining a more complete image.  

When processing low-resolution images, it is difficult to build a stable statistical 
model of a target because the number of pixels belong to the target is small. The  
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foreground detected is frequently not complete also including holes and gaps (e.g., see 
the binary foreground image extracted in Fig. 1). In this paper, the shape pattern of 
upper body parts of target humans is checked. We use a line connecting the top pixel 
of each column in an image blob (we call it 'draping line') as a shape descriptor. Drap-
ing is much simpler than existing outline detection techniques such as boundary fol-
lowing or snakes. Although it misses information below the line, it is not a problem 
here because we will not utilize it. The upper body parts such as head and torso are 
relatively stable than lower parts like legs and feet in extracted foreground images 
when a human moves. Draping is thus robust against error in foreground extraction. 
Incomplete foreground extraction inside a blob does not change the line shape at all. 
The PNN employed checks local slopes along a draping line to detect segmentation 
positions for an image blob of occluded humans.  

 

Fig. 1. The overall system of PNN-based image segmentation of occluded humans  

3   PNN for Segmenting an Image Blob of Occluded Humans 

The PNN introduced by Specht [8] is based on the well-known Bayesian classifier 
commonly used in many classical pattern recognition problems. When using a Bayes-
ian classifier, a key step is estimating the probability density functions (pdf) from the 
training patterns. However, in some cases like the problem being dealt in this paper, 
estimating the pdf is difficult. In the PNN, a nonparametric estimation technique 
known as Parzen windows [12] is used to construct the pdf for each class required by 
Bayes' theorem. This allows determination of the chance a given vector pattern lies 
within a given class.  

One novelty of this paper is that we regard the segmentation problem as a classifi-
cation problem. Segmentable positions constituent a class (say class S), and other po-
sitions constituent the other class (say class N). As there are only limited numbers of 
segmentation positions in training images (e.g., ideally one if there are two humans in 
an image), the size of class S is much smaller than that of class N (i.e., much more 
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training data for class N). For image blobs to be used for training the PNN, the best 
segmentation positions are set manually and used as true output values. The position 
at which a foreground image blob can be best segmented is actually difficult to pre-
cisely specify but it can be within some narrow range. So, two left and two right posi-
tions of a user specified segmentation position are also included in class S. In this 
way, the size of class S becomes larger. 

A PNN consists of four layers: input layer, pattern layer, summation layer, and 
output layer. The input neurons distribute all of the input variables to all the neurons 
in the pattern layer. We use five consequent signs of slope along a draping line as the 
network input. This means that the PNN estimates a good segmentation position from 
the local shape pattern of upper body parts of humans in occlusion. Each pattern layer 
neuron k performs a dot product of the input pattern vector x with the weight vector 
wk. Then, a nonlinear operation exp[(x⋅wk-1)/σ2], where σ is an adjustable smoothing 
parameter, is carried out before outputting to the summation neuron. Training a PNN 
can be regarded as finding the best smoothing parameter for a set of input vectors 
which maximizes the classification accuracy [13]. Although σ must be found experi-
mentally, a large number of trials are generally not necessary because the curve of the 
mean squared error versus σ exhibits a wide range of values near the minimum [14]. 
Two neurons in the summation layer are connected to pattern layer neurons which 
correspond to each of the two classes from which the training patterns were selected. 
The output represents the goodness of segmentation. In typical pattern recognition 
problem using PNN, the output is binary. But, in this paper, we get real output values, 
and the position of the maximum output value is selected. 

The main drawback of a PNN is the rapid increase in computing costs by the in-
crease of two factors; the size of the input vector and the size of training data [13]. 
The PNN employed in this paper has only 5 input nodes and the first factor is not a 
problem while the second factor may increase computing time. Nevertheless, consid-
ering today's context of high-speed computing power, this should no longer be a sig-
nificant problem.   

4   Results 

To test the PNN designed with various occlusion cases, three people were sampled 
from real camera images and occlusions between two of them were synthesized ran-
domly. Fig. 2 shows three images of sampled people (person 1, person 2, and person 
3) and examples of synthesized occlusions among them. Training data for the PNN 
were obtained from 30 occlusion cases synthesized using person 1 and person 2, in 
addition to other 30 cases using person1 and person 3. On the other hand, 30 occlu-
sion cases synthesized using person 2 and person 3 are used for testing the network 
trained. Additionally 20 real images are collected and used for testing. For each train-
ing image, the draping line was found and five slope codes were used as the compo-
nents of an input vector. In our experiment, the network showed the best result when 
its smoothing parameter σ was set to 0.9. The successful segmentation rates for train-
ing images and testing images were 83% and 76% respectively.    
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Fig. 2. Synthesized occlusions for training and testing the PNN designed  

5   Conclusion 

A PNN is a neural network implementation of the well known Bayesian classifier. 
This paper describes a PNN employed to segment a foreground image blob of oc-
cluded humans for VSAM applications. The network design and steps to extract data 
for training the network have been presented. It is demonstrated that a PNN is useful 
to tackle the occlusion problem in low-resolution images, where existing statistical 
models or contour-based techniques are difficult to be used. Upper body parts of hu-
mans are relatively stable during motion, and we checked the shape of upper body 
parts overlapped by occlusion. We defined 'draping' for the purpose, and the pattern 
of partial draping line was used for the network learning. Unlike multilayer percep-
trons, which are popularly used but need ad hoc design procedures and long training 
time, the implementation of a PNN is straightforward and simple. In our experiment 
using images of two occluded humans, a PNN showed around 80% success rates in 
segmenting each of the images into two properly. The smoothing parameter of the 
network was set to 0.9 and the size of input vector was 5 in the experiment.  
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Abstract. The simulation line is usually used to imitate the frequency 
characteristic of a real long transmission line. This paper proposes a novel 
design scheme of simulation line using back propagation neural network (BP 
NN). A BP NN is trained to correspond with the line’s transfer function and 
then implemented by field programmable gate array (FPGA) for application in 
real time. The activation function of NN is approximated with a high-speed 
symmetric table addition method (STAM), which reduces the amount of 
memory required. For an underwater coaxial cable that is 10000m long, a 
simulation line is hardware realized and has been successfully used in the study 
of digital image transmission. 

1   Introduction 

The simulation line is a designed network to imitate the frequency characteristic of a 
real long transmission line [1]. It is usually used instead of the real long line when the 
transmission experiments can’t be done on the spot. The simulation line is actually a 
low-pass filter, but its transfer function is not easy to obtain by inversion means. So it 
is difficult using general analogy or digital filter to realize the simulation line. This 
paper presents a new method for simulation line realization using back propagation 
neural network. The simulation line is realized by FPGA for the real time application. 
In the hardware implementation of the activation function, STAM algorithm was used 
to reduce the amount of memory and make the operation simpler [2]. 

2   Simulation Line Design Using BP NN 

The simulation line that corresponds to an underwater coaxial cable is hardware 
implemented using Altera’s Stratix-II FPGA and TI’s 10 bits high speed DAC. Fig.1 
shows the block diagram of the simulation line design. 

BP NN has been successfully applied to solve some difficult and diverse problems. 
It has a powerful ability of nonlinear mapping and pattern recognition [3], [4]. In this 
paper, a BP NN is trained to correspond with the line’s transfer function. 

The coaxial cable is 10000m long and 55  line characteristic impedance. Signals 
of information source and sink are sampled on the spot. The information source is a 
base band signal with HDB3 encoding and transmits through the coaxial cable. The 
transmission loss of the line leads to the distortion of information sink. 

From the analysis of the distorted signal, the output wave not only depends on its 
corresponding input code cell, but also correlates with the multi code cells around. The 
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serial 8 code cells play the role of input vector. Each node of the input layer represents 
a code cell, which is expressed by 2 binary bits in the FPGA implementation. (Let 0.0 
denotes 0 of HDB3 encoding, 1.0 denotes +1, 0.1 denotes -1). The information sink 
signal due to the 5th input code cell serves the role of designed response. Since the sink 
signal has been distorted, it is necessary to use a high speed DAC to get the analogy 
value. Considering the precision and speed of DAC, the output layer consists of 10 
neurons. Each of them is expressed by 10 binary bits in the FPGA implementation. 
Selecting the 3-states latch’s OE pin in turn, the D/A conversion of each output neuron 
is completed. 

 

Fig. 1. The block diagram of the simulation line design 

Considering FPGA implementation resource in addition, the number of hidden 
neurons is held at 12. So the final network is constructed with 8 input nodes, 12 
neurons in the hidden layer and 10 neurons in the output layer.  

In the example of this paper, the bit rate of base band signal with HDB3 encoding is 
1Mbps and the information sink signal varies acutely. So the tan-s function is selected 
as the activation function of BP NN. The Tan-s function is defined by  
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A training set and a test set are constructed for the BP NN learning in batch mode. 
The information source and sink signals of the coaxial cable are sampled and 4000 
pairs of example are acquired. The front 3000 examples constitute the training set and 
the test set consists of the rear 1000 examples. After the training and testing phases 
are found to be successful, the NN can then be put in practical application. 

3   FPGA Implementation for BP NN 

Once the BP NN design is performed, only the forward computation is needed to 
implement by FPGA. The output signal of neuron j in hidden layer (or output layer) is  
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where Oj is the output signal of neuron j, Wij is synaptic weight connecting neuron i to 
neuron j, xi is the input signal of neuron j, j is the bias. 

When the network off-line training is over, Wij and j are fixed and then stored in 
the RAM of FPGA. The operations for multiplication, addition and subtraction in 
formula(2) are easily implemented in hardware. How to realize the Tan-s function by 
FPGA is the key technique. 

There are mainly two techniques for hardware implementation of nonlinear function: 
table-lookup method and polynomial approximation method. Due to the large amount of 
multiplication operation, it is more complex for real-time hardware implementation of 
polynomial approximation. For table lookup method, less memory size and simpler 
operation are required on the premise of satisfying the expression precision.  

3.1   STAM Algorithm 

This paper uses an algorithm named symmetric table addition method for Tan-s 
function approximation. This method has a close-form solution for the table entries 
and can be applied to any differentiable function. STAM uses parallel table lookups 
and multi-operand addition to compute elementary functions. It  requires less memory 
than standard table lookup method[2],[5] and is suitable for high-speed hardware 
implementation. Symmetry and leading zeroes in the table coefficients are used to 
further reduce the memory size. 

To approximate the function f (x), the n bits input operand x is separated into m+1 
parts: x0, x1, , xm with length of n0, n1, , nm respectively, where x = x0+x1+ +xm,   
n = n0+n1+ +nm . 

The ith table ai-1(x0, xi) takes as inputs x0 and xi. The sum of the outputs from the m 
tables produces an approximation to f (x). This approximation takes the form 

1 0
1

( ) ( , )
m

i i
i

f x a x x−
=

≈  (3) 

Accordingly, STAM requires m parallel table lookups followed by a multi-operand 
adder. The block diagram in Fig.2 is easily implemented in hardware. 

 

Fig. 2. Symmetric table addition method block 
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3.2   Selecting the Coefficients 

The approximation for the STAM is based on the Taylor series expansion centered 
about the point x = x0:1+ 2:m. Using the first two terms of the Taylor series expansion 
results in the following approximation,  

0:1 2: 0:1 2:
=2

( ) ( ) '( ) ( )
m

m m i i
i

f x f x f x xδ δ δ≈ + + + ⋅ −  (4) 
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In order to make the STAM practical, xi is replaced by i , which is exactly halfway 
between the minimum and maximum values for xi.  

0:1 2: 0 1:
=2
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The first term in Taylor series expansion is selected as the first coefficient a0(x0, x1) 
and the second term is then distributed into m-1 coefficients ai-1(x0, xi) (i=2,3, , m). 
Thus the values for the coefficients are 

0 0 1 0:1 2:( )= ( )ma x ,x f x δ+  (6) 

1 0 0 1( )= ( )( )     2 3i i :m i ia x ,x f x x i , , ,mδ δ− ′ + − =  (7) 

Taking advantage of symmetry and leading zeroes in the table entries, the STAM 
requires less memory than similar techniques. The input of table a0(x0, x1) has n0+n1 

bits. For another m-1 tables, ai-1(x0, 2 i xi) is the one’s complement of ai-1(x0, xi) . The 
method for selecting the coefficients causes table a1(x0, x2) through am-1(x0, xm) to be 
symmetric and allows their inputs have n0+ni-1 bits. 

One benefit of this method is that the magnitude of the m-1 coefficients is 
substantially less than the first coefficient a0(x0, x1). The magnitude is bounded by  
|ai-1(x0, xi)|<| f '( )|•2-n0:i-1 where  is the point at which f '(x) takes its maximum value. 
This results in some leading zeroes (or leading ones). They are not stored in memory 
and obtained by sign-extending the most significant bit of ai-1(x0, xi) before 
performing the addition. 

By controlling the errors of the STAM, the computed result differs from the true 
result by less than one unit in the last place (ulp) [6]. 

3.3   Approximation of the Tan-s Function and the Express Precision 

The two terms Taylor series expansion of the Tan-s function centered about the point 
x*=x0:1+ 2:m. 
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The Tan-s function is symmetric with respect to the origin. The active part is 
supposed to be located between -xa and xa. Assuming the final result has p fraction 
bits, the least expression precision is 2

-p
, one ulp=2

-p
. When x xa, tansig(x) is close to 

1-2
-p

. So xa is determined by  
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1ln(2 1)/2p
ax += −   (9) 

When x xb, tansig´(x) is close to 0. Similar to tansig (x), xb is determined by 

1 2cosh (2 )p /
bx −=   (10) 

Thus tansig(x) and tansig´(x) can be approximated on different intervals [0, xa] and  
[0, xb]. The final result is accurate within one ulp for any input x. 

Considering the errors in rounding the coefficient and the final summation result, 
the bits of actual stored coefficients are 2+log2(m-1) more than that of the final 
results[5]. 

Supposing the input x and the final result have p=10 fraction bits, xa=4, xb=4. So 
the input x has k=2 integer bits, its length is n=k+p=12. If x is partitioned with n0=4, 
n1=2, n2=n3=3, 2+log2(m-1)=3, three tables a0(x0, x1), a1(x0, x2) and a2(x0, x3) are 
constructed. Each of their inputs has 6 bits(table a0: n0+n1=6, table a1: n0+n2-1=6, 
table a2 : n0+n3-1=6), and the stored coefficient is 13 fraction bits(p +2+log2(m-1)=13). 

Actually, it is not necessary to store the coefficients in 13 fraction bits. For the 
three tables above, the least significant bit is one. Since it is known in advance, it is 
not stored. So is the integer bit because of 0  tansig(x) < 1 and 0 < tansig´(x)  1. The 
table a1(x0, x2) and a2(x0, x3) have 4 and 7 leading zeros respectively, which are not 
stored. So the length of coefficients stored in the three tables are 12, 8 and 5 bits 
respectively, the memory size required is 1600bits. If applying standard table lookup 
on interval [0, 4], the memory size is 40960 bits. For the same express precision of 10 
fraction bits, STAM requires 25 times less memory than the standard table lookups. 

4   Experimental Result 

4.1   Modelsim Simulation for STAM Algorithm 

Using Modelsim software to simulate the VHDL description of the three tables and 
the adder, the computed results of tansig(x) differ from the true result by less than one 
ulp=2-10 0.0009765625). Table 1 gives part of the simulation results for tansig(x). 

Table 1. Simulation results of tansig(x) function 

Input x Simulation Result True Result Absolute Error 
0.1269531250 0.1261475975 0.1262754549 0.0001278574 
0.5244140625 0.4815655179 0.4810996071 0.0004659109 
1.0654296875 0.7884550059 0.7877331282 0.0007218778 
1.5205078125 0.9090798315 0.9087861134 0.0002935698 
3.7148437500 0.9988123281 0.9988139579 0.0000016298 

4.2   FPGA Simulation for the Simulation Line 

Using Altera’s Stratix-II FPGA, the VHDL descriptions are simulated for serial-
parallel converter of HDB3 encoding, clock generator and BP NN. Selecting 200 input 
vectors in the test set, the experiment results show that output signal of BP NN tallies 
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with the actual information sink signal well. Fig.3(a) displays one length of the 
information source signal which HDB3 encoding is “010010010101100010101111 
110100”, Fig.3(b) shows the actual information sink signal corresponding to the 
source signal in Fig.3(a). The output signal of BP NN (see Fig.3(c)) resembles the 
actual signal despite the details. 

 

Fig. 3. The sampled information source signal(a), sink signal(b) and the simulation output (c) 

5   Conclusions 

This paper applies BP NN to approximate the transfer function of the transmission 
line. Using STAM algorithm in FPGA implementation, the memory requirements are 
reduced dramatically. Based on the proposed approach, an underwater coaxial cable is 
simulated. The implemented simulation line has been successfully used in the study of 
digital image transmission in the “863” subject. 

This technique can be generalized to simulate the transmission path with unknown 
transfer function.  
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Abstract. This paper describes the application of neural network tech-
niques to sheet metal bending process, particularly for the prediction of
springback phenomenon and bending part final geometry (final radius
and bending angle). Springback is an important unwanted change in
shape causing accuracy problems. Traditional and new simulation tech-
niques (FEM) of springback minimizing are laborious trial-and-error pro-
cedures that involve long cycle times and cost increases. To reduce the
trial-an-error procedure, an artificial neural network (ANN) model is de-
veloped as an approximator. A back propagation neural network model
has been developed using experimental data from several tension and
bending tests performed on aluminium and stainless steel. The conver-
gence of the mean square error in training came out very well and the
performance of the trained network has been tested with unseen kept
back data from experiments and found to be in good agreement.

1 Introduction

The capability of predicting the sheet metal part final geometry as well as spring-
back amount is an important feature in the sheet metal bending processes. The
sheet metal air bending process has not been recognized as a complex man-
ufacturing process for many years, although in recent works has recovered the
research interest. On the one hand, springback is an important unwanted change
in shape causing accuracy and assembly problems, that occurs in a bending part
when the load is released and the part is taken out of the press. On the other
hand, the classical models in air bending assumes a simple bend geometry (two
straight legs joint by a circular bent) which it is far from real geometry of a bent
part by an air bending process.

Traditional approaches to control these aspects in a sheet metal industry are
based on trial-and-error procedures, relying on the experience of the product
and process designers or even on the manufacturing craftsmen. They ponder
the correctness of the setup and judge whether changes should be made. This
traditional proceeding way turns practical production into a slow, laborious and
costly approach.

In dealing with the springback problem and bending modeling, three ap-
proaches have been commonly used: analytical, experimental and approximate
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methods. Due to the complexities of plasticity, the exact analysis of the metal
forming processes is not feasible in most cases, and there was an important
growth of approximate methods over the years. Among these techniques, the fi-
nite element method (FEM) takes precedence being currently the most popular.
In spite of this, the simulations are again a laborious trial-and-error procedure,
which is a nontrivial task. This situation points out another drawback for the use
of FEM in real industry because it appears the needing of the 12FEM specialist.

It might be meaningful to use an approximation and start from it either to use
the traditional approach or FEM simulation. On the one hand, neural networks
allow and provide the tool that fit the practical needs of the end-user: it does not
demand neither a high user-preparation, a wide experience about the bending
process nor an important time investment. On the other hand, neural networks
are being applied on manufacturing problems because they allow a good first,
quick and reliable approximation to solve the two previous problems related to
air bending process, reducing the number of trials and consequently the cycle
time and rejection rates. Finally, the non-linear character of the relationships
among the influence parameters involve in air bending process and springback
phenomenon turn them into an ideal candidate problem for being controlled
or/and predicting by a neural network.

The aim of this project underlying this paper is to provide a prediction of
a springback value and final geometry (bend radius and angle) that may be
used by the process/product designer without the need of being a simulation
specialist.

1.1 Literature Survey

Although the developed mathematical models behind neural networks exist from
the 60s, it has not been until the 90s when neural networks have begun to be de-
veloped in manufacturing applications [1]. During the last years several research
groups have studied the use of neural networks to control sheet metal forming
processes. More specifically,it is also possible to find studies where neural net-
works are applied to V bending processes. The outstanding and more recent
works in this field are detailed next. Forcellese et al.[2] developed a punch dis-
placement control system based on ANN for a V- and U-bending process. In the
following Inamdar et al.[3] works, it has been developed a control tool for the
prediction of the springback by means of ANN trained by extracted data from
experiments and analytical and simulation model predictions.

In this work, a back propagation neural network model has been developed
using experimental data from several tension and bending tests performed on
aluminium and stainless steel. The model will predict three outputs (springback
value(∆β), the final geometry expressed by final bend radius(Rf ) at punch-sheet
contact and the punch displacement(Z)) through seven inputs predictors (final
bending angle(βf), sheet thickness(t), die width(wd) and radius(rd), yielding
stress(SY ), Young’s modulus(E) and strain hardening exponent(n)). The two
first outputs neurons fit directly with the title and aim of this work, springback
amount and final bending radius as representative variable of the bend part
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geometry. The third output, the punch displacement was also considered be-
cause it is the main process performer parameter, and consequently related to
springback and final geometry.

2 Experimental Set-Up

Prior knowledge and understanding of the process and the process variables un-
der investigation is necessary for achieving a realistic model. Springback is also
sensitive to a range of material parameters such as elastic and plastic anisotropy
and the presence of a Bauschinger effect; process parameters such as punch dis-
placement, die width and radius, punch radius, bending force and moment; and
geometrical parameters such as bending angle (attempted and final), thickness
and part curvature or final part radius.

Fig. 1. Test set up with a MTS testing machine

To verify the above relationships and to obtain real parameters from an air
bending process it was developed an experimental procedure. It consisted of two
stages. In the first one, the material identification for each thickness and mate-
rial (1, 1.5, 2 and 3 mm. for stainless steel and 1 and 1.35 mm. for aluminium) is
carried out by means of tensile test on a laboratory MTS tensile testing machine.
In the second stage, bending tests for several specimens were also performed on
a laboratory but in this second case, a bending sub-frame has been built and
set up on the MTS machine since it allows a very accurate force-displacement
registration. As well as bending sub-frame, a loaded bending angle (βc) mea-
surement fixture was developed, because its determination is essential for the
computation of the springback amount (∆β). By means of a clamp, a linear dis-
placement transducer was added to a bending sub-frame side, as it is presented
in Figure 1. The final bending angle (βf ) measurement of every bending part
was done using two techniques, showing a very good agreement. In the first one,
a bevel protractor of 5 minutes approximation is used. Whereas in the second
one, a digital image processing of the bending parts is carried out. This tech-
nique has also supplied the final bend radius at punch-sheet contact as well as
a curvature function along the bend[4].



Springback and Geometry Prediction 473

3 Back Propagation Neural Network

Neural networks are mathematical models composed by several neurons arranged
in different layers, linked through variable weights. These weights are calculated
by an iterative method during the training process when the network is fed
with a large amount of training data, input and output pairs that represent
the pattern attempting to be modeled. On account of this, neural networks are
non-linear analysis tools. The relationships among the influence variables in air
bending and springback have a non-lineal character with multiple interactions
[2,3]. Commonly, a two layer neural network is sufficient to accurately model
any type of continuous function if it is provided by a sufficient number of hidden
nodes. This universality property [5] is applied for function approximation, which
fits with the target of the variables that want to be predicted. Therefore for this
work, a multilayer perceptron model with two layers using a back propagation
(BP) algorithm, widely used for general engineering applications, is chosen.

3.1 Network Design and Important Neural Networks Parameters

Network accuracy and efficiency is dependent upon various parameters as learn-
ing rate, momentum factor, hidden nodes, activation functions; and characteris-
tics as normalization, generalization. There is no well-established procedure for
finding them and most researchers employ a trial and error procedure to deter-
mine some of them. This approach has been adopted in the present work. In
the literature there exists a well-known rule of thumb [3,5] for determining the
selection of initial training set according to fixed accuracy level:

N >
|W |
1− a

, (1)

where N is the number of patterns (desired), |W | the number of weights to be
adjust, and a the accuracy level. This relationship shows the sacrifice that has
to carry out in developing the model between a proper generalization and the
accuracy that is wanted to be obtained.

3.2 Training

The case under study will be broach under a supervised learning strategy, which
means that for all the input patterns, the objective outputs are known (from
experimentation) and a batch pattern training style is chosen. The classical
gradient descent and g.d.with momentum algorithms have been used as well as
faster algorithms such as Levenberg-Marquardt.

The training set construction represents a key point of the network general-
ization property [5], especially for avoiding the overfitting problem. For avoiding
it, the early stopping technique is used considering 3 data sets: training, vali-
dation and testing. The training set, for training and weights adjustments. The
validation set to refine the network by the early stopping technique. And finally
the testing data set,an unseeing set during the training that is used to deter-
mine the network performance by an error computation. In the present work,
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Table 1. Available training patterns

Material Patterns Train. set Valid. set Test set Arch. net.

Aluminum 50 25 13 12 4-1-3
Stainless steel 82 41 21 20 4-1-3
Alum. & Stainless 132 66 33 133 7-1-3

fixing the accuracy level at 90% and knowing the number of available training
patterns from the experimentation above-mentioned and Eq. (1), it is possible
to determine the minimum number of hidden neurons (h), Table 1.

One of the options to investigate the network answer in more detail is to
carry out a regression analysis between the networks answer with the corre-
sponding objective value. That regression (post-training error analysis) returns
three parameters, the first two are the slope and the y-intercept of the best
linear regression that relates objective patterns to network outputs. The third
parameter is the correlation value between outputs (A) and objectives (T ).

The training of several networks has been carried out designing an algorithm
that uses functions and routines from the MATLAB R© Neural Network Toolbox.
Firstly, in order to maintain the network simple and feasible it has been decided
to train two different networks associate to each of the tested materials (material
parameters were not taken into account). Secondly, a third network has been
trained irrespective of material distinction, that means adding SY , E and n.

4 Training Results and Discussion

The initially trained x-1-3 networks had not the expected behavior, a bad per-
formance of final bending radius and punch displacement variables led to a re-
definition of the network architecture. So finally, there were trained different
neural networks, each according to each defined output with an 7-1-1 architec-
ture. The performance improvement can be observed comparing the obtained
correlation values. The 7-1-1 network gets a 0.978 correlation value, Figure 2,
whereas the obtained from 7-1-3 network for final bending radius was 0.537. For
each network, it was stored for being part of the prediction model: the weights,
biases, and pre- and postprocessing network values. An algorithm with the above
trained networks was built, so it is in position of feeding new unseen parame-
ters and carry out the validation of prediction model output. The predictions
quality is good, since it presents good agreement with the real values for each
output: springback angle, punch displacement and final bending radius. Finally,
by means of the previous structures a total prediction model for the air bending
process was built.

5 Conclusions

The implementation of the 3 networks in an only model by means of a suitable
user interface allows to introduce the required input information and access to
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Fig. 2. Final bending radius post-training analysis result. 7-1-1 architecture.

the prediction result in an easy and quick way. Hence, a simple performance
and a proper displaying eliminates the needing of specific training user. It has
to be reminded that the output of the prediction model presented it is a first
approximation that is able to be used either during bending sheet metal part
design or bending process design. An important advantage from the proposed
prediction model is the implementation easiness that the neural networks (core
of the model) have for be implemented by a software. Therefore this tool could
turn into a computer aided engineering system for a sheet metal final part design
and bending process.
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Abstract. The stability of discrete Hopfield neural networks with delay is 
mainly studied by the use of the state transition equation and the energy func-
tion, and some results on the stability are given. The sufficient conditions for 
the networks with delay converging towards a limit cycle with length 4 are pre-
sented. Also, one condition ensuring the network with delay having neither a 
stable state nor a limit cycle with length 2 is given. The obtained results here 
partially extend some existing results on stability of discrete Hopfield neural 
network with delay and without delay. 

1   Introduction 

The researches on stability of discrete Hopfield neural networks (DHNN) have at-
tracted considerable interest in Refs.[1-4]. Discrete Hopfield neural network with 
delay (DHNND) is an extension of DHNN. In Refs.[5-8], the stability of DHNND is 
mainly investigated. In this paper, we improve the previous stability conditions of 
DHNND and obtain some new stability conditions for DHNND converging towards a 
limit cycle with length 4 and other conditions ensuring DHNND having neither a 
stable state nor a limit cycle with length 2. This paper is organized as follows. Section 
2 introduces most of the notations and definitions. Section 3 mainly investigates the 
stability of DHNND and gives some results. Some conclusions are mainly drawn in 
section 4. 

2   Notations and Preliminaries 

Discrete Hopfield neural networks with delay having n neurons can be determined by 

two n×n real matrices nnijwW ×= )( 00 , nnijwW ×= )( 11 , and an n-dimensional column 

vector T
1 ),,( nθθθ = , denoted by N=(W0⊕W1,θ). There are two possible values for 

the state of each neuron i: 1 or –1. Denote the state of neuron i at time t∈{0,1,2, } as 

)(txi , the vector T
1 ))(,),(()( txtxtX n=  is the state of the whole neurons at time t. 

In this paper, we assume the vector θ=0. 
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The updating mode of DHNND is determined by the following equations 

))1()(sgn()1(
1 1

10

= =

−+=+
n

j
j

n

j
ijjiji txwtxwtx , { }ni ,,2,1I =∈ , (1) 

where t∈{0,1,2, }, and the sign function is defined as follows 

<−
≥

=
0if,1

0if,1
)sgn(

u

u
u . (2) 

We rewrite equation (1) in the compact form 

))1()(sgn()1( 10 −+=+ tXWtXWtX . (3) 

If the state X* satisfies the following condition 

X*=sgn(W0X*+W1X*), (4) 

the state X* is called a stable state (or an equilibrium point). 
Let N=(W0⊕W1,θ) start from any initial states X(0),X(1). For t≥2, if there exists 

time t1∈{0,1,2, } such that the updating sequence X(0),X(1), X(2),X(3),  satisfies 
that X(t+T)=X(t) for all t≥t1, where T is the minimum value which satisfies the above 
condition, then we call that the initial states X(0),X(1) converges towards a limit cycle 
with length T.  

A matrix A=(aij)i,j∈I is called to be negative row diagonally dominant, if the matrix 
A satisfies the following conditions for each neuron { }ni ,,2,1I =∈  

≠∈

≥−
)(I ijj

ijii aa , (5) 

If there exists at least one neuron i such that inequality (5) is strict inequality, then 
we call the matrix A to be a negative row weakly strictly diagonally dominant matrix. 
If inequality (5) is strict inequality for all neurons { }ni ,,2,1I =∈ , then we call the 

matrix A to be a negative row strictly diagonally dominant matrix. 
The stability of antisymmetric DHNN and DHNND is respectively studied in Refs. 

[3] and [5]. In this paper, we assume that the matrix W0 is not antisymmetric. The 
stability of DHNND is mainly studied and some new conditions ensuring the stability 
of DHNND are presented. The main contribution of this paper is expressed by the 
following results. 

3   Stability of DHNND 

Theorem 1. Suppose there exists a matrix D=diag(d1,d2, ,dn) (di>0, i=1,2, ,n) such 
that matrix DW0 is antisymmetric, and matrix W1 is negative row strictly diagonally 
dominant, then N=(W0⊕W1,0) converges towards a limit cycle with length 4, i.e., for 
any initial states X(0), X(1), DHNND (1) converges towards a limit cycle with 
length 4. 



478 R.-N. Ma and G.-Q. Bai 

Proof. We define energy function (Lyapunov function) of DHNND (1) as follows. 

)1()())1(),(()( 0T −−=−= tXDWtXtXtXEtE  (6) 

Then 

))1(),(())(),1(()()1()( −−+=−+=∆ tXtXEtXtXEtEtEtE  

)()1( 0T tXDWtX +−= )1()( 0T −+ tXDWtX  

)())1()1(( 0TT tXDWtXtX −++−=  

+−+−++−= ))1()())(1()1(( 10TT tXDWtXDWtXtX  

)1())1()1(( 1TT −−++ tXDWtXtX  

)()( tqtp −−=  

 

 

 
 

 

 

(7) 

where 

))1()())(1()1(()( 10TT −+−++= tXDWtXDWtXtXtp  

)1())1()1(()( 1TT −−++−= tXDWtXtXtq . 

 

 

Firstly, we prove that, if xi(t+1)+xi(t-1)≠0, then 

)1(2)1(2)1()1( −=+=−++ txtxtxtx iiii .  

Secondly, for each i∈I, we have 

0))1()()(1(
I

1

I

0 ≥−++
∈∈

txwtxwtx j
j

ijj
j

iji . (8) 

We further prove that 0)( ≥tp  and 0)( ≥tq  in (7). To this end, let 

{ }0)1()1(I)(I ≠−++∈=∗ txtxit ii . (9) 

By the equation (8) and the condition W1 being strict negative row-diagonally 
dominant, we can easily prove that 

))1()(())1()1(()( 10

II
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txwdtxwdtxtxtp jijijiji
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i
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1
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∗∈ ≠∈ti ijj

ijiii wwd . 

 

(11) 

Hence, based on (10) and (11), then implies ∆E(t)≤0. Furthermore, ∆E(t)=0 if and 
only if I*(t)=∅, i.e. X(t+1)+X(t-1)=0. Therefore, ∆E(t)=0 if and only if I*(t)=∅. 

Consequently, for any initial states X(0), X(1), the DHNND (1) converges towards 
a state which satisfies ∆E(t)=0, i.e., the DHNND (1) converges towards a state 
X(t+1)+X(t-1)=0, i.e. for all states X(0), X(1), there exists time t1 such that when t≥t1, 
the states of DHNND (1) satisfy X(t)=-X(t+2)=X(t+4). 

If the states X(t1)=X(t1+1), then the DHNND (1) converges towards a limit cycle 
(X(t1),X(t1),-X(t1),-X(t1)) with length 4. If the states X(t1)≠X(t1+1), then the DHNND 
(1) converges towards a limit cycle (X(t1),X(t1+1),-X(t1),-X(t1+1)) with length 4. Con-
sequently, theorem 1 holds. 

Example 1. Consider N=(W0⊕W1,0), the expressions of matrices W0 and W1 are  
respectively in the following 

−
=

02

400W , 
−

−
=

20

041W . (12) 

Obviously, matrix W0 is not antiasymmetric, and the DHNND (1) is not strict since 
01111 1

12
1
11

0
12

0
11 =×+×+×+× wwww  or 0)1(111 1

22
1
21

0
22

0
21 =−×+×+×+× wwww . So, 

the DHNND (1) converging towards a limit cycle with length 4 is not guaranteed by 
using the previous results. However, there exists a positive diagonal matrix D=diag(1, 
2) such that matrix DW0 is antiasymmetric, and matrix W1 is strict negative row-
diagonally dominant, i.e., the conditions of theorem 1 are satisfied. Consequently, the 
DHNND (1) converges towards a limit cycle with length 4 by the theorem 1. In fact, 
we can test the conclusion being true. For example, the network with delay converges 
towards a limit cycle (X(2),X(3),X(4),X(5)) with length 4 for the initial states 
X(0)=X(1)=(1,1)T, where X(2)=(-1,1)T, X(3)=(-1,-1)T, X(4)=(1,-1)T, X(5)=(1,1)T. For 
the initial states X(0)=X(1)=(-1,-1)T, the network converges towards a limit cycle 
(X(4),X(5),X(6),X(7)) with length 4, where X(4)=(-1,1)T, X(5)=(-1,-1)T, X(6)=(1,-1)T, 
X(7)=(1,1)T. This limit cycle is same as the above limit cycle. For the initial states 
X(0)=X(1)=(-1,1)T, the network with delay converges towards a limit cycle 
(X(2),X(3),X(4),X(5)) with length 4, where X(2)=(-1,1)T, X(3)=(1,1)T, X(4)=(1,-1)T, 
X(5)=(-1,-1)T. Also, for the other 14 initial states, the network converges towards a 
limit cycle with length 4. Theses cases are omitted here. 

Example 2. Consider N=(W0⊕W1,0), the expressions of matrices W0 and W1 are re-
spectively in the following 
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−
−

−
=

011

101

220
0W , =

000

000

000
1W . 

(13) 

Obviously, there is a positive diagonal matrix D=diag(0.5,1,1) such that matrix 
DW0 is antiasymmetric. However, the conditions of theorem 1 are not satisfied be-
cause of matrix W1 being negative row diagonally dominant not being negative row 
strictly diagonally dominant. So it is not guaranteed that the DHNND (1) converges 
towards a limit cycle with length 4. In fact, we can test that the DHNND (1) has a 
stable state (1,1,1)T and a limit cycle ((-1,1,1)T, (1,1,-1)T, (1,-1,1)T) with length 3. 

From example 2, we know that the conditions of theorem 1 are needed, otherwise, 
the result of theorem 1 is not guaranteed. But, we have the other result as follows. 

Theorem 2. Suppose there exists a matrix D=diag(d1,d2, ,dn) (di>0, i=1,2, ,n) such 
that matrix DW0 is antisymmetric, and matrix W1 is negative row weakly strictly di-
agonally dominant, then N=(W0⊕W1,0) has neither a stable state nor a limit cycle with 
length 2. 

Proof. Reduction to absurdity, if there exists a stable state X, then satisfies (4), and, 
by (4), we have 

XT(W0X+W1X)≥0 (14) 

So, 

0≤XT(DW0X+DW1X)=XTDW1X<0 (15) 

Note that matrix DW0 is antisymmetric, then XT(DW0X+DW1X)=XTDW1X. Matrix W1 
is negative row weakly strictly diagonally dominant, so is matrix DW1. This implies 
XTDW1X<0. The conflict in (15) then means that N=(W0⊕W1,0) has no one stable 
state. 

In the following, without loss generality, we assume that the network has a limit 
cycle (X1,X2) with length 2. Then, by the definition of sign function, we have  

 (X1)T(W0X2+W1X1)≥0,  (X2)T(W0X1+W1X2)≥0. (16) 

Let r=(X1)T(DW0X2+DW1X1), s=(X2)T(DW0X1+DW1X2). Based on (16), we know that 
r≥0, s≥0. This means r+s≥0. On the other hand, we have 

r+s=(X1)T(DW0X2+DW1X1)+(X2)T(DW0X1+DW1X2) 

=(X1)TDW0X2+(X1)TDW1X1+(X2)TDW0X1+(X2)TDW1X2 

=(X1)TDW1X1+(X2)TDW1X2. 

 

 

(17) 

Since matrix DW0 is antisymmetric, then (X1)TDW0X2=-(X2)TDW0X1. This means that 
(17) holds. Matrix W1 is negative row weakly strictly diagonally dominant, so is ma-
trix DW1, and 

(X1)TDW1X1<0,  (X2)TDW1X2<0. (18) 

Based on (17) and (18), we have r+s<0. This conflict then means that N=(W0⊕W1,0) 
has no one limit cycle with length 2. 
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4   Conclusion 

This paper mainly studies the stability of DHNND. The conditions for DHNND con-
verging towards a limit cycle with length 4 and having neither a stable state nor a 
limit cycle with length 2 are respectively given. From the examples we know that 
these conditions are only sufficient conditions but not necessary conditions. These 
results partially generalize the existing results. If matrix W1=0, then DHNND is the 
same as DHNN. So, the results also partially generalize some results on stability of 
DHNN. 
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Abstract. In view of comparability between neural network ensemble and 
Adaline, a modification algorithm for ensemble weights is presented based on 
the gradient descent method. This algorithm can improve the generalization 
performance by modifying subnet weights after the ensemble subnets are 
trained individually. Simulation results indicate that the new algorithm is of 
subnet selection function similar to GASEN but on a different idea, and of bet-
ter performance than single network, simple-averaged ensemble and GASEN.  

1   Introduction 

Neural network ensemble (ensemble) has been a hotspot in machine learning and 
artificial intelligence since Hanson et al. [1] proposed it in 1990. Thereafter, Sollich and 
Kroph [2] gave a well definition that an ensemble is a collection of a finite number of 
neural networks (called the subnets) or other types of predictors that are trained for the 
same task. There are two ideas for modification of subnet weights, i.e., the simple 
averaging and weighted averaging. Bagging [3] is an earlier algorithm of simple av-
eraging, while boosting algorithms, proposed by Schapire [4] and improved by Freund 
[5][6], are a general designation for a series of algorithms of weighed averaging. Later, 
Zhou [7] presented a genetic algorithm-based selective ensemble (GASEN), which 
uses the genetic algorithm to optimize ensemble subnets and improve the generaliza-
tion performance. GASEN establishes an optimization model based on the sim-
ple-averaged ensemble, but the selected weights applied by GASEN shows a 
non-averaged distribution, as indicates GASEN is a weighted-averaged algorithm too. 
The non-average weighting ensemble is more reasonable than the simple-averaged one, 
which is also proved by Perrone and Cooper [8] in 1993. Afterwards, Zhou [9] illu-
minated a new idea of "many could be better than all" (McBETA), which pointed out 
the ensemble could improve the generalization by selecting many subnets from all of 
them in theory. Based on the McBETA idea, there are many methods put forward, such 
as PLA [10], CLUSENN [11] and PSO-based approach [12]. 
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From the discussion above, the weighted averaging is a potential way to better gen-
eralization performance of the ensemble. However, modifying subnet weights is 
time-consuming using heuristic optimal methods, e.g., genetic algorithm and particle 
swarm optimization (PSO). Moreover, the ensemble optimized by the methods based 
on the McBETA idea is still simple averaging, which cannot improve the performance 
to the extent of maximum. Since the weighted averaging can improve the ensemble 
performance both theoretically and practically, why not provide a new algorithm for 
ensemble weights modification on a throughout idea of weighted averaging? The 
review of Adaline neural network may help the topic. 

2   Review of Adaline 

In 1957, Rosenblatt provided a Perceptron model to simulate the perceptive and 
learning ability of human; a few years later, Widrow and Hoff presented an adaptive 
linear (Adaline) neuron model. Both models are of similar topology with input nodes 
and output layer, but of the different active function in the output neurons, where 
Perceptron adopts the hard limit function and Adaline uses the linear function for 
classification and regression tasks, respectively. 

 

Fig. 1. Structure of Adaline 

There are a set of training data T = { x(k), d(k) } (k = 1, 2, …, P) with one-dimension 
output value, where the input vector is x(k) = [x1(k), x2(k), …, xm(k)]T. Given Adaline 
model (Fig. 1), the neuron weight is v(k) = [v1(k), v2(k), …, vm(k)]T; the active function 
is pure linear function; and the output relates with the error of e(k) = d(k) – y(k),  

T

1

( ) ( ) ( ) ( ) ( )
m

j j
j

y k v k x k k k
=

= = v x . (1) 

Considering the k-th instant error e(k) in the cost function of Adaline, 21
( ) ( )

2
e kξ =v , 

the derivative of (v) is 
( ) ( )

( )
e k

e k
ξ∂ ∂=
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v

v v
 and we can get 

( )
( )

ξ ξ∂ = −
∂

v
v

v
∇ , and the 

learning equation for Adaline based on the gradient descent method, 

( 1) ( ) ( ) ( ) ( ) ( )k k k e k kη ξ η+ = − = +v v v v x∇ . (2) 

where  is the learning rate of Adaline. 
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3   New Algorithm for Subnet Weights Modification 

 

Fig. 2. Structure of neural network ensemble 

3.1   Comparability Between Ensemble and Adaline 

Suppose there is an ensemble comprising N subnets (Fig.2) to approximate a func-
tion : m n→f , and the subnets are combined in the weighted method. Therefore, 

the ensemble output f * is 

*

1

N

i i
i

w
=

=f f . (3) 

where fi  is the output of the i-th subnet; wi is the weight corresponding to fi, satisfying 
the following two equations, 

1

1
N

i
i

w
=

=  and 0 1iw≤ ≤ . (4) 

Table 1. Comparability between the ensemble and Adaline 

Comparability Ensemble Adaline 

Input Structure 
Subnet outputs and corre-

sponding weights 
Input neurons and corre-

sponding weights 

Output Methods Weighted average Linear active function 

Training Algorithm 
Bagging/boosting and 

 then GASEN (if needed) 
Least mean square 

There are similarities between Eq.(1) and  (3) in their expressions. Both expressions 
have an operator of weighted sum. But they are different in structures: the former is a 
simplest neural network with a single layer while the latter is the ensembling model of 
complex subnets with wi  satisfying Eq.(4). Table 1 lists the comparability of both 
models. In the input structure item, the subnets are regarded as Adaline neurons and 
ensemble weights are in the same place as the neuron weights. But they are different in 
their training algorithms. After the subnets are trained individually (bagging) or se-
quentially (boosting), the ensemble can optimize the corresponding weights with 
GASEN if needed. However, Adaline uses gradient descent idea (LMS) to update 
neuron weights rapidly. Since their weights are equivalent to each other, it would be 
better to use gradient idea rather than GASEN to optimize ensemble weights and 
improve the generalization performance.  

…
 

w1 

w2 

wN

 
(u) = u 

Subnet1

Subnet2

SubnetN 

f1

f2

fN 

m∈x
* n∈f
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3.2   Subnet Weights Modification Algorithm 

Suppose there is an ensemble for the regression task T = {x(k), d(k)} ( k = 1, 2, …, P ), 
which has the output of f *(k) with the k-th training data, 

* T

1

( ) ( ) ( )
N

i i
i

f k w f k k
=

= = w f , (5) 

where f *(k) is the ensemble output to approximate the regression data (x(k), d(k));  
f (k) is a vector made up of all the subnets output based on the input of x(k); w is the 
corresponding weight vector of ensemble subnets. 

Defining the ensemble error e(k) = d(k) – f*(k) and cost function 2

1

1
( ) ( )

2

P

k

e kξ
=

=w , 

and taking derivative of (w) with respect to w, we can get the weight increment ex-
pression similar to Adaline, 

 
1

( ) ( ) ( ) ( )
P

k

e k kη ξ η η
=

= − = =w w f d w∆ ∇ , (6) 

where  is a learning rate for subWMA with a very small value, normally   0.1.  
As an item of subnet weight, wi should meet the following constraint case, 

1

1
N

i
i

w
=

= , (7) 

or                                                 
1

0
N

i
i

w
=

∆ = , (8) 

but the case above cannot be satisfied by Eq.(6) directly. On this condition, adding an 
item  to Eq.(6) for modification, 

( )η λ= +w d w∆ , (9) 

or                                            ( )i iw d wη λ∆ = +  , (10) 

we can get 
1 1

( ) 0
N N

i i
i i

w d w Nη λ
= =

∆ = + = and solve  from Eq.(10),   

1
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N

i
i

d w N d wλ η η
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= − = − . (11) 

Simultaneous Eq.(9) and (11), we can achieve the modification equation for subWMA, 

1 1 1
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P N P
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k i k

d w e k k e k f k Nη η η
= = =

= − = −w d w f∆ . (12) 
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Therefore, the procedure of subWMA can be summarized as Table 2. 

Table 2.  Procedure of subWMA 

Input: validating set S, trained ensemble Nets, ensemble individuals N, 
iterative times Epochs, learning rate lr   

Procedure: 
1.        init ensemble weight vector w = 1 / N 
2.        for t = 1 to Epochs    { 
3.            y = Nets individual output vector from S 
4.            e = individual output error between y and expected S 
5.            d = gradient descent direction by e and y 
6.           dm = sum(d) / N,      (mean of d) 
7.          w = lr * (d – dm),    (updating increment of w)  
8.           w = w + w           } 
Output: ensemble weights w 

4   Simulation and Discussion 

We use Friedman#1 [13] problem to verify the availability of subWMA and compare 
the performance with simple averaging and GASEN. The data set {xi ; d} (i=1, 2, … , 5) 
is produced by the equation of 2

1 2 3 4 510sin( ) 20( 0.5) 10 5d x x x x x ε= + − + + + , where 

xi satisfies the uniform distribution U[0, 1] and the noise item  satisfies the normal 
distribution N[0, 1].  

For convenient discussion, an ensemble comprising 20 subnets is given for this 
problem, where each network is with one hidden layer including 6 neurons and has 
been trained individually with the training set. Given related parameters of subWMA, 
including lr = 0.005 and Epochs = 50, the following results can be obtained. 

Fig. 3 shows the curves of validating error and test error, where the final validation 
error is 0.2336 and the test error is 0.2745. Table 3 provides the test errors of different 
 

    

Fig. 3. Error curves of subWMA and ensemble weights distributions 
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algorithms, where the test error of subWMA is the minimum, similar to that of GASEN 
and the best subnet, the minimal error among all the trained subnets. To avoid the 
negative cases in subWMA weights, we need to add a neglect operation to the main 
procedure that when some weight is less than a given value, it can be taken as zero. In 
fact, the neglect operation is of a subnets selection function similar to GASEN, but they 
are really based on the different ideas, the former is a gradient-based algorithm, the 
latter is an optimization problem for subnets combination with genetic algorithm. 

Table 3. Test errors of different algorithms 

Algorithms SubWMA GASEN Best subnet Simple averaging 
Test error 0.2745 0.3204 0.2795 1.1401 

5   Conclusions 

By comparing subWMA with other ensembling methods, we can draw a helpful con-
clusion. On one hand, subWMA is of subnet selection function similar to GASEN but 
on a different idea of gradient descent; on the other hand, subWMA can achieve better 
generalization performance than simple averaging method and GASEN. 

References 

1. Hanson, L.K., Salamon, P.: Neural Network Ensemble. IEEE Trans. on Pattern Analysis 
and Machine Intelligence, Vol. PAMA-12 (1990) 993-1002 

2. Sollich, P., Kroph, A.: Leaning with Ensembles: How Over-Fitting can be Useful. In: Ad-
vances in Neural Information Processing Systems 8, Cambridge, MA (1996) 190-196 

3. Breiman, L.: Bagging Predictors. Machine Leaning. Vol. 24 (1996) 123-140 
4. Schapire,R.E.: The Strength of Weak Learn Ability. Machine Leaning, Vol. 5 (1990) 197-227 
5. Freund, Y.: Boosting a Weak Algorithm by Majority. Information Computation, Vol. 121 

(1995) 256–285 
6. Freund, Y., Schapire, R.E.: A Decision-theoretic Generalization of On-line Learning and an 

Application to Boosting. J. Computer and System Science, Vol. 55 (1997) 119-139. 
7. Zhou Z.H., Wu J.X., Jiang Y.: Genetic Algorithm Based Selective Neural Network En-

semble. In: Proc. 17th International Joint Conf. on Artificial Intelligence, Seattle, WA, Vol. 
2 (2001) 797-802 

8. Perrone, M. P., Cooper, J.N.: When Networks Disagree: Ensemble Method for Neural 
Network. Artificial Neural Networks for Speech and Vision, Chapman and Hall, New York 
(1993) 126-142 

9. Zhou, Z. H., Wu, J. X., Tang, W.: Ensembling Neural Networks: Many Could Be Better 
Than All. Artificial Intelligence, Vol. 137 (2002) 239-263 

10. Wang, Z.Q., Chen, S.F., Chen, Z.Q.: A Parallel Learning Approach for Neural Network 
Ensemble, Chinese Journal of Computers, Vol.28, No. 3 (2005) 402-408 

11. Li, K., Huang, H.K.: A Selective Approach to Neural Network Ensemble Based on Clus-
tering Technology. J. Computer Research and Development, Vol. 42 (2005) 594-598 

12. Fu, Q., Hu, S.X., Zhao, S.Y.: PSO-based Approach For Neural Network Ensembles. J. 
Zhejiang University (Engineering Science), Vol. 38 (2004) 1596-1600 

13. Friedman, J.: Multivariate Adaptive Regression Splines. Annals of Statistics, Vol. 19 
(1991) 1-141 



The Mixture of Neural Networks Adapted to Multilayer
Feedforward Architecture

Joaquı́n Torres-Sospedra, Carlos Hernández-Espinosa,
and Mercedes Fernández-Redondo

Departamento de Ingenieria y Ciencia de los Computadores, Universitat Jaume I, Avda. Sos
Baynat s/n, C.P. 12071, Castellon, Spain

{jtorres, espinosa, redondo}@icc.uji.es

Abstract. The Mixture of Neural Networks (MixNN) is a Multi-Net System
based on the Modular Approach. The MixNN employs a neural network to weight
the outputs of the expert networks. This method decompose the original problem
into subproblems, and the final decision is taken with the information provided by
the expert networks and the gating network. The neural networks used in MixNN
are quite simple so we present a mixture of networks based on the Multilayer
Feedforward architecure, called Mixture of Multilayer Feedforward (MixMF).
Finally, we have performed a comparison among Simple Ensemble, MixNN and
MixMF. The methods have been tested with six databases from the UCI reposi-
tory and the results show that MixMF is the best performing method.

1 Introduction

The most important property of an artificial neural network is the ability to correctly
respond to inputs which were not used in the learning set. One technique commonly
used to increase this ability consist on training some Multilayer Feedforward networks
with different weights initialization. Then the mean of the outputs are applied to get
the output of the ensemble. This method, known as Simple Ensemble or Basic Ensem-
ble Machine, increases the generalization capability [1,2,3]. The diagram of a Simple
Ensemble is shown in Figure 1.

Although most of the methods to create a Multi-Net System are based on the ensem-
ble approach [4,5], we also focus on a Mixture of Neural Networks (MixNN) because is
one of the most known modular methods and we think it could be improved.

Mixture of Neural Networks is a method to build a Modular Network which consist
on training different neural networks with a gating network. The method divides the
problem into subproblems, each subproblem tends to be solved by one network. The
gating network is used to combine the outputs of the neural networks to get the final
output.

The original Mixture of Neural Networks (MixNN) [6] is based on a quite simple
neural network architecture. We think that MixNN could perform better if the method
was based on Multilayer Feedforward networks. In this paper we present a Mixture
of Multilayer Feedforward Networks (MixMF) which is a modular approach based on
Multilayer Feedforward networks trained with Backpropagation.

In section 2 we describe the basic concepts of the MixMF neural network model. We
have built multiple classification systems of 3, 9, 20 and 40 networks on six databases

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 488–493, 2006.
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Fig. 1. Simple Ensemble and Mixture of Neural Networks diagrams

from the UCI repository to test the performance of Simple Ensemble, MixNN and
MixMF. The results we have obtained on these six databases are in subsection 3.1.
We have also calculated the mean percentage of error reduction, PER, of the different
networks models to compare the methods, these results appear in subsetion 3.2.

2 Theory

In this section, we describe the Mixture of Neural Networks and the Mixture of Multi-
layer Feedforward

2.1 Mixture of Neural Networks

The Mixture of Neural Networks (MixNN) is a method to build a Multi-Net System
based on the Modular approach. It consist on training k expert networks and a gating
network. The input x is applied to the expert networks and the gating network. The
modular network output is:

yclass =
k∑

net=1

ynet
class · gnet (1)

Where the output of the expert networks is described in equation 2 and the output of
the gating networks is described in equation 3

ynet
class = xT · wnet

class (2)

gnet =
exp

(
xT · anet

)∑k
j=1 exp (xT · aj)

(3)
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To adapt the weights of the expert networks and the gating network, we have used
the objective function described in equation 4.

L = log

(
k∑

net=1

gnet · exp
(
−1

2
· ∥∥d− ynet

∥∥2
))

(4)

The equations used to adapt the weights of the expert networks w and the gating
network a are:

wnet
class (ite + 1) = wnet

class (ite) + η · hnet ·
(
d− ynet

) · x (5)

anet (ite + 1) = anet (ite) + η · hnet · (hnet − gnet) · x (6)

where:

hnet =
gnet ·

(
− 1

2 |d− ynet|2
)

∑k
j=1

(
gj ·

(
− 1

2 |d− yj|2
)) (7)

2.2 Mixture of Multilayer Feedforward Networks

Mixture of Multilayer Feedforward Networks (MixNF) is a method to build a modular
network. MixMF is an approach of MixNN where the expert networks are Multilayer
Feedforward networks with one hidden layer and threshold nodes. Multilayer Feed-
forward networks are more accurate than the expert networks used in MixNN but the
training process is slower. In [7] it can be found that MLP network with one hidden
layer and threshold nodes can solve any function with a specified precision.

In order to adapt the weights of the expert networks and the gating network we have
used the objective function described in equation 4. The equations used to adapt the
input layer weights of the expert networks wi, the hidden layer weights of the expert
networks wh and the gating network a the following ones:

whnet
j,k (ite + 1) = whnet

j,k (ite) + η · hnet · δk · hoj (8)

winet
i,j (ite + 1) = winet

i,j (ite) + η · hnet · δ′
j · xi (9)

anet (n + 1) = anet (n) + η · hnet · (hnet − gnet) · x (10)

where:

hnet =
gnet ·

(
− 1

2 |d− ynet|2
)

∑k
j=1

(
gj ·

(
− 1

2 |d− yj|2
)) (11)

δk = (dk − yk) · (1− yk) · (yk) (12)

δ
′
j = hoj · (1− hoj) ·

m∑
h=1

δh · whj,h (13)
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3 Experimental Testing

In this section, we describe the experimental setup, the datasets we have used in our
experiments and we show the results we have obtained. Finally we compare the results
we have obtained with Simple Ensemble, MixNN and MixMF on the different datasets.

For this reason we have trained multiple classification systems of 3, 9, 20 and 40
MF networks with Simple Ensemble, MixNN and MixMF on eight different classifica-
tion problems from the UCI repository of machine learning databases [8] to test the
performance of methods. The databases we have used are: Cylinder Bands Database
(band), Australian Credit Approval (cred), Solar Flare Database (flare), Glass Identifi-
cation Database (glas), The monk’s problem 1 (mok1), Congressional Voting Records
Database (vote), Wisconsin Breast Cancer Database (wdbc). In addition, we repeated
ten times the whole learning process, using different partitions of data in training, val-
idation and test sets. With this procedure we can obtain a mean performance of the
ensemble for each database and an error in the performance calculated by standard er-
ror theory.

3.1 Results

In this subsection we present the experimental results we have obtained with the en-
sembles of MF networks trained with Simple Ensemble and the modular networks.

Table 1 shows the results we have obtained with ensembles of 3, 9, 20 and 40 net-
works trained with Simple Ensemble. Table 2 shows the results we have obtained with a
modular network of 3, 9, 20 and 40 networks trained with Mixture of Neural Networks
and Mixture of Multilayer Feedforward Networks.

Table 1. Simple Ensemble results

Database 3 Nets 9 Nets 20 Nets 40 Nets
band 73.5±1.2 72.9±1.5 73.8±1.3 73.8±1.3
cred 86.5±0.7 86.4±0.7 86.6±0.7 86.5±0.7
flare 81.8±0.5 81.6±0.4 81.5±0.5 81.6±0.5
glas 94±0.8 94±0.7 94±0.7 94.2±0.6

mok1 98.3±0.9 98.8±0.8 98.3±0.9 98.3±0.9
survi 74.3±1.3 74.2±1.3 74.3±1.3 74.3±1.3
vote 95.6±0.5 95.6±0.5 95.6±0.5 95.6±0.5

wdbc 96.9±0.5 96.9±0.5 96.9±0.5 96.9±0.5

3.2 Interpretations of Results

Comparing the results showed in tables 1 and 2 we can see that the improvement in per-
formance using our method depends on the database and the number of networks used
in the ensemble. We can also see that, in general, Mixture of Multilayer Feedforward
Networks is better than Mixture of Neural Networks.

We have also calculated the percentage of error reduction (PER) of the ensembles
with respect to a single network to get a general value for the comparison among the
methods we have studied. We have used equation 14 to calculate the ensemble PER
value.
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Table 2. Mixture Methods PER

MixNN MixMF
DB 3 Nets 9 Nets 20 Nets 40 Nets 3 Nets 9 Nets 20 Nets 40 Nets

band 72.7±2.2 74.4±1.3 74±1.9 75.5±1.3 75.5±1.9 74.2±2 74.7±1.7 73.8±1.6
cred 86.8±0.5 86.9±0.5 86.5±0.6 86±0.5 85.9±0.5 86.7±0.7 86.5±0.7 86.8±0.5
flare 81.5±0.5 81.7±0.5 81.7±0.6 81.8±0.6 82.1±0.6 81.9±0.6 81.6±0.6 81.7±0.6
glas 89.4±1 91.2±1.1 90.2±1.3 91±1.1 94.6±1 94.6±1.2 94.2±1.3 95±1.2

mok1 87.8±2.2 93.6±2.6 93.6±2.1 93.9±2.5 99.3±0.8 99.3±0.8 98.8±0.9 100±0
survi 72.3±1.2 72.6±0.9 73.8±0.9 73.6±1.2 74.6±1.3 74.9±1.2 74.6±1.1 75.1±1.2
vote 95±1.2 96.1±0.6 96.1±0.6 96.5±0.7 96.1±0.6 96.1±0.6 96.1±0.6 95.8±0.6

wdbc 94.7±0.5 94.9±0.4 95.1±0.6 94.6±0.5 96.9±0.5 96.9±0.5 96.9±0.5 96.9±0.5

PER = 100 · Errorsinglenetwork − Errorensemble

Errorsinglenetwork
(14)

The PER value ranges from 0%, where there is no improvement by the use of a
particular ensemble method with respect to a single network, to 100%. There can also
be negative values, which means that the performance of the ensemble is worse than the
performance of the single network. This new measurement is relative and can be used
to compare more clearly the different methods.

Moreover we have calculated the mean increase of performance and the mean per-
centage of error reduction across all databases with respect to the single network. Table
3 shows these general measurements.

Table 3. Global Measures

Mean PER Mean Increase of Performance
DB 3 Nets 9 Nets 20 Nets 40 Nets 3 Nets 9 Nets 20 Nets 40 Nets

Simple Ens.) 20.96 20.63 20.98 21.1 5.17 5.1 5.19 5.21
MixNN -0.12 8.58 8.92 8.51 3.67 3.99 3.93 4.17
MixMF 23.77 23.93 23.11 23.43 5.62 5.63 5.48 5.69

According to this global measurement MixMF is the best performing method. The
highest difference between MixMF and Simple Ensemble is in the 9-network ensemble
where the mean PER increase is 3.3%. The highest difference between original MixMF
and MixNN is in the 3-network ensemble where the mean PER increase is 23.90%.

4 Conclusions

In this paper we have presented Mixture of Multilayer Feedforward Networks, a modu-
lar method based on Mixture of Neural Networks and Multilayer Feedforward. We have
trained Multiple Classification Systems of 3, 9, 20 and 40 networks with Simple Ensem-
ble, MixNN and MMixMF to cover a wide spectrum of the number of networks in the
classification system. The results showed that in general the improvement by the use of
MixMF depends on the database.
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Finally, we have obtained the mean percentage of error reduction across all data-
bases. According to the results of this measurement MixMF performs better than
MixNN. In general, MixMF is the best performing method.

We can conclude that the Mixture of Neural Networks variation we have presented
in this paper uses a better expert networks so the performance of the final classification
system is, in general, better.
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Abstract. In this paper, a neural network model for solving convex
nonlinear programming problems is investigated based on the Fischer-
Burmeister function and steepest descent method. The proposed neural
network is proved to be stable in the sense of Lyapunov and can converge
to an optimal solution of the original optimization problem. An example
shows the effectiveness of the proposed neural network model.

1 Introduction

Since Hopfield and Tank first proposed a neural network for solving linear pro-
gramming problems, to construct a neural network for solving linear and non-
linear programming problems has been an active topic [1]-[11]. Neural network
is composed of many massively connected neurons and its main advantage is
massively paralleled distributed computation. Unlike other parallel algorithms,
neural networks can be implemented on analogue circuits. Therefore, the neu-
ral network approach is thought of as a good choice of real time solvers for
nonlinear programming. At present, there are several neural networks for solv-
ing nonlinear programming problems. Kennedy and Chua [6] proposed a neural
network which employs both gradient method and penalty function method for
solving nonlinear programming problems. Its energy function can be view as an
inexact penalty function and thus an approximation optimal solution can only
be obtained. Chen et al. [7] proposed a neural network for solving convex non-
linear programming problems based on primal-dual method. Its distinguishing
features are that the primal and dual problems can be solved simultaneously.
But the number of state variables becomes more, which enlarges the scale of
network. Based on projection method and Kuhn-Tacker optimality conditions of
convex programming, Xia and Wang [8] proposed a projection neural network.
To guarantee the stability of the proposed network, stronger conditions, i.e. the
objective function is convex and all constraint functions are strictly convex or
the objective function is strictly convex and all constraint functions are convex,
are needed.

Motivated by the discussions above, in this paper, we proposed a novel neu-
ral network for solving convex nonlinear programming problems based on the
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Kuhn-Tacker optimality conditions and the Fischer-Burmeister function. This
neural network is simple in structure and proved to be globally stable and can
converge to the optimal solution of original optimization problem.

The paper is organized as follows: In Section 2, we will construct a neural
network model based on Kuhn-Tacker optimality conditions and the Fischer-
Burmeister function and investigate the stability of the equilibrium point. In
Section 3, an illustrative example will be given to show the effectiveness of the
proposed model. Conclusions are given in Section 4.

2 The Neural Network Model and Stability Analysis

Let us consider the following convex nonlinear programming problem

min f(x)
subject to gj(x) ≤ 0, j = 1, 2, ..., m. (1)

where f(x), gj(x), j = 1, 2, ..., m, x ∈ Rn are twice continuous differentiable
convex functions.

It is well known that if a point x∗ ∈ Rn is the optimal solution of (1), if
and only if there exists y∗ = (y∗

1 , ..., y∗
m)T ∈ Rm, such that (x∗, y∗) satisfies the

following Kuhn-Tacker system{∇f(x) +∇g(x)y = 0,
yT g(x) = 0, y ≥ 0, g(x) ≤ 0.

(2)

Now, we construct a neural network model for solving (1).
The Fischer-Burmeister function φ : R2 → R is given by

φ(a, b) =
√

a2 + b2 − a− b. (3)

Proposition 1:[11] (i) φ(a, b) = 0 if and only if a ≥ 0, b ≥ 0 and ab = 0;
(ii) the square of φ(a, b) is continuously differentiable;
(iii) φ is twice continuously differentiable everywhere except at the origin.

Let α = (α1α2, ..., αn), αi > 0, i = 1, 2, ..., n be constant vector. By Proposition
1, ∇f(x) +∇g(x)y = 0 if and only if φ(α,∇f(x) +∇g(x)y) = 0. Thus, (2) can
been reformulated as the following equations{

φ(α,∇f(x) +∇g(x)y) = 0,
φ(y,−g(x)) = 0.

(4)

Proposition 2: Finding a solution of (1) can be equivalently reformulated as find
a solution of the following equation:

φ(x, y) =
[
φ(α,∇f(x) +∇g(x)y)

φ(y,−g(x))

]
= 0. (5)
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For simplicity, denote z = (x, y), β = (α, y) and

F (x, y) =
[∇f(x) +∇g(x)y

−g(x)

]
. (6)

Thus, solving nonlinear programming problem (1) is equivalent to find a solution
for the following equation

φ(z) = φ(β, F (z)) = 0. (7)

Proposition 3: The Jacobian matrix of F is positive semidefinite matrix.
Define

E(z) =
1
2
‖ φ(z) ‖2= 1

2
‖ φ(α,∇f(x) +∇g(x)y) ‖2 +

1
2
‖ φ(y,−g(x)) ‖2 . (8)

We note that E(z) ≥ 0 for all z ∈ Rn+m and z is the a solution of (5) if and
only if E(z) = 0. Hence solving nonlinear programming problem (1) is equiva-
lent to finding the global minimizer of the following unconstrained minimization
problem:

min E(z)
subject to z ∈ Rn+m. (9)

Let z depend on time variables. The objective function E(z) in (9) is continuously
differentiable for all z ∈ Rn+m. Using the steepest descent method, the neural
network model can be described by the following nonlinear dynamical system:

dz(t)
dt

= −λ∇E(z(t)), λ > 0,

z(0) = z0 ∈ Rn+m. (10)

where λ is to scale the convergence rate of system (10).

Theorem 1: Suppose that the set of optimal solutions is Ω∗ = {z ∈ Rn+m|z =
(x, y), x is the optimal solution of (1) and y is Lagrangian multiplier vector
corresponding to x}, and that the set of equilibrium points of (10) is Ωe = {z ∈
Rn+m|∇E(z) = 0}, then Ω∗ = Ωe.

Proof: From the analysis above, it is easily to see that x∗ is an optimal solution
of (1) if and only if there exist y∗ such that z∗ = (x∗, y∗) satisfies

φ(z) = φ(x, y) =
[

φ(α,∇f(x) +∇g(x)y)
φ(y,−g(x))

]
= 0. (11)

Since f(x), gj(x), j = 1, 2, ..., m, x ∈ Rn are twice continuous differentiable
convex functions, one has

∇E(z) =
∂φ

∂z
φ(z). (12)

that is, ∇E(z∗) = 0, i.e. (x∗, y∗) is an equilibrium point of (10). Therefore,
Ω∗ ⊆ Ωe.
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Conversely, if ze = (xe, ye) ∈ Ωe is an equilibrium point of (10), ∇E(ze) = 0.
From proposition 3, ∇F is positive semidefinite matrix. It is well known that
∇F is positive semidefinite matrix is a sufficient condition for a stationary point
to be solution to (1), i.e. ze = (xe, ye) satisfies the following equations.{∇f(xe) +∇g(xe)ye = 0,

(ye)T g(xe) = 0, ye ≥ 0, g(xe) ≤ 0.
(13)

thus, ze = (xe, ye) is an optimal solution of (1), i.e. Ωe ⊆ Ω∗.
By the discussed above, it is known That Ωe = Ω∗. The proof is complete.
Let L(z0) denote the level set associated with initial point y0 and be given by

L(z0) = {z ∈ Rn+m : E(z) ≤ E(z0)}. (14)

Theorem 2: Suppose that x∗ is an optimal solution of (1), then the equilibrium
point z∗ = (x∗, y∗) of neural network (10) is globally stable.

Proof: First, it is clear that E(z) is nonnegative function over Rn+m. Since x∗

is an optimal solution of (1), there exists y∗ such that z∗ = (x∗, y∗) satisfies
φ(z∗) = 0, i.e. E(z∗) = 0. Let V (z) = E(z)− E(z∗) = E(z) ≥ 0, then

dV (z)
dt

= [∇E(z(t))]T
dz(t)
dt

= −λ ‖ ∇E(z(t)) ‖2≤ 0. (15)

So, z∗ is globally stable in the sense of Lyapunov. The proof is complete.

Theorem 3: Suppose that nonlinear programming problem (10) has optimal so-
lutions, and the level set L(z0) is bound. Let z = z(t, z0) be a trajectory of (1),
then there exists z̄ ∈ Rn+m and a sequence {tn} such that

(I) lim
n→+∞ z(tn, z0) = z̄.

(II) z(t, z0) converges to the set of equilibrium points of (10).

Proof: (I) Let γ+(z0) = {z(t, z0)|t ≥ t0}. Calculating the derivative of E(z) along
the trajectory z(t, z0), one has

dE(z)
dt

= ∇E(z)T dz

dt
= −λ ‖ ∇E(z(t)) ‖2≤ 0. (16)

that is, E(z) is monotone nonincreasing. thus γ+(z0) = {z(t, z0)|t ≥ t0} ⊆ L(z0).
By the assumption that the level set L(z0) is bound, it is easily to know that
γ+(z0) is a bounded positive semi-trajectory. Take strictly monotone increasing
sequence {t̄n}, 0 ≤ t̄1 ≤ t̄2 ≤ ... ≤ t̄n ≤ ..., t̄n → +∞, then {z(t̄n, z0)} is
a bounded sequence composed of increasing many points. Thus there exists a
subsequence {tn} ⊆ {t̄n} such that

lim
n→+∞ z(tn, z0) = z̄. (17)

(II) By (17), z̄ is ω−limits point of trajectory γ+(z0). Using LaSalle invariance
principle, there must be z(t, z0) → z̄ ∈ M ⊆ Ωe, ∇E(z̄) = 0, where M is
invariant set of equilibrium points. From (10), it follows that
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dz

dt
= 0⇔ ∇E(z) = 0. (18)

i.e. z̄ is an equilibrium point of (10). Therefore, from any initial state z0, the
trajectory z(t, z0) of (10) tent to z̄. The proof is complete.

3 Simulation Examples

In this section, two simulation examples are given to demonstrate the feasibility
and efficiency of the proposed neural networks for solving the convex nonlinear
programming problems.

Example 1: Consider the following nonlinear programming

min f(X) = (x1 − x2)2 + (x2 − x3)2 + (x3 − x4)4

subject to
{

x2
1 + x2

2 + x2
3 + x2

4 ≤ 9
(x1 − 4)2 + (x2 + 4)2 + (x3 − 1)2 + (x4 + 1)4 ≤ 16.

(19)

The nonlinear programming problem has an optimal solution x∗ = [1.6926, −
0.9030, − 0.0148, − 0.5171]T and the optimal value of the objective function is
f(x∗) = 7.5894. With step size ∆t = 0.01, simulation result shows the trajectory
of neural network converges to its optimal solution.

4 Conclusions

We have investigated a convex nonlinear programming problem with nonlinear
inequality constraints. Based on Kuhn-Tacker optimality conditions of convex
programming and the Fischer-Burmeister function, a neural network model for
solving this optimization problem has been constructed. This neural network
was proved to be globally stable in the sense of Lyapunov and the solution
trajectory can converge to an optimal solution of original optimization problem.
An illustrative example was given to show the effectiveness of the proposed
neural network.1
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Abstract. In this paper we present a hybrid fuzzy-genetic algorithm for the 
feature and instance subset selection problem. This algorithm combines a 
hybrid meta-heuristic algorithm and a fuzzy self-adaptive genetic algorithm 
with a rotary circular crossover which is based on a half uniform crossover. The 
best individual in the initial population is used as initial solution of the hybrid 
meta-heuristic algorithm with the purpose of improving its fitness; this method 
is a combination of simulated annealing, taboo search and hill-climbers and 
allows us to speed up the convergence of the initial population. When running, 
the genetic algorithm adjusts its own control parameters, and the adaptability of 
control parameters is directed by means of two fuzzy inference systems. 
Besides the description of the novel evolutionary algorithm, we present the 
results obtained during the experiments on several known databases and on an 
infant cry corpus.   

1   Introduction 

Data selection is one important issue in Artificial Intelligence; this is mostly needed 
when working with very large datasets intending to classify or recognize objects. 
Searching for feature and instance subsets smaller than the original sets can help to 
improve performance in prediction tasks using the smallest possible computational 
resources like time and memory. For optimization of this task, Genetic Algorithms is 
a recommended option. There is a new algorithm, here introduced, which combines  
a hybrid meta-heuristic algorithm and a fuzzy self-adaptive genetic algorithm with a 
modified crossover operator. The combination of these two search techniques forms  
a hybrid fuzzy-genetic algorithm. 

2   Methodology 

The feature and instance subset selection problem is addressed in this work by means 
of a hybrid learning methodology that integrates a genetic algorithm (GA) together 
with a distance weighted k-nearest neighbors classifier (k-NN) 8. The approach 
described here is an extended version of the wrapper methodology for the feature 
subset selection problem 5. The encoding of the training data subsets is by means of 
binary strings of length N + M (i.e., N instances and M features of a training set that 
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form a search space of 2N+M feature and instance subsets) that contain one bit for 
every feature and instance, and the value of the bit determines whether a feature or 
instance will be used in the classification process. One bit “1” in the i-th position 
indicates that one feature or instance should be part of the subset and one bit “0” 
indicates that it should be eliminated. In Figure 1 there is one chromosome, 
representing a training subset composed of 6 (n) instances with 3 (m) features each. 
These data are selected from an original training set of 11 (N) instances with 5 (M) 
features each. 

N – INSTANCES M - FEATURES 
0 1 1 1 0 0 1 1 0 1 0 1 1 0 0 1 

Fig. 1. One chromosome (training set) which has N instances with M features each 

Our methodology is the following: For each database 10 experiments were 
performed in order to find the average performance. At each experiment the instances 
of the original dataset were randomly shuffled, from them, 60% for training and 20% 
for evaluating were selected; both directed to the wrapper model. The remaining 20% 
was left to test the accuracy of the best feature and instance subset found.  The 
training and evaluation sets are used by the wrapper model to maximize the 
performance of feature and instance subsets according to the fitness evaluation 
function. From the training set a feature and instance subset is selected to form the k-
NN classifier and its classification accuracy is measured by evaluating the evaluation 
set. The fitness evaluation function used to assess each data subset is composed by 
both its size and classification accuracy. Once the wrapper model returns the best 
feature and instance subset found, the accuracy of such a subset is measured by 
forming the k-NN classifier with this subset and by classifying the test sets. The 
fitness function FF is formed by the accuracy of the classifier over the evaluation set 
used in the wrapper model, and the proportion of the training subset with regard to 
the original training set. The classifier is induced using a training subset taken from 
the original training set. The fitness function was taken from 6 and it is as follows: 

MN

mn
DataSubsetPDataSubsetFF +

+−= φ)()(  

Where P(DataSubset) is the percent of the evaluation set which was correctly 
classified using the new training subset (DataSubset),   “φ ” is a constant to control the 
importance given to data reduction over accuracy, “n” and “m” are the number of 
instances and features of DataSubset, respectively, and finally N and M are the total 
number of instances and features in the original training set, respectively. The value 
of “φ ” in this work is 1.   

3   The Hybrid Fuzzy-Genetic Algorithm 

The hybrid fuzzy-genetic algorithm for feature and instance subset selection combines 
a Hybrid Meta-Heuristic (HMH) algorithm and a Fuzzy Self-Adaptive Genetic 
Algorithm whose crossover operator is a Rotary Circular Crossover (RCC) based on 
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Half Uniform Crossover (HUX). The best individual in the initial population is used 
as the initial solution of the HMH with the purpose of improving its fitness. This 
method –also proposed in this work- is a combination of simulated annealing, taboo 
search and hill-climbers algorithms which allows us to speed up the convergence of 
the initial population. The genetic algorithm adjusts its own control parameters while 
running the algorithm by means of two fuzzy inference systems. 

3.1   The Hybrid Meta-Heuristic Algorithm 

The Hybrid Meta-Heuristic (HMH) algorithm is a search technique which combines 
Simulated Annealing, Taboo Search and two Hill-Climbers (Record & Sweepers and 
Permutation & Mutation). The description of every step is given next: 

Record and Sweepers. Record is the representation of the Current Solution (CS) or 
Current Chromosome (CC) by means of two arrays of the same length, one indicates 
with bits ‘1’ the data present in the CS and the other also indicates with bits ‘1’ the 
data not present in the CS (these arrays indicate what feature or instance can be 
removed or added to the CS, respectively), see Figure 2-a. Sweepers are two pointers 
that are on charge of sweeping bit by bit (moving from right to left) searching for bits 
‘1’ on their respective array. Record and Sweepers are used to create new solutions 
from CS. For instance, in Figure 2-a Sweeper 1, from bit 8, will pass to bit 7 and will 
create a new solution that removes from CS that feature or instance (indicated with 
the bit 1) present in CS. Sweeper 2, from bit 12, will pass to bit 10 and will create a 
new solution that adds to CS that feature or instance (indicated with the bit 1) not 
present in CS. We can notice that this is a reduced version of a hill-climbing 
technique which sweeps bit by bit performing successive changes of one bit to the CS.  

 

Fig. 2. Hill-Climbers 

Permutation and Mutation. When Record and Sweepers is being used, a 
Neighborhood (a set of solutions around the CS) with a maximum of two and a 
minimum of one solution can be generated from CS, but else, the Permutation and 
Mutation method is used to generate new solutions. In this case, the Neighborhood of 
a fixed size (20 for the experiments in this work) is formed in the following way: (1) 
First, a permuted array P is generated with the bit positions of the CS, see Figure 2-b. 
(2) A point between the last chosen point and the length of P is randomly selected. (3) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 1 1 0 1 1 1 1 1 0 1 0 0 0 1 0 
0 0 0 1 0 0 0 0 0 1 0 1 1 1 0 1 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 1 1 0 1 1 1 1 1 0 1 0 0 0 1 0 

Remove 

Add 

Current Solution

Record 

Sweeper 2 

a) Record & Sweepers 

Random point = 16 Random point = 3 Random point = 8 

b) Permutation & Mutation 

13 10 14 4 16 15 11 5 8 3 1 12 9 7 2 6 

Permuted bit positions P

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 0 
1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 1 
0 0 0 0 1 0 0 0 0 0 1 1 0 0 1 0 

Generated solutions

Current Solution
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 1 1 0 1 1 1 1 1 0 1 0 0 0 1 0 

Sweeper 1 
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A new solution is created by both generating a copy of CS and mutating the bits 
indicated for the bit positions of the selected segment of P between the last and the 
new chosen point, i.e., from the next point after the last chosen point up to the new 
chosen point. (4) The created solution is added to the Neighborhood. When the 
permuted array has been recently generated, the last chosen point is the initial point of 
P, i.e., the first point of P. A new permuted array P is generated when the last chosen 
point is the last point of P. 

Taboos. The Taboo Search (TS) uses memory structures to record especially recent 
moves called Taboos that cannot be reached from the current solution during the time 
these are considered as Taboo. As every feature and instance subset (or chromosome) 
is hard to evaluate, in this method a Taboo List (TL) of a fixed size k is used to 
remember the last k evaluations, so, the lifetime of every Taboo solution will be k. 
When the Neighborhood has been formed for any of the two methods (Record & 
Sweepers or Permutation & Mutation) previously described, the Taboo solutions  are 
deleted from the Neighborhood. Finally, the TL is updated by adding the solutions 
still in the Neighborhood, certainly, if this is no empty. When the TL is full, the oldest 
solutions will be replaced, i.e., they will not be Taboos anymore. 

Simulated Annealing Criterion. Once the fitness of every solution in the 
Neighborhood was evaluated, the Best Neighbor (BN) is selected and the difference 
of fitness between CS and BN (  = Fitness(CS) – Fitness(BN)) is calculated. Then 
BN is accepted as the new CS when one of the following conditions is satisfied: 

( )0≤∆  or 
( ) ( ) [ )<∆−>∆ 1,0/exp    0 RandomTkand

 

Update. When BN has been accepted by the Simulated Annealing (SA) criterion, CS 
and Record must be updated. The BN will be the new CS and Record is updated 
according to the used method. If Record & Sweepers is being used, simply the bit 
position in the chromosome (CS) is located, which corresponds with the feature or 
instances removed or added, and finally that bit position in the two arrays of Record 
are mutated. When the Permutation & Mutation method is being used we must 
initialize Record & Sweepers again. Once the CS has been updated with BN, the Best 
Solution (BS) found during the program is also updated if the fitness of CS is strictly 
better than the fitness of the current BS. If this happens, we continue the program by 
using Record & Sweepers. However, if Record & Sweepers is being used, and the 
number of generated solutions, since the last BS update, is equal to the chromosome’s 
length, then we will work with Permutation & Mutation from now on until BS is 
updated again because maybe a local solution has been reached. Once BS is updated, 
Record & Sweepers is used again. 

There are several cooling schedules in the literature. These employ different 
temperature updating schemes. The rule used in our experiments updates the 
temperature by the following formula: Tk+1 = ∝⋅Tk, where Tk is the current 
temperature and ∝ is a temperature factor which is a constant smaller than but close to 
1, the recommended values of ∝ ∈ [0.5, 0.99], in this work ∝ = 0.90. In our 
experiments the initial temperature Ti was 50, and the final temperature Tf was 0.1 (a 
value close to 0). CTimes is used to calculate the approximate number of times we must 
update the temperature to be close to the final temperature Tf. The number of 
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evaluations of the fitness function to be performed by the HMH algorithm is divided 
by CTimes. The result is the number of evaluations of the fitness function to be 
performed before updating the temperature Tk. The number of evaluations of the 
fitness function to be performed for the HMH algorithm is ¼ of the total for the 
hybrid fuzzy-genetic algorithm.  
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)2log(
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3.2   The Fuzzy Self-Adaptive Genetic Algorithm 

The hybrid fuzzy-genetic algorithm is executed in two stages. In the first stage the HMH 
algorithm is applied to the best individual of the initial population of the fuzzy genetic 
algorithm (second stage). The structure of the Fuzzy Self-Adaptive Genetic Algorithm 
(FSAGA) is based on the self-adaptive genetic algorithm ARGEN+AREPO 7 whose 
population size, mutation, reproduction and competition rate are adapted during the 
execution of the algorithm. The description of every step of FSAGA is as follows: 

Population, Meeting and Selection. One of the main features of this algorithm is the 
adaptability of the parameters, including the population. Population size is limited by 
the maximum allowed size Mp and its dynamics is determined by the “meeting” 
probability Pm defined as:  Pm = Cp/Mp (population density), where Cp is the size of 
the current population. When two individuals meet they can interact in two ways: by 
reproducing or by fighting for natural resources. The initial size of the population is a 
random number (Cp) limited by a maximum number of individuals (Mp) –given by 
the user-. All individuals are unique, ranked in the population by their fitness. The 
method used to select two individuals is sequential-ranking (the first individual 
selected is the i-th individual of the population, for i=0,…,Cp, and the second 
individual is selected by ranking 11), which can give us equilibrium between 
exploration and exploitation. 

 

Fig. 3. Circular crossover operator 

RCC based on HUX. Reproduction is performed according to the adaptive rate Pr, 
and when it occurs, then the HUX-based RCC is applied; the resulting offspring from 
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recombination will not replace the parents, it is only ranked in the population when 
the offspring is different from all members in the population. In that way, the 
population size could be increased by two new elements. When the population size 
reaches its maximum value (Mp), the two least fit individuals are removed from the 
population. When two individuals meet and they do not mate, they fight for survival, 
the stronger kills the weaker and this one is removed from the population. When two 
individuals are selected and the reproduction is carried out, we apply the Rotary 
Circular Crossover (RCC), based on the Half Uniform Crossover (HUX) 2 operator, 
by using the circular representation of one chromosome, see Figure 3-a. P can be any 
point in the chromosome and L (length) is a random positive number lower than or 
equal to the chromosome’s length which indicates the size of the crossover segments, 
see Figure 3-b. These two segments on their respective chromosomes are 
interchanged. Finally, the rotary concept of the circular crossover is reached by 
keeping memory of the next bit after the segment of the last crossover because it will 
be the starting point P of the next crossover of the new selected individuals. 

In RCC based on HUX, the bits that differ between parents are located. If the 
number of bits that differ in the selected segments is equal to or larger than the half of 
bits that differ between both parents, the two segments are interchanged. But, 
whenever the differences between segments is lower than the half of the differences 
between parents, some bits of the parents that differ from each other and that do not 
belong to the segments are randomly selected to complete the half of bits in which 
both parents differ. The reason to apply some ideas of the HUX operator in our 
crossover operator is based on a previous evaluation and study of six crossover 
operators under the same circumstances (HUX is included), where a better 
performance was shown with this crossover operator. 

Reproduction and Competition. We said before that this algorithm is based on the 
self-adaptive GA ARGEN+AREPO whose control parameters are controlled by three 
rules: meeting probability Pm = Cp/Mp, reproduction rate Pr = 1-Pm, and competition 
rate Pc = 1-Pr and they are directly formed from the size of the current population Cp 
and the maximum population size Mp allowed.  To avoid sudden changes in the 
population a Fuzzy Inference System (FIS) is used to control the Reproduction (R) 
rate because it does these tasks in an easier and natural way. This FIS-R has as an 
input the population Density = Cp/Mp ∈ [0, 1] (the meeting probability Pm) and the 
output is a reproduction rate Pr ∈ [0, 1], the competition rate Pc = 1-Pr. The input 
and output of FIS-R on charge of the reproduction rate is presented in Figure 4-a. 

  

Fig. 4. Input and Output variables 

a) FIS-R b) FIS-M 
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The design of FIS-R is simple, the plot indicates that the input is formed by three 
membership functions: the first is the difference between two sigmoidals (low), the 
second is a Gaussian (mid) and the third is also a Gaussian (high). The shape of the 
first membership function has two meanings: when the population density is lower 
than approximately 0.10, the FIS-R slows down the competition rate up to stopping it, 
obviously, and this is done by increasing the reproduction rate. When the population 
density starts growing, the reproduction rate falls smoothly. The output variable 
Reproduction Rate is formed by three Gaussian membership functions (low, regular 
and high). In the design of FIS-R the defuzzification method used was the Center of 
Area, also called Centroid. The rules of FIS-R are the following 

• If (Density = low) then (Reproduction Rate = high) 
• If (Density = mid) then (Reproduction Rate = regular) 
• If (Density = high) then (Reproduction Rate = low)    

The functioning. Once two individuals have been selected and also Pm, Pr and Pc 
have been calculated, we continue with the first part of the algorithm. If a random 
number r in [0, 1] is lower than Pm then the individuals proceed to either 
reproduction or competition. A new random number r is generated, and then, if it is 
lower than Pr then we apply the RCC based on HUX without a mutation operator, 
else, we remove the weaker individual from the population only when a new 
generated random number r is lower than Pc. Before applying the RCC based on 
HUX, the bits that differ between parents are found. If the number of bits that differ 
between both parents is higher than 1, the crossover operator can be applied, and then, 
we keep the next bit after the segment of the last crossover because it will be the 
starting point P for the next crossover of the new selected individuals. If the crossover 
cannot be applied, the starting point P for the next crossover of the new selected 
individuals will be the same. 

Mutation. When two individuals meet then they can interact in two ways: by 
reproducing or fighting, otherwise (If the random number r in [0, 1] is not lower than 
Pm) the two current individuals can generate two new individuals by means of 
mutation. The suitable selection of the Mutation (M) rate, for every individual in the 
population, is done by means of another fuzzy inference system (FIS-M) according to 
their fitness. The input and output variables of FIS-M are presented in Figure 4-b. The 
mutation operator is not always applied, it is carried out just when the two selected 
individuals do not meet, i.e., when a random number r in [0, 1] is not lower than Pm.  

The input variable Difference ∈ [0, 100] is given by the difference of fitness 
between the best individual in the population and one of the selected individuals. 
When the mutation operator is carried out, a mutation rate is computed for each 
individual because we believe that all the solutions cannot be treated in the same way, 
we give a higher rate to solutions whose fitness is poorer than the fitness of the best 
solution into the population. The plot indicates that this input is formed by three 
Gaussian membership functions (low, much and huge). The output variable Mutation 
Rate is formed also by three Gaussian membership functions (low, regular and high), 
and its values are in the range [1, 40]. The rules of FIS-M are the following: 
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• If (Difference = low) then (Mutation Rate = low) 
• If (Difference = much) then (Mutation Rate = regular) 
• If (Difference = huge) then (Mutation Rate = high)  

These rules mean that whenever the difference of fitness between the best 
individual of the population and a selected individual is given, the Mutation Rate will 
go from the lowest mutation rate up to the highest. In FIS-M, the defuzzification 
method Center of Area (COA) was used too. 

4   Preliminary Results 

Table 1 presents the performance results of the genetic algorithm. Although the initial 
population size Cp must be a random number lower than the maximum population 
size Mp, the presented results are from experiments with a maximum population size 
Mp = 100 and 1000 and the Cp with the totality of the data, i.e., 100 and 1000 
respectively. The stop criterion was to reach 8,000 evaluations of the fitness function. 
All datasets used in the experiments were taken from the Machine Learning Database 
Repository at the University of California, Irvine. 

Table 1. Results of generating solutions with the Hybrid Fuzzy-Genetic Algorithm 

 100 Individuals 1000 Individuals 
Database E.A. (%) T.A. (%) Storage (%) E.A. (%) T.A. (%) Storage (%) 

B. C. W. 99.50 94.71 3.69 99.21 94.86 1.25 
Glass 88.09 57.44 9.65 86.43 56.28 8.46 
Ionosphere 98.29 82.25 3.93 97.43 79.86 1.92 
Iris 100 93.33 3.61 100 92.67 6.64 
Liver D. 90.29 57.83 12.00 88.41 58.26 9.78 
Monks1 100 100 7.10 100 100 7.74 
Monks2 88.75 66.99 46.89 84.58 63.29 34.30 
Monks3 100 100 6.72 100 100 10.49 

Average 95.61 82.32 11.70 94.51 80.65 10.07 

The Evaluation Accuracy (E.A) column shows the average accuracy of 10 data 
subsets found  over their respective evaluation sets, where every subset is the one 
returned by the wrapper model at each experiment. The Test Accuracy (T.A) column 
shows the average accuracy of 10 data subsets returned by the wrapper model, but 
these are evaluated over their respective test sets. Finally the Storage column shows 
the percentage of the original training set which is necessary when storing to classify 
new instances. These results are also an average of 10 experiments. The Average row 
in bold, shows the average over the respective columns (over all datasets). The first 
row (ORIGINAL –training sets-) in Table 2 shows the results of the same evaluations 
with the whole data sets. It can be easily noticed that there is a clear advantage when 
selecting a feature and an instance subset over the original training set, in both, 
classification accuracy and data reduction. Finally, six genetic algorithms were 
selected to compare their performance in the feature and instance subset selection 
problem with regard to the Hybrid Fuzzy-Genetic Algorithm. Five are static 
algorithms based on a population-level adaptation and one is a self-adaptive algorithm 
based on the population level. The genetic algorithms selected are the following: SGA 
3 (Simple Genetic Algorithm), sometimes known as Canonical Genetic Algorithm, the 
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TGA (Traditional Genetic Algorithm) which differs from the previous one by the 
application of elitism, CHC 2 (Cross-generational elitist selection, Heterogeneous 
recombination -by incest prevention- and Cataclysmic mutation), GENITOR 11 
(GENetic ImplemenTOR), CFRSC 4 (Common Features/Random Sample Climbing), 
and AREPO 1 (ARtificial Evolution of POpulations). 

Table 2. Results of generating solutions with all the GAs and of evaluating the ORIGINAL 
training sets 

Algorithm E.A. (%) T.A. (%) Storage (%) 
ORIGINAL 82.62 80.59 100 
SGA 88.30 82.86 29.50 
TGA 94.97 82.86 19.61 
CHC 93.35 83.06 25.59 
CF/RSC 95.04 82.63 16.21 
GENITOR 93.39 83.42 26.21 
AREPO 92.35 82.59 27.20 

In all the populations used by these GAs the original training set (the chromosome 
with 1’s only) has been added to consider the original solution. The results are shown 
in Table 2. The number of evaluations of the fitness function was 8,000 for all 
algorithms. As the population size was of 50 individuals (SGA, TGA, CHC), the 
generation number was equal to 160. The control parameters were crossover 
probability = 0.8 (80%) and mutation probability = 0.01 (1%) for SGA and TGA. 
35% was the cataclysmic mutation rate in CHC. The population size of CF/RSC was 
of 10 individuals and it generates 10 new solutions of each individual by mutating 10 
bits of the chromosome. The population size in GENITOR and AREPO was of 1000 
individuals. 

Table 1 shows that the combination of the Hybrid Fuzzy-GA and the k-NN 
classifier in the experiments gives up to 95.61% of classification accuracy upon the 
evaluation sets, which is better than any of the other six GA tested. The data reduction 
rate obtained with our algorithm was also the highest. Nonetheless, GENITOR found 
subsets whose classification accuracy upon the test sets were the best. 

5   The Automatic Infant Cry Recognition 

Additionally, the problem of Automatic Infant Cry Recognition (AICR) 9 was chosen 
to test the performance of the Hybrid Fuzzy-Genetic Algorithm in a real life problem. 
Automatic Infant Cry Recognition intents to detect pathologies on recently born 
babies by means of their crying. The goal is to take the wave from the infant’s cry as 
the input pattern, and at the end to obtain the kind of cry or pathology detected. The 
AICR process is very similar to Automatic Speech Recognition (ASR), which is 
divided in two main stages, the first one corresponds to signal processing, or acoustic 
feature extraction, and the second one to pattern classification. 

The Signal Processing Stage. The infant cries were collected by recordings done 
directly by medical doctors. These recordings were first digitalized and stored, and 
then each signal wave was divided in segments of 1 second, each segment represents 
a sample. Next, acoustic features were obtained by means of the Mel Frequency 
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Cepstral Coefficients (MFCC) technique with the help of the program Praat v4.0.8. 
Every one second a sample is windowed in 50-milliseconds frames, extracting 16 
coefficients from each frame. This procedure generates pattern vectors with 304 
coefficients by each one second sample. The actual corpus used for the experiments 
presented here has 1376 vectors or instances of 304 features each. 157 samples belong 
to normal infant cry, 340 to asphyxia, and 879 to hypo-acoustics (deafness). 

The Pattern Classification Stage. It can be observed that the amount of data is very 
large, so it will be useful to select variables or features just as to select instances with 
the intention of reducing computational resources and, to improve the accuracy of the 
classification process. We have 1376 instances or vectors representing infant cry, and 
each infant cry vector is represented by a vector of 304 features. All the 1376 
instances are structured in r classes (three for infant cry: normal, hypo-acoustic and 
asphyxia). What we want to do is to find a smaller feature and instance subset that can 
better represent the infant cry dataset avoiding the need of using all data, without 
degrading the classification accuracy of the system. 

The results of evaluating the Hybrid Fuzzy-Genetic Algorithm are presented in 
Table 3. The baby’s crying dataset has 1376 instance with 304 features each. Ten 
training, evaluation and test sets were formed, i.e., for each experiment 825, 275 and 
275 instances for training, evaluation and test respectively were randomly selected 
from the baby’s crying dataset. The presented results are from experiments with a 
maximum population size Mp = 100. The stop criterion was to reach 8,000 fitness 
function evaluations. 

Table 3. Results of generating solutions with the Hybrid Fuzzy-Genetic Algorithm for the 
infant cry dataset 

Method E.A.  (%) T.A.  (%) Storage (%) 
Hybrid Fuzzy-GA 100 97.35 0.08 

Table 4. Results of FRNN and PCA for the infant cry dataset 

 PCA 70% PCA 80% PCA 90% PCA 95% 

#  MF 
E.A.  
(%) 

T.A. 
(%) 

E.A. 
(%)

T.A. 
(%)

E.A. 
(%)

T.A. 
(%)

E.A. 
(%)

T.A.  
(%) 

3 MF 87.74 86.68 85.02 84.85 65.05 62.90 65.05 62.90 
5 MF 88.58 87.93 86.76 86.81 86.91 86.96 65.05 62.90 
Average 88.16 87.30 85.89 85.83 75.98 74.93 65.05 62.90 

Additionally, the results of an average of 10 experiments with other method that 
combines vector reduction with PCA and the Fuzzy Relational Neural Network 
(FRNN) 10 are presented in Table 4. The FRNN receives as input a training set and 
returns as output a fuzzy relational matrix. Before presenting the training data to the 
FRNN, PCA is applied to the dataset and the experiments are performed by using 2, 
7, 26 and 65 features respectively from the transformed matrix. The training, 
evaluation and test sets used in the experiments were the same than those used to 
obtain the results presented in Table 3. Experiments with 3 and 5 linguistic properties 
are reported, the input membership values were obtained with the Trapezoidal 
membership function, with fd = 6 and fe = 1.5. Three epochs were completed to train 
the Neural Network. The classification was performed with the max-min composition. 
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This process was carried out once each input feature of the training samples was 
transformed in membership values to each of the assigned linguistic properties, i.e., 
once a vector containing m features was transformed in a 3m, or 5m-dimensional 
vector, and the fuzzy relational matrix was returned by the FRNN. If we consider that 
the 825 instances with the 304 features are the 100% of data, then 0.66%, 8.55%, 
16.45% and 49.34% was the storage size used for 2, 7, 26 and 65 principal 
components, respectively. 

6   Conclusions and Future Work 

The Hybrid Fuzzy-Genetic Algorithm gives us a highest classification accuracy of 
95.61% upon all the evaluation sets, showing a performance improvement over the 
other six GAs tested. Moreover, our algorithm delivers the highest data reduction rate. 
With the infant cry corpus the results show a classification accuracy of up to 97.35%, 
by using only the 0.08% of the information available in the training set. At present, 
we are working with more and different membership functions in order to evaluate the 
performance of our algorithm with more rules for new fuzzy inference systems. 
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Abstract. This paper proposes a hybrid quantum-inspired genetic algorithm 
(HQGA) for multi-objective flow shop scheduling problem. On one hand, a 
quantum-inspired GA (QGA) based on Q-bit representation is applied for 
exploration in discrete 0-1 hyperspace by using updating operator of quantum 
gate and genetic operators of Q-bit. Random key representation is used to 
convert the Q-bit representation to job permutation. On the other hand, 
permutation-based GA (PGA) is applied for both performing exploration in 
permutation-based scheduling space and stressing exploitation for good 
schedule solutions. To evaluate solutions in multi-objective sense, randomly 
weighted linear sum function is used in QGA, while non-dominated sorting 
techniques including classification of Pareto fronts and fitness assignment are 
applied in PGA regarding to both proximity and diversity of solutions in multi-
objective sense. Simulation results and comparisons demonstrate the 
effectiveness and robustness of the proposed HQGA. 

1   Introduction 

Flow shop scheduling problem (FSSP) is a class of widely studied scheduling 
problem with strong engineering backgrounds, and has earned a reputation for being a 
typical strongly NP-complete combinatorial optimization problem [1]. So far, FSSP 
has gained much attention and wide research in both Computer Science and Operation 
Research fields.  

Permutation FSSP (PFSSP) is a simplification of FSSP, which can be described as 
follows: Each of J  jobs is to be sequentially processed on machine 1, , M . The 

processing time ,i jp  of job i  on machine j  is given. At any time, each machine can 

process at most one job and each job can be processed on at most one machine. The 
sequence in which the jobs are to be processed is the same for each machine. The goal 
is to find a schedule or a set of schedules to minimize one or more objective 
functions. Until the late 1980s, however, it was a common practice that only one 
objective function was taken into account. In practice, quality may be a multi-
dimensional notion. So, it is very important to develop effective and efficient 
approaches for multi-objective scheduling problems.  

A multi-objective optimization problem can be formulated as follows: 

1 2( ) ( ( ), ( ), , ( ))

. .
nMin f f f

s t

=
∈

f x x x x

x X
 . (1) 
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where 1 2, , , nf f f  are objective functions and x  is a feasible solution in the solution 

space X . A feasible solution 1x  is said to dominate another feasible solution 2x  

(denoting this relationship 1 2x x ) if 1 2{1,2,..., }, ( ) ( )i ii n f f∀ ∈ ≤x x  and 

1 2{1,2,..., }, ( ) ( )k kk n f f∃ ∈ <x x . A solution *x  is Pareto optimal (or non-dominated) 

if there is no such ∈x X  that satisfies *x x . 
In practical problems, sometimes the considering objectives are conflicting. An 

improvement in one objective may induce a detriment to another objective, thus an 
approach should find a set of non-dominates solutions with good proximity and 
diversity performances to approximate the real Pareto front. In other words, the 
optimization algorithm should have excellent searching ability to obtain solutions 
close to the real Pareto front and uniformly distributed along the real Pareto front. 

So far, many approaches have been proposed for FSSP, where exact techniques are 
applicable only to small-scale problems in practice and the qualities of constructive 
heuristics are often not satisfactory [2]. During the past decade, meta-heuristics have 
gained wide research, such as simulated annealing [3], genetic algorithm (GA) [4], 
evolutionary programming [5], tabu search [6], hybrid heuristics [7] and so on. 
Recently, Han and Kim [8] [9] proposed some quantum-inspired genetic algorithms 
(QGAs), which were very applicable and effective for solving knapsack problem. 
Since the solution representation of scheduling problem is completely different from 
that of knapsack problem, the original QGAs cannot be directly applied to scheduling 
problem. In this paper, we will propose a hybrid quantum-inspired GA for multi-
objective PFSSP. On one hand, it synthesizes the advantages of quantum-inspired 
genetic search and permutation-based search for well exploration and exploitation. On 
the other hand, regarding to both proximity and diversity, it applies the non-
dominated sorting techniques to handle optimization process under multiple objective 
functions. Simulation results and comparisons demonstrate the effectiveness and 
robustness of our proposed algorithm. 

2   Quantum Genetic Algorithm 

2.1   Representation 

In QGA for a minimization problem, a Q-bit chromosome representation is adopted 
based on the concept and principle of quantum computing. The characteristic of this 
representation is that any linear superposition can be represented. The smallest unit of 
information stored in two-state quantum computer is called a Q-bit, which may be in 
the “1” state, or in the “0” state, or in any superposition of the two. The state of a Q-
bit can be represented as follows: 

0 1α βΨ = +  . (2) 

where α  and β  are complex numbers that specify the probability amplitudes of the 

corresponding states. 
2α and 

2β  denote the probability that the Q-bit will be found 

in the “1” state and “0” state respectively. Normalization of the state to the unity 

guarantees 
2 2

1α β+ = . 
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A Q-bit individual as a string of m  Q-bit is defined as follows: 

1 2

1 2

m

m

αα α
ββ β

 . (3) 

where 
2 2

1, 1, 2, ,i i i mα β+ = = . 

For example, for a three-Q-bit with three pairs of amplitudes
1 21 2 1 2

3 21 2 1 2−
, 

the states can be represented as
1 3 1 3 1

000 001 010 011 100
4 4 4 4 4

+ − − + +  

3 1 3
101 110 111

4 4 4
− − . This means that the probability to represent the states 

000 , 001 , 010 , 011 , 100 , 101 , 110  and 111  are 1 16 , 3 16 , 1 16 , 

3 16 , 1 16 , 3 16 , 1 16 , 3 16 , respectively. By consequence, the above three-Q-bit 

system contains the information of eight states. Evolutionary computing with Q-bit 
represent has a better characteristic of population diversity than other representation, 
since it can represent linear superposition of state’s probabilities. 

2.2   Solution Evaluation in Multi-objective Sense 

In QGA, since the searching solution is a Q-bit string, it is firstly converted to a 
binary string according to [8] [9]. In particular, for the i-th bit ( 1, 2, ,i m= ) of Q-bit 

string, a random number η  is generated at interval [0,1], if 
2

iα η>  let the 

corresponding bit ir  of the binary string be 1, otherwise let ir  be 0. For scheduling 

problem, such a binary string will be converted to a random key representation [10]. 
For example, considering a 3-job, 3-machine problem (we use three bits in Q-bit 
string to represent a job), suppose the resulted binary string is [0 1 1|1 0 1|1 0 1], then 
its random key representation is [3 5 5]. Obviously, such a random key representation 
can be easily converted to a job permutation. In particular, if two random key values 
are different, let smaller random key denote the job with smaller number; otherwise, 
let the one first appears denotes the job with smaller number. Based on such a rule, 
the job permutation for above random key representation will be [1 2 3]. Once the job 
permutation is constructed, the scheduling objectives can be calculated. 

After calculating scheduling objectives, a vector of weights is randomly generated 
to evaluate solutions in multi-objective sense according to the weighted linear sum 
function. That is, the summed value is used to reflect the fitness value of a solution 
for multi-objective problem. The smaller the value is, the better the solution is. The 
one with the smallest summed value is regarded as the best solution (denoted b ), 
which will be employed to guide the quantum-gate rotation in current generation. 
Since the vector of weights is randomly generated, it is helpful to obtain solutions 
distributed diversely along the Pareto front. 
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2.3   Operations 

In this paper, operators used in QGA are designed as follows. 

Selection. A simple rank-based random selection is designed. All individuals of the 
population are ordered from the best to the worst after evaluation in multi-objective 
sense. Then, from the best to the worst every individual randomly chooses a partner 
from the remaining individuals in the population. 

Crossover. A two-point crossover operation is used in QGA. First, two different 
positions are randomly determined (say position i  and j ). Then, the sub-string 

before i , the sub-string between i  and j , and the sub-string after j  of two parents 

can be exchanged. In QGA, the above three ways are randomly used in hybrid sense. 

Mutation. One position is randomly determined (e.g. position i ) for each Q-bit string 
in the population, and then iα  and iβ  are exchanged. 

Rotation Operation. The operation is inspired by quantum computing to adjust the 
probability amplitudes of each Q-bit. A rotation gate ( )U θ  is employed to update 

( , )i iα β  of the i -th Q-bit as follows: 

'

'

cos( ) sin( )
( )

sin( ) cos( )
i i i ii

i
i i i ii

U
θ θα αα θ

β θ θ ββ
−

= =  . (4) 

where the rotation angle ( , )i i i isθ α β θ= ⋅ ∆ . ( , )i is α β is the sign of iθ  determining the 

rotation direction and iθ∆  is the magnitude of rotation angle. 

Table 1. Lookup table of rotation angle 

( , )i is α β  
ir  ib  

r  better than 
b  iθ∆  

0i iα β >  0i iα β <  0iα =  0iβ =  

0  0  false 0  0  0  0  0  
0  0  true 0  0  0  0  0  
0  1 false 0  0  0  0  0  
0  1 true 0.05π  1−  1+  1±  0  
1 0  false 0.01π  1−  1+  1±  0  
1 0  true 0.025π  1+  1−  0  1±  
1 1 false 0.005π  1+  1−  0  1±  
1 1 true 0.025π  1+  1−  0  1±  

The lookup table of iθ∆  is shown in Table 1, where ib  and ir  are the i -th bits of the 

current best solution b  (selected in the solution evaluation step) and a binary solution r  
respectively. Because b  is the best solution in QGA, the use of quantum-gate rotation is 
to emphasize the searching towards b . Since the weights used to evaluate and determine 
b  are randomly generated, the searching directions can be enriched. 
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Population Updating. In QGA, the population obtained after rotation operation is 
used as the population for the next generation. 

2.4   Procedure of QGA 

The procedure of QGA can be summarized as follows. 

Step 1: let 0t =  and randomly generate an initial population 1( ) { , , }t t
Q NP t p p= , 

where 1 2

1 2

tt t
t m
j tt t

m

p
αα α
ββ β

=  denotes the j -th individual in the t -th generation. 

Step 2: evaluate population ( )QP t and record the best solution b . 

Step 3: if stopping condition is satisfied, then output the results; otherwise, go on 
following steps. 

Step 4: perform selection, crossover and mutation for ( )QP t  to generate ' ( )QP t . 

Step 5: evaluate ' ( )QP t and update the best solution b . 

Step 6: perform rotation operation for ' ( )QP t  to generate ( 1)QP t +   

Step 7: let 1t t= +  and go back to step 2. 

3   Hybrid QGA for Multi-objective Flow Shop Scheduling 

3.1   Permutation-Based GA 

As we know, quantum search has high parallel property, based on which QGA is of 
very strong exploration ability. However, it should be noted that QGA performs 
search in discrete 0-1 hyperspace while the schedule solutions belong to job 
permutation space. So, QGA lacks direct search on schedule solution space. Since Q-
bit representations must be converted to job permutations for evaluation, we apply 
permutation-based GA (PGA) as a complementary search for QGA to enhance 
exploitation ability and improve the algorithm’s performance. 

3.1.1   Representation 
Job permutation is directly used in PGA to perform permutation-based genetic search.  

3.1.2   Solution Evaluation in Multi-objective Sense 
Since in PGA searching solution is job permutation, it can be directly used to 
calculate the scheduling objectives. Then, the non-dominated sorting techniques [11] 
[12] are used to evaluate solutions in multi-objective sense so that the diversity of 
population and the proximity to the real Pareto front can be stressed. There are two 
successive procedures, i.e., classification of Pareto fronts and fitness assignment. 
Firstly, all solutions are divided into K  sets 1 2, , , KF F F , according to the 

dominance relationship between solutions. 1F  corresponds to the set of all non-

dominated solutions in the population, and iF , 2, ,i K= , contains the non-

dominated solutions when the solutions in 1 1, , iF F −  are removed from the 
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population. Secondly, every solution’s normalized crowding distance is calculated 
based on its two neighbor solutions in the set it belongs to. Then, this normalized 
crowding distance is assigned to the solution as its fitness value. We refer to [11] and 
[12] for detailed introductions about the two procedures. 

It is noticed that two basic rules are used to guide the evaluation process. One is 
that, to solutions in different sets, fitness values of solutions in iF  are greater than 

those in jF  if i j< . This rule stresses the proximity, and the solutions closer to the 

real Pareto front are assigned larger fitness values. The other is that, to solutions in the 
same set, those located in less crowded regions of objective space are assigned larger 
fitness values. This rule stresses the diversity, and those solutions located in more 
sparse areas of objective space are assigned larger fitness values.  

3.1.3   Operations 
In this paper, operators used in PGA are designed as follows. 

Selection. The same as QGA, a simple rank-based random selection is used in PGA. 

Crossover. In PGA, PMX (partial mapping crossover) [10] is applied to perform 
crossover for two job permutations. In particular, firstly two crossover points are 
chosen and the sub-sections of the parents between the two points are exchanged, then 
the chromosomes are filled up by partial map.  

Mutation. In PGA, two different mutation operators SWAP and INSERT [7] are 
randomly used in hybrid sense, where SWAP randomly selects two distinct elements 
and swaps them, and INSERT randomly selects one element and inserts it to another 
different random position. 

Population Updating. The operation is very important because it provides an interface 
for QGA and PGA performing interactions. In PGA, the individuals for next 
generation are selected from current populations of both QGA and PGA. In particular, 
all solutions in current two populations obtained by QGA and PGA respectively are 
combined and evaluated using non-dominates sorting techniques mentioned in 3.1.2, 
then the best half will be selected as the next generation for genetic operations in 
PGA. Obviously, the good solution obtained by QGA will have a chance to perform 
permutation-based search for well exploitation. Moreover, after PGA’s genetic 
operations, the offspring population is combined with the parent population. All the 
solutions are evaluated again using non-dominates sorting techniques, and the best 
half will be selected to form a new population. 

3.1.4   Procedure of PGA 
The procedure of PGA can be summarized as follows.  

Step 1: let 0t = , initialize population ( )PP t , let ( ) ( )Pt PP t P t=  and go to step 4. 

Step 2: if the stopping criterion is satisfied, then output the all solutions in elite set 
( )E t ; otherwise go on following step. 

Step 3: denote ( )PP t  as the population obtained by QGA. Then, combine ( )PP t  

with " ( )PP t , assign fitness values to all the individuals in the obtained population and 

select the best half as population ( )PtP t . 
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Step 4: apply selection, crossover and mutation for ( )PtP t  to generate ' ( )PP t . 

Step 5: combine ' ( )PP t  with ( )PtP t , assign fitness values to all individuals in the 

obtained population and select the best half as population " ( 1)PP t + . 

Step 6: select all the non-dominated solutions in " ( 1)PP t +  to store in ( )E t , and 

delete all the dominated solutions in ( )E t . 

Step 7: let 1t t= + , go to step 2. 

3.2   Hybrid QGA for Multi-objective Flow Shop Scheduling 

In this paper, we fuse the above designed QGA and PGA in an integrated framework 
to propose a hybrid quantum-inspired genetic algorithm for multi-objective PFSSP, 
which is illustrated in Fig. 1. 

 

Perform selection, crossover  

and mutation for PPt (t) to form PP
’ (t). 

Let t = 0, and randomly initialize population PQ (t) for QGA. 

Evaluate PQ (t), record the best solution b (for quantum rotation). 

Output the 

elite set E(t).

Perform selection, crossover and 

mutation for PQ (t) to form PQ
’ (t). 

Update PQ
’ (t) with quantum 

rotation gate to form PQ (t+1).

Is the stopping criterion 

of QGA satisfied? 

Store non-dominated 

solutions to E(t). 

If PGA and one generation of QGA 

are both completed, then t = t+1. 

Is the stopping criterion 

of PGA satisfied? 

Let PP (t) be PQ (t). 

Y

N 

Y

N

Combine PQ (t) with PP
” (t), assign fitness 

values, select the best half as PPt (t). 

Combine PP
’ (t) with PPt (t), assign fitness 

values, select the best half as PP
” (t+1). 

Evaluate PQ
’(t), and update b. 

 

Fig. 1. The framework of HQGA for multi-objective PFSSP 



518 B.-B. Li and L. Wang 

In HQGA, quantum-inspired search and genetic-inspired search are hybridized. On 
one hand, QGA performs exploration in 0-1 hyperspace by using both genetic 
operations and quantum rotation operation; on the other hand, PGA performs 
exploration in permutation-based solution space. Moreover, the good solution 
obtained by QGA has a chance to perform PGA for well exploitation. To evaluate 
solution in multi-objective sense, the random weighted linear sum functions are used 
in QGA, while non-dominated sorting techniques are used in PGA.  

According to the “No Free Lunch” theorem [13], there is no method that can solve 
all problems optimally. So, by taking the advantages of different approaches in a 
hybrid way, the searching behavior can be enriched, the searching ability can be 
enhanced and the optimization performances can be improved. Due to the 
hybridization of two different kinds of searching algorithms and the different 
evaluation approaches in multi-objective sense, the HQGA will have powerful ability 
to obtain solutions with good proximity and diversity for multi-objective PFSSP. 

4   Simulations and Comparisons 

4.1   Testing Problems and Performance Index 

To test the performance of the proposed hybrid QGA, computational simulation is 
carried out on some randomly generated multi-objective PFSSP. There exists a 
classical way to generate the experiment data [14]. In particular, the processing time 
of each job in every machine is uniformly distributed in interval [1, 99]. The due date 
of each job is uniformly distributed in interval [ (1 2), (1 2)]Q u v Q u v− − − + , where 

u  and v  respectively represent the tardiness factor of jobs and dispersion range of 
due dates, and Q  is an estimated lower bound of makespan [14]: 

1

1
1 1 1 1

max{max{ min min },max }
jJ M M

ij il il ij
i ij M i

i l l j j

Q p p p p
−

≤ ≤ = = = + =

= + +  . (5) 

In this paper, four scenarios about due date are considered according to [14], where 
each scenario is determined by a different combination of the values of u  and v . It is 
said that when u   increases the due dates are more restrictive, while when v  
increases the due dates are more diversified. 

Scenario 1: low tardiness factor ( 0.2u = ) and small due date range ( 0.6v = ); 
Scenario 2: low tardiness factor ( 0.2u = ) and wide due date range ( 1.2v = ); 
Scenario 3: high tardiness factor ( 0.4u = ) and small due date range ( 0.6v = ); 
Scenario 4: high tardiness factor ( 0.4u = ) and wide due date range ( 1.2v = ). 

Since our algorithm is to obtain a set of non-dominated solutions, here we 
introduce Average Quality (AQ) [15] to measure the quality of the solution set and 
reflect the algorithm’s searching ability: 

0( , , , ) /aAQ s ρ
∈Λ

= Λf z  . (6) 
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where 0 0 0

1

( , , , ) min{max{ ( ( ) )} ( ( ) )}
n

a j j i j j j i j
i j

j

s f z f zρ λ ρ λ
=

= − + −f z x x  and 

1 1
{ ( , , ) {0,1 ,2 , ,1}, 1}

n

n j jj
r rλ λ λ λ

=
Λ = = ∈ = , 0z  is a reference point in the 

objective space which is set to (0,0)  in this paper, and ρ  is a sufficiently small 

number which is set to 0.01  in this paper. Besides, r  is a parameter varying 
according to the number of objectives, which is often set as 50 for two-objective 
optimization problems. AQ is expressed as the average value of the scalarizing 
functions over a representative sample of weight vectors. It considers both proximity 
and diversity of solution set and allows consistent evaluation of the quality of Pareto 
optimal solutions. A smaller AQ value corresponds to a better solution set. 

4.2   Simulation Results and Comparisons 

The size of investigated problem is 20-job and 10-machine. For each of the four 
scenarios of the problem, five instances are generated. The considered two objectives 
are makespan and maximum tardiness.  

The parameters in HQGA are set as follows. In QGA, population size is 100, the 
maximum generation is J M×  (200), crossover probability is 1, mutation probability 
is 0.05, the length of Q-bit string is 5 J×  (i.e., every 5 Q-bits correspond to a job). In 
PGA, population size is 100 (the same as QGA), crossover and mutation probabilities 
are both 1, and the maximum generation of PGA in every generation of HQGA is 1. 
To show the effectiveness of hybridization, a pure PGA by removing all the elements 
of QGA in HQGA and a pure QGA by removing all the elements of PGA in HQGA, 
are used for comparison, where all parameters and operators are the same as those in 
HQGA. In order to fairly compare the algorithms, the maximum generations of pure 
PGA and pure QGA are set to 400, which equals the sum generations of PGA and 
QGA in HQGA. 

In Fig. 2, typical running results by the three algorithms are illustrated; and in 
Fig. 3, the results by HQGA and pure PGA are shown more clearly. It can be seen 
that pure QGA without PGA’s exploitation on job permutation space can not find 
non-dominated solutions with good objective values, and pure PGA lacking of QGA’s 
parallel exploration in 0-1 hyperspace also can not obtain very satisfactory Pareto 
optimal solutions. Obviously, HQGA can obtain more Pareto optimal solutions with 
better proximity than pure PGA and pure QGA, and most solutions obtained by 
HQGA can dominate the solutions obtained by pure PGA and pure QGA. Since the 
solution quality of pure QGA is even worse than that of pure PGA, we only compare 
the performances of HQGA and pure PGA below. 

The AQ values of the solution set obtained by HQGA and pure PGA are shown in 
Table 2. It can be seen that the AQ values of HQGA are smaller than that of pure 
PGA in every case. It shows the effectiveness of HQGA, which can obtain solution 
sets with good proximity and diversity for multi-objective PFSSP. Moreover, it can be 
found that AQ values of HQGA are similar for different scenarios, which means 
HQGA can obtain solution sets with good proximity and diversity in sense of  
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multi-objective optimization for PFSSP with different degrees of difficulty. That is, 
HQGA is of good robustness for different multi-objective PFSSP. Comparing the 
efficiency, from Table 3 it can be seen that the running times of HQGA are only 
slightly larger than that of pure PGA, demonstrating that HQGA is also quite 
efficient. 

 

Fig. 2. Pareto fronts obtained by HQGA, pure PGA and pure QGA 

 

Fig. 3. Pareto fronts obtained by HQGA and pure PGA 
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Table 2. AQ values of HQGA and pure PGA  

Scenario Method Instance1 Instance2 Instance3 Instance4 Instance5 Average 
HQGA 741.92 812.41 780.85 818.65 798.87 790.54 1 
PGA 795.85 840.43 810.32 853.32 841.80 828.34 

HQGA 807.57 837.70 875.58 863.23 859.90 848.80 
2 

PGA 854.99 852.30 916.48 869.93 890.85 876.91 
HQGA 844.70 814.87 773.82 858.09 824.26 823.15 

3 
PGA 881.37 867.46 816.94 902.64 859.58 865.60 

HQGA 928.57 853.67 991.69 937.61 912.72 924.85 
4 

PGA 980.27 895.27 1023.79 980.17 967.34 969.37 

Table 3. Running times of HQGA and pure PGA 

Scenario Method Instance1 Instance2 Instance3 Instance4 Instance5 Average 
HQGA 27.30 27.48 27.95 27.75 27.64 27.62 1 
PGA 22.39 23.31 22.63 23.13 22.52 22.79 

HQGA 28.08 27.72 27.91 28.25 27.91 27.97 
2 

PGA 22.94 22.67 22.67 23.38 22.17 22.77 
HQGA 27.47 27.77 27.42 27.95 27.77 27.67 

3 
PGA 22.59 22.52 22.61 22.74 23.03 22.70 

HQGA 27.41 28.31 27.64 27.27 27.44 27.61 
4 

PGA 22.48 22.61 22.61 22.86 22.56 22.63 

5   Conclusions 

This paper presented a hybrid quantum-inspired genetic algorithm for multi-
objective PFSSP. The HQGA can be viewed as a fusion of QGA’s Q-bit based 
search and PGA’s permutation based search. The Q-bit based search adopts the 
representation of Q-bit to take use of parallel quantum search in 0-1 hyperspace, 
which enhances HQGA’s exploration ability, and the permutation based search in 
PGA stresses search in job permutation space, which improves HQGA’s exploitation 
ability. In addition, by adopting multi-objective evaluation methods, HQGA can 
obtain solutions with good proximity and diversity in sense of multi-objective 
optimization. Simulation results and comparisons demonstrate its effectiveness and 
robustness. The future work is to develop more effective hybrid QGA for other kinds 
of multi-objective combinatorial problems, especially the multi-objective job shop 
scheduling problems. 
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Abstract. Genetic algorithm, an effective methodology for solving combinato-
rial optimization problems, is a very computationally expensive algorithm and, 
as such, numerous researchers have undertaken efforts to improve it. In this pa-
per, we presented the partial mapped crossover and cell move or cells exchange 
mutation operators in the genetic algorithm when applied to cell placement 
problem. Traditional initially placement method may cause overlaps between 
two or more cells, so a heuristic initial placement approach and method of 
timely updating the coordinates of cells involved were used in order to elimi-
nate overlaps between cells, meanwhile, considering the characters of different 
circuits to be placed, the punishment item in objective function was simplified. 
This algorithm was applied to test a set of benchmark circuits, and experiments 
reveal its advantages in placement results and time performance when com-
pared with the traditional simulated annealing algorithm. 

1   Introduction 

There exit many different types of placement problems in our real life, and these 
problems are all key technologies, which are worth being discussed. Surface mount 
component placement machines [1] are being widely used in electronic manufacturing 
industry for automated placement of components on printed wire boards, the core of 
surface mount component placement machines is placement algorithm. The place-
ment of sensor nodes [2] is critical to develop the technology for improved fault toler-
ance. Placement of resources in the star network [3] is also an important issue in a 
large system with many processing elements. Placement of Web server replicas [4] 
occurs with the increasing deployment of content distribution networks. It is certain 
that there also have many other placement problems, but the most widely discussed 
and studied placement problem, I think, is cell placement in VLSI layout, it is an 
important phase in VLSI design. The VLSI cell placement problem [5] involves plac-
ing a set of cells on a VLSI layout, given a netlist, which provides the connectivity 
between each cell and a library containing layout information for each type of cell. 
This layout information includes the width and height of the cell, the location of each 
pin, the presence of equivalent pins, and the possible presence of feed through paths 
within the cell. The primary goal of cell placement is to determine the best location of 
each cell so as to minimize the total area of the layout and the wirelength of the nets 
connecting the cells together. With standard cell design, the layout is organized into 
equal height rows, and the desired placement should have equal length rows. 
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The placement problem has been proved to be NP hard, and therefore, it can’t be 
solved exactly in polynomial time. The traditional placement algorithm includes min-
cut graph algorithm [6-7], force-directed algorithm [8], tabu search algorithm [9], 
genetic algorithm [10-11], and simulated annealing [12-13]. Especially, the simulated 
annealing algorithm was widely and successfully used in most of placement tools, but 
there are also some problems in traditional simulated annealing, for example, initial 
temperature shouldn’t be a fixed value for all size circuits, and the placement results 
always differ in the final evaluated wirelength after different computing.  

Genetic Algorithms (GAs) have been widely studied, experimented and applied in 
many fields in engineering worlds. Not only does the GAs provide an alternative 
method to solving problem, it outperforms other traditional methods in most of the 
problems. Therefore, a standard cell placement algorithm based on improved genetic 
algorithm is presented in this paper.  

2   The Cell Placement Problem 

2.1   Problem Formulation 

The cell placement problem can be defined as follows. Given an electrical circuit 
consisting of modules with predefined input and output terminals, and interconnection 
in a predefined way, we need to construct a layout indicating the positions of the cells, 
so that the estimated wirelength and the layout area are minimized. For a standard 
placement, minimizing the wirelength is approximately equivalent to minimizing the 
chip area.                       

Given a design with m  cells need to be placed denoted by },...,,{ 21 mcccC = , 
},...,,{ 21 neeeE =  represents the set of n  nets. To each cell )1( mici ≤≤ , the coordi-

nation ),( ii yx  is used to denote the lower left point of the cell. The design area is a 
rectangle one denoted by points )0,0(  and ),( YX . All the circuit modules are placed 
in k  rows, denoted by },...,,{ 21 krrrR = . In this paper, the main purpose is to get the 
positions of all modules such that total wirelength TWL  of all nets is minimized [14]. 

=

=
n

i
ilTWL

1

 (1) 

Where il  represents estimated wirelength of net i , n  represents net number. 

2.2   Initial Placement 

Traditional initially placement method may cause overlaps between two or more cells, 
which may bring some difficulties in finding the best placement. In this paper, over-
laps are eliminated by a heuristic initial placement method, which is finished in two 
steps. First, the averaged cell number in each row is calculated according to total cell 
number and row number, then, these cells are randomly allocated to each row [15]. It 
should be noted that cells are in the same row should be placed in sequence, so there 
are no overlaps between cells. Second, the remaining cells are allocated one by one to 
the rows whose total length is the shortest. 
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2.3   Object Function 

The object function in traditional simulated annealing placement algorithm is the sum 
of three components: the wirelength cost, the cell overlap penalty, and the row length 
control penalty. In standard cell placement, all cells are of the same height and differ-
ent width, and each move or position exchange may cause cell overlap penalty, which 
makes the optimization process more difficult. Moreover, it also results in the row 
length control penalty, which is a function of the difference between the actual row 
length and the desired row length. A lot of experiments show that too many penalties 
lead to difficulties in finding the best placement solution, especially for circuits with 
too many cells, so a heuristic initial placement method and approach of timely updat-
ing coordinates of cells involved are employed in this paper to avoid many penalties. 

When a cell is moved or when two cells are swapped, it is possible that there is an 
overlap between cells. So, in order to eliminate overlap, we must update involved 
cells’ coordinate timely.  See Fig. 1, cells k,j are selected for swap. It is easy to 
eliminate overlap through updating the involved cells’ coordinates, which can also 
simplify the objective function. 

e k f h i

a j b c d

e j f h i

a k b c d
 

Fig. 1. Eliminate Overlap 

21 γγ +=Cost  (2) 

=

×+×=
n

i
i

V
ii

H
i YX

1
1 )( ααγ  (3) 

=

−=
R

i
RA iLiL

1
2 )()(ωγ  (4) 

where Cost  is objective function, 1γ  is the item of estimated wirelength, iα  is the 

weight, ii YX ,  is the horizontal and the vertical length of net i . 2γ  is the penalty for 
the length of row exceeding (or falling short of) the expected length, ω  is the weight 
of unevenness, R  is the total row number, and )(),( iLiL RA  are the desired row 
length and the real length of row 

3   Improved Genetic Algorithm 

An improved genetic algorithm is presented to deal with the problems discussed in 
section 2, in which the partial mapped crossover, cell move or cells exchange muta-
tion and other important genetic operations of the genetic algorithm will be discussed 
in detail when it is applied to cell placement problem. 
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3.1   A Simple Genetic Algorithm 

Genetic algorithms are a class of optimization algorithms that seek improve perform-
ance by sampling areas of the parameter space that have a high probability for leading 
to good solutions [16].  

As an optimization technique, genetic algorithms simultaneously examine and ma-
nipulate a set of possible solutions [17]. Each candidate solution is represented by a 
string of symbols called chromosome, a chromosome of length n  is defined to be 

),...,,( 21 nsss . A genetic algorithm starts with an initial population, which consists of 

a set of solutions. This population then evolves into different populations for a large 
number of iterations. At last, the algorithm returns the best individual as the final 
solution to the problem. For each iteration or generation, the evolution process pro-
ceeds as follows [18]. Two members (parents) of the population are selected based on 
some probability distribution. These two parents are then combined through a cross-
over operator to produce an offspring. With a low probability the offspring is modi-
fied by a mutation operator to introduce an unexplored search space to the population, 
the diversity of the population is then enhanced. We now have a new population, and 
the evolution process is repeated until a certain condition is met, for example, after a 
fixed number of generation [19].  

3.2   Encoding 

There is an important character in circuit placement. Every cell can be given a serial 
number, which represents the cell throughout the placement process. There are m  
cells in the circuit, and their serial is m,...,2,1 , so integer encoding based genetic 

algorithm can be designed to solve these problems, ),...,,( 21 mssss =  denotes an indi-

vidual, )1 ,1( msmis ii ≤≤≤≤  is randomly generated and the bits differ in value with 

each other.  

3.3   Fitness Evaluation 

In formulation (2) (3) (4), Cost  is objective function, 1γ  is the item of estimated 

wirelength, iα  is the weight, ii YX ,  is the horizontal and the vertical length of net i . 

2γ  is the penalty for the length of row exceeding (or falling short of) the expected 

length, ω  is the weight of unevenness, R  is the total row number, and )(),( iLiL RA  

are the expected length and the real length of row.  
So fitness function can be difined as follows: 

Costf µ=  (5) 

It can ensure that the individual with the maximal fitness has more survival oppor-

tunities, here, µ is a constant, 510=µ .  

It is also noted that we should timely update coordinates of cells involved in the 
crossover and mutation operations before computing the fitness of an individual.  
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3.4   Selection 

In order to ensure proper selection pressure, roulette wheel selection strategy is used 
in this paper. Roulette wheel selection is a proportionate selection scheme in which 
the slots of a roulette wheel are sized according to the fitness of each individual in the 
population. The probability of selecting an individual is therefore proportional to its 
fitness. At the same time we adopt elite selection strategy, which is the best individual 
is retained to the next generation without any modification. 

3.5   Crossover 

There are three styles of crossover operators conventionally used in applications as 
order crossover, partially mapped crossover and cycle crossover. Here, the partial 
mapped crossover (PMX) is adopted for the improved genetic algorithm. It is imple-
mented as follows. When a random cut point is chosen, the segments following the cut 
point in both parents are considered as partial mappings of the modules to be ex-
changed. We take corresponding modules from the segments of both parents, and locate 
both these modules in the first parent and exchange them. This process is repeated for 
all modules in the segment. Thus a module in the segment of the first parent and a mod-
ule in the same location in the second parent will define which modules in the first par-
ent have to be exchanged to generate the offspring. An example is shown in Figure 2. 

 

Fig. 2. PMX Crossover 

3.6   Mutation 

According to the characters of cell placement problem in VLSI layout, we adopt cell move 
mutation and position exchange between two any cells mutation methods in this paper.  

Cell move means that a single cell (bit) is randomly selected and moved to a new 
location according to the mutation rate, it can be moved to the same row or to a dif-
ferent row, which we call them same row move and different row move. The same 
row move can’t result in the change of the total row length, while the different row 
move may cause the change of the total row length.  

The position exchange mutation (see Fig.3) is often used for the integer encoding in 
a GA. When two bits (cells) are randomly selected from an individual to be operated, 
an exchange between their corresponding nodes will be made.  

After the cell move mutation or position exchange mutation, the coordinates of the 
cells involved should be updated according to the description in Fig.1 in order to 
compute the fitness correctly.  
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Fig. 3. Position Exchange Mutation 

The two mutation strategies can be implemented as follows: selecting a cell and a 
position randomly, if the position is vacant, then move the cell to this position, if the 
position is occupied by another cell, then change the position of the two cells. 

4   Experimental Results 

4.1   Experimental Setup and Benchmarks 

In formula (3), 1,1 == V
i

H
i αα . In formula (4), the value of ω  should satisfy a cer-

tain condition, the ratio of the unused length to total length should be less than 1% in 
each row. Fig. 4 shows the optimization process of ω  when the distance between 
adjacent rows are zero )0( =Rowspace  and a standard cell height (SCH: 

SCHRowsapce =  ). 

In Fig 4, X-coordinate represents ω  and Y-coordinate represents ρ , where ρ  is 

the ratio of unused length to total length. Therefore, when 0=Rowspace , 6=ω , and 

when SCHRowsapce = , 5=ω . The proposed algorithm are implemented using 

C++ language on a PC (1 CPU, Intel P4 2.0GHz, 512M RAM, 60G Hard Disk) under 
the windows XP operating system. In the algorithm, the population size is 50 and 
crossover probability is 0.6, mutation rate is 0.025, each computing is run 5000 gen-
erations. All the experimental data we list in the following table by the improved GA 
and simulated annealing approach are the average value achieved by 20 runs. 

    
(a)  0=Rowspace                                    (b) SCHRowsapce =  

Fig. 4. Relationship between ω  and ρ  
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Table 1 shows the statistics of the benchmark circuits used for the experiments, and 
many researchers have used these benchmark circuits to evaluate their placement 
algorithms.  

Table 1. Specification of the Benchmark Circuits 

Benchmarks Cells Nets I/Opads Pins 

fract 149 163 24 510 

struct 1952 1920 64 6207 

primary1 833 904 81 5526 

primary2 3014 3029 108 18407 

biomed 6514 7052 97 28257 

4.2   Comparison with Placement Methods 

Some parameters mentioned above are used in improved genetic algorithm  
(IGA) to test some benchmark circuits, and the results including estimated wire-
length, chip size, row number, ρ  and computation time are listed in Table 2 and 

Table 3. Meanwhile, we listed some results achieved by simulated annealing (SA), 
which is used to make a comparison with the IGA. In Table 2, all the data is 
achieved with 0=Rowspace , and in Table 3, all the data is achieved with  

SCHRowsapce = . 

We can see clearly from Table 2 and Table 3 that IGA runs faster and achieve 
shorter estimated wirelength in most cases that the SA. When 0=Rowspace , the 

IGA runs 9.68% faster and achieves 3.29% shorter estimated wirelength than the SA 
on average. When SCHRowsapce = , the IGA runs 7.03% faster and achieves 6.15% 

shorter estimated wirelength than the SA on average. 

Table 2. Comparison with Two Algorithms when 0=Rowspace

 SA IGA 

Circuits 

Wire-

length 

( mµ ) 

Row 

length 

( mµ ) 

Rows 
ρ  

(%) 

Time 

(m) 

Wire-

length 

( mµ ) 

Row 

length 

( mµ ) 

Rows 
ρ  

(%) 

Time 

(m) 

Fract 46901 976 8 0.41 1.48 45701 976 8 0.41 1.45 

Struct 530214 3477 29 0.55 18.3 506614 3480 29 0.56 16.1 

Primary1 818366 3605 23 0.97 19.4 760913 3602 23 0.96 16.6 

Primary2 2799157 6153 39 0.94 31.6 2751643 6148 39 0.93 28.3 

Biomed 2398537 7539 62 0.86 32.8 2311235 7540 62 0.86 31.1 
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Table 3. Comparison with two algorithms when SCHRowsapce =  

 SA IGA 

Circuits 

Wire-

length 

( mµ ) 

Row 

length 

( mµ ) 

Rows 
ρ  

(%) 

Time 

(m) 

Wire-

length 

( mµ ) 

Row 

length 

( mµ ) 

Row 

num-

ber 

ρ  

(%) 

Time 

(m) 

fract 68654 1296 6 0.97 1.64 68609 1297 6 0.98 1.51 

struct 858971 4769 21 0.84 20.1 653265 4770 21 0.84 19.3 

primary1 1018625 5130 17 0.85 21.8 980132 5130 17 0.85 20.6 

primary2 3628335 10498 22 0.91 34.2 3470321 10499 22 0.91 31.4 

biomed 3428721 10514 44 0.93 33.6 3277672 10509 44 0.93 30.7 

From the above discussion, IGA shows its advantage both in time performance and 
achieving estimated wirelength. Figure 5 is the final placement of circuit ‘fract’, 
which also demonstrates the IGA is feasible and effective for the cell placement in 
VLSI layout. 

  
(a)   0=Rowspace                                    (b) SCHRowsapce =  

Fig. 5. Final Placement of Circuit ‘fract’ by IGA 

5   Conclusions 

The cell placement in VLSI layout is a common subject in most placement problems 
and it is an important phase in VLSI physical design. Many researchers try to solve it 
by genetic algorithms in order to validate whether the final placement results outper-
form the traditional simulated annealing placement methods. According to the charac-
ters of cell placement, we presented a feasible cell placement algorithm based on 
improved genetic algorithm, in this paper a heuristic initial placement approach and 
method of timely updating coordinates of the cells involved were used in order to 
eliminate overlaps between cells. Meanwhile, the punishment item in objective func-
tion was simplified. The partial mapped crossover and cell move or cells’ position 



 An Improved Genetic Algorithm for Cell Placement 531 

exchange mutation operators are also designed for the genetic operation. This algo-
rithm is applied to test a set of benchmark circuits after we optimize some important 
parameters, and experiments show its advantages in placement results and time per-
formance when compared with the traditional simulated annealing. 
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Abstract. Cellular automata (CA) have been accepted as a good evolutionary 
computational model for the simulation of complex physical systems. Mean-
while delegation of role is necessary for scalability of general computing envi-
ronments. However, this practical principle can lead to conflicts at compile time 
and run time. Thus, we propose a policy for Separation of Duty (SoD) in Role-
based Access Control (RBAC), and demonstrate how conflicts between speci-
fied SoD constraints and delegation activities can be detected based on evolu-
tionary computation using Multiple-Attractor CA (MACA).  

1   Introduction 

Techniques adapted from the field of artificial intelligence, especially evolutionary 
computation, are steadily becoming more and more apparent in the area of computer 
security, both in network/host security and in the very demanding area of cryptology 
[1, 2]. In recent years, many algorithms that take advantage of approaches based on 
evolutionary computation have been proposed; for example, in the design and analy-
sis of a number of new cryptographic primitives, ranging from pseudo-random num-
ber generators to block ciphers, in the cryptanalysis of state-of-the-art cryptosystems, 
and in the detection of network attacking patterns [1-3]. As a result of these recent 
successes, there is growing interest from the computer security community in evolu-
tionary computation techniques but there still are a number of open problems in the 
field that should be addressed. 

Cellular automata (CA), as introduced by John Von Neumann [4], have been ac-
cepted as a good computational model for the simulation of complex physical sys-
tems, and have been used in evolutionary computations for over a decade. They can 
readily simulate complex growth patterns and have been used in various applications, 
such as parallel processing computations and number theory [5]. Various studies have 
presented the characteristics of CA based on a group and non-group CA [6, 7]. While 
in the state-evolution graph of a group CA all states belong to some disjoint set of 
cycles, non-group CA are characterized by the presence of some non-reachable states 
in the state-evolution graph. 
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Access control is arguably the most fundamental and most pervasive security 
mechanism in use today. Access control is included in virtually all systems and im-
poses great architectural and administrative challenges at all levels of enterprise com-
puting. From a business perspective, access control can promote the optimal sharing 
and exchange of resources, but it also can frustrate users, impose large administrative 
costs, and cause the unauthorized disclosure or corruption of valuable information [8].  

One of the key issues in most access control systems is authorization administra-
tion policy, the function of granting and revoking authorizations. Centralized and 
decentralized administrations are two possible approaches to policy management [9]. 
In decentralized administration, multiple authorities grant and revoke authorizations, 
and the ability to manage administrative role is delegated to multiple subjects. It is 
flexible and apt to the particular requirements of individual subjects. Nevertheless, 
authorizations become more difficult to control since multiple subjects can grant and 
revoke authorizations, and the problem of cascading and cyclic authorization may 
arise.  

Two significant areas of extensions to the RBAC96 model have been proposed; 
one concentrates on the specification of constraints [10, 11], the other describes a 
framework for role-based delegation [12, 13]. However, these two extensions create a 
new range of problems within a role-based access control model. The main concern is 
that specified SoD can conflict with a model allowing for the delegation of authority 
through role transfer. 

Thus, the current study proposes two kinds of exclusion clarified by role, i.e. ex-
clusion specified by role sets and role pair, and divides the exclusion into two types, 
positive and negative. How to detect conflict in role delegations is demonstrated 
based on linear non-group CA such as MACA. We propose three algorithms for ini-
tialization and activation and show how evolutionary computation is used for the 
proposed schemes. 

The rest of this paper is organized as follows: Section 2 illustrates the characteriza-
tion of multiple-attractor CA. Section 3 describes the proposed policy and conflict 
detection algorithms based on evolutionary computation in role-based access control. 
Section 4 presents an analysis and discussion of our scheme along with the character-
istics of our mechanism. Finally, Section 5 gives our concluding remarks. 

2   Characterization of Linear Non-group Cellular Automata 

A CA is a collection of simple cells arranged in a regular fashion. CAs can be charac-
terized based on four properties: cellular geometry, neighborhood specifications, 
number of states per cell, and the rule to compute to a successor state. The next state 
of a CA depends on the current state and rules [14]. Only 2-state and 3-neighborhood 
CAs are considered in this paper. Table 1 shows an example of evolution according to 
an given initial state and rules. Each mapping is called a ‘rule’ of the CA.  

The next state evolution for the ith cell can be represented as a function of the pre-
sent states of the ith, (i+1)th, and (i-1)th cells for a 3-neighberhood CA: Qi(t+1) = 
f(Qi-1(t), Qi(t), Qi+1(t)), where ‘f’ represents the combinational logic function as a CA 
rule implemented by a combinational logic circuit (CL), and Q(t+1) denotes the next 
state for cell Q(t). 
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Table 1 illustrates an one-dimensional null hybrid CA of 10 cells with rules 102 
and 60 starting at a given binary string (0001110110). CA can also be classified as 
linear or non-linear. If the neighborhood is only dependent on an XOR operation, the 
CA is linear, whereas if it is dependent on another operation, the CA is non-linear. If 
the neighborhood is only dependent on an EXOR or EXNOR operation, then the CA 
can also be referred to as an additive CA. 

Table 1. An one-dimensional null hybrid linear CA of 10 cells with rules 102 and 60 starting at 
a given initial state 

t 102 60 60 60 102 102 60 60 60 102 
0 0 0 0 1 1 1 0 1 1 0 
1 0 0 0 1 0 1 1 1 0 0 
2 0 0 0 1 1 0 0 0 1 0 
3 0 0 0 1 1 0 0 0 1 0 

Rule 60: Qi(t+1) = Qi-1(t) ⊕ Qi(t) 
Rule 102: Qi(t+1) = Qi(t) ⊕ Qi+1(t) 

Furthermore, if the same rule applies to all the cells in a CA, the CA is called a uni-
form or regular CA, whereas if different rules apply to different cells, it is called a 
hybrid CA. In addition, in the structure of CAs, the boundary conditions must be 
taken into consideration since there exist no left neighbor of the leftmost cell and right 
neighbor of the rightmost cell among the cells composing the CA. According to the 
conditions, they are divided into three types: Null Boundary CA (NBCA), Periodic 
Boundary CA (PBCA), and Intermediate Boundary CA (IBCA) [14]. 

2.1   Definitions 

In this section, we define some notations for use in the later sections. 

 Non-group CA: Some of the states are not reachable from any state. 
 (Non) Reachable state: In a state evolution diagram of a non-group CA, a state 

having at least one in-degree is called a reachable state, while a state with no-in-
degree is called a non-reachable state. 

 Attractor: The cycles in the state-evolution diagram of a non-group CA. 
 α-tree: The tree rooted at a cyclic state α is denoted as α-tree. The set of states in 

α-tree is also referred to as α-basin. The terms basin and tree are used inter-
changeably. 

 Depth: The depth of a CA is defined as the minimum number of clock cycles re-
quired to reach the nearest cyclic state from any non-reachable state in the state-
evolution diagram of the CA. 

2.2   Characteristics of Multiple Attractor CA 

Using the logic function defined in the earlier section, it is also represented by the 
characteristic matrix T so that the state at the next instant can be represented by 
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Qi(t+1) = T⋅Qi(t). The state-evolution diagram of a four-cell linear CA is shown in 
Fig.1. It has attractors 0, 1, 8, and 9, and its characteristic matrix T is given by  

=

1100

0110

0110

0011

T   

 

Fig. 1. State-Evolution Diagram of a Four-Cell Linear Null Boundary CA with Rule <102, 102, 
60, 60> 

Theorem 1 [15]. For any two integer n and m (0 ≤ m ≤ n) there exists an n-cell 
MACA with 2m attractors. 

The algorithm for finding an n-cell MACA with 2m attractors is illustrated in [15]. 
Table 2 notes the number of MACA of different sizes with different numbers of at-
tractors. Table 2 shows there are many MACAs with different numbers of attractors, 
so we can use any MACAs according to the number of attractors. 

Table 2. Number of MACA with different number of attractors 

Number of attractors No. of 
cells 2 4 8 16 32 64 128 

4 102 57 12     
5 378 301 97 15    
6 1350 1421 632 146 18   
7 4698 6217 3593 1122 204 21  
8 16038 25745 18556 7407 1798 271 24 

3   Conflict-Detection Based on MACA 

SoD is dividing right for critical operations so that no user acting alone can compro-
mise the security of the data processing system. Existing systems typically rely on 
mutual exclusion of roles to enforce SoD polices and the policy is usually interpreted 
using mutual exclusion rules between roles [8]. However, there still remain difficult 
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problems related to how strictly the policy is interpreted and how this SoD policy 
should be implemented in distributed computing environment.  

To remedy the problems, we classify the policy of SoD rule and present a detailed 
explanation of the policy of SoD rules in section 3.1. We also demonstrate an efficient 
conflict detection algorithm based on multi-attractor CA in section 3.2. 

3.1   Policy of SoD Rules 

We classify two kinds of mutual exclusion clarified by role, i.e. a role set based ex-
clusion and role pair based exclusion. Each kind is divided into two types, positive 
and negative. 

Definition 1. (Role-set based mutual exclusion: SE) Positive type (PSE) is clarified 
based on mutually exclusive role-set while negative type (NSE) is clarified based on 
mutually non-exclusive role sets.  

It is possible to elucidate a set of roles that are mutually exclusive or not. This fea-
ture is particularly desirable if the application features elaborate SoD requirements.  

Definition 2. (Role-pair based mutual exclusion: PE) Positive type (PPE) is clarified 
based on mutually exclusive role-pair while negative type (NPE) is clarified based on 
mutually non-exclusive role-pair.  

This is a more complex feature since the number of pairs is n(n-1)/2 for n roles 

Example 1). There are four roles, r1 through r4, and we assume that a mutual exclu-
sion relationship exists, as shown in Table 3. An ‘×’ in cell i, j indicates that ri is mu-
tually exclusive to rj. Each types has the following result, PSE: r1(r2, r3), r2(r1, r3), 
r3(r1, r2, r4), r4(r1, r3), NSE: r1(r4), r2(r4), r3(φ), r4(r2), PPE: (r1, r2), (r1, r3), (r2, r3), (r3, 
r4) and  NPE: (r1, r4), (r2, r4). 

Table 3. Example of a mutual exclusion relationship among r1 through r4 

 r1 r2 r3 r4 
r1 - × × - 
r2 × - × - 
r3 × × - × 
r4 × - × - 

In PSE and NSE, the roles in parentheses represent exclusive sets or non-exclusive 
sets, respectively, e.g. a user with r2 cannot have r3 at the same time, but r4. In PPE 
and NPE, all roles are tied by pair, and each pair shows that two roles are mutually 
exclusive or not. As shown in the above example, PSE and NSE always have the 
same number of sets as the number of roles. However, if the number of mutually 
exclusive roles is more than half of them, NSE can reduce the initialization time but 
both cases have a similar searching time for finding exclusion. It is better to use NPE 
when the number of mutually exclusive roles is more than n(n-1)/4, as shown in  
Table 3. This can minimize both the initialization time and searching time. 
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3.2   Conflict Detection in Role Delegation 

Let us consider two occasions, initialization and activation, for the whole procedure. 
Initialization is the point of time when mutually exclusive roles are set to the system, 
and activation is the point of time when role delegations occur among users. We dem-
onstrate how to detect conflicts corresponding to PSE, NSE, PPE, and NPE based on 
CA mechanism. As shown in Fig. 2(b) the graph consists of a set of distinct compo-
nents; each component is an inverted tree containing an equal number of states. The 
CA states and attractors can be viewed as the addresses connecting user nodes and 
roles, respectively.  

We assume that there are four roles for distribution such as the above example in 
section 3.1. We could assign one role to each of the four users, but is it essential to 
have four, or could fewer users suffice? Using graph theory, there is an easy way to 
determine this number. The chromatic number, χ(G), of a graph is the minimum num-
ber of colors that are required to color vertices so that no two adjacent vertices are the 
same color [1]. We can model the mutual exclusion relationship with a graph, shown 
in Fig. 2 (a). The graph is constructed directly from Table 3, so that two roles are 
connected in the graph whenever they are designated as mutually exclusive. 

 
(a)                                                            (b) 

Fig. 2. (a) Mutual exclusion relationship and (b) State-Evolution Diagram with assigned users 
and roles according to Example 1 (a solid and dotted quadrangle denote user nodes after ini-
tialization and delegation respectively, and a solid and dotted lines between a user node and a 
state denote assignments after initialization and delegation respectively, and a solid arrow 
indicates an evolution direction) 

Only three colors are needed to ensure that no edge in Fig. 2 (a) is connected to one 
vertex of the same color; therefore, SoD requirements can be maintained by assigning 
roles r1 through r4 to three different users, corresponding to the three colors. In our 
scheme, a tree and state correspond to a role and the address containing user identifi-
cation, respectively.  

For the sake of clarity, we explain our procedures using Example 1. In initializa-
tion procedure, r1 through r3 should be assigned to the different users while r4 can be 
assigned to u1 or u2, since they have only the roles, r1 or r2 that are not mutually ex-
clusive with r4. However, r3 cannot be assigned to u2 since the two roles, r2 and r3, are 
mutually exclusive. 



 Conflict Detection in Role-Based Access Control Using MACA 539 

[Algorithm 1. Assign roles and users to MACA] 

Input    : ui (1 ≤ i ≤ n), rj (1 ≤ j ≤ k, where n ≤ k) 

Output : Assigned role-tree 

1. Select a n-cell MACA with 2m attractors where 2m is more than the number of 
roles (2m ≥ j). 

2. Assign roles and users to MACA according to the proposed policy in section 3.1. 

Table 4. Mutual exclusion relationships among states in MACA according to Example. 1 

Types 0 1 8 9 
PSE 1, 8 0, 8 0, 1, 9 1, 8 
NSE 9 9 - 1 
PPE (0, 1), (0, 8), (1, 8), (8, 9) 
NPE (0, 9), (1, 9) 

After the initialization procedure, Table 3 can be obtained by mutual exclusion re-
lationships among states in MACA. Current roles and users are assigned to role-tree 
without any conflicts. If the CA is loaded with a particular address and allowed to run 
for a number of cycles equal to the depth of such trees, it will evolve through a num-
ber of states before reaching the root of the corresponding tree. Thereafter, the 
evolved state always reaches the attractor autonomously. Let d be the depth of three 
rooted at any attractors; then the following equation holds. 

Qi(t+d) = Td⋅Qi(t) = α                                                      (1) 

where α is an attractor. 
Hence, by autonomous evolution from the CA state of user node, we can obtain the 

role corresponding to a user. In the activation procedure, there are two possible ap-
proaches for delegation. One is that a user wants to delegate a role to a non-specific 
user; the other is that a user wants to delegate a role to a particular user.  

In the former case, our scheme firstly finds a role that is a non-exclusive relation-
ship with the role that a user wants to delegate, and checks if the user assigned the 
role is assigned a role which is mutually exclusive with the previous role. If not, the 
user is assigned to the role-tree; otherwise, it is regarded as conflict and a new user is 
generated and assigned to the role-tree. 

[Algorithm 2. Delegate a role_to a user] 

Input    : ua, ra /* ua wants to delegate ra */ 
Output : ra-tree assigning ub or ra-tree assigning uc  

/* find ub and assign ra-tree or create uc and assign ra-tree */ 

1. Find roles (attractors) that are in a non-mutual exclusion relationship with ra ac-
cording to NSE or NPE. 

2. Check that the users who are assigned the roles found in step 1 have been assigned 
to a role which is mutually exclusive with ra according to PSE or PPE. 

3. Assign the user to the ra-tree; otherwise, conflict occurs, and a new user, uc, can be 
created and assigned to the ra-tree. 
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For example, we assume that u2 wants to delegate r2 to another user shown in 
Fig. 2. We can find that r4(9) is in a non-mutual exclusion relationship with r2(1) 
according to Table 4, but u1 assigned r4 has already been assigned to r1 which is in a 
mutual exclusion relationship with r2. Hence, a new user, u5, should be created and 
assigned to r2. 

In the latter case, we can simply obtain the result by checking whether two roles 
are mutually exclusive or not. 

[Algorithm 3. Delegate a role_to a particular user] 

Input    : ua, ra, ub  /* ua wants to delegate ra to ub */ 

Output : ra-tree assigning ub or conflict alerting 

1. Check that two roles, ra-tree and rb-tree, where ub is assigned to, are mutually 
exclusive. 

2. Assign ub to ra-tree, otherwise, conflict occurs. 

For example, we assume that u2 wants to delegate r2 to u3 in Fig. 2. We can find 
that r2(1) is in a mutual exclusion relationship with r3(8) according to Table 4 so that 
conflict occurs. However, if u1 wants to delegate r4 to u2 then we can get the result 
with r4-tree assigning u2. 

Through the whole proposed algorithm, we could simply find conflict by checking 
relationships between attractors based on evolution of user nodes. A user node should 
evolve for a number of cycles equal to the depth of trees then the evolved state always 
reaches the attractor. After the whole procedures, the previous user node can be de-
leted from the graph according to the administration policy. 

4   Analysis and Discussion 

In this section, we analyze and discuss our policy and conflict detection technique 
based on MACA. For elaborate granting rights, we have realized SoD requirements 
by exclusion of role. In this case, assignment of roles in a SoD environment can be-
come complex. To accomplish this task safely and automatically, a system must first 
ensure that no single user has all roles needed to accomplish a critical task and then 
ensure that roles are assigned to individuals in such a way that no individual will have 
all of these roles through some combination of roles. Users also must be assigned to 
roles in such a way that no user can violate SoD rules through a combination of roles.  

In mutual exclusion of roles, this is more complex and takes more time for initializa-
tion. However, there is no problem with assignment of roles to roles and roles to users 
since mutually exclusive roles cannot be assigned to not only a role but also a user by 
the proposed policy. We propose two types of policy for SoD requirements according to 
the number of mutually exclusive relationships. It is a practical alternative plan if the 
system does not provide enough capability. We find each role by evolution from each 
user node so that conflicts among users and roles can be simply found by proposed 
scheme. Thus, initialization and activation can be achieved without any conflicts. 

In our proposed algorithm classification, the initialization algorithm should be per-
formed at the first stage, and the activation algorithm can be divided into two types. 
One is that a user wants to delegate his or her role to whoever he is, and the other is 
that a user needs to delegate his role to a particular user. Both cases occur frequently 
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in a distributed computing environment so that operating two procedures separately 
offers much better system performance and capacity. 

In RBAC systems, it is hard to manage delegation of roles and permissions. To 
make a simple and robust administration environment, we propose a strategy in dele-
gation model within CA mechanism. An MACA has the same number of states in 
each tree so that roles cannot be assigned to more than the number of states. This 
characteristic can block many roles and permissions being centralized in a particular 
user. The well-designed distribution of roles can minimize frequent granting opera-
tions and user dissatisfaction. 

5   Conclusion 

Administration in RBAC is more difficult to control since multiple subjects can grant 
authorizations, and the problem of cascading and cyclic authorization may arise. 
Thus, we have proposed an efficient delegation mechanism based on the policies of 
SoD requirement and delegation scheme using MACA based on evolutionary compu-
tation. The proposed policy for SoD requirement and delegation scheme can block 
malicious users and minimize delegation time without any conflicts. Thus, we expect 
that our mechanism can be effectively used for granting strategy in complex auto-
matic system within RBAC. 
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Abstract. One of the most fundamental image analysis models is background 
generation that helps to extract information and features in still images and se-
quential images. Since conventional approaches generate the background from 
intensity values of the image affected by illumination, the resulting background 
is often unsatisfactory. In case of background generation with sequential im-
ages, noises and the changes of illumination causes errors in the generated 
background. In this paper we propose an efficient background generation algo-
rithm based on generic algorithm. The proposed algorithm calculates the suit-
ability of changing regions of sequential images, and then causes evolution to 
the next generation to obtain a clear background. In the proposed evolutionary 
algorithm, the chromosome includes edges and intensity values of the images so 
that the algorithm can effectively exclude incorrect information caused by the 
change of illumination and generates an image of pure background. 

1   Introduction 

Background generation is one of fundamental, simple approaches for detection and 
analysis of objects in an image or video. The background generation model provides 
easy segmentation, and as a result makes it easy to detect and analysis feature infor-
mation of an object. The outcomes of background generation are a background image 
and object regions. In the spatial point of view, the generated background should be 
close to the image of subjective human vision. On the other hand, background is  
temporally extracted from a video during a certain period of time, and plays a funda-
mental role in extracting and tracking an object from video. Especially, video-based 
separation of objects and background is a fundamental technique for surveillance, 
medical imaging, military tactic weapons, and traffic monitoring, to name a few. 

There are many obstacles to get a correct background using intensity-based proc-
essing [1]. One typical problem arises with the change of illumination, which can be 
caused by changes in light source, shadow, and internal reflection. Another problem 
arises from changes in camera’s angle. There are many algorithms to overcome these 
problems. 
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One simple approach to background generation accumulates input frames and av-
eraging pixel intensity values at the same position [2]. This approach results in ghost 
artifacts at the boundary of objects and background, and the situation becomes worse 
with illumination change during the frame accumulation. In order to solve this prob-
lem, an edge-based approach first separates background and objects by generating 
background only in the static region. This approach, however, requires too many 
frames to get an acceptable result [3], and is still fragile with illumination change. A 
more sophisticated method using a median filter has been proposed [4], where back-
ground model is generated by the median of pixel intensity values. This method is 
robust against both noise and illumination change in video because of the nature of 
median filter. However, this method cannot handle object motion, so it exhibits unde-
sirable ghost artifacts near moving objects. 

The proposed approach utilizes generic algorithm (GA) as a background generation 
model, where the concepts of survival-of-the-fittest and genetic evolution are used to 
search better, robust background candidates. More specifically, a general GA repro-
duces the next generation by selecting, mating, and mutating dominance genes [9]. As 
a result of evolution of the current generation, only dominance genes survive in the 
suitable environment. The proposed method first detects edges as initial criterions of 
separating objects and background. The gene structure will be generated from the 
detected edges, and the evolving parts represent the dynamic regions of the image. 
The evolving parts are selectively mated and mutated to generate background. By 
using evolutionary algorithm, the proposed algorithm can significantly reduce the 
ghost and illumination change problems in the background generation. 

This paper is organized as follows. In section 2 a brief survey of existing back-
ground generation approaches are presented. The proposed GA-based background 
generation model is described in section 3. Section 4 summarizes comparison among 
various methods, and section 5 concludes the paper. 

2   Background Generation Method and Experiment System 

An object can be easily extracted by subtracting the input image from a generated 
background.  This subtraction approach can easily detect change in video and is good 
for analyzing feature information of an object [4]. More specifically, averaging multi-
ple frames from a video can efficiently remove minor motion and changes, and easily 
generate a background model [7]. This approach, however, requires too many frames 
to accumulate, and the extracted background becomes worse as the amount of illumi-
nation change increases. 

The frame difference method is another simple object extraction method by sub-
tracting two adjacent frames [4]. This can efficiently detects regions that change 
frame by frame, and be used in many simple background elimination applications. 

Abrupt change in illumination affects the generated background, and is finally the 
major factor to deteriorate the quality of background. Difference between two adja-
cent frames can be described as 

)1,,(),,(),,( −−= tyxItyxItyxFrame . (1) 
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Where ),,( tyxI  and )1,,( −tyxI  respectively represent the current and previous 

frames. The desirable property of background is to have constant distribution. Based 
on this context, change in video should not affect the constant distribution.  For this 
reason W4 algorithm separates objects and background using temporal median filter, 
and as a result it can provide constant distribution against illumination change [6]. 
This algorithm can also handle fast motion or abrupt change in the image because of 
the use of median filter. Figure 1 shows a background generation procedure using 
median filter. 

 
{ }11,....., −= nffF  

)()1,,( 1,, −=− tyxFmediantyxBackground  

Fig. 1. Background generation using Median Filter 

Common drawbacks of existing background generation methods are ghost arti-
facts due to frame averaging and noisy artifacts near object’s boundary.  Even the 
median filter-based method cannot avoid noisy boundary effect. Various methods 
are classified and compared in Table 1, and their performance is evaluated in  
Figure2. 

Table 1.  Classification of Background Generation System According to Environment and 
Methods Technique 

 Area Sensor Environment Object Methods 

System 

Indoor 
(I) 

Out-
door(O) 

Color 
(C) 

Grayscale 
(G) 

Illumination 
(I) 

Non-
Illumination 

(NI) 

People(P)
Cars(C) 
Road(R) 

Average(A) 
Edge(E) 

Frame(F) 
Median filter(MF) 

Genetic Algorithm(GA) 
Haritaoglu[4] O G NI P E 
Ysauyuki [5] O G I P F 
Shao Yi [6] O G I R MF 
Propased I,O G I, NI P, C GA 
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(a) Input Image                      (b) Average method 

 
(c) Edge Method                   (d) Median Filter Method 

Fig. 2. Created Background Generation Model using Number of 50 frames 

3   Genetic Algorithm for Background Generation 

GA can be considered as a natural selection and generation-based search algorithm, 
which simultaneously evolves multiple populations to obtain the optimal solution.  
The proposed GA-based background generation algorithm selects parents as a select-
ing operator, generates population by mutating offsprings obtained by crossover, and 
finally selects the one best fitting [8]. The gene structure of this algorithm is shown in 
Figure 3. 

3.1   Gene Structure 

The design of gene structure utilizes variations of input images. The image is gener-
ally represented by pixels whose brightness values are distributed between 20 and 27. 
The big difference of intensity values between objects and background forms edges. 
Since the edge structure is one of main key features of the input image, we can utilize 
the edge difference of observed background and object. In the proposed algorithm the 
chromosome is a bit stream composed of ones and zeros. 

Gene structure does not have to be long to include necessary information. To rep-
resent the features of input images, the proposed algorithm uses a 7-bit chromosome 
per single frame of input images. Figure 3 shows the chromosome structure of the 
proposed algorithm. The chromosome structure represents the edge of the frame with 
2 bits. The first bit is set to one if the image has lots of edges, and zero otherwise. The 
next bit represents the comparison of input edges on the same location between 
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frames. The distribution of the image intensity can be represented by 3 bits. The next 
bit represents frame edge difference, and the last bit represents difference between 
input pixel value and the corresponding average. 

 

Fig. 3. 7-bit chromosome structure 

3.2   Fitness Function 

We calculate the number of pixel to obtain fitness measure. For example, when 
number of changing edge pixel is less then 10% of the total we measure only chang-
ing part because there is no frame difference. This means that the smalls the amount 
of frame difference, the less background and objects change. Over this range, we 
just use average in the region of illumination change as shown in the following 
formulation. 

100
)(Im

__ ×
×

=
heightwidthage

pixeledgenumber
Fitness . (2) 

where, number_edge_pixel represents the number of pixels in edge difference be-
tween  two frames, and image (width×height) the total size of the image. 

3.3   Proposed Background Generation Model (BGM) 

Genetic algorithm is based on a survival-of-the-fittest and genetics. It does not require 
any specific condition for the searching step, and the searching target is the pool be-
cause this algorithm evaluates multiple factors simultaneously, the probability to 
reach the global optimum becomes higher. Such operator in GA includes design of 
the fitness function, reproduction, crossover, and mutation. Because probabilities for 
correct reach depend on the above mention operators, we need a training process to 
find the optimum condition for operations.  

Figure 4 shows the proposed GA-based background generation algorithm. In the 
proposed algorithm, we use the chromosome structure based on edge difference. 
We evaluate the fitness given in Equation 2. Based on the generated background, 
reproduction, crossover, and mutation are performed to produce the new pool. The 
entire process evolves by correcting errors until the convergence criterion is  
satisfied. 
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Fig. 4. Proposed GA-based background generation algorithm 

4   Experimental Results 

In this paper we used standard test image sets provided by PETS2001 and PETS2002, 
at well as in-house test image. We tested existing methods using mean, median, and 
edge to evaluate and compare the performance of the proposed method. The size of 
the input image is 320×240. From the test images shown in Figure 5 we observed that 
(a) has big illumination change due to moving cloud, (b) has the reflection problem, 
and (c) is almost ideal without illumination change. 

             

       (a) In-house Image outdoor image     (b) Indoor image provided by PETS2002 

 

(c) Outdoor image by PETS2001 

Fig. 5.  Test images 
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For the first fifty frame of each video, we tested four different methods and evalu-
ate peak-to-peak signal-to-noise ratio (PSNR) as follows. 

.
)(

1
255

log10

,

2
,,

2

10

′−
=

yx
yxyx II

XY

PSNR
 

(3) 

where I represents the original image, I´ the modified image, and X and Y respectively 
represent the horizontal and vertical sizes of the image. 

Figure 6 shows the unstable case with big change in intensity. This unstable case 
occurs when change in edge difference increases. The proposed algorithm minimizes 
the change by using mean value. 

     
(a) Indoor image provided by PETS2002   (b) The result of unstable chromosome 

Fig. 6. Original image and its unstable counterpart 

Figure 7 shows the background generation results of four different methods using 
the first fifty frame of PETS2002 image. Three existing methods result in noise back-
ground, and are inappropriate to generate clear background. 

   
(a) Average method      (b) Edge Method 

  
(c) Median Filter method         (d) Proposed Method 

Fig. 7. Results of four different background generation methods with PETS2002 image 
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(a) Average method              (b) Edge Method 

  

(c) Median Filter method         (d) Proposed Method 

Fig. 8. Results of four different background generation methods with the in-house outdoor 
image 

  

(a) Average method                (b) Edge Method 

  

(c) Median Filter method         (d) Proposed Method 

Fig. 9.  Results of four different background generation methods with PETS2001 image 
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Figure 10 shows the distribution of the solution according to the number of genera-
tions. Figure 11 shows the fitness of a frame unit. At the 50th frame, there is no change 
in background and objects, and the numbers of generations are correspondingly re-
duced. On the other hand, if illumination changes in 50, 70, or 110 generations, cross-
over and mutation take place. 

 

Fig. 10.  Performance comparison for number of frame Max value [test image (b)] 

 

Fig. 11.  Performance comparison for number of frame for fitness value [test image (b)] 
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Fig. 12.  Performance comparison for number of generation for Max_value and fitness [test 
image (C)] 

Figure 13 shows the results of object extraction using the proposed background 
generation. The proposed method can efficiently generate a difference image of good 
quality compared to the existing methods. 

  
(a)    (b) 

Fig. 13. Results of object extraction by the proposed method 

Results of object extraction using 35 frames by (a) In-house and outdoor image, (b) 
Outdoor image by PETS2002 

Table 2 shows calculated PSNR of created background image the results of existed 
method and proposed method using 50th frame of images in Figure 5. In case of test im-
age (c), the result of the averaging gave better PSNR than the proposed method because 
the illumination of the test image rarely changes. It should be noticed that the average 
method provides poor results if the images contain illumination changes or noises. 

Table 2.  The result of proposed method and existed method by PSNR 

Method 
Test Image (a) by In-

House outdoor 
Test Image (b) 
by PETS2002 

Test Image (c) 
by PETS2001 

Average method 12.41 19.67 24.15 
Edge difference 12.27 17.12 22.80 

Median filter 12.37 20.76 22.39 
proposed 12.49 25.32 23.63 
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5   Conclusions 

The change of illumination in the video sequence is one of the important factors that 
can cause errors in the background generation. Even with many frames in the calcula-
tion, the existing methods still have noises in the generated background due to the 
accumulated pixel errors. The accumulated errors also affect the separation of the 
object and background. 

In this paper, we proposed a background generation algorithm that can resolve 
ghost effects and illumination change problems by using generic algorithm. The ex-
perimental results show that the proposed algorithm can efficiently generate a good 
quality of background with small number of frames compared to the existing algo-
rithm. The computational load of the proposed algorithm, thus, is also small. We 
present the PSNRs of the existing methods and the proposed method to compare the 
correctness of the generated background. The possible future research includes an 
object extraction technique and moving object tracking based on the proposed back-
ground generation model. 
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Abstract. This paper presents a novel architecture for an immunological network 
anomaly detection system in IPv6 environment, Fuzzy Anomaly Detect System 
for IPv6 (FADS6). In order to perform the anomaly detection based on IPv6, it is 
necessary to develop more efficient anomaly detection rules generation 
technology, genetic algorithm is a good choice. A self-adaptive anomaly 
detection model was developed using fuzzy detection anomaly algorithm with 
negative selection of biology and proposed a fuzzy anomaly detection rules 
generation technology for IPv6 using genetic algorithm. In the proposed model, 
optimized the initial population with hash algorithm, encoded the population 
with random real values, and detected the anomaly with fuzzy detection rules. 
This model is flexible, extendible, and adaptable, can meet the needs, preferences 
of network administrators and supplied for IPv6 environment. Evaluated the 
model with CERNET2 backbone traffic, it showed that the model has two 
advantages: algorithm performance and detection effect, and can be applied to 
protect the next generation Internet. 

1   Introduction 

IPv6 contains numerous features that make it more secure, however, the basic 
mechanisms for data transporting stay mostly unchanged, IPv6 is not absolute security 
because there is few security problem derived solely from the IP layer in the network 
model and IPv6 brings new security issues that did not exist with single IPv4. IPv6 also 
includes many enhancements, some of which can be exploited by attackers. Attacks, or 
intrusions, against the IPv6 network will become commonplace events. Recently, 
researches on building security systems to protect IPv6 network have become 
increasingly important with the spread of the next generation internet. Many 
manufacturers and researchers, such as snort[1] and SSL[2], are developing their 
anomaly detection systems on IPv6. While few of these anomaly detection systems is 
perfect ,they are just available to decode the IPv6 packets or help counter the threat of 
the attacks ,and attackers are continually trying to evade detection. Therefore, the time 
for ignoring IPv6 IDS is past. It is the time to understand it, recognize it and deploy its 
obvious advantages. 

Forrest et al.[3] incorporated the mechanism that detects the “self” or “non-self” in 
an immune system into a network security system. We purpose a fuzzy anomaly 
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detection algorithm with negative selection inspired by the artificial immune system. 
Instead of attempting to describe all that is intrusion in the network try, we describe 
what is normal use as “self” and define “non-self” as intrusion, it makes the algorithm 
very suitable for the IPv6 environment, because there are so many new applications in 
IPv6, and we can’t characterize everyone of them. That’s to say, instead of defining the 
“black-list” which includes all of the anomaly behaviors, we define the “white-list” 
which includes all of the normal behaviors. The genetic algorithm (GA) is used to get 
the best characterizations of the normal behaviors.  

There are two main problems in developing an anomaly detection system based on 
GA for IPv6: 

(1) Tremendous IPv6 ad-dresses space. IPv6 has 128-bits address length, which 
means that the source-destination pair may reach 256-bits. It will be a big 
problem for the genetic algorithm. So we should improve the efficiency of the 
genetic algorithm in order to transact all bits in the packets quickly. 

(2) Large numbers of un-known attacks. Due to new header format and protocols in 
IPv6, there are a large number of new attack types. It is impossible for us to 
characterize all the attacks and define crisp rules for each attack. New type of 
detection algorithm must be used to detect the anomaly network behaviors. 

To overcome these issues, we use hash function to accelerate the genetic algorithm. 
Then the fuzzy rules are used to detect the unknown attacks in IPv6 environment.  

2   Genetic Algorithm with Hash Function 

Genetic algorithm is inspired by Darwin’s theory of evolution, it is an evolutionary 
optimization approach which is an alternative to traditional optimization methods. 
Genetic algorithm is most appropriate for complex non-linear models where location of 
the global optimum is a difficult task. Genetic algorithms are based on a biological 
metaphor: They view learning as a competition among a population of evolving 
candidate problem solutions. A 'fitness' function evaluates each solution to decide 
whether it will contribute to the next generation of solutions. Then, through operations 
analogous to gene transfer in sexual reproduction, the algorithm creates a new 
population of candidate solutions. 

The algorithm is started with a set of possible solutions, named as population. 
Each possible solution within the population is also called chromosome. Each 
chromosome is assigned with a fitness value based on the fitness function. Solutions 
from one population are taken and used to construct a new population. This is 
motivated by a hope that the new population will be fitter than the old one. Solutions, 
which are selected to construct new solutions, are selected according to their fitness 
- the fitter they are, the more chances they can have for reproduction. The offspring 
replaces the old population and a generation is completed. This process is repeated 
until certain criteria are met. The processing of the genetic algorithm is shown in 
Figure 1. 

A genetic algorithm was used to evolve valid rules that cover the non-self space. 
This is clearly a multi-objective, multi-model optimization problem. 
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Fig. 1. The processing of the genetic algorithm 

2.1   Chromosomes Encoding 

The first step in genetic algorithm is to “translate” the real problem into “biological 
terms”. GA uses a string to represent the population of solution, namely the 
chromosome. Format of chromosome is called encoding. The genotype is represented 
as an encoding mode of program. The chromosome is made up of genes. Every gene is 
a variable of a problem.  

The encoding of chromosome is very important for the GA evolution procedure, 
because the structure of chromosomes encoding influences the solution speed and the 
space size of solution, and then decide to the GA the efficiency of solution and result. 
The packet content used as input to the initialization population function must uniquely 
represent an IP packet. At the same time, it is desirable to limit the size of the 
population input for performance. Duffield and Grossglauser encountered similar 
requirements while sampling a subset of forwarded packets in an attempt to measure 
traffic flows[5]. They masked variant packet content and selecting an appropriate 
length prefix of the packet to use as input. We use a similar approach to the 
initialization population. Our choice of invariant fields and prefix length is slightly 
different, however. Because the application environment of our algorithm is IPv6, the 
IPv6 header format is slightly simpler but longer compared with IPv4 header. The 
40-byte header of IPv6 is shown in Figure 2, fields in green are masked out, including 
the Version, Priority, Flow label, Payload length, and Hop limit fields. 

 

Fig. 2. The fields of an IPv6 packet 
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The globally unique unicast IPv6 addresses are the only type of addresses that can be 
routed on the Internet. The prefix of the globally unique unicast IPv6 address is ‘001’, 
that’s to say 128-3=125 bits can represent a globally unique unicast IPv6 address 
adequately. An IPv6 node address and its subnet prefix length can be combined in the 
following format: 

6
/ Pr

IPv
Address Node address efix length= − −  (1) 

On the other hand, we usually detect the anomaly behaviors from the outside network. 
The destination addresses must be the addresses inside our network, whose prefixes are 
invariable. The prefix-length for the inside network can be no less than 48, that’s to say 
128-48=80 bits can represent the destination address adequately. The algorithm of the 
processing of initialization population encoding is shown as algorithm 1. 

Algorithm 1. Initialization population encoding.  
Input: The source and destination IPv6 address 
Output: The initialization population 
Begin 

1) Initialize the source IPv6 address S , the destination IPv6 address D , the inside 
network address space I  and the global unicast IPv6 address spaceU . 
2) ( ), ( )S slip S D slip D= = . 
3) IF D I∉  THEN 

  D = ∅ , S = ∅ ; 
     ELSE IF S U∉  THEN 

D = ∅ , S = ∅ ; 
ELSE 
EN S D= ; 

4)  Return EN . 

According to the mention above, we can see that the length of the chromosome 
encoding can be calculated by the equation which is listed as formula (2). 

c n s d
l l l l= + + . (2) 

Where 
c

l  represents the length of the chromosome encoding, 
n

l  represents the length 

of the next header field, 
s

l and 
d

l  represent the length of the source address and the 

destination address. In the condition of our research, the 
n

l =8, 
s

l  =125, dl  =80. That’s 

to say, the length of the chromosome encoding 
c

l  =213. 
The space of the initialization population chromosome can be represented as 

formula (3).  

1 2
{ , , , }

i
C c c c= , 213i =  (3) 

The architecture of the initialization population chromosome is shown as figure 3. 

Definition 1. The efficiency of the initialization population encoding ef , /e cf l l= , 

here l  represents the length of the IPv6 address without encoding. 

The lower value of ef  means the better efficiency of the encoding. In this case, 

ef =66.8%. 
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Fig. 3. The architecture of the initialization population chromosome 

2.2   Initialization Population with Hash Function 

When initializing population, it is essential to have a fast IPv6 address lookup process, 
especially when the frequent user collection is large. To make the initialization 
population smaller in size, we propose a new scheme for population initialization by 
using an appropriate hash function to build a single hash table.  

Hash Functions take a block of data as input, and produce a hash or message digest 
as output. Therefore, we can take a block encoding network data as input and produce a 
hash digest as output. By doing this, we can make the initialization population less in 
size and improve the performance of the genetic algorithm.  

Hashing is the process of running data through a hash function. A hash function is a 
mapping between a set of input values and a set of integers, known as hash values. A 
good hash function has the following properties:  

(1) The hash value is fully determined by the data being hashed.  
(2) The hash function uses all the input data. 
(3) The hash function "uniformly" distributes the data across the entire set of 

possible hash values. 
(4) The hash function generates very different hash values for similar strings. 

We slipped the destination address into three fields: globe-prefix, local-prefix and 
interface-ID. The format of the destination address is shown as figure 4. 

 

Fig. 4. Format of IPv6 destination address 

Size decrease is one of the key issues in initialization population. In this paper, we 
initialize the population using compress algorithm based on non-collision hash 
algorithm and XOR hash algorithm. Hash algorithm allows us to map an element x  in 
a large set into an element h  in a small set through the hash function ( )h f x=  so that 

we can quickly find the information once we have determined the small set to search 
for. The XOR hash algorithm introduces XOR operation to obtain a hash key value. 
The computation of an XOR hash key value structuring the non-collision hash function, 
which is constructed mainly based on source and destination address field so that the 
hash function usually can avoid space explosion problem.  

XOR fold with the destination IP address, the next header and the interface ID. This 
hash function can be expressed as formula (4): 
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( ) [( 8) ]ip nh IDh d d d• = << + ⊕  (4) 

Where lpd  represents the local-prefix of the destination address, nhd represents the next 

header and IDd  represents the interface ID of the destination address. 

Algorithm 2. Initialize population with hash function 
Input: Initialization population 
Output: chromosome 

1) ipD d= ; 

2)  For ( i=1 to 8) Do 
    D D= << , i + + ; 
3) nhD D d= ; 

4) 
ID

D D d= ⊕ ; 

5) C S D= ; 
Return C . 

By doing this, we can compress the destination address from 128-bit to 48-bits, 
which is very effective for the population initialization (see figure 5). 

 

Fig. 5. Compression of the IPv6 destination address 

2.3   Evaluate Fitness 

Generally, the genetic algorithm uses fitness value to estimate the purpose function 
which is represented by a chromosome. In our research, the fitness function of 
anomaly detection is calculated by the distance between chromosomes (also called 
individuals).A good measure of distance between individuals is important for 
genetic algorithm, since it allows the algorithm to replace individuals with closer 
individuals. We use the Hamming distance because there is a strong relation between 
each bit in the chromosome with a single fuzzy set of some particular attribute in the 
search space[6]. The method we used to measure the distance is described as  
formula 5: 

1

1
( , ) [ ( ) ( ) ( ) ( ) ]

2

N

c i p i c i p i

i

dist c p x x x x
N

µ µ γ γ
=

= − + −  (5) 
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Where c, p represents the IPv6 traffic space elements.We can then calculate the match 
distance via formula (6) based on the linguistic distance got from formula (5): 

( , ) 1 ( , )
match

d c p dist c p= −  (6) 

Note that the distance measure is not symmetric. The purpose is to give more 
importance to the area of the parent that is not covered. The justification is as follows: if 
the child covers a high proportion of the parent, that means that the child is a good 
generation of it, but if the child covers only a small portion, then it is not so. 

It will make computation easy. In general, the lower the fitness value is the lower, 
the better. 

3   Fuzzy Rules Detection Algorithm 

We extend the algorithm to evolve fuzzy rules instead of crisp rules in order to improve 
the accuracy of the detection. That is, given a set of self samples, the algorithm will 
generate fuzzy detection rules in the non-self space that can determine if a new sample 
is normal or abnormal. The use of fuzzy rules improves the accuracy of the method and 
produces a measure of deviation from the normal that does not need to partition the 
non-self space[6].We divide the users’ network flow into five type compared with the 
normal network flow: 

(1) Normal 0p :  All of the network data match with the self-set; 

(2) Medium-match 1p : A lot of the network data match with the self-set; 

(3) Low-match 2p : A lot of the network data not match with the self-set, 

this is the critical status between self and non-self; 
(4) Anomaly 3p : All of the network data not match with the self-set; 

(5) Reset 4p : Re-built the self-set. 

According to status defined above, a Petri-Net can be set up. A Petri-Net has the 
same architecture with a continuous time Markov Chain, so a status translation graph of 
the Petri-Net and the corresponding Markov Chain can be gotten as shown in figure 6 
and table 1. 

1λ
2λ

3λ

4λ

5λ
6λ

8λ 9λ

10λ  

Fig. 6. Translation graph of the Petri-Net 

Definition 3. Translation probability 1 2 10{ , , , }λ λ λ λ= , [0,1],1 10i iλ ∈ ≤ ≤ .  

The bigger value of iλ  means the higher probability of translation between statuses.  
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Table 1. Markov Chain of the Petri-Net 

 
0p  1p  2p  3p  4p  

0M  1 0 0 0 0 

1M  0 1 0 0 0 

2M  0 0 1 0 0 

3M  0 0 0 1 0 

4M  0 0 0 0 1 

Definition 4. The status translation matrix of the Markov Chain [ ]ijQ q= , the status 

vector 0 1 2 3 4( , , , , )P p p p p p= . 

1 2 3 1 2 3

6 4 5 6 4 5

8 7 8 7

9 9

10 10

0

0

0 0

0 0 0

00 0

Q

λ λ λ λ λ λ
λ λ λ λ λ λ

λ λ λ λ
λ λ

λ λ

− − −
− − −

= − −
−

 

The user’s network data flow status can be calculated as the following formula: 

0P Q• = 1,0 4ip i= ≤ ≤  (7) 

So the probability of anomaly can be determined as formula (8): 

1 7

1 1 7 8
1 7 8 1

1 4 2

( )
(1 )( )

(1 2 ) (1 )
non self x

λ λµ λ λ λ λ λ λ λ λ
λ λ λ

−
×

=
+ + × + + − +

× +

 
(8) 

Where ( )_ xnon selfµ  represents the degree of membership of x  to the non-self set; thus, 

a value close to zero means that x  is normal and a value close to 1 indicates that x  is 
abnormal. 

4   Experiment 

Our goal of the design is to implement an anomaly detection system for IPv6 
environment. To verify the functionality of the purposed model, we develop several 
intrusion tools for IPv6. These tools utilized vulnerabilities of IPv6 NDP. 

The Neighbor Cache contains information maintained by the Neighbor 
Unreachability Detection algorithm. A key piece of information is a neighbor's 
reachability state, which is one of five possible values. For the windows XP system, 
when received a router advertisement message, it will add a new list in its neighbor 
cache. When the cache is big enough, the system will be downed. In this way, we 
develop several IPv6 intrusion tools. Our IPv6 intrusion tools are shown in table 2: 



 Fuzzy Anomaly Detection System for IPv6 (FADS6) 561 

Table 2. IPv6 intrusion tools 

Name Platform Vulnerability 

Prefix-DOS Win-XP Prefix-list 

RA-DoS-XP Win-XP Source link-layer address 
NS-DoS-XP Win-XP Source link-layer address 

NS-DoS-Linux Linux Source link-layer address 
Vicious-ICMP6-Message Win-XP, Linux ICMP6 option 

Table 3. The data in experiment 

Test Data set Train 

Norm Anomaly 

IPv6 data set 9714100 5881388 13018 

We use the data of the second week as the test data, which include both normal data 
and anomaly data. The descriptions of the intrusions are shown in table 4.  

Table 4. Intrusion description of the test data 

Day Attack name Number of data Number of attack Type 

Mon serverU for IPv6 1247366 24 Root acquire 

Tue Ra_dos_xp 1374855 2969 DoS 

Wed Ns_dos_Linux 795287 777 DoS 

Thu Prefix-Dos 1325282 1555 DoS 

Fri ICMP big packets 1151616 5238 Malice code 

Table 5. Test result 

Model Anomaly false alarms False alarm rate Detection rate 

FADS6 13018 398 2.97% 97.87% 

Snort 13018 3943 23.2% 72.2% 

In order to evaluate the efficiency and the performance of the model, we put 
anomaly system FADS6 on the IPv6 backbone network of CERNET2. CERNET2 is 
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the biggest IPv6 backbone network of China. We use the first week in May 2005 data 
flow of CERNET2 HuaZhong region network as the training data, and the second week 
data as the test data which include some intrusion data developed by ourselves.  

The self-set is built by the data collected from the detection hosts, we collected 
9714,100 packets from the detection host. Encoding the packet according to the method 
above, eliminating the overlap data, we can use the 1471900 residual data as the 
self-set. The data used in the experiment is shown in table 3. 

We compare the detection rate and false alarm rate of the FADS6 with the open 
source intrusion system – snort. The test result shown in table 5 and figure 7. 

From the consequence, we can see that the algorithm can detect most of the 
intrusion, which means the performance of the algorithm is very good. 

 

Fig. 7. Number of attack detected 

5   Conclusion 

We have developed the prototype of the dynamic immune anomaly detection system 
for IPv6: built the dynamic detection engine with evolutionary search, evolved the 
detection rule using the improved GA with hash function. The experiment proved that 
the proposed method is flexible, extendible, and adaptable, can be supplied for IPv6 
environment.  
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Abstract. In this paper, some novel improved genetic operations are presented, 
several combinations of genetic operations are examined and the functions of 
these operations at different evolutionary stages are analyzed by numerical ex-
periments. The essentiality of the ordering of the gene section, the significance 
of the evolutionary inversion operation and the importance of the selection 
model are discussed. Some results provide useful information for the implemen-
tation of the genetic operations for solving the traveling salesman problem. 

1   Introduction 

The Traveling Salesperson Problem (TSP) is a well-known non-polynomial time or 
NP-hard combinatorial optimization problem that has many potential applications and 
has been studied thoroughly. Early efforts in combinatorial optimization in the field of 
evolutionary computation focused on the TSP, which is a generalization and simplified 
form of various complicated problems that have appeared in many fields. Hence, a 
successful solution for the TSP has not only theoretical significance in computational 
theory but also important practical value. The first attempt to use simulated evolution-
ary optimization to address the TSP began in the 1980s. Since then the study on solv-
ing the TSP by simulating natural evolutionary processes has been very active, espe-
cially, in the recent decade. Among those studies most are based on the genetic algo-
rithm [1-3] and a few on the evolutionary programming [4, 5] and the evolution strat-
egy [6]. In this paper we present some improved genetic operations, examine some 
combinations of genetic operations, and analyze the functions of these operations. 

2   Genetic Algorithms for Solving the TSP 

The TSP is conceptually simple: a traveling salesperson must visit every city of a 
specific set of cites exactly once and then return to the starting point. Mathematically, 
the TSP is one of a search of a permutation },,,{ 21 nccc=π  of the integer subset 

},,2,1{ nX = , where an element of X represents a serial number of one of n  cities, 

such that 

−

=
+ +=

1

1
11 ),(),(

n

i
niid ccdccdT  (1) 
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reaches a minimum, where ),( 1+ii ccd  represents the distance from city ic  to city 

1+ic . Note that the size of the search space for the symmetric TSP is 2/)!1( −n , 

where ( ) ( )iiii ccdccd ,, 11 ++ = , a number that grows faster than any finite power of n . 

2.1   Coding Pattern and Fitness Function  

It is natural to adopt coding methods according to the order of the cities to be visited 
when using a GA to solve TSPs. When using the city-order coding method, the legal 
constraint that a city number cannot appear more than once, is implied on initializa-
tion of a population of feasible solutions. In this section the linear scaling technique 
for calculating the fitness function is used. 

dTnMf α=  (2) 

Where α  is a predetermined constant, n the number of cities, M the side-length the 
smallest square covering all cities and dT the length of the tour calculated using (1). 

2.2   Crossover Operations 

The crossover is widely acknowledged as critical to the successful operation of a GA 
and is responsible for exploring the solution space and exploiting or retaining favour-
able characteristics to yield feasible solutions of higher fitness values. In the simula-
tion experiments seven crossover operators were used in different combinations of 
genetic operations to compute solutions of the TSP: 

1) Partially matched crossover (PMX)[7].  
2) Order Crossover (OX)[8].  
3) Order Crossover-like1 (OX-1)[9].  
4) Order Crossover-like2 (OX-2).  

This last operator is an improved version of the OX operator proposed in this paper. 
Here the gene-segment is replaced with several random positions, as follows.  

The two parent strings A  and B  are: 
A  = 1  2  3  4  5  6  7  8  9  and  B  = 9  8  7  6  5  4  3  2  1. 

It is assumed that the second and the fourth positions are randomly selected. The 
corresponding cities concerning these positions are those numbered 2, 4, 8, 6, whose 
positions are retained in the offspring, and the other cities in the corresponding posi-
tions of the two parent strings are swapped. Hence on implementing crossover opera-
tor approach one obtains the offspring 

'A  = 9  2  7  4  5  6  3  8  1  and  'B  = 1  8  3  6  5  4  7  2  9. 
5) Mapping approach of single-point crossover.  

This is an improved approach to the PMX. Only one crossover point is used instead 
of two, and is described as follows: two parent strings are denoted A  and B , and a 
crossover point is selected randomly as 

A  = 9  1  4  5  6  |  7  8  3  2   and  B = 6  8  1  2  3  |  9  5  4  7. 
A simple single-point crossover operation, applied to the above two strings yields 

'A  = 9  1  4  5  6  |  9  5  4  7   and  'B  = 6  8  1  2  3  |  7  8  3  2. 
Examine the repeat for the number in front of the crossover point and implement 

the crossover according to the mapping relation of the position in the rearward of the 
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crossover point. For string 'A , we have that 9 → 7, 5 → 8, 4 → 3 and 7 → 2. From the 
first and last replacements we have the final result 9 → 2. Hence, one obtains 

''A =  2  1  3  8  6  9  5  4  7  and  ''B =  6  5  1  9  4  7  8   3  2 . 
6) Order crossover approach of a single point [10].  
7) Position information [10]. 

2.3   Mutation Operations 

Mutation refers to the process of increasing diversity in the population by introducing 
random variations in the individuals of the population. Four kinds of mutation opera-
tions are employed in different genetic operation combinations, of which two im-
proved crossover operations are proposed in this paper. The four mutation operations 
are as follows: 

1) Reciprocal exchange mutation. Select two points in the string and swap their val-
ues. 
2) Insertion mutation. Select a number in the string randomly and insert the number 
into the point between two randomly selected insertion points. 
3) Translocation mutation. It is an improved approach proposed in this paper. A deci-
sion is made to mutate each number in the string using a Bernoulli approach. The 
numbers without passing Bernoulli probabilities are kept in their original positions 
and the others are translocated in turn. For example, for string A   = 1  2  3  4  5  6  7  
8  9, if the numbers 3, 6 and 7 pass Bernoulli probabilities, then they are translocated 
in turn and the numbers in the other positions are unchanged: the mutated gene is: 'A  
= 1  2  7  4  5  3  6  8  9. 
4) Object-oriented mutation. It is also a novel approach proposed in this paper. A 
heuristic mutation operator based on a greedy algorithm is proposed, where a local 
minimization is performed at each step. If the distance of some two adjoining num-
bers is larger than that of any other adjoining numbers in the string, then the adjoining 
for the two numbers is irrational. The steps of the algorithm are as follows: 

Step 1. Find two adjoining numbers with the largest distance between them and ran-
domly select one: set indicator 0=i . 
Step 2. Exchange the selected number with another different number selected ran-
domly from the string. If the fitness of the given string does not increase, the opera-
tion is implemented again: .++i  
Step 3. If the fitness increases then stop, else if 2<i , go to Step 4, else go to Step 5. 
Step 4. Select the other number from the two adjoining numbers to repeat Step 2. 
Step 5. Implement reciprocal exchange mutation. 

2.4   Evolutionary Inversion Operator 

The evolutionary inversion operator involves selecting two points randomly from the 
string, and reversing the sub-string between these points. Numerical simulations show 
that whether or not to implement an evolutionary inversion operator between two 
numbers in a given string should be determined from a pre-computed judgment. Let 
the string A  be  
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njjii cccccccA ,,,,,,,,, 1121 ++=  (3) 

If         ),(),(),(),( 1111 ++++ +<+ jjiijiji ccdccdccdccd  (4) 

then the inversion section of A  is the set of values },{ ,1 ji cc + . The evolutionary 

inversion operator is then implemented to yield 

),,|,,|,,,( 11121 njijji ccccccccA ++−=  (5) 

For the implementation of the above mentioned evolutionary inversion judgment, 
we should first determine the length of inversion judgment according to the require-
ment and the different genetic operation combinations, then select a sub-string with 
length l  randomly in the parental string and implement the judgment for each number 
in the sub-string with all others using inequality Eq.(4). The evolutionary inversion 
adopted here is a continuous inversion operation with increasing fitness, and is im-
plemented continuously until there is no such an operation. 

3   Experimental Analysis of Genetic Operations  

In order to examine and analyze the effect of different operations in computing the 
TSP, experiments were implemented using certain genetic operations and their com-
binations. To describe briefly, the names of some operations are abbreviated as fol-
lows: mapping approach of single-point crossover (MSPX), order crossover approach 
of a single point (OSPX), position information (PIX), reciprocal exchange mutation 
(REM), insertion mutation (IM), translocation mutation (TM), and object-oriented 
mutation (OOM). Besides, PMX-1 represents the PMX operation without the same 
numbers required in gene-sequence, and PMX-2 represents the PMX operation no 
restrictions on numbers in the gene-sequence. BA + represents that operators A and 
B are used randomly in the evolutional process, and BA  represents that operator A is 

used in the early iterations and operator B is used in the later iterations. The algo-
rithms using combinations of genetic operations are shown in Table 1. In all the algo-
rithms, the fitness proportional model and the condition of worst death are adopted. 

Table 1. Algorithms using different combinations of genetic operations 

GA0 GA1 GA2 GA3 GA4 GA5 GA6 GA7 GA8 GA9 GA10 GA11 GA12 
OX-1 OX-1 OX-1 OX-1 OX-1 OX OX-2 PMX-1 PMX-2 PMX||OX MSPX OSPX PIX 
REM IM REM+IM TM OOM REM REM IM IM IM REM REM REM 

3.1   Analysis of Crossover and Mutation on Optimization Results 

The above algorithms are used in computational experiments and the results are in 
Table 2. The related parameters employed in the algorithms are as follows: the popu-
lation size is 100 individuals, the crossover and mutation probabilities are 0.95 and 
0.003 respectively, the inversion length l is 1/3 the length of the original string, the 
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permitted renewable times of population is taken as 3000 (units) and the length of a 
tour is the relative length defined as  

fT /104=  (6) 

Where  f  is the fitness function given by (2), the constant α  in (2) is 76.5. For more 
comprehensive study, we have constructed new instances using randomly-generated 
two-dimensional point sets. Numerical experiments are performed on a PC with Pen-
tium IV 1.4 GHz processor and 256MB memory. 

The data listed in Table 2 are the average values obtained from ten measurements. 
Each algorithm uses different search techniques for different numbers of cities: 200, 
400, 600 and 800. In general, GA4 and GA11 have relatively superior qualities of 
solution and execution times to the others. From the summation of the relative lengths 
and elapsed times it can be seen that GA11 and GA12 are the best and worst algo-
rithms respectively. Figs. 1-4 show the best tours for the different sizes and algorithms. 

Table 2. Comparisons of simulation times and relative lengths using different genetic operator 
combinations 

Scale 200 400 600 800 Summation 

Alg T Time T Time T Time T Time T Time 

GA0 99.80 21.12 99.82 25.57 104.41 37.58 111.03 59.09 415.06 143.36 

GA1 99.80 23.37 99.68 25.14 104.41 37.49 110.87 59.23 414.76 145.23 

GA2 99.80 22.14 99.64 25.56 104.37 37.44 110.65 59.01 414.46 144.15 

GA3 99.92 26.59 101.22 25.54 105.89 37.55 110.79 59.23 417.82 148.91 

GA4 98.90 23.42 99.68 26.47 103.07 38.21 110.69 59.52 412.34 147.62 

GA5 99.80 21.01 99.92 25.52 104.35 37.59 111.06 58.57 415.13 142.69 

GA6 100.33 23.44 100.47 26.03 105.78 37.23 111.56 58.49 418.14 145.19 

GA7 101.78 19.57 102.38 30.10 104.42 38.42 113.53 73.37 422.11 161.46 

GA8 99.76 26.51 102.81 25.07 105.54 30.29 113.47 69.36 421.58 151.23 

GA9 99.57 26.39 99.97 29.35 103.09 36.27 111.01 71.38 413.64 163.39 

GA10 100.63 49.50 106.19 25.26 105.27 31.35 112.65 73.59 424.74 179.70 

GA11 100.01 22.47 99.57 25.16 102.36 28.10 110.30 50.50 412.24 126.23 

GA12 106.12 87.57 107.01 52.38 109.62 161.37 123.33 201.14 446.08 502.46 

 

 

Fig. 1. The best tour for 200 cities 

 

Fig. 2. The best tour for 400 cities 
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Fig. 3. The best tour for 600 cities 

 

Fig. 4. The best tour for 800 cities 

From the results in Table 2, the following conclusions may be made: 

1)  It can be seen that there are few differences between the best results obtained us-
ing GA0, GA1 and GA2. This suggests that the mutation operator plays a relative 
minor role in the search process. In fact, the essentially identical results are due to the 
small mutation probability, which makes the mutation occur only a few times during 
the search process. However, it is noticeable that the results of GA2 are better than 
those of GA0 and GA1, and indicates that using reciprocal exchange mutation and 
insertion mutation randomly promotes a diversity of the search over the space of pos-
sible solutions. 
2)  The best solutions of GA3 are worse than those of GA0, GA1 and GA2. This is 
due to the limited use of mutation in the search process. For each position in the string 
we judge whether it should be mutated by the probability of 0.003 on this condition 
that the string has passed Bernoulli probabilities. Hence the chance of mutation is 
greatly reduced, and diversification is minimal resulting in only a small part of the 
search space being explored.  
3)  The fitness values of GA4 are better than those of the first four algorithms because 
of the effect of object-oriented mutation operator presented in this section, but the 
time of GA4 is greater than those of GA0, GA1 and GA2.  
4)  The results of GA5 and those of GA0 are almost the same. The order crossover in 
GA5 retains the position of the gene-sequence while the crossover in GA0 relocates 
the sequence to the front of the string. Here there is a difference in position of the 
parent tail forwarded to the offspring. But since there is only one place in the gene 
sequence, or sequence of cities where the ordering of the cities is rearranged, it does 
not alter the tour length. Hence the relative lengths are similar. 
5)  The crossover of GA6 uses several random cities instead of a random point se-
lected to specify the location of the tail segment, as used in GA0 and GA5. However 
this random selection of cities does not preserve tour order and hence, tours of greater 
length may result. 
6)  Both GA0 and GA7 are based on two-point crossover; however, in general, the best 
solutions in GA0 are superior to those in GA7. If one neglects the differences caused 
by the mutation, one finds that the algorithms differ in the method of constraint  
satisfaction. In order to satisfy the constraints, the crossover in GA0 adopts a way of  
removing the repeated cities outside the transferred gene-sequence, whereas the cross-
over in GA7 uses a mapping approach to change the city position outside the region of 
the transferred gene-sequence. For a superior TSP tour, if one retains the city order and 
remove some cities then the tour may still be of smaller length. However, if cities are 
removed and replaced with others, tours of greater length may result. Hence, the  
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crossover method in GA0 is more suitable for solving the TSP than that of GA7, and 
the fitness values reflecting the tour lengths from GA0 support this conclusion. 
7)  The crossover methods selected in GA7, GA8, and GA10 use the method of map-
ping change to satisfy the constraints. These kinds of methods have an adverse effect 
on maintaining gene structure when crossing over to produce offspring and the results 
from these algorithms are not better. The difference between GA7 and GA8 is solely 
that GA7 specifies that there should not be the same city numbers in the tail gene-
sequences of two parental strings. If the gene-sequences are too long, then repeated 
city numbers tends to occur; here the tail sequences in GA7 are typically shorter than 
that in GA8. A good crossover operator should have the following properties: In order 
to promote the generation of high fitness individuals at early stages of evolution, the 
diversity of searching solution space should be greater and the length of the gene 
section to be ordered should be smaller. In order to retain the structural properties of 
high fitness individuals at later stages of evolution, the search diversity should be 
relatively constrained and the length of the gene section to be ordered should be rela-
tively greater. GA7 and GA8 have their respective advantages at the different stage of 
evolution. 
8)  GA9 uses the PMX approach in initial evolution and the OX approach at a later 
stage. The results of GA9 are superior to those of GA 8 and GA5. The ordering ability 
of PMX is weaker than that of OX but the destructiveness is stronger. GA 9 uses 
PMX to simulate the process of initial evolution in the early iterations by extending 
the distribution of offspring in the search space. When fitter genes are obtained, GA 8 
using OX has greater potential of retaining their structure and passing this on to future 
generations. The results of GA 9 support the observations concerning favourable 
properties of the crossover operator in 7) again. 
9)  The unique difference between GA0 and GA11 is that two-point crossover and 
one-point crossover are used respectively. GA11 employs a special two-point cross-
over operation, where the second point of crossover is not selected randomly but is 
fixed in the final position. Therefore, the methodology is identical in GA0 and GA11. 
Their difference is in the average length of the tail gene-sequence. The expectation of 
the length of the tail sequence in GA0 is one-third of the length of the whole string, 
while that in GA11 is one half. Relatively speaking, GA11 has greater structural pre-
serving qualities. On one hand the superior gene section is apt to survive, on the other 
hand the inferior gene section is difficult to evolve. 
10)  The search ability and efficiency of GA12 are worse than those of the other algo-
rithms. This is because the tail gene-sequence is not retained from one generation to 
the next in GA12 and much inherited information is lost. It can be seen that in general 
a suitable selection of the length of the tail gene-sequence, i.e. the ordering of a gene 
section, is essential. 

3.2   Effect of Selection Model on Optimization Results 

In order to examine the effect of the selection operator using a GA for optimization of 
the TSP, the fitness proportional model was exchanged for the tournament selection 
model. The new algorithm is denoted GA0*. The measured process and parameter 
selection are the same as those used in GA0. The data listed in Table 3 are the average 
values obtained from ten measurements. The execution time is not listed in these 
tables as it is similar for both GA0 and GA0*, as both algorithms perform an equal 
number of iterations. 
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Table 3. Comparisons of effect of selection model on optimization results (600 cities) 

Iterations (n) 400 800 1600 2500 
Algorithm 
GA0 
GA0* 

T 
123.54 
120.82 

T 
112.73 
110.06 

T 
107.96 
108.57 

T 
104.41 
106.03 

From Table 3 it can be seen that the convergence speed of GA0* is faster than 
GA0’s, while the final fitness value of GA0* is worse than that of GA0. 

For the case that the initial population is randomly generated, the probability that 
the best individual exists in the initial population is  

N
o wmp )1(10 −−=  (7) 

Where w  is the size of the solution space, m  the number of the best individual in the 
solution space, and N  a given population scale. The number of new individuals gen-
erated at the tht  iteration, when we consider the actions of the crossover and mutation 
operators, is 

trmc ppppNn )( +=  (8) 

Where cp  is the crossover probability, mp  the mutation probability, rp  the prob-
ability that the individuals generated at the tht  iteration are not duplications of each 
other, tp  the probability that the individuals generated at the tht  iteration are not 
duplicated with individuals generated in all previous generations. The probability that 
the best individual can be generated at the tht  iteration is 

t
ppppNt

o
trmcwmp λ⋅−−= + ])1(1[ )(  (9) 

Where tλ  is the ratio that the best individual is easier to be generated at the tht  itera-
tion than in the ( )th1t−  iteration because of the effect of the selection models. The 
term trmc ppppN )( +  is not only related to the given parameters, but also to the 
intricate mechanism of crossover and mutation operators. This term is the same for 
both GA0* and GA0. That is, the selection model determines whether the best indi-
vidual can be generated as early as possible. The tournament model has larger value 
of tλ  than the proportional model, but it does not ensure the convergence property of 
the algorithm. However, the selection model of GA0 does ensure convergence. So 
although GA0* has a relatively fast speed of convergence, it can easily get into local 
optimization solutions and accordingly it can not find a very good solution. 

3.3   Effect of Evolutionary Inversion Operation on Best Results 

The evolutionary inversion operation is used to improve a given string such that it 
reaches its local extreme value. To examine the local search function of the GA using 
the evolutionary inversion operation, the length of the gene sequence to be inverted in 
GA0 is increased from 1/3 of the string length to the entire string length; the new 
algorithm is named GA0'. In this way any two city numbers in a string are eligible to 
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be inverted. For GA0' the measured process and parameter selection are the same as 
those adopted in GA0. The relative length T corresponding to the best tour length for 
GA0', for n=800, is 108.42; this is better than 111.03 using GA0. However, the execu-
tion time of GA0' is 127.72, which is about twice times that obtained using GA0 of 
59.09 (s). It can be seen that the evolutionary inversion operation is more optimal but 
more time consuming. Its local search ability enhances diversification, but for the 
same number of population renewal steps, if the inversion length is extended, greater 
optimality may be acquired. To increase the speed of computation the number of 
population renewal steps is reduced from 3000 using GA0, to 1400 using GA0'. The 
computation was rerun and the results obtained are shown in Table 4. 

Table 4. Comparison of effect of evolutionary inversion operation on best results 

Scale 200 400 600 800 
Algorithm T Time(s) T Time(s) T Time(s) T Time(s) 

GA0 99.80 21.12 99.82 25.57 104.41 37.58 111.03 59.09 
GA0' 99.76 19.53 99.68 23.19 104.35 33.09 110.79 56.30 
GA12 106.12 87.57 107.01 52.38 109.62 161.37 123.33 201.14 
GA12' 104.85 61.42 106.64 43.52 107.38 98.77 118.06 135.18 

From the results of Table 4, it can be seen that in general the tour lengths and the 
execution time of GA0' are shorter than those of GA0. The same experiments were 
also performed for the most worst of the 13 algorithms, that is, GA12. The corre-
sponding modified algorithm denoted GA12' was compared to GA12 and the results 
obtained are listed in Table 4. It can be seen from the tour lengths and the execution 
times, that the modified algorithm GA12' is better than the original GA12. It shows 
that the evolutionary inversion is effective on speeding up the convergence of the 
search process. The effect of the evolutionary inversion on the entire running time can 
be reduced to a great extent by decreasing the renewal steps of population. Since the 
evolutionary inversion operation needs long running time, a suitable string length for 
the inversion operation may be selected depending on the total number of cities so as 
to refine the search quality and algorithmic efficiency. 

In the experiments it is found that the fluctuation among the best solutions of tours 
measured each time is large, whereas the fluctuation among the running time is small. 
These phenomena show that the evolutionary inversion operation plays a part in 
search process, but some feasible solutions may stick at local optima. In order to 
change this trend we increase the mutation probability from 0.003 to 0.3, let the re-
newal steps of population be still 1400, and repeat the above experiment for 600=n . 
We denote the algorithm as GA12". The best relative tours and variance obtained 
using GA12' and GA12" are shown in Table 5. 

Table 5. Comparison of effect of evolutionary inversion operation on best results 

 1 2 3 4 5 6 7 8 9 10 σ2 
GA12' 108.08 107.17 107.15 108.29 108.20 107.09 107.81 107.69 108.31 106.71 0.38 
GA12" 107.63 107.45 107.37 107.82 106.90 107.15 107.55 107.43 107.19 107.66 0.08 



572 H. Ge et al. 

In Table 5 the mean and variance 
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are calculated to compare the methods and are used to arrive at conclusions about 
their relative performance: here ix  is the observed measurement and n  the size of the 
data set. 

In the 10 respective measurements using GA12' and GA12", the variance of GA12" 
is about 21% that of GA12'. The obvious improvement of GA12" over GA12' shows 
the effect of increasing the mutation probability. 

4   Conclusions 

Some simulation experiments are performed using the improved genetic operations 
and some combinations of genetic operations in order to analyze the functions of 
these operations. Genetic operations have a direct effect to optimization result. The 
same operation is not always favorable to individual evolution at different stages. It 
has a favorable effect on the genetic evolution to use different operators in different 
evolutional stages or to use different operators randomly in the same evolutional 
stage. Different matching range, i.e. different average length of gene section to be 
ordered, has also a direct impact on the best results of the TSP. A suitable selection on 
the length of the matching range is essential in genetic algorithms for solving the TSP. 
The relationship between selection of matching range and different genetic operators 
is a further question. The evolutionary inversion operation is significant in genetic 
algorithms for solving the TSP. A suitable selection of the length of the inversion 
judgment enables the search quality and efficiency to be improved simultaneously. 
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Abstract. The objective of multiple Unmanned Aerial Vehicles(UAVs)
reconnaissance is to employ different kinds of UAVs conducting recon-
naissance on a set of targets within predefined time windows at minimum
cost, without violating the real-world constraints. This paper presents a
mathematical formulation for the problem, which is a multi-objective
optimization problem. A Pareto optimality based multi-objective evo-
lutionary algorithm, MURMOEA, is put forward to solve the problem.
In MURMOEA, an integer string is used to represent the chromosome.
Pareto dominance based tournament selection with elitism strategy is in-
troduced, which ensures that MURMOEA converges toward the Pareto
set and prevents bias to any object. A novel sequence crossover opera-
tor is designed to ensure the feasibilities of the children, and a problem
specific forward insert mutation operator is designed to ensure the valid-
ity of the mutated individuals. Finally the simulation results show the
efficiency of our algorithm.

1 Introduction

Unmanned Aerial vehicles (UAVs) provide effective alternatives to manned vehi-
cles for dull, dirty, dangerous, or costly missions. Using a fleet of UAVs equipped
with special sensors to conduct air reconnaissance is one of the excellent appli-
cations of UAVs, and remains key activities in military operations.

Some literatures have been proposed for the multiple UAVs reconnaissance
problem. Ryan[1] formulated the problem as a multiple travelling salesman prob-
lem(TSP) with time window constraints and solved by tabu search algorithm.
Hutchison[2] proposed a method which divided the operations area into identi-
cal sectors and allocated the targets in one sectors to a given UAV. Then TSP
defined to find the shortest path connecting each target for an UAV is solved
using simulated annealing algorithm. Ousingsawat[3] divided the problem to
two issues, minimum-time trajectory problem and task assignment problem. A*
search is used to find the shortest path between two points, then the task as-
signment problem is expressed as a mixed integer linear program solved using
the MATLAB optimization toolbox.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 574–585, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In fact, multi-UAV reconnaissance is a multi-objective optimization prob-
lem(MOP). On the one hand, the total travel distance and total consumed
time of UAVs should be minimized. On the other hand, the number of UAVs
employed in conducting reconnaissance should also be minimized. This paper
presents a mathematical model for multi-objective Multi-UAV reconnaissance
problem(MOMURP). Then a novel Pareto optimality based multiobjective evo-
lutionary algorithm MURMOEA is proposed to solve MOMURP.

The rest of the paper is organized as follows. Section 2 presents the mathe-
matical model of MOMURP. The proposed MURMOEA is described in detail
in section 3. Section 4 shows the simulation results and section 5 concludes the
paper.

2 Multi-UAV Reconnaissance Problem Formulation

A typical Multi-UAV Reconnaissance Problem can be described as that, NV

kinds of UAVs with different capabilities are asked to conduct reconnaissance on
NT targets with different sites. Mission plans should be quickly made for UAVs
that meet the reconnaissance demands of all the targets and can deal with the
real-world constraints such as imagery requirements(reconnaissance resolution),
time windows, and capabilities of the UAVs(i.e. imagery resolution, maximum
permitted travel time etc.).

The reconnaissance targets set is denoted by T0 = {1, 2, ..., NT}, where NT is
the number of targets. Ri is the reconnaissance resolution demand of target i.
Each target i has a time window [ei, li], where ei is the earliest time allowed for
reconnaissance on it and li is the latest time allowed for reconnaissance on it.
Ti is the time to begin reconnaissance on target i. An UAV may arrive before
ei, which incurs the waiting time wi until reconnaissance is possible. However,
no UAV may arrive past li. The set T = {0, 1, 2, ..., NT} denotes the extended
targets set, where 0 indicates the base that UAVs depart from and return to.
V = {V 1, V 2, ..., V NV } denotes UAVs set with different capabilities, where V k

denotes the k -th kind of UAVs set and vk
q is the q-th UAV in V k. The maximum

travel time permitted for UAVs in V k is TLk, and the reconnaissance resolution
is rk. ck is the cost to employ one UAV in V k. sk

i denotes the reconnaissance
duration for UAV in V k on target i. The routes set between target pairs is
denoted by A = {(i, j)|i, j ∈ T ∧ i �= j}. The routes between target pairs can be
calculated by classical routing algorithms such as A*. In the rest of the paper,
we assume that the routes between target pairs are known. Each route (i, j) ∈ A
is associated with a distance dij denoting the length of (i, j) and a travel time
tkij denoting the travel time for UAV in V k between target i and j.

The decision variable of MOMURP is

xk
pij =

{
1 if route (i, j) is used by UAV vk

p

0 otherwise
(1)

The MOMURP model can be mathematically formulated as follows:

(MOMURP) min f = (f1, f2) (2)
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f1 =
∑

V k∈V

|V k|ck (3)

f2 =
∑

V k∈V

∑
vk

p∈V k

∑
(i,j)∈A

fk
ijx

k
pij (4)

Where fk
ij = αdij + β(Ti + sk

i + tkij + wj).
Subject to: ∑

j∈T0

xk
p0j = 1,

∑
j∈T0

xk
pj0 = 1, ∀vk

p ∈ V k, V k ∈ V (5)

∑
V k∈V

∑
vk

p∈V k

∑
i∈T

xk
pij = 1 ∀j ∈ T0 (6)

∑
V k∈V

∑
vk

p∈V k

∑
j∈T

xk
pij = 1 ∀i ∈ T0 (7)

ei ≤ Ti ≤ li ∀i ∈ T0 (8)

if xk
pij = 1, then Ti + sk

i + tkij + wj = Tj (9)

wj = max(0, ej − (Ti + sk
i + tkij)) (10)∑

(i,j)∈A

xk
pij(t

k
ij + sk

j + wj) ≤ TLk ∀vk
p ∈ V k, V k ∈ V (11)

if xk
pij = 1, then rk ≤ Rj (12)

MOMURP has two objectives to minimize. Objective function(3) states that
the cost to employ UAVs should be minimized. Objective function(4) means to
minimize the total UAVs travel distances and the consumed time for finishing the
reconnaissance mission. f1 is called UAV employ cost and f2 is called cooperative
reconnaissance cost in the rest of the paper. Eq.(5) specifies that each UAV
should begin at the base and return to the base at the end of the mission. Eq.(6)
and (7) ensure that each target can be reconnoitred by one and only one UAV.
The time feasibility constraints are defined in equations (8)-(11). Inequality (8)
imposes the time window constraints. Waiting time is the amount of time that
an UAV has to wait if it arrives at a target location before the earliest time for
that target. Inequality (11) states that the total travel time of an UAV could not
exceed the maximum permitted travel time of it. Inequality (12) restricts that
the UAV conducting reconnaissance on a target should satisfy the reconnaissance
resolution demand of the target.

3 Multiobjective Evolutionary Algorithm for MOMURP:
MURMOEA

Multi-objective Evolutionary Algorithm(MOEA) has been increasingly investi-
gated to solve MOP and has been proven to be a general, robust and powerful
search mechanism[4][5][6]. This section provides a MOEA based algorithm to
solve MOMURP, which is named as MURMOEA.
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3.1 The Flowchart of MURMOEA

Fig.1 illustrates the flowchart of MURMOEA, which provides an overall view
of the algorithm. Each component such as chromosome representation, initial
population creation, evolutionary operators and elitism strategy will be described
in detail in the following sections.

 

Initial populat ion creation 

Vector objective 

computation 

Pareto dominance based 

Tournament Selection 

Sequence Crossover  

Forward Insert Mutation

Elitism 

 Meet stopping 

criteria?  

End

Start 

Yes 

No 

New population  

Fig. 1. The flowchart of proposed MURMOEA

The initial population is composed of feasible solutions and random solutions.
The vector objective of each individual is computed according to Eq.(2)-(4).
Then Pareto dominance based tournament selection process is carried out to
generate the parent individuals. Elitism process prevents losing of good indi-
viduals generated in the evolution process. Evolutionary operators including a
sequence crossover and a forward insert mutation will be applied to the selected
individuals to generate a new feasible population. Then the new population re-
peats the evolutionary process until the stopping criteria is met.

3.2 Chromosome Representation

To facilitate chromosome representation in MURMOEA, we make the following
assumptions (the assumptions will not simplify the problem and are made just
for convenience):

(1) The UAVs set is sorted according to the reconnaissance resolutions, i.e.
for V = {V 1, V 2, ..., V NV }, r1 < r2 < ... < rNv holds.
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(2) All targets in T0 are clustered according to their reconnaissance resolution
demands. For target t ∈ T0, if rj < Rt < rj+1, then t ∈ Cj , which means
that UAVs in V 1, V 2, ..., V j can satisfy the reconnaissance resolution demands
of target t, while UAVs in V j+1, ..., V NV can not.

In our approach, a chromosome is given by an integer string as shown in Fig.2.
A chromosome consists of NV sequences and is represented as S={s1, s2, ..., sNv},
where sequence si is the reconnaissance targets sequence for UAVs in V i. Each se-
quence si comprises several subsequences and is represented as si = {si

1, ..., s
i
n},

where subsequence si
p is the reconnaissance targets sequence of UAV vi

p in V i.

 

A chromosome encodes a 
complete solution A sub-sequence: reconnaissance 

target sequence for an UAV 

0 15 07 912 

0 0 613 210 16 0 

0 4 01 511 3 8 14 0

Chromosome 

A sequence: reconnaissance 
target sequence for UAVs in 
one kind 

Fig. 2. Data structure of chromosome representation

According to the above assumptions, all targets in Cj could appear in one of
the sequences in {si|i ≤ j} and could not be in any of the sequences in {si|i > j}.
Thus the solution that the chromosome encodes can satisfy the constraint(12).
Therefore, the chromosome is an ordered structure, in which different sequences
can not exchange positions and the targets in the same subsequence can not
exchange positions either.

3.3 Creation of Initial Population

In MURMOEA, we generate a mix population comprising feasible solutions and
random solutions. The reason for constructing this mix population is that, a
population of entirely feasible members gives up the opportunity of exploring
the whole regions; and a completely random population may be largely infeasible
hence taking a long time to convergence.

Construction of Feasible Solutions. We present an algorithm to construct
initial feasible solutions for MOMURP. The algorithm is begin with the target
categories C1, ..., CNV and an empty solution. Fig.3 illustrates the details of the
algorithm. Due to the randomness in step(5), repeat running of the algorithm
will generate different feasible solutions.

In Fig.3, the step that insert a target t to a sequence sk = {sk
1 , ..., s

k
n} is

illustrated in detail by Fig.4, where n is the number of UAVs employed in V k.
First all the subsequences sk

i are sorted according to the mission saturation(MS)
ρk

i defined as:
ρk

i = RTi/TLk (13)
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(1) Set all sequences si=NULL, i = 1, ..., NV

(2) i = 1
(3) If i > NV then go to step (7)
(4) If Ci=NULL, then go to step (6)
(5) For a target t ∈ Ci

Randomly choose a sequence sk ∈ {sk|k ≤ i}
Insert target t to sequence sk

Delete target t from Ci

Go to step (4)
(6) i = i + 1. Go to step(3)
(7) Stop. Output solution S = {s1, s2, ..., sNv}

Fig. 3. The algorithm of creating feasible solution

Where RTi is the time spent for UAV vk
i travelling along subsequence sk

i , and
TLk is the maximum permitted travel time for UAV vk

i . ρk
i > 1 means that the

subsequence sk
i violates the constraint (11).

Then t is inserted to the subsequence sk
r with the smallest MS. The cost that

inserting t between two adjacent targets p and q in subsequence sk
r is computed

as
Cost = αD + βW + γO + ηT (14)

Where

D =
∑

(i,j)∈sk
r

dij is the total distance travelled by UAV vk
r .

W =
∑

(i,j)∈sk
r
(Ti + sk

i + tkij + wj) is the total consumed time of UAV vk
r .

O =
∑

(i,j)∈sk
r
max{0, (Ti + sk

i + tkij − lj)} is the penalty for tardiness.
T = max{0, W − TLk} is the penalty for exceeding the maximum travel time.

According to the insertion cost defined in Eq.(14), target t is inserted to the
least cost position between p∗ and q∗.

Initial Feasible Ratio. The initial population is composed of feasible solutions
and the random solutions. The ratio of the feasible solutions to the all initial
solutions is governed by a parameter Initial Feasible Ratio(IFR)

IFR = NF /N (15)

Where NF is number of feasible solutions and N is the population size. IFR is
a control parameter of MURMOEA and will influence its convergence speed.

3.4 Pareto Dominance Based Tournament Selection with Elitism

MOMURP is a typical multiple objective optimization problem and the optimal
solutions to MOP are non-dominated solutions known as Pareto-optimal solu-
tions. For the given MOMURP problem, two objective vectors u = (u1, u2) and
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(1) If sk=NULL, sk = (0, t, 0). Go to step(10)
(2) Compute MS of all the subsequences as in Eq.(13)
(3) Sort ascending the subsequences according to MS
(4) r = 1
(5) If r > n then go to step (9)
(6) For all routes (p, q) in sk

r

Compute the cost of inserting t between p and q as in Eq.(14)
(7) Select p∗ and q∗ that has the least insertion cost

Check the feasibilities defined in Eq.(8)-(11)
If all the constraints are satisfied

insert t between p∗ and q∗

Go to step (10)
(8) r = r + 1. Go to step(5)
(9) Add a new subsequence sk

n+1 = (0, t, 0) to sk

(10)Stop. Output sk

Fig. 4. The steps of inserting a target to a sequence

v = (v1, v2), u is said to dominate v if and only if ∀i ∈ {1, 2} : ui ≤ vi ∧ ∃j ∈
{1, 2} : ui < vi, which is denoted as u ≺ v. A solution x is said to dominate
solution y iff f(x) ≺ f(y). x0 is Pareto optimal if there is no other solution in
the search space that dominates x0. The set of all Pareto optimal solutions is
called as Pareto Optimal set.

To find the approximate Pareto set of the problem and avoid bias to any
objective, we introduce a Pareto dominance based tournament selection strategy
with elite retaining to generate a new population. Two individuals are randomly
selected from the population. Firstly, the feasibilities of the two individuals are
checked according to the constraints defined in Eq. (8)-(11). If the two individuals
are all infeasible solutions, one is randomly chosen to be the parent. If only one
of the two individuals is a feasible solution, the feasible one is chosen to be
the parent. If the two individuals are all feasible solutions, the vector objectives
of the individuals are computed according to Eq.(2)-(4). Based on the vector
objectives, the non-dominated individual is to be the parent. If none of the two
individuals dominate the other, one is randomly chosen to be the parent.

Elitism is introduced to avoid losing good solutions during the optimization
process due to random effects. we adopt archiving strategies in MURMOEA
as most MOEAs did[6]. A secondary population, archive, is maintained during
the evolutionary process, to which non-dominated solutions in the population
are copied at each generation. An individual in the current population can be
copied to archive if and only if that it is non-dominated in the current population
and is not dominated by any of the individuals in the archive.

3.5 Evolutionary Operators

Sequence Crossover. For the special chromosome representation described
above, we present a novel sequence crossover operator(SX) in MURMOEA.
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Given two parents, P1 = {s11, ..., s1Nv} and P2 = {s21, ..., s2Nv}, a random
integer pc between 1 and NV is generated. The sequence s1pc and s2pc are ex-
changed, which results in C1={s11, ..., s2pc, ..., s1Nv} and C2={s21, ..., s1pc, ...,
s2Nv}. Then the repeated targets are deleted from them. Since each chromo-
some should contain all the target numbers, the next step is to locate the best
possible locations for the missing targets. For a missing target t belonging to Cpt

to be inserted into a chromosome C = {s1, ..., sNv}, a sequence sk is selected
randomly from {si|i ≤ pt ∧ i �= pc}. Then t is inserted to sk as Fig.4 describes.
SX operator ensures the feasibilities of the children.

Fig.5 illustrates the creation of two offsprings, C1 and C2, from two parents,
P1 and P2, using an arbitrary problem instance of 3 kind of UAVs conducting
reconnaissance on 16 targets. First, a random integer pc = 2 is generated. The
sequences s12 = (0 13 10 2 0 6 16 0) and s22 = (0 13 5 0 6 7 0) are exchanged,
which results in P1′ and P2′. Then the repeated targets (5,7 in P1′ and 2,10,16 in
P2′) are deleted from them, thus we get P1′′ and P2′′. Finally the missing targets
(2,10,16 for P1′′ and 5,7 for P2′′ ) are inserted followed the steps described in
Fig.4, and offsprings C1 and C2 are generated.

0 15 0 7 9 12 

0 0 6 13 2 10 16 0 

0 4 0 1 5 11 3 8 14 0 

0 15 0 1 912 

0 0 811 16 3 2 14 0 

0 0 613 5 7 0

10 

4 

0 15 07 9 12 

0 4 01 5 11 3 8 14 0 

0 0 6 13 5 7 0 

0 15 0 1 9 12 

0 0 311 16 3 2 14 0 

8 

4 

0 0 6 13 2 10 16 0 

Sequence exchange 

P1 

1′P  

1 ′′P  

P2

2′P  

2 ′′P  0 15 0 7 9 12 

0 4 0 1 5 11 3 8 14 0

0 0 6 13 5 7 0 

Delete 5, 7 Delete 2, 10, 16 

0 15 01 912

0 0 8 11 163 2 14 0

10

4 

0 0 613 210 16 0

Insert 2, 10, 16 Insert 5, 7 

C1 C2 
0 15 0 12 9 2 

0 0 31 411 10 8 14 0

0 0 613 5 7 0 

16 0 0 15 01 912

0 7 811 35 2 14 0 

0 0 613 210 16 0

0 

Fig. 5. Example of Sequence Crossover operator

Forward Insert Mutation. Mutation aids MURMOEA to break away from
fixation at any given point in the search space. While using mutation it may
be better to introduce the smaller destruction on the good schemas, especially
in the MURMOEA, where the reconnaissance resolution constraints and time
windows can easily be violated. We put forward a problem specific forward insert
mutation(FIM) operator in MURMOEA. A randomly selected target t belonging
to sequence si is inserted to a sequence sk selected randomly from {s1, ..., si−1}
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following the steps described in Fig.4. Then t is deleted from sequence si. FIM
operator ensures that the mutated chromosome will still satisfy the reconnais-
sance resolution constraints and time feasibilities.

4 Simulation Results

we carry out simulation experiments to verify the MOMURP model and MUR-
MOEA presented. In our experiments, 3 different kind of UAVs with different
capabilities are employed in conducting reconnaissance on 100 targets. The re-
connaissance resolutions of the 3 kinds UAVs are r1 = 1m, r2 = 10m, r3 = 20m,
and the costs of employ one UAV are c1 = 200, c2 = 100, c3 = 50 respec-
tively. The locations and time windows of 100 targets are the same with those of
the customers in the Solomon’s Vehicle Routing Problems with Time Window
instances[7]. The reconnaissance resolution demands of the targets and recon-
naissance time are generated randomly.

The parameters of MURMOEA are set as

– population size = 100
– generation span = 1000
– IFR = 0.50
– crossover rate = 0.80
– mutation rate = 0.30

4.1 Cooperative Reconnaissance Cost and UAV Employ Cost over
Generation

The convergence trend is a useful indication to validate the performance of any
optimization algorithm. MOMURP has two objectives, the cooperative recon-
naissance cost(CR cost) and UAV employ cost(UAVE cost). Both objectives are
chosen as measures to show the convergence trend of MURMOEA. We show
how minimization of both objective occurs throughout the generations. Fig.6(a)
shows the reducing of CR cost over generations and Fig.6(b) shows the reducing
of UAVE cost throughout every generation. The decline of the two objectives
are faster at the earlier generations as compared to later. Although it is difficult
to prove that we have found the optimal solution, it is reasonable to believe that
MURMOEA is able to optimize the two objectives of MOMURP concurrently
and effectively.

4.2 Good Convergence Trace Compared with Single Objective
Optimization

In order to verify the multi-objective optimization effort of MURMOEA, we
compare it with single objective based methods. Three types of simulations with
similar settings but different optimization criteria are performed. The first type
of simulation only considers the optimization of CR cost(CRC), the second type
of simulation only considers the optimization of UAVE cost (UAVEC) and the
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Fig. 6. Cooperative Reconnaissance Cost and UAV Employ cost over generation

Table 1. Best objectives in three types of simulations

Simulations CR-Cost UAVE-Cost

MO 1310.7 550
CRC 1317.6 650

UAVEC 1398.2 550
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Fig. 7. Convergence trace for MO, CRC and UAVEC

third type of simulation concerns the two objectives (MO), i.e. the CR cost and
UAVE cost, concurrently.

Table1 shows the smallest CR cost and UAVE cost found by the three types
of simulations. Please note that the best CR cost and UAVE cost come from
different individuals. Fig.7 shows the convergence trace of the smallest CR cost at
each generation along the evolution. From the results in the figure and the table,
we can see that UAVEC finds the UAVE cost as small as that MO finds, but it
performs poorly in the case of CR cost since it only considers the optimization of
UAVE cost. The CR cost convergence trace of CRC appears to be comparable to
MO, but CRC performs poorly in the case of UAVE cost since it only considers
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the optimization of CR cost. On the whole, MO outperforms the other two in the
optimization of the two objectives concurrently. This superiority mainly derives
from the Pareto dominance based selection during the evolutionary process.

4.3 The Impact of IFR on MURMOEA

Finally, an experiment is carried out to observe the influence of initial feasible
ratio IFR on the convergence speed of MURMOEA. The simulations are com-
puted with different IFR=0.1,0.3,0.5,0.7,1.0. The results are presented in Fig.8.
We can see that, IFR has a great influences on the convergence speed, and sim-
ulation with IFR=0.5 shows the best performance among all the simulations.
The simulations with smaller IFR shows slower convergence speed and the sim-
ulations with bigger IFR constrain MURMOEA to explore more search space.
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Fig. 8. Convergence trace with different IFR

5 Conclusions

A novel Pareto dominance based evolutionary algorithm MURMOEA is pre-
sented for multi-UAV reconnaissance problem. In MURMOEA, the initial pop-
ulation of MURMOEA is composed of feasible solutions and random solutions,
thus the algorithm will not fall into the local optimal and will not convergence
slowly either. Pareto dominance based tournament selection with elitism is in-
troduced to generate new population, which ensures that MURMOEA converges
toward the Pareto set and prevents bias to any objective. Novel problem specific
evolutionary operators are designed to ensure the feasibilities of the children.
Simulation results show that MURMOEA has good convergence trace in both
of the two objectives and outperforms the algorithms with single objective opti-
mization criteria.
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Abstract. Autonomous planning is an important ability for autonomous 
underwater vehicle (AUV), which is a crucial factor for ensuring and guiding 
AUV to long-term navigate and accomplish its mission in large range and 
unstructured oceanic area. In general, the technology of autonomous planning 
could be sorted into global path planning and local path planning. In this paper, 
the former is solved by adopting adaptive genetic algorithm (AGA), which 
aimed at searching an optimized path according to some optimization criteria in 
a known and certain environment. This algorithm also can be adapted and 
applied to dynamic plan a collision-free path based on sonar and real-time 
navigate AUV in unknown and uncertain environment. By analyzing the motion 
security of AUV, two kinds of regions which are defined as forbidden zone and 
potential collision zone, and some safety motion criterions are also proposed for 
AUV. All of above researches are simulated in a semi-physical simulation 
platform, and the results show that the autonomous planning algorithms are 
valid, efficient and reliable. The adaptive abilities and autonomy of AUV can 
make it possible to long-term navigate in ocean and succeed in its mission. 

1   Introduction 

Autonomous underwater vehicle (AUV) has been widely applied to the area of 
oceanography, geomorphology and physiognomy, marine engineering and some other 
civil area. Autonomous planning is one of kernel technique for AUV and is widely 
recognized by more and more researchers. 

In general, the technology of autonomous planning embodies two issues, one is 
global planning which autonomous plan an optimal global path for AUV according to 
some optimization criteria in a known and certain environment, the other is local 
planning which dynamic plan an obstacle-free path for AUV based on the real-time 
feedback of forward looking sonar (FLS) in unknown and uncertain environment. The 
safe, efficient and economical path makes it possible for AUV to accomplish its 
mission in succeeded. 

We address the general autonomous planning problem for AUV using the 
following methods, adaptive genetic algorithm (AGA) is proposed for global planning 
and it is adapted to navigate AUV for local path planning based on FLS. At the same 
time, by analyzing the motion security of AUV, two kinds of regions which are 
defined as forbidden zone and potential collision zone, and some safety motion 
criterions are also proposed for AUV. 
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In the paper, the known and certain global planning workspace is about 300 sea 
miles × 300 sea miles, and it can be put some known or unknown obstacles artificially 
into the planning model in order to meet the need of research. According to the 
feature of FLS, we are currently building a vision simulating model for FLS to verify 
the algorithms of obstacle avoidance in laboratory. In future, we will integrate these 
algorithms into real AUV to test the validity of our approaches during sea trials. 

2   Planning Spatial Model 

2.1   Global Planning Spatial Model 

Global planning spatial model include two kinds of models, one is just called 2D grid-
based workspace model in which each grid includes the whole environment info (such 
as longitude, latitude, current, altitude), the other is called 3D planning spatial model 
in which each grid comprises three attributes. 

Definition 1. The structure of 2D grid-based workspace model 2AMAPG  is a five 

elements suit. 

>=< urrentaurrentvltitudeatitudeongitudeAMAP C,C,A,L,LG 2  

Where, ongitudeL , atitudeL , ltitudeA , urrentvC  and urrentaC  are all coming from known 

chart data. And the top left of grid matrix is the origin coordination, the horizontal 
rightward is the increase direction of X-axis, and the vertical downward is the 
increase direction of Y-axis. 

Then we can set up a 2D workspace map and stored in computer as a form of 2D 
structure array. 

]][[22 NMMGstruct apAMAP  

Where, 1200,1320 == NM .  
Definition 2. The structure of 3D planning spatial model is a three elements suit.  

><= reaDeriddAttraseAttrAMAP AABG ,,3  

Where, aseAttrB  is the basis attribute of grid and comes from the initial known chart 

data; it uses 1 to represent the surface section, and uses 0 to represent the underwater 
section. 

ddAttrA  is the additional attribute of grid and used to describe the non-original 

obstacle in addition. It uses 1 to denote additional obstacle, and 0 to denote no 
obstacle. 

reaDeriA  is the boundary attribute of a grid, the num 1 denotes that is in viable area, 

the num 0 denotes that is in unviable area, and in range [2, 9] denotes that is in half 
viable area. In practice procedure this attribute value is used as domain knowledge of 
grid to introduce into the path-planning algorithm. 

Then we can set up a 3D planning map and stored in computer as form of 3D 
structure array. 



588 H. Wang et al. 

]][][[33 DNMMGstruct apAMAP  

Where, 100=D . 
Because each grid denotes a very small region in ocean chart, its depth may be a 

few meters or thousands of meters underwater. A coefficient cientepthCoeffiD  is defined 

to solve the planning problem among random depth range. 

∆
≤∆

=
else

D

d
dif

D epth

epth

cientepthCoeffi ,

100,0.1
 (1) 

Where, epthd∆  is an absolute difference between the initial depth and the goal depth.  

The above two kinds of models and its coordinates are showed as Fig.1. 

 

(a) 2D grid-based workspace model         (b) 3D planning spatial model 

Fig. 1. Coordination Systems for global path planning 

Based on the above definitions and workspace model described, we can research 
the autonomous planning approaches to obtain a global optimal path or an obstacle-
free path. 

2.2   Local Planning Spatial Model 

Local planning spatial model is a small spatial model shown as fig.2. It is set up when 
there is some obstacle info returned by FLS in unknown environment and can be 
updated in real time. Supposed that current coordinate of AUV is ),,( 000 zyx  in 

earth-fixed system. Then we can consider that ),( 00 yx  is a center of YX ′−′  plane 

and sea level is 0=′Z . Based on the discrete grid model, the local planning map can 
be defined alike global planning. The scale of a grid is about 5 meters × 5 meters × 
5meters, and the maximum range of data structure is 20,100,100 =′=′=′ DNM . 

In order to simulate the ability of obstacle avoiding for AUV in lab, a vision 
simulating model is built and depicted in fig.3. It can provide FLS data without 
mounting physical FLS on AUV.  
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Fig. 2. AUV local planning model                    Fig. 3. Vision simulation model of the FLS 

The shape of sonar vision zone is taper-sector, and the relationship between vision 
zone and obstacles is described as the following.  

Suppose ),,( CCC zyx  is mass center of the AUV, ),,( SSS zyx  is the position 

coordinate of  FLS, csl  is distance between mass center and sonar position. Both 

),,( CCC zyx  and ),,( SSS zyx  are described in the AUV body-fixed system, 

),,( CCC zyx  = )0,0,0(  and ),,( SSS zyx = )0,0,( csl . The FLS simulating vision zone 

can be presented as the following[1]. 
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Where, vα  is horizontal beamwidth, vβ  is vertical beamwidth, and vR  is operating 

range. 
),,( bsbsbs zyx  can be written as the following. 
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'
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'

 (3) 

Where, ),,( '''
obsobsobs zyx  is the obstacle coordinate in the AUV body-fixed system 

'''
zss zyOx . 

),,( zyx  is the AUV mass point coordinated in the Earth-fixed system, and 

),,( obsobsobs zyx  is the obstacle coordinate in the Earth-fixed system.  
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So we can propose two kinds of transfer equation between Earth-fixed system and 
body-fixed system.  

Szyx ),,(),,( ''' ζηξ=  (4) 

Where, ),,( zyx ′′′  is the AUV position in the body-fixed system. 

−
−+
+−

=
ϕθϕθθ

ϕφϕθφϕφϕθφθφ
ϕφϕθφϕφϕθφθφ

coscossincossin

coscoscossinsincoscossinsinsincossin

sinsincossincoscossinsinsinsincoscos

S  (5) 

−
−
−

+−+
++−

−
=

′
′
′

zz

yy

xx

z

y

x

obs

obs

obs

obs

obs

obs

ϕθϕφθϕφθϕφϕφ
ϕθθϕφϕφϕθφϕφ

θθφθφ

coscoscossinsinsincossincoscossinsin

sincossinsinsincoscossinsincoscossin

sincossincoscos
 (6) 

obs

obs

obs

z

y

x

= S
'

'

'

obs

obs

obs

z

y

x

+

z

y

x

 (7) 

3   Global Path Planning Based on Adaptive Genetic Algorithm 

As we all know that any unfeasible paths do cross over the forbidden zone, which are 
not only insecurity, but also waste so many times to search a feasible and obstacle-
free path during the period of evolution. So in this paper, it takes domain knowledge 
into account sufficiently on aspect of chromosome encoding, initial population 
generating, and superior genetic operator designing. Furthermore, it adopts the idea of 
adaptive genetic algorithm (in short, AGA) and improved by designing adaptive 
evolution probabilities. 

3.1   Viable-Length Encoding Method 

An individual denotes a path for AUV in the workspace. Gene is the least unit of an 
individual and uses decimal ( )iii z,yx ,  to denote a node of the path in grid-based 

workspace model. For the operating path of AUV is viable, this paper adopts viable-
length individual to shorten calculation time of AGA. At beginning, the code length 
of individual is defined as the maximum length of individual, and it defines the 
variety of SizeIndividual  equaling to 100.  

3.2   Initial Population Generating Based on Domain Knowledge 

Initial population is the first step for AGA evolution, and it is making by a count of 
individuals. When the range of planning workspace is too large and the num of grid in 
workspace is too big, it makes random individuals in initial population crossing over 
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some blank range and generates more unnecessary searching coursing, and moreover 
it makes the searching efficiency of AGA too low. On the other hand, it hopes that 
initial population should distribute at every area in planning workspace to ensure the 
global optimization of AGA. 

Based on the above considering factors, the paper quotes the idea of intervisibility 
test[7]. This paper only considers the intervisibility problem on condition of point to 
point, and put the intervisibility of two adjacent points into the generating procedure 
of initial population as domain knowledge. 

3.3   Fitness Function 

Fitness function is an evaluation criterion for individual. And object function is a 
tolerance for restriction condition. These two functions will directly affect the 
convergency speed and calculation efficiency for AGA. 

Object function for iindividual  is defined as the following. 

q
i

p
ii SCDisg ⋅+⋅= βα  (8) 

=
−

=
+

2

0
1

n

j
jji ppDis  (9) 

[ ] tchromamounipopulationnSCi .==  (10) 

Where, iDis  is the 3D Euclid distance from a cell to its adjacent cell. 

SC  is the length of chromosome, and it is equal the amount of genes which make 
up of each variable-length chromosome.  

βα ,  respectively denote the weight coefficients of iDis  and iSC , )1,0(, ∈βα  

and 1=+ βα .  

qp,  respectively denote the adjustment coefficients of iDis  and iSC . Because 

iDis  is a 3D Euclid distance which is at least 12001320 ×  range in X-Y plane 

without considering the depth-degree, iSC  is 300  at most. So it needs to adjust the 

proportion of iDis  and iSC  by using qp, , and )100,1(),1,0( ∈∈ qp .  

Correspondingly the fitness function is defined as follows. 

a
g

f
i

i ×= 1
 (11) 

Where, a  is an amplifier multiple, ]10000,100[∈a .  

3.4   Domain Knowledge-Based Adaptive Genetic Operator 

3.4.1   Selection Operator 
According to the fitness value of an individual, it calculates the probability of an 
individual in the population and then adopts the Elitist selection strategy to select its 
offspring.  
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Selection operation is used to value the individual fitness in an environment. It is a 
base mode to realize the broadcast of fine gene in the population and decrease the 
effect of low individual. The paper [6] indicated that selection operator has a function 
of strict monotony decrease for the population multiformity. 

Hence the elitist selection strategy is adopted in the improved planner. It is a 
sufficient condition to assure the population convergence to an optimal value. 

3.4.2   Insertion Operator 
In this paper, after considering the domain knowledge and the result of intervisibility 
test in enough, and on the base of some judgment criterions it will inserts some new 
node into a path (that is so called true inserting) or uses a new optimal node to replace 
the old path node (that is so called pseudo inserting). The example is shown in fig.4. 

                  

Fig. 4. An example of operating case for insertion operator 

3.4.3   Adaptive Probability Algorithm of Crossover 
Crossover operator is particular character to generate new individuals including more 
complex gene structure, which imitate the gene reform process of propagate in nature.  

In this paper, it makes any two paths to crossover at the same loca except for the 
start gene and the goal gene, but these two gene should be seen each other. So that it 
can’t introduce an unfeasibility node into the path. And its probability should 
decreases gradually during the evolve process and finally keeps a stable value after a 
certain generations, all of these change should be related with the evolution 
generations. So on base of the idea of intervisibility test the crossover strategy can 
modified, that is, if two random genes in different individual can be seen each other, 
then one-point crossover can be done at the corresponding genes. 

For example, iindividual  is composed by a series of genes shown as the following. 

GPPPPPS inikiii →→→→→→→→ ......21  

The other jindividual  is composed by a series of genes shown as the following. 

GPPPPPS jmjsjjj →→→→→→→→ ......21  

By doing intervisibility test, the genes iP  and jp  can be seen each other, and it is 

accorded with the condition of crossover operation. Two new individuals can be 
generated as follows. 
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ilindividua ′ : GPPPPPS jmjsjii →→→→→→→→ ......21  

jlindividua ′ : GPPPPPS inikijj →→→→→→→→ ......21  

An adaptive crossover probability algorithm is proposed, which is related with the 
evolution generations and be independent of individual fitness. 
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Where, ctempp  is a temporary probability of crossover operator, cMaxP  is a preset 

maximum probability, cMinP  is a preset minimum probability, n  is current generation 

of evolution ( GenNn ≤≤0 ), GenN  is the maximum evolution generation of GA, 

)(nPc  is the current crossover probability of the population after evolving n  

generations. 

3.4.4   Adaptive Probability Algorithm of Mutation 
In general, the mutation probability is fixed and very low in standard GA. It can 
assure the stability of population and avoid generating too many differences between 
the ancestor and the offspring.  

Similarly the designing idea of crossover operator is in accordance with the 
principle of equal probability; it tests the intervisibility for any two non-adjacent 
genes PA and PB, and then connects the gene PA to the gene PB and replaces the 
older gene series of PA →→ PB if the result of intervisibility is true, otherwise it 
do nothing. Of course, the probability of mutation is must low. All above mentioned 
realizes the planning idea that makes the path being zigzag to the least. 

By analyzing the action of mutation operator, it can keep the multiformity of 
population and efficiently restrain the prematurity phenomena. Its action is 
subordinate and assistant.  

So under the above consideration, an adaptive mutation probability algorithm is 
proposed, which is related with the fitness at the same evolving generation and be 
diminishing during the whole evolution process. 
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Where, mtempp  is a temporary probability of mutation operator, mMaxP  is a preset 

maximum probability, mMinP  is a preset minimum probability, n  is current 

generation of evolution ( GenNn ≤≤0 ), GenN  is the maximum evolution generation of 

GA, )(nPm  is the current mutation probability of the population after evolving n  

generations. 
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3.4.5   Deletion Operator 
Deletion operator is used to delete all nodes between the same nodes in a path. 

For example, there is a iindividual  composed by a series of genes. 

GPPPPPPPS njkmk →→→→→→→→→ ......... 11  

Obviously there is a circuit at gene P . After operated by deletion operator, this 
individual can be predigested and shown as the following. 

 GPPPPS nj →→→→→→ ......1  

4   Local Path Planning Based on Genetic Algorithm 

4.1   Security Analysis for AUV Maneuvering 

The security radius safeR  is defined as the minimum distance between obstacle and 

AUV, which assure AUV has enough time to decision making and dynamic planning 
based on sonar data.  

By analysis the safety for AUV maneuver, forbidden zone and potential collision 
zone are defined, and accordingly two controlling strategies for obstacle avoiding are 
proposed. 

 

Fig. 5. Graph of forbidden zone 

It is shown as fig.5. Assume that there is an obstacle O  captured by FLS and its 
coordinate can be gained by transfer from body-fixed system to earth-fixed system. It 
is also estimated that its radius is oiR  and it moves at a constant velocity oiv . Then we 

make a circle whose center is O  and its radius is r . 

safeoi RRlr ++=  (14) 

Where, Ll
2

1= , and L is the total length of AUV. 
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It is known that the velocity of AUV is v  ( oivv < ) in random directions.  

Definition 3. Forbidden zone is just constructed by the segments PBPA,  and the arc 
ACB . It can be proved that there is an inevitable collision in case of AUV in the 

zone. 
Assume that the AUV is located at ( )tp  when it is t -clock, and it is located at 

( )ttp ∆+  when it is tt ∆+ -clock. 

)()()( tdtpttp +=∆+  (15) 

Correspondingly, the obstacle iO  is located at ( )tpoi  when it is t -clock and 

( )ttpoi ∆+  at tt ∆+ -clock.  

( )tdoi  denotes the movement distance of obstacle iO  among [ ]ttt ∆+,  time-zone. 

)()()( tdtpttp oioioi +=∆+  (16) 

NiRtptp safeoi ,,2,1,)()( =≥−  (17) 

0,,,2,1,)()( ≥≥∆=≥+−+ τττ tNiRtptp safeoi  (18) 

)(tsvoi  is the relevant displacement between AUV and obstacle iO  and is equated as 

the following. 

)()()( tptpts oivoi −=  (19) 

dt

tsd
tv voi

voi
)(

)( =  (20) 

It is obviously that if and only if 0)( =tsvoi  or safevoi Rts ≤)(  then AUV is collided 

with obstacle.  
A constant borderR  is also introduced to describe the possibility of potential 

collision for AUV.  

bordervoi Rts ≤)( , when 0)( <tvvoi  (21) 

It is shown that if AUV moves at a direction which makes )(tsvoi  decreasing, then 

there is a possibility to collision with obstacle, and ulteriorly it do collision with 
obstacle once safevoi Rts <)( . 

4.2   Collision Avoidance Strategy for AUV 

4.2.1   Strategy of Velocity Adjustment 
By speed up or slow down the velocity of AUV, it can make AUV maneuver along its 
initial global planning path without changing its heading. This strategy has a dynamic 
priority during different kinds of mission.  
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4.2.2   Strategy of Heading Adjustment 
The essential idea of heading adjustment strategy carries the connotation of dynamic 
path planning. It is suitable not only for static obstacle )0( =oiv  but also for dynamic 

obstacle )0( ≠oiv . When AUV is auto piloting, this strategy has higher priority than 

the strategy of velocity adjustment. But on the other cases, it is on contrary. 

4.3   Obstacle Avoiding Based on GA 

By comparing with fig.1 and fig.2, it is obviously that the local spatial model is 
similar to the global planning model. So we can adapt the AGA global planning 
approach and dynamic plan a local path based on the real-time feedback of FLS to 
avoid an obstacle.  

It also adopt decimal grid-coordinate coding scheme which has variable length 
chromosome. The generating method of initial population, the evolve strategy and 
some superiority genetic operators (such as selection, insertion, crossover, mutation 
and deletion) are all inherited and applied. 

We should design a new evolution fitness function to optimize the local planning 
problem. It is considered the following factor as restriction criteria. 

• Economy of Path 
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Where, SUM is the gene amount of a chromosome. )(SD  is the Euclid distance from 

the initial point to the goal. 
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Where, )(SSafe  is used to evaluate the adjacence degree between AUV and 

obstacles. ( )jii RWxyzppd ,1+  is a vertical distance from the jobstacle  to the path 

segment 1+ii pp , and the jobstacle  is locate at jRWxyz  in the Earth-fixed system. 

OM is the amount of all obstacles. 
• Object Function and Fitness Function 

Finally, the object function and fitness function for the Sindividual can be defined 

as follows. 

)()()( 21 SSafewSDwSeObjectValu ⋅+⋅=  (24) 

Where, 1),1,0(, 2121 =+∈ wwandww  
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)(

1
)(

SeObjectValu
SFitness ⋅= α  (25) 

5   Experimental Results 

5.1   Experiments of Global Path Planning 

Experimental demand is to search an optimal and obstacle-free path from starting 
point to goal based on the known large range chart data.  

The terminating condition of AGA is when generation reaches the maximum (that 
is generation>500) or an optimal fitness has keep for a certain evolution generation 
(in the paper it is ruled as 50), then the genetic evolution can be ended. 

 

Fig. 6. 2-D path in known environment with 
artificial rotundity obstacles 

 

Fig. 7. 2-D path in known environment with 
artificial rectangle obstacles 

 

Fig. 8. 2-D path in known environment with 
seventeen artificial pectinate obstacles 

 

Fig. 9. 2-D path in known environment with 
five artificial pectinate obstacles  
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Fig.6, 7, 8 and fig.9 show the 2-D planning paths based on AGA in three typical 
known environments. Fig.10 is the 3-D planning path based on AGA. All of results 
show that the AGA –based global path planner can search a safe and optimal path for 
AUV, and it doesn’t introduce any unfeasibility node into the planning path. All these 
mentioned can satisfy the recommend of AUV mission. 

 

Fig. 10. 3D planning path in known environment 

5.2   Experiments of Local Path Planning 

Fig.11 and fig.12 show the simulating vision of FLS and 2-D obstacle-avoiding path 
respectively. Once the simulator detects the unknown obstacle, then it supplies the 
feedback sonar data to local path planner, and the local path planner dynamic 
generates a optimized collision-free path and guides the vehicle to its goal. 

Fig. 11. Trajectory of AUV navigated by 
local planner 

 
Fig. 12. Graph of FLS simulating vision 

6   Conclusions 

This paper mainly aims at the problem of autonomous planning for AUV in partly 
known environment, which is sorted into global path planning and local path 
planning. It designs and introduces two kinds of world model based on grid-model for 
these two planning problems. And it detailed describes an AGA-based global path 
planner to optimize a global path in a known environment. This planner utilizes 
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domain knowledge adequately to generate initial population and design superiority 
genetic operators, and further more, some improved adaptive genetic strategies are 
adopted in the AGA-based planner, which is provided with the excellent character of 
good stability and high-speed global convergence, more efficiently and effectively 
adaptive ability. So that it has some advantages, for example, it describes the path 
more simply and clearly and ensures the planning path through over any blank range 
to the least. By analyzing the motion security of AUV, two kinds of regions which are 
defined as forbidden zone and potential collision zone, and some safety motion 
criterions are also proposed for AUV. The AGA-based global path planner also can 
be adapted and applied to solve the problem of local path planning. All of above 
researches are simulated in a semi-physical simulation platform, and the results show 
that the autonomous planning algorithms are valid, efficient and reliable. The adaptive 
abilities and autonomy of AUV can make it possible to long-term navigate in ocean 
and succeed in its mission. 
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Abstract. This paper proposed a new kind of immune genetic algorithm 
(IGA) according to the current algorithms solving the reactive power 
optimization. The hybrid algorithm is applied in reactive power optimization 
of power system. Adaptive crossover and adaptive mutation are used 
according to the fitness of individual. The substitution of individuals is 
implemented and the multiform of the population is kept to avoid falling into 
local optimum. The decimal integer encoding and reserving the elitist are 
used to improve the accuracy and computation speed. The flow chart of 
improved algorithm is presented and the parameter of the immune genetic 
algorithm is provided. The procedures of IGA algorithm are designed. A 
standard test system of IEEE 30-bus has been used to test. The results show 
that the improved algorithm in the paper is more feasible and effective than 
current known algorithms.  

1   Introduction 

Genetic algorithm (GA) is a part of evolutionary algorithm which is a branch of 
artificial intelligence. The method is based on Darwin’s survival of the fittest 
hypothesis. It uses the technology of group searches to make selection, crossover and 
mutation on current population, which will create new generation, and gradually 
causes the population to evolve to contain or approaches the optimal solution. It has 
been applied in the multiple application domains[1] because it has the features of easy 
to realize, obvious effect and loose initial requirement and so on. Furthermore, being 
different to the traditional search techniques, which use characteristics of the problem 
to determine the sampling point, GA can be used to solve multi-modal, discontinuous 
and none-differentiable functions. 

The standard genetic algorithm (SGA) method is a powerful optimization 
technique analogous to the natural genetic process in biology. In particular, it works 
very well on mixed (continuous and discrete), combinatorial problems. But it will 
spend much computation time in iterations to find the global optimum solution 
theoretically. SGA can converge to the solution with probability one, provided that 
there are enough time, iterations and computations. Fortunately, the continuing 
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price/performance improvements of computational systems have made GA attractive 
for some types of optimization.  

During the past decade there has been a growing concern in power systems about 
reactive power operation and optimization [2] [3] [4]. Reactive power optimization is 
a complicated optimization problem that may have several local solutions. The 
control variables are mixed with continuous and discrete variables. Traditional 
optimization algorithms, such as linear programming, nonlinear programming, and 
interior point programming, have the deficiency in solving the reactive power 
optimization problem while GA can solve the problem with its flexible encoding 
characteristic. 

Immune algorithm has been used to optimize reactive power in some papers[5] [6]. 
In this paper, a method based on IGA is used for the reactive power optimization 
problem and its performance is compared to that of SGA, AGA, and EP. Section 2 
presents the math models of reactive power optimization problem. Section 3 the IGA 
algorithm is introduced and explained. To test the validity of proposed algorithm, an 
IEEE 30-bus test system in reactive power optimization of power system is computed 
in section 4. The results show the IGA algorithm is an efficient method and will have 
a good application in reactive power optimization. 

2   Problem Formulation 

The objective of the reactive power optimization is to minimize the active power loss 
in the transmission network which can be described as follows: 

min ( cos sin )
BN

Q L i j ij ij ij ij
i j h

f P V V G Bδ δ
∈

= = +         Bi N∈ , ij N∈ . (1) 

1
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Gi Di i j ij ij ij ij
j

P P V V G Bθ θ
=

− = +  (2) 
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Gi Di i j ij ij ij ij
j

Q Q V V G Bθ θ
=

− = −  (3) 

min maxi i iV V V≤ ≤  (4) 

 ,min ,maxGi Gi GiQ Q Q≤ ≤  (5) 

 min maxi i i CC C C i S≤ ≤ ∈  (6) 

 min max ( , )ik ik ik TT T T i k S≤ ≤ ∈  (7) 

The minimization of the function (1) is subject to a number of constraints. The 
constraints of equations, which are power balance restrictions of nodes, are defined as 
(2)-(3). The inequation restrictions of control variable and state variable are defined as 
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(4)-(7). iP , iQ , iV  are the active power, reactive power and voltage in node i; ijY , 

ijδ are the conductance and phase angle between node i and j.  

In the most of the nonlinear optimization problems, the constraints are considered 
by generalizing the objective function using penalty terms. In the reactive power 
optimization, the generator bus voltages, gV , the tap position of transformer, ikT , the 

amount of reactive power source installations iC , are control variables which are self 

constrained. Voltages of PQ -buses, iV , and injected reactive power of PV -buses, 

GiQ , are the state variables. By adding the state variables constraints to the objective 

function (equation (1)) as penalty terms, the above problem can be written in the 
following form: 

2 2lim lim
1 2

1 1max min max min

min ( ) ( )
g gn n

i i i i
L g g

i ii i i i

V V Q Q
F P

V V Q Q
λ λ

= =

− −
= + +

− −
 (8) 

where   LP : function of power loss 

         1λ : penalty coefficient of exceeding voltage 

2λ : penalty coefficient of exceeding reactive power limit 

iV : voltage of node i  

iQ : reactive power of generator i  

ijG : imaginary part of network admittance matrix 

ijB : real part of network admittance matrix 

The definitions of lim
g
iQ and lim

iV  are defined as follows: 
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Voltage of generators, ratio of transformers and parallel-connect compensators are 
adjusted in order to meet the reactive power demand, improve the voltage quality, and 
decrease the line loss in the power system. 

3   Immune Genetic Algorithm 

The immune algorithm (IA) mimics the basic immune system defending against 
bacteria, viruses and other disease-related organisms. It is equipped with dramatic and 
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complex mechanisms that recombine the genes to defend invading antigens by 
reducing the number of antibodies and keeping out the antigens[7]. Using this 
mechanism, the IA provides good performance as an optimization algorithm. The IA 
operates simultaneously on a population of points, instead of just on one point, in the 
search space. The IA is a new optimization algorithm that imitates the immune system 
to resolve the multi-model function optimization problem. It also holds the capability 
to obtain accurate results within a short period of time as the GA does. Although the 
IA is similar to the GA, the IA differs from the GA in the memory education and 
production system for various antibodies. 

The coding structure for the IA is similar to that of the genetic algorithm. The data 
structure of the genes, the antibody coding, is shown in Fig. 1, where there are N  
antibodies. Each of antibodies comprise M  genes. N represents the number of 
antibodies in a generation. For those cells marked with k1, k2, . . ., kt, . . ., ks in the 
antibodies, they are alleles that come from the i-th gene of each antibody. 

Assuming that the antibody pool comprises N antibodies, each of which having 
M genes, and with the information entropy approach, we can get 

, 1, 2, ,( , ,..., )n g g g n g
i i i iX x x x=  (11) 

where ,n g
iX stands for an allele in the antibody pool, n signifies the antibody number, 

g denotes the generation number, i represents antibody n ’s gene 

number( 1,2,...,i M= ). 

 

Fig. 1. The antibody encoding 

Each antibody represents a solution to reactive power optimization, where M , the 
total number of genes stands for the total number of control variables. The 
information-entropy mean[8] is defined as (12): 

( ) ( )

1

( ) log
N
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where ( )jH N  represents i -th information entropy in antibody n . ( )k
jP is the 

probability of the kt allele coming from the i -th gene. In our sample study case, 
( )k
jP is set between [0.1, 0.9]. The diversity of the genes is calculated using (13).  

where ( )jH N  normally lies between 0.1 and 0.05 in our study case. From (12), the 

entropy can embody the diversity of the antibody population. The affinity expression 
is considered in this study. The expression observes the diversity between two 
antibodies and is written as (14): 

,

1

1 (2)i jA
H

=
+

 (14) 

where (2)H  is the affinity between two antibodies. From (14), we observe that the 

smaller the information entropy difference of antibodies, i.e. (2)H , is, the greater the 

affinity between two antibodies, ,i jA , will be. 

The second expression which calculates the affinity between the antigen and 
antibody is expressed in the following equation: 

1

( ) / ( )
N

i
i

A f i f i
=

=  (15) 

where ( )f i , a fitness function of antibody fitness, N  is the total number of 

population. 

4   Improved Immune Genetic Algorithm 

Considering GA has the ability of global search and IA is good at partial searching 
and is easily to develop, we propose a new hybrid algorithm to search the optimal 
value on the genetic algorithm. The basic idea of IGA is a hybrid optimal algorithm 
between GA and IA. GA has the merit of searching global solution while the local 
searching is inferior. IA has the capability of local searching and avoiding be trapped 
into local optimal solution. The global algorithm of IGA is shown in Fig.2. The 
proposed procedure is as follows: 

Step 1: Input original data and create initial value.  
Step 2: Encode, i.e., translated the problem variables into GA chromosome (gene). 
Step 3: Create individuals randomly and evaluate the fitness of current population. 
Step 4: Extract vaccine and compute the fitness of antibody. 
Step 5: Construct the immune operator that is realized by vaccination and immune 
selection. 
Step 6: Crossover and mutation of GA. 
Step 7: Decode, i.e., translate the GA chromosome to physical variables. 
Step 8: Update population and compute fitness. 
Step 9: Judge Convergence. If the current values cannot satisfy the convergence 
condition, the procedure enters into step3; if the convergence condition can be 
satisfied, the optimal solution is reached. 
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Fig. 2. Flow chart of improved IGA 

4.1   Fitness Function  

The selection principle of function fitness is to eliminate the individuals of small 
fitness at the beginning period, and to preserve the excellent characteristics of 
individuals to the utmost at the later period of optimization. At the same time, it needs 
to improve precision and avoid falling into local extreme value. The objective of 
reactive power optimization is to achieve the minimal values of power loss; however 
the algorithm of GA is to get the maximal fitness of individuals. So, we can extrude 
the fitness according to the ideology of SA (Simulated Annealing). The function of 
fitness can be defined as follows: 

1
f (x)= exp( )

( )K F x∗
 (16) 
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where ( )F x  is the function value, f (x) is the fitness of individual, 0T is the initial 

temperature of SA, maxN is the maximal iteration number, k is the current iteration. 

4.2   Encoding and Decoding 

Although voltage of generators is continuous variable which can be evaluated 
randomly in the range, the adjustable voltages of generator are a set of discrete values 
in control center. Ratio of transformers and compensation capacity of parallel-connect 
compensators can get discrete values within the limits. All control variables can be 
described as follows: 

1 1 1 1 2 1 3[ ... ] [ ... ... ... ]g g
c n n n nX x x T T C C V V= =  (18) 

 

Fig. 3. Control variable of reactive power optimization 

As (11) shows, the reactive power optimization is a mixed integer non-linear 
programming problem. The control variables are encoded as decimal integer coding. 
The chromosome is formed as shown in Fig. 3. There are three chromosome regions 
(one for each set of control variables), namely, 1) ikT ; 2) iC ; 3) g

iV . Encoding is 

performed using different gene-lengths for each set of control variables, depending on 
the desired accuracy. 

1 1 1 1 2 1 3[ ... ] [ ... ... ... ]g gV VT T C C
n n n nX x x N N N N N N= =  (19) 

where T
iN  is the integer number of tap position of transformer, C

iN is the number of 

reactive power source installations and gV

iN is the number of generator bus voltage; 

1n  is the number of OLTC transformer, 2n  is the number of , 3n is the number of 
generator. 

The initial value of T
iN , C

iN , gV

iN can be generated as follows: 

max min minint( ( 1))i i i iX rand X X X= × − + +  (20) 
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where rand is the random number, between 0 and 1, int() is the function of 
converting decimal to integer. The decoding of a chromosome to the problem physical 



 Research on Reactive Power Optimization Based on IGA 607 

variable is performed as (21) where ikT , iC , g
iV are the ratio of transformer, reactance 

value and voltage value of generator respectively. 0ikT , 0iC , 0
gV correspond to their 

initial values and step
ikT , step

iC , step
iV  correspond to their adjustable step value 

respectively. 

4.3   Definition of Antigens and Antibodies 

Antigens are equivalent to the fitness values defined by (16) and constraints of 
problem. Antibodies stand for feasible solution as defined in Fig.1. For example, 

,a u
iX denotes an a  antibody at the u -th evolution generation in reactive power 

optimization, i  denotes the i -th code which may be integer number of tap position of 
transformer, or the number of reactive power source installations, or the number of 
generator bus voltage. 

An allele ,n g
iX , corresponds to the i -th composition of integer number 

( T
iN , C

iN and gV

iN )  for the i -th solution at the g-th evolution generation in an actual 

reactive power optimization. 

4.4   Determine the Crossover and Mutation Rates 

In simple genetic algorithm (SGA), cP and mP  are fixed values which is low 

efficiency for sophisticated multi-variable problem. This paper adopts adaptive 
crossover and mutation operation. cP and mP  can be changed by the fitness of 

function of individuals. When the optimal solution is to fall into local optimization 
value, cP and mP  need to improve. When the solution is to disperse, cP and mP  need 

to reduce. The values of cP and mP  should be varied depending on the average value 

of f . 
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where 1 2 3, ,k k k and 4k have to less than 1.0 to constraint cP and mP  to the range 0.0-

1.0. maxf is the maximum fitness  value, and avgf is the average fitness value of the 

population. f  is the larger of fitness values of the individuals selected for  crossover 
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and 'f is the fitness of the i -th chromosome to which the mutation with probability 

mP  is applied. cP  varies from k1 to k2, and mP changes from k3 to k4. In this paper, 

k1=0.9, k2=0.5, k3=0.1, k4=0.01. 

4.5   The Immune Operator 

(1) Vaccine inoculation 
Evaluate and select the parent-generation antibodies for one having the best fitness 
value. The best fitness value of previous generation can be computed and achieved by 
comparing with (16). 

(2) Immune selection 
Concentration of antibody can be used the following equation: 
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, λ is the selected boundary value. 

The greater each two solutions’ affinity becomes, the denser the solution in the 
dispatch pool will be, i.e. more similar solutions will exist. 

The probability of antibody j selection can be written: 
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where α  is corrective factor, in our test study α = 0.5. 

4.6   Termination Criterion 

The termination criterion for this IGA algorithm is as follows: if the maximal iteration 
number is reached and the optimal antibody is feasible. 

5   Test Example 

In this section, the proposed immune genetic algorithm is evaluated using the IEEE 
30-bus. The test examples have been run on a 3.0-GHz Pentium-4 PC. In order to test 
the effect of IGA, a simulated annealing genetic algorithm (SAGA) is tested with IGA 
on the same test computer mentioned above. 



 Research on Reactive Power Optimization Based on IGA 609 

Table 1. Data of test systems 

Test 
system 

IEEE-
30 

Variable constraint Step 

Branch 41 
Voltage of 
generator 

0.9~1.1 0.01 

Generator 6 
Ratio of 

transformer 
0.9~1.1 0.04 

Load 21 
Reactive 

compensation 
0~0.5 0.05 

Table 2. Control parameters of IGA and SAGA 

 IGA  SAGA  

N 50 50 
Max 

iteration 
100 100 

Crossover [0.5,0.9] 0.6 
Mutation [0.01,0.1] 0.05 

1λ  10 10 

2λ  5 5 
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Fig. 4. Voltage comparison between SAGA and IGA for IEEE 30-bus 

The IEEE 30-bus consists of 41-branch system[9]. It has a total of 11 control 
variables as follows: five unit active power outputs, six generator-bus voltage 
magnitudes, four adjustable transformer, and two bus-shunt admittances. The data of 
test system is illustrated in Table 1. The control parameters of IGA and SGA are 
listed in Table 2.  
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Table 3. Comparison result of IEEE 30-bus test system 

 

Active 
Power of 
Generator 

(MW) a 

LP  Percent of 
decrease 

CPU time b 
Iteration 
times 

Before 
optimization 

2.90200 0.05988 ----- ----- ----- 

SGA 2.88720 0.04980 17.15% 76.32s 80 

AGAc 2.88326 0.04926 17.74% 54.28s ----- 

EP
[2]

 2.88362 0.04963 17.12% ----- ----- 

SAGA 2.88540 0.04894 18.27% 20.14s 69 

IGA 2.87233 0.04787 20.01% 15.21s 56 

a  
The base data of power is 100MVA. bAll the CPU time and iteration times are under the same 
computer environment. The SGA and IGA were run 20 times with different random seeds to 
get an average value. cReferee the paper of [10] . ---denotes that it is unknown. 

 
 
The comparison nodal voltage in reactive power optimization between SGA and 

IGA is shown in Fig.3. The quality of nodal voltage of IGA is better than SGA. Table 
3 demonstrates the improvement achieved with IGA algorithm comparing with SGA, 
AGA[10], and EP[2]. The active line loss is decreased 20.01% and CPU time is 
reduced to 100 seconds. The global iteration number is decreased. 

6   Conclusion 

An improved immune genetic algorithm method is proposed to solve the reactive 
power optimization in this paper. This method differs from its counterparts in two 
main aspects, namely (1) changing the crossover and mutation ratios from a fixed 
value to a variable value related to fitness function, (2) adding the immune operator 
and selecting antibody according to computed concentration. The features of 
improved algorithm are as follows: (1) the IGA can avoid premature and falling into a 
local optimal solution trap, (2) the IGA can find the most feasible solution for reactive 
power optimization and has the superiority on multi-variable and discrete 
optimization problem. Our future work is to further improve performance and add 
fuzzy logic in the algorithm. 
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Abstract. In this paper we present a novel approach to 3D stereo-matching 
which uses an evolutionary algorithm in order to optimise 3D reconstruction. 
Common techniques in the field of 3D models generation are employed 
together with a Genetic Algorithm (GA) which is able to improve the results of 
the matching process. A general overview of the most relevant approaches is 
given in order to contextualise our method and to analyse its strength-points and 
potentialities. Details of the implemented GA are discussed with a particular 
focus on the constraints used in order to obtain better results. Experimental 
results of the trials carried out are given in a final stage together with 
concluding remarks and some cues for further research. 

1   Introduction 

The reconstruction of 3D models of real existing object is one of the most 
challenging task characterizing the field of computer vision.  Many techniques exist 
which can reconstruct a 3D scene from two or more images. The most relevant 
techniques used in this field are: laser scanner, US or IR sensors, passive stereo-
matching techniques, active stereo-matching techniques. The former first two 
approaches use expensive equipments and, as a matter of fact, this aspect limits the 
range of contexts these techniques can be used in. The stereo-matching approach 
uses only two or more photos and consists in the search of couples of points which 
represent the same 3D point in the real space. The difference between passive and 
active stereo-matching techniques basically resides in the fact that in the active 
flavor a structured illumination is used in order to make the matching easier. Stereo-
matching algorithms can be classified into feature-based and intensity-based: 
feature-based methods first looks for edges, corners etc. in the source image, then 
carry out a matching on these features. Usually feature-based approaches provide 
robust but sparse information. Moreover complex computation is needed in order to 
obtain a complete disparity map. Intensity-based methods select a window centered 
at the each pixel in a image and search the more similar window in the second 
image. The selection of window size is a critical problem for intensity-based 
methods. The advantage of similar methods is that dense disparity maps can be 
estimated.  
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Traditional stereo matching techniques showed low levels of robustness mainly 
because each couple of matched points were searched independently from the other 
couples of matched points. It would be better to find a global and optimal solution 
(for example entire disparity map) using iterative algorithms. A similar solution 
should be: meet constraints of the 3D stereo matching, minimize a cost function (it 
includes distances of corresponding points and other terms). GA is a good solution to 
this problem, it find a solution that minimize a fitness function, in this work it’s used 
GENOCOP 2 [3] because it allow to fix constraints such as “order constraint” 
explained in the next paragraphs. So in this work is proposed a passive intensity-
based stereo-matching algorithm using a constraint handling GA to search matched 
points. Approach used search correspondences on corresponding epipolar lines (not 
on the whole image), then, selected N points on the epipolar line of the first image, N 
points on the corresponding epipolar line in the second image are researched, the 
research is carried out for each couple of epipolar lines. Two stereo-matching 
algorithms are proposed: for generic scenes using images from parallel cameras (or 
rectified images), for 3D face reconstruction using images from parallel or non 
parallel cameras (camera calibration is required to compute epipolar lines). In the last 
case 3D reconstruction process is implemented using these steps: Stereo-matching, 
calculation of 3D coordinates from matched points using triangulation, generation and 
visualization of a 3D mesh. Details of implementation proposed are discussed in “3D 
Stereo-Matching: Approaches and Constraints”. In “Experimental Results: parallel 
cameras, generic scenes case” section, results of general scenes case are reported. 
After is proposed “The 3D Face Reconstruction Test Case” and relative results. In 
“Concluding Remarks and Future Works” paragraph, final considerations about this 
research and clues of further works are reported. 

2   3D Stereo-Matching: Approaches and Constraints 

To search matched points in the images are used these main steps: 

Algorithm computes epipolar lines, selects N equidistant points in the epipolar line of 
the first image and searches the N matched points in the epipolar line of the second 
image. This step is repeated at different heights. In parallel cameras case, algorithm 
doesn’t compute epipolar lines because they are lines at the same height. The search 
of N matched points in the second line is performed using GA Algorithm that 
minimize a fitness function. The main goal is minimize the distance between each 
couple of points selected in the current epipolar lines, so fitness function must have 
this distance and eventually others terms. The GA was then set up in order to handle n 
variables vi  (the number of points the algorithm tries to find correspondences of). 
Each individual has an n-long chromosome; the GA evolves sets of solutions and, at 
the end of a predefined number of generations, returns the best individual, that is the 
individual that minimizes the fitness function described below. For each variable a 
range was defined in order to exclude erroneous results from the codification in the 
chromosome: vi (abscissa of point Pi’ of line in the right image) must be less then 
abscissa of the selected point Pi in the left image for geometric reasons, and to 
implement order constraint: v1<v2<v3…<vn. 
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All the codified solutions have to meet stereo-matching constraints defined below. 
Several trials have been carried out in order to obtain an optimal fitness function.  

The most important aspects for this algorithm are: define a metric of distance 
between 2 points, define fitness function to minimize, implement constraints to 
improve stereo-matching results. 

In this work are used Intensity based techniques and several metrics of distances 
between two windows have been proposed: SSD (Sum of the Squared Error), SSD 
using gaussian window, SSD on DCT coefficients. 

SSD distance is computed considering the two windows of pixels centered on the 
points and summing the squared differences of pixels intensity in the windows. 
In RGB images is summed SSD distance of each color level (red, green, blue). SSD 
distance using gaussian window respect SSD weigh squared differences of pixels 
intensity by gaussian function centered on the center of the window to give more 
importance to pixels near the center. 

SSD on DCT coefficients metric computes DCT coefficients of the two windows 
considered and uses SSD formula on these coefficients. 

Usually are compute only low frequencies coefficients to remove noise effects and 
it’s possible to weigh continue DCT coefficient to solve different illuminations 
problems. Another important aspect of 3D Stereo-Matching techniques lays in the 
constraints. Most relevant constraints in this context are: 

Epipolar: which is based on the assumption that the two optical centers of the 
cameras, the two projections of the point P under observation and the same point P 
lays on the same plane [11]; this constraint is performed searching matched points in 
lines at the same height (in parallel cameras) or epipolar lines (in general case); 
Uniqueness: point in the first image has only one correspondence in the other 
photograph; 
Smoothness: accounts for a “smooth” trend of the disparity map; 
Order: considering N points selected on the first image, the relative points in the 
second photograph must have the same order, thanks to the possibility offered by 
Genocop 2 [3] to handle constraints, a simple inequality constraint has been imposed 
on the variables, so that v1<v2<…<vn. (This constraint can, sometimes, lead to 
mismatching due to particular configurations of the cameras, however the benefits 
derived from this approach exceed the disadvantages); 

2.1   Fitness Function 

The choose of fitness function is very important to obtain good results in stereo-
matching. The main components included in the fitness function are: distance 
between couples of correspondences, smoothness, occlusion handling, saturation of 
the components, uniqueness. 

Distance Between Couples of Correspondences 
This contribute in the fitness is the most important and represents the sum of distances 
between selected points in first image and correspondent points in the second image. 
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The metric of distance used are SSD, SSD using gaussian window and SSD on DCT 
coefficients. 

Smoothness 
This contribute isn’t essential but can perform better results. This term allows to 
obtain a smooth disparity map (in parallel cameras case), so it penalizes solutions 
with discontinuous disparity map probably wrong. This term produces good results in 
scenes with similar color zones. 

Smoothness is defined as: 

SNi = di-di+1 = (xi-xi’) - (xi+1-x’i+1) (1) 

di is the disparity of point ‘i’, xi is the abscissa of point ‘i’ in left image, xi’ is the 
abscissa of point ‘i’ in right image, STEP is the distance between point ‘i’ and ‘i+1’ so: 

xi+1= xi + STEP (2) 

SNi = (xi-xi’) - ( xi+ STEP - x’i+1) = x’i+1 - x’i - STEP (3) 

The global contribute is: 

−

=

=
1n

0i

iSNSN  (4) 

SN term is multiplied by a coefficient to weigh contribute importance in the fitness 
function. High coefficients can cause wrong results specially in scenes with object 
near and far respect the cameras, it is important to find a good compromise. 

Occlusion Handling 
Occluded point is a point visible in a image but not visible in the second image 
because hidden. Occluded points can cause some problems in the stereo-matching, in 
fact for each visible point in a image but not visible in the second image ones occurs a 
matching error because for each point selected is find however a correspondent point, 
but a not visible point hasn’t a correspondent point. 

So it is necessary a mechanism to handle occlusions specially in scenes with large 
occluded parts. In this paper are proposed several techniques to handle occlusions: 
distances Threshold between two correspondent points, occluded points shifting, 
uniqueness constraint, saturation of the components. 

Distances Threshold Between Two Correspondent Points 
This technique is used to remove wrong correspondent points after GA optimization. 
Usually wrong correspondent points have high distance, so to remove this points it is 
possible define a distance threshold: a couple of matched points is considered correct 
if distance between points is less then a threshold. 

Occluded Points Shifting 
Selected N points in the first image, GA searches N correspondent points, for each 
occluded point GA finds a wrong correspondent point; if images have large occluded 
parts order constraint presence can cause bad results.  

To solve this problem it is possible remove from searching high probable occluded 
points, there are two possible implementation of this solution: scan selected points in 
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the first image (xi) to remove points with: Dmin12(xi) > Threshold, Dmin12(xi) is the 
minimum distance between point xi and all points in epipolar line of second image. 
Another solution (used in this work) is to use a contribute in fitness function to shift 
on the left occluded points in second image, so if Dmin12(xi) > Threshold this term is 
added to fitness: (x’i-x’i-1) x beta, xi‘ is the abscissa of point ‘i’ in epipolar line of 
second image and beta is a weight coefficient, and it isn’t added distance between xi 
and xi’ (because point xi is considered not visible in the second image, therefore to 
consider distance term leads only matching problems). 

In this way variables of GA individuals vi=xi’ of occluded points are shifted near 
previous vi-1 so order constraint doesn’t lead problems. 

Uniqueness Constraint 
A point in the first image has only one correspondence in the other photograph, 
therefore after GA optimization equal variables are removed. 

Saturation of the Components 
Fitness terms (such as smoothness term) can assume big values predominating over 
the others leading to a bad solution, to avoid this problem it’s possible saturate terms. 

3   Experimental Results: Parallel Cameras, Generic Scenes Case 

For test are used benchmark couple of images: tsukuba, sawtooth. The results consist 
of 2 disparity maps (for both images) on red background to highlight removed 
matched points because considered wrong (for example occluded points). 
Tsukuba and sawtooth disparity maps are: 

  

Fig. 1. Tsukuba and sawtooth disparity map 

Test 1 
General features are: 5 pixel step between selected points in epipolar line of first 
image, pixel window size equal to (4 x STEP+1) x (4 x STEP+1), SSD distance with 
gaussian window using standard deviation equal to 0.8 x STEP, removal of matched 
points with distance greater then 11*(4 x STEP+1) x (4 x STEP+1), removal of equal 
variables. GA parameters are: population of 80 individuals, 25000 generations, best 
solution of previous search to initialize GA. Fitness terms are SSD distances and 
smoothness with coefficient weight equal to 15. 
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Results 

 

 

Fig. 2. Test 1 results: Tsukuba and sawtooth disparity map 

Comments 
Results are good, only some error is present in limited zones. 

Test 2  
General features are: 4 pixel step between selected points in epipolar line of first 
image, pixel window size equal to (4 x STEP+1) x (4 x STEP+1), SSD distance with 
gaussian window using standard deviation equal to 0.8 x STEP, removing matched 
points with distance greater then 11*(4 x STEP+1) x (4 x STEP+1), removal of equal 
variables, removal of points with distance greater then a threshold. GA parameters are 
population of 90 individuals, 35000 generations, best previous solution to initialize 
the population of the GA. Fitness terms are: SSD distances, smoothness with 
coefficient weight: 11. 

Results 

 

Fig. 3. Test 2 results: Tsukuba disparity map 

Comments 
In this test is used a small step (4 pixel instead 5 pixel), results are good but this 
choose increases computation time. 
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4   The 3D Face Reconstruction Test Case 

The developed application has been tested on a common study case for this context: 
the 3D face reconstruction problem. The 3D face reconstruction experiment has been 
carried out following these steps: stereo matching of the two photographs using non 
parallel cameras (without rectification) and computing epipolar lines, save the couples 
of correspondences, including points’ color, coordinates computation through 
triangulation, surface generation using triangles defined by the obtained 3D points.  

4.1   Experimental Results 

In tests are used images from non parallel cameras (not rectified), so it is needed a 
previous cameras calibration to compute epipolar lines for stereo-matching. In results 
are shown matched points using same colors.  

  

Fig. 4. Couples of images used for 3D reconstruction 

Test 3  
General features are: 6 pixel step between selected points in epipolar line of first 
image, pixel window size: (2 x STEP+1) x (2 x STEP+1). GA parameters are: 
population of 80 individuals, 25000 generations, best previous solution to initialize 
the population of the GA. Fitness terms are: SSD distance on DCT coefficients: are 
computed  (2 x STEP+1) / 3 x (2 x STEP+1) / 3 low frequencies coefficients using 
gaussian window with standard deviation equal to 1.6 x STEP, weight of continue 
DCT coefficient in the distance formula equal to 1%, smoothness term. 

Results 

 

Fig. 5. Test 3 results: stereo-matching of first couple of images 

Test 4 
General features are: 6 pixel step between selected points in epipolar line of first image, 
pixel window size: (4 x STEP+1) x (4 x STEP+1). GA parameters are: population of 80 
individuals, 25000 generations, best previous solution to initialize the population of the 
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GA. Fitness terms are: SSD distance on RGB, with saturation equal to: (4 x STEP+1) x 
(4 x STEP+1) x 3.4 using gaussian window with standard deviation 1.6 x STEP, 
smoothness with weight 16 and saturation 80 x STEP, occluded points shifting for point 
with minimum distance greater then 2 x (4 x STEP+1) x (4 x STEP+1). 

Results 

 

Fig. 6. Test 4 results: stereo-matching of second couple of images 

Comments 
Results are visibly very good, using triangulation it is possible compute 3D 
coordinates of matched points and show them using a 3D engine. 

The generation of a surface from a cloud of points is not a trivial task and is an 
open field of research in the area of computer vision. The implemented algorithm uses 
the relative positions of points in order to build the surface in an easier way. The mesh 
is built as in figure 1: 

 

Fig. 7. 3D Mesh 

The points marked with “1” correspond to the first couple of epipolar lines; the 
ones marked with “2” to the second epipolar line and so on and so forth. Three 
dimensional points obtained from the correspondences of two couples of two epipolar 
adjacent lines are considered (e.g. points marked “1” and “2”); triangles are then built 
choosing alternatively the points from the first and the second epipolar line, the 
second and the third and so on and so forth. The mesh structure is then obtained and 
to each point the pre-saved color is given to draw a visually interpretable surface. A 
texture taken from the image analysed could also be employed in order to obtain a 
more accurate final representation of the 3D model. The algorithm for mesh 
generation and visualisation uses DirectX 3D engine graphic engine. 

In the first trial (figure 2) global good results have been reached. The few 
mismatches derive from the relative positions of the cameras. 

 

Fig. 8. 3D reconstruction of test 3 
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Results obtained in the second trial are excellent (figure 3). The advantage on the 
first trial mainly lays in the different relative orientation of the two photograph used 
for the stereo matching. It is evident that photographs taken from the top to the 
bottom lead to a more accurate face reconstruction. 

   

Fig. 9. 3D reconstruction of test 4 

5   Concluding Remarks and Further Works 

The results obtained have put in evidence good global performances of the proposed 
algorithm. An a posteriori analysis of the results leads to the conclusion that the main 
aspect of the implementation described are: employment of the “Smoothness” 
component in the fitness functions, smoothness saturation, employment of the best 
previous solution to initialise the population of the GA, use of the DCT in order to 
solve the issues derived from different lighting, reducing, eliminating or normalizing 
the continuous component, left shifting of the supposed occluded correspondences. 

Moreover the use of the order constraint demonstrated to be quite useful in order to 
accelerate the convergence rate of the GA. In the case of generic scenes stereo-
matching results are good in all tests. In the case of non parallel cameras the results 
for 3D face reconstruction were quite good; in some cases the model returned proved 
to be highly accurate even if built on only two images. The position of the cameras 
showed to be a quite important factor; cameras placed too near lead to a good 
matching level but even to an higher difficulty in the extraction of an accurate model 
because errors of one pixel in the correspondence show a greater weight. Instead, if 
the cameras are placed in more distant places and in different relative orientations, the 
returned results show lower accuracy but the 3D model extracted is characterised  by 
a higher quality. It is evident that a compromise needs to be looked for. As a matter of 
fact, better results have been reached when photographs where taken orientating the 
focal axes of the cameras in order to look at the face from the top to the bottom. 

The employment of GA has shown high potentialities in order to solve stereo 
matching related problems with only one drawback: the computational cost of similar 
approaches which could be considered unbearable for certain kinds of real-time 
applications. This last aspect is even one of the most interesting for what concerns the 
future perspectives of this work. Software level optimisations, on the other hand, are 
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being studied in order to keep limited the computational costs of this approach. A 
further cue of research can consist in the evaluation of different metrics of distance 
and, eventually, the application of pre-processing elaboration of the images in order to 
obtain better results. A more interesting extension to the proposed solution could be 
represented by the research of the entire disparity map leaving the “line-by-line” 
approach previously described. This could lead to interesting results even given the 
fact that vertical constraints would be then required and that, in this situation, it is not 
possible to use any knowledge about the epipolarity of the lines. 
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Abstract. We propose a double coding scheme in genetic algorithm (GA) and 
apply it to the fuzzy features-weighting clustering problems. Each individual 
consists of two segments of codes for cluster centers and feature weights. The 
two segments are evolved simultaneously in the clustering process. A modified 
clustering objective function is defined. A weighted fuzzy c-means operator and 
a feature weights learning operator are designed to guide computing cluster 
centers and feature weights in an individual respectively. On the basis of the 
above work, a novel weighed fuzzy c-means clustering algorithm based on 
double coding GA is advanced. 

1   Introduction 

Clustering analysis is an important research project in knowledge discovery and data 
mining (KDDM). Clustering algorithms partition data objects into a certain number of 
clusters such that objects in the same cluster are more similar to each other than 
objects in different clusters. One of the important problems is to design appropriate 
dissimilarity measures in cluster analysis. Generally speaking, the traditional 
clustering algorithms, such as the widely used fuzzy c-means (FCM) algorithm [1], 
choose Euclidean distance as the dissimilarity measure, which relates to all features, 
and further supposes that each feature has equal importance. In practical applications, 
we have the scientific data survey, database analysis, customer relations management, 
medicine diagnosis, weather forecast, water analysis, etc. The importance of each 
feature is not often the same, sometimes quite different, and certain features can even 
be neglected. The method of feature weight assignment can be used to better solve 
this problem. That is, the larger the feature weight is, the higher the degree of 
importance of this feature is. The zero value of the feature weight indicates that this 
feature does not play any role and can be reduced. In fact, feature weights belong to 
domain knowledge and may be beforehand determined by domain experts. However, 
in some situation, the domain knowledge is insufficient to determine the feature 
weights completely. Sometimes the relevant domain knowledge is too deficient to 
provide effective information for determining feature weights. Consequently, feature 
weights computing and optimizing have been quite important research topics in 
cluster analysis. X. Z. Wang el al. [2] proposed the weighted FCM algorithm which 
was based on the weighted Euclidean distance. The weight assignment was given by 
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learning according to the gradient descent technique. E. Y. Chan et al. [3] presented 
an optimization algorithm for clustering using weighted dissimilarity measures. A 
new procedure to generate a weight for each feature from each cluster was developed 
in the algorithm. The W-k-means algorithm [4], proposed by J. Z. Huang et al., can 
automatically weight features based on the importance of the features in clustering. 
W-k-means added a new step to the basic k-means [5] algorithm to update feature 
weights based on the current partition of data. The above-mentioned algorithms 
belong to the partitional methods in cluster analysis, with a high operation efficiency, 
but there exists the drawback that clustering results are often dependent on the 
selection of the initial points and cannot ensure convergence to a global optimum. 
With global searching ability, GAs are the randomized search and optimization 
algorithms based on the mechanism of natural selection and genetics. Combining GAs 
with partitional clustering algorithms is a kind of effective method to avoid 
converging to a locally optimal solution. GKA clustering algorithm [6] developed by 
K. Krishna and M. N. Murty combined GA with k-means algorithm to find the global 
optimum. In GKA, a simple coding scheme was employed; a problem-specific 
gradient descent operator (KMO) and a distance based mutation (DBM1) were 
designed. U. Maulik and S. Bandyopadhyay advanced a genetic algorithm-based 
clustering technique called GA-clustering [7], in which individuals were represented 
as string of real numbers, encoded the centers of a fixed number of clusters. Y. Y. 
Dong et al. [8] put forward an improved hybrid cluster algorithm, named GFGA, 
which achieved the combination of genetic algorithm's global search ability and 
FCM's local search ability. 

The main objective of this paper is to develop a double encoding GA and apply it 
to the fuzzy features-weighting clustering problems. Appling the double coding 
scheme of "cluster centers + feature weights", an individual is a sequence of real 
numbers representing the values of both the cluster centers and the feature weights. 
The genetic operations are simultaneously applied to the two segments of an 
individual in each iteration of the algorithm. The modified clustering objective 
function is defined. The weighted FCM operator is given to update current fuzzy 
partition and cluster centers. To direct computing the feature weights, we design the 
feature weights learning operator.  On the basis of the above work, a novel weighed 
FCM clustering algorithm based on double coding GA called DGAFCM is advanced.  

The rest of this paper are organized as follows: Section 2 gives the problem 
statement. Section 3 presents the DGAFCM algorithm. Experimental results on both 
artificial and real data set are given in Section 4.  We conclude the paper and have an 
outlook for further research in the last section. 

2   Problem Statement 

Let },...,,{ 21 nXXXX =  be a set of n  objects and each object ),...,( ,2,1, siiii xxxX =  in X  

characterized by },...,,{ 21 sAAAA = , a set of s  features, where jix ,  is the value of the 

jth feature of object iX , ni ≤≤∀ 1  and sj ≤≤1 . A fuzzy partition of X can be stated 
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as a constrained nonlinear optimization problem, which minimize Equation (1), under 
the constraint of Equation (2), with unknown variables U  and V  as follows: 
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where: 

• ),1( nc ∈  is a known number of clusters and 1>m  is a parameter;  

• ][ ,iluU = is a nc × fuzzy partition matrix; 

• },...,{ 21 cVVVV = is a set of c vectors. Each clvvvV sllll ,...2,1),,...,( ,2,1, == , expresses the 

center of the lth cluster. 
• ),( ,, jljij vxd is a distance or dissimilarity measure between object i and the center of 

cluster l  on the jth  feature.  

2
,,,, )(),( jljijljij vxvxd −=  (3) 

In FCM algorithm, the above problem is solved by iteratively solving the following 
two minimization problems: 

1. Problem 1P : Fix VV ˆ= and solve the reduced problem )ˆ,( VUJ ; 

2. Problem 2P : Fix UU ˆ= and solve the reduced problem ),ˆ( VUJ ; 

Problem 1P  is solved by  
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and problem 2P  is solved by  
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3   Clustering Algorithm Based on Double Coding GA 

3.1   Double Coding Scheme 

We give the definition of clustering individual in this section. 

Definition 1. Let },...,,{ 21 nXXXX = be a set of n  objects to be clustered, and 

},...,,{ 21 sAAAA =  be a set of s features. ℜ∈)( jADOM denotes the domain of the 

feature jA , sj ,...2,1= . The clustering individual is defined as a finite sequence of real 

numbers as follows: 

scVVVH ωωω ...... 2121=  (7) 

where� 

sllll vvvV ,2,1, ...=   cl ,...2,1=  (8) 

subject to 

clsjADOMv jjl ,...,2,1,,...,2,1),(, ==∈  (9) 

and 

10,11 ≤≤== j

s

j j ωω  (10) 

In Definition 1, cVVV ...21 are the centers of c  clusters and consist of sc × words, and 

sωωω ...21 with s words are the weight values of s features. Therefore, the total length 

of clustering individual is sscL +×= . Obviously, in the clustering individual the 
direct encoding method is adopted, so the regularity property is consequentially 
satisfied. Simplifying the process of coding-decoding, this method is fit for high 
accuracy computing and searching for a large sample space.  

For convenient description, the symbols cV VVVH ...21= and sWH ωωω ...21= are used to 

denote the cluster centers and the feature weights in H respectively in the following 
text. 

Let L be the length of an individual, N a known positive integer. Then 

},...2,1,,,..2,1,|......{ 2121 sjHciHVVVVH WjViscL =∈=∈==Γ ωωωω  (11) 

is called the individual space,  and the product 

N

LLL
N
L Γ××Γ×Γ=Γ ...  (12) 

is called N-population space. 

3.2   Fitness Function 

The definitions of the modified clustering objective function and the fitness function 
of an individual are discussed in this section. 
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Definition 2. Let WV HHH =  be an individual. We defined the modified clustering 

objective function as follows: 

),(),,(),( ,,
1 1 1

, jlji
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l

n

i

s

j
j

m
ilWVMM vxduUHHJUHJ

= = =
== βω  (13) 

where, 1>β is an exponent of the feature weight.   

Definition 3. Let WV HHH =  be an individual. The fitness function of H is defined as 

follows: 

),(

1
)(

UHJ
HF

M

U =  (14) 

Knowing that the fuzzy partition matrix U is not included in an individual, we need 
first compute it. Using Equation (4), we modify the fuzzy partition matrix computing 
formula as follows: 
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where, jid ,′ is computed by: 
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3.3   Selection 

The roulette selection strategy is adopted, in which the probability that an individual 
is selected is proportional to its fitness value in the population.  

3.4   Crossover 

Let 1,1,1 WV HHH = and 2,2,2 WV HHH = be the individuals under consideration, in which, 
)()(

2
)(

1, ... i
c

ii
iV VVVH = and 2,1... )()(

2
)(

1, == iH i
s

ii
iW ωωω . We deal with the crossover operations 

to the two segments of the individuals respectively as follows. 
For 2,1, =iH iv , the arithmetic crossover operator based on gene matching with 

minimum distance [8] is employed.  Let 2,2,2 WV HHH ′′=′ is an empty individual. We 

compare the distances between the first element 1,
)1(

1 VHV ∈ and all elements in  2,VH  

one by one, and choose the )1(2,
)2( cjHV Vj ≤≤∈ such that the distance between 

)2(
jV and )1(

1V  is the minimum and put )2(
jV  into 2,VH ′ . By the same method, we compare 

the distances between the other elements in 1,VH  and the remnant elements in 

2,VH one by one and put the elements selected into 2,VH ′  in sequence. Therefore we 
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can obtain the 2,VH ′ that is matched with 1,VH . Performing the common single-point 

arithmetic crossover operation to 1,VH and 2,VH ′ with a fixed crossover probability of 

cP , the cluster center codes of child individual of 1H and 2H ′ can be formed. 

For 2,1... )()(
2

)(
1, == iH i

s
ii

iW ωωω , the common single-point arithmetic crossover method 

with the same crossover probability is also adopted. Considering the constraint of 
11 ==

s

j jω , a normalization process is required after crossover operations. Let 

sWH ωωω ...21= be the original weights and sWH ωωω ′′′=′ ...21 the weights after 

normalization, then they satisfy: 

sjs

t t

j
j ,...,2,1

1

==′
= ω

ω
ω  (17) 

3.5   Mutation 

The common uniform mutation method is adopted. The two segments in an individual 
undergo mutation with the same fixed mutation probability of mP . Let 

scWV VVVHHH ωωω ...... 2121== be an individual. In VH , for any ljl Vv ∈, , we have 

)(, jjl ADOMv ∈ , cl ,...2,1= and sj ,...2,1= . Therefore, we can select a value randomly in 

the range of )( jADOM and replace jlv , with it according the mutation probability.  For 

sWH ωωω ...21= , the selected Wj H∈ω can be replaced with a random value in the range 

]1,0[ according to the mutation probability. After the mutation, we normalize the 
feature weights by applying Equation (17). 

3.6   Weighted FCM Operator 

Although the FCM is type of iterative and hill climbing algorithm and cannot 
guarantee convergence to a global optimum, its locally searching capability is strong. 
As a stochastic optimization approach, GA is good at avoiding convergence to a 
locally optimal solution but its velocity of convergence is often slow. Combining the 
both will improves the performances of clustering algorithms. Using a one-step FCM 
algorithm with the fixed feature weights, we design the weighted FCM operator, 
called WFCMO, as follows: 

Let LscWV VVVHHH Γ∈== ωωω ...... 2121 be an individual and U be the fuzzy partition 

matrix. 

1. Fix HH ˆ= update U by Equation (15) 

2. Fix UU ˆ= update the cV VVVH ...21= by Equation (6)  

In WFCMO, the feature weights are not updated, namely mWH ωωω ...21= being 

fixed. Under this situation the fuzzy features-weighting fuzzy clustering problem 
reduces to the optimization problem without considering the feature weights. 
Therefore, we can utilize the method that is analogous to FCM algorithm for the 
operator.  
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3.7   Feature Weights Learning Operator  

In dealing with the fuzzy features-weighting clustering problems the calculation and 
optimization of the weights for all features is one of the key problems. Aimed at the 
problem, the feature weighs learning operator called FWLO is designed in this section.  

Theorem 1. Let LWV HHH Γ∈= be an individual under consideration, UU ˆ= and 

vV HH ˆ= be fixed. The minimizer WĤ of the optimization problem 

)ˆ,,ˆ(min UHHJ WVM
HW

subject to (10) is given by 
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where 
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=
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and )( sk ≤  is the number of features where 0≠jδ  

Proof  
1. If 0=jδ , according to Equation (19), these features have a unique value. No matter 

what values the jω̂ is these features have no contribution to MJ . So we set 0ˆ =jω  to 

all features where 0=jδ .   

2. For the k features where 0≠jδ , we can adopt the method of Lagrange multiplier.  

We rewrite Equation (13) as: 
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Let λ  be the multiplier and ),( λWHΦ be the Lagrangian equation defined by 
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If )ˆ,ˆ( λWH is to minimize ),( λWHΦ , its partial derivative in both sets of variables 

must be zero, thus 
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From (22), we have 
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Substituting (24) into (23), we have 
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Substituting (25) into (24), we can obtain 
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According to the theorem, we propose the FWLO as follows: 
Let LskWV VVVHHH Γ∈== ωωω ...... 2121 be an individual and U be the fuzzy partition 

matrix. Fix UU ˆ= and VV HH ˆ= , calculate WH by Equation (18). 

3.8   The Proposed Clustering Algorithm 

In this section, the weighted fuzzy c-means clustering based on double encoding 
genetic algorithm, i.e. DGAFCM, is proposed. 

Algorithm DGAFCM 
Step1 (initialization): Set the size of population N, crossover probability Pc, mutation 
probability Pm, maximal generation Maxgen and t:=0. The initial population 

N
LG Γ∈)0( is formed, in which the cluster centers are randomly selected and the feature 

weights are generated with uniform distribution. Let )0(Ĥ be the best individual 
in )0(G . 
Step2 (evolution): For the current population G(t) perform the selection, crossover, 
mutation, WFCMO and FWLO operations respectively to generate the next 
population G(t+1). 
Step3 (elitist strategy): Let )1(

~
+tH  be the best individual in G(t+1), we have 

)}1(
~

),(ˆmax{)1(ˆ +=+ tHtHtH . Therefore, )1(ˆ +tH is the best individual so far. 
Step4: If the algorithm has reached the Maxgen generations, outputs the clustering 
results from the best individual, and then the algorithm stops; else set t:=t+1 and goes 
to Step 2. 

4   Experimental Results 

4.1   Experiments on Artificial Data Set 

The artificial database contains 200 instances that are divided into two clusters, and 
each cluster has 100 instances. The feature set is A={A1,A2,...,A5}, in which the first 
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three features are normally distributed,  and the last two features are uniformly 
distributed. The centers and the standard deviations of the two clusters for all 
features are shown in Table 1. From Table 1 we can see that the two clusters are 
well separated in A1 and A2 and overlapped slightly each other in A3, whereas in A4 
and A5 with large standard deviations the two clusters cannot nearly be 
distinguished.  

Table 1. Centers and standard deviations of clusters in different features 

Cluster Cluster centers Standard deviations 
1 (0.3155, 0.3157, 0.3656, 0.5410, 0.5240) (0.0662, 0.1062, 0.1830, 0.2870, 0.3028) 
2 (0.7114, 0.6828, 0.6103, 0.4824, 0.4943) (0.0787, 0.1035, 0.1798, 0.3007, 0.2687) 

Table 2. The clustering results on the artificial data set by FCM, GFGA and DGAFCM 

DGAFCM Algorithm FCM GFGA 
=2 =3 =4 =5 

Number of errors 11 11 0 0 0 0 
Percentage of errors 5.5% 5.5% 0% 0% 0% 0% 

Table 3. The feature weights of the artificial data set by DGAFCM 

 Weight1 Weight2 Weight3 Weight4 Weight5  Weight1 Weight2 Weight3 Weight4 Weight5 
2 0.5675  0.2687  0.0915  0.0352 0.0372 4 0.3106 0.2502 0.1786 0.1292  0.1313  
3 0.3765  0.2669  0.1586  0.0978 0.1003 5 0.2794 0.2392 0.1867 0.1465  0.1482  

We use three algorithms, i.e. FCM [2], GFGA [8], and the DGAFCM proposed in 
this paper, to run experiments respectively. The parameters that we used are m=2.0, 
N=50, maxgen=100, Pc=0.8 and Pm=0.2. All these algorithms are run 100 times and 
the average number and percentage of misclassifications are reported in Table 2. The 
results indicate that entirely accurate clusters can be obtained by DGAFCM every 
time while approximatively correct clusters can only be got in the other two 
algorithms. The feature weighs obtained by DGAFCM under the case of =2,3,4 and 
5 respectively are reported in Table 3. The feature A1,A2, and A3 have larger weights 
and A4, A5 have smaller weights. The results are reasonable.  

4.2   Experiments on Real Data Set 

In this section, we ran run experiments on the iris data set and the wine data set. Both 
of them can be obtained from the UCI Machine Learning Repository1. 

The iris data set is one of the most popular data sets to examine the performance of 
novel methods in pattern recognition and machine learning [9]. There are 3 clusters in 
the data set, each has 50 instances with 4 features, that is sepal length, sepal width, 
petal length, and petal width, the weights of which are named weight1, weight2, 
weight3, and weight4 respectively for their short forms.  

                                                           
1 http://www.ics.uci.edu/~mlearn/MLRepository.html 
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Table 4. The clustering results on the iris data set by DGAFCM 

 2 3 4 5 
Number of errors 6 6 6 6 

Percentage of errors 4% 4% 4% 4% 

Table 5. The feature weights of the iris data set by DGAFCM 

 Weight1 Weight2 Weight3 Weight4  Weight1 Weight2 Weight3 Weight4 
2 0.0874  0.1932  0.1023  0.6170  4 0.1975  0.2514  0.2050  0.3461  
3 0.1681  0.2445  0.1796  0.4078  5 0.2117  0.2528  0.2170  0.3186  

Table 6. The clustering results on the iris data set by some cluster algorithms 

Algorithm GFGA [8] FCM [10] FPCM [11] PFCM [11] 
Feature 

weighted 
FCM [12] 

Number of errors 16 16 13,14 13,14 7 
Percentage of errors 10.6% 10.6% 8.7%,9.3% 8.7%,9.3% 4.67% 

In experiments on the iris data set we assign  values ranging from 2 to 5 and 
DGAFWC was run 100 times respectively for each value of . We use the other 
parameters as follows: m=2.0, N=50, maxgen=100, Pc=0.8 and Pm=0.2. The average 
number and percentage of misclassifications and the features weights for each  
value are reported in Table 4 and Table 5 respectively. The clustering results of 
GFGA, FCM, FPCM, PFCM and the feature weighted FCM algorithm reported by 
Ref. [8], [10], [11] and [12] respectively are shown in Table 6. The experimental 
results indicate that the DGAFCM algorithm and the feature weighted FCM 
algorithm, with feature weights solution strategies, evidently improve the clustering 
performance on iris data set compared with GFGA, FCM, FPCM, and PFCM 
algorithms, in which the feature weights are left out of account. Among these 
clustering algorithms, DGAFWC has the smallest number of misclassifications. 
From Table 5 we can observe that weight4 is the largest, and then weight2, weight3, 
weight1 in turns. Also, the difference between feature weighs gets smaller with the 
increasing of the values of . 

The wine data set contains 178 instances and each instance has 13 numerical 
features. The data set is classified into 3 clusters according to the types of wines. We 
use three algorithms, i.e. FCM [2], GFGA [8], and the DGAFCM proposed in this 
paper, to run experiments on the data set respectively. For DGAFCM, we assign  
values ranging from 5 to 8. The other parameters remain unchanged. All these 
algorithms are run 100 times. The average number and percentage of 
misclassifications are reported in Table 7. The results indicate that DGAFWC has the 
smallest number of misclassifications among these clustering algorithms. The feature 
weighs obtained by DGAFCM under the case of =5,6,7 and 8 respectively are 
reported in Table 8. We can observe that weight8 is the largest, and then weight11, 
weight3, weight6, weight9, weight12, weight7, weight1, weight2, weight10, weight4, 
weight5, weight13 in turns. 
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Table 7. The clustering results on the  wine data sets by FCM, GFGA and DGAFCM 

DGAFCM Algorithm FCM GFGA 
=5 =6 =7 =8 

Number of errors 56 56 25 23 21 21 
Percentage of errors 31.5% 31.5% 14.0% 12.9% 11.8% 11.8% 

Table 8. The feature weights of the wine data set by DGAFCM 

Feature weights =5 =6 =7 =8 
Weight1 0.0688 0.0732 0.0757 0.0772 
Weight2 0.0598 0.0653 0.0686 0.0709 
Weight3 0.1165 0.1111 0.1069 0.1035 
Weight4 0.0340 0.0415 0.0471 0.0513 
Weight5 0.0160 0.0228 0.0285 0.0334 
Weight6 0.0880 0.0890 0.0889 0.0884 
Weight7 0.0742 0.0777 0.0794 0.0803 
Weight8 0.1856 0.1603 0.1446 0.1339 
Weight9 0.0859 0.0872 0.0874 0.0871 
Weight10 0.0412 0.0486 0.0537 0.0575 
Weight11 0.1407 0.1293 0.1212 0.1153 
Weight12 0.0858 0.0872 0.0873 0.0870 
Weight13 0.0036 0.0069 0.0105 0.0142 

5   Conclusions 

For fuzzy features-weighting clustering problems, we deal with a double encoding 
scheme in GA. Each individual consists of two segments of codes for cluster centers 
and feature weights in the scheme. Both of them are evolved in the clustering process 
at the same time. The modified clustering objective function is defined, from which 
the fitness value of an individual can be computed. To update the fuzzy partition 
matrix and the cluster centers in the situation of feature weights being fixed, a one-
step weighted fuzzy c-means algorithm operator, i.e. WFCMO, is designed. The 
operator works on the strategy of FCM algorithm. In dealing with the fuzzy features-
weighting clustering problems, the calculation and optimization of the weights for all 
features is one of the key problems. Targeting the problem we have proven the 
theorem about the constrained optimization problem of features-weighting in the 
situation of the fuzzy partition matrix and the cluster centers being fixed, and 
developed the feature weight leaning operator, that is FWLO. Based on the above 
work, the double coding GA-based weighted FCM clustering algorithm, DGAFCM, is 
advanced. DGAFCM is suitable for numeric data. We utilize the roulette selection 
strategy, the arithmetic crossover and the uniform mutation method to realize the 
usual genetic operations, and elitist strategy is adopted to guarantee the convergence 
of the algorithm. Experimental results indicate that the DGAFCM clustering 
algorithm is stable and adaptive. The future research work will include the further 
improvement of algorithm efficiency as well as research on clustering algorithms for 
mixed numeric and categorical data. 
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Abstract. Genetic Algorithm (GA) has been successfully applied to many 
optimization problems. One problem with Standard GA is its premature 
convergence for complex multi-modal functions. To overcome it, in this paper a 
novel genetic algorithm with age and sexual features is proposed. Age and sexual 
features are provided to individuals to simulate the sexual reproduction popular 
in nature. During applying age and sexual operators, different evolutionary 
parameters are given to genetic individuals. As a result, the proposed Genetic 
Algorithm can combat premature convergence and maintain the diversity of 
population, and thereby converge on global solutions. 

1   Introduction 

Genetic Algorithm (GA) is a kind of self-adaptive global optimization stochastic 
searching algorithm based on the principle of nature selection and genetic evolution. It 
begins with the research of nature and artificial self-adaptive system [1]. The main 
characteristics of this algorithm are colony search policy and information exchange. It 
has been abroad applied in combination optimization, machine learning, self-adaptive 
control, programming design, artificial life and image processing. It is one of the most 
important technologies in intelligent computing [2]. 

However, Standard GA faces a problem of premature convergence when used for 
complex multi-modal functions optimization, for it only simply simulates biology 
inheritance and evolution procedure without considering sexual reproduction and 
diploid chromosomes popular in nature [3]. To address this problem, in this paper an 
improved Genetic Algorithm with age and sexual features is presented.   

2   Genetic Algorithm with Age and Sexual Features 

2.1   Algorithm Structure 

The genetic individuals in this algorithm are provided with male and female genders. 
Because the mutation rate of male individuals is higher than female ones, male 
individuals have more strongly global exploring ability and female ones have more 
strongly local searching ability. The male and female individuals are all provided with 
age parameters. They must be matched within some age range. So this algorithm can 
combat premature convergence and can converge on global optimization solutions 
rapidly. 
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The flowchart of the proposed algorithm is depicted in Figure 1: 

Start

Initialization

Meet setting age

Sexual crossoverAsexual crossover

Mutation and fitness evaluation

Selection

Age+1

Meet stopping criterion

End

No

Yes

No

Yes

 

Fig. 1. The flowchart of the proposed GA 

2.2   Encoding 

In biology, the diploid structure is composed of a pair of sexual chromosomes that 
memorize gene information of each individual. On each gene bit, when either of a pair 
of chromosomes is dominant, the gene behaves dominant; only when both of them are 
recessive, the gene behaves recessive [4]. Figure 2(a) shows an example of diploid 
dominant law of binary encoding, where “And” operator is adopted in dominant law. 
Figure 2(b) shows an example of diploid dominant law of real encoding. The dominant 
law is: 

312 (1 ) 418 410
(0,1)

218 (1 ) 316 312

α α
α

α α
× + − × =

⋅ ∈
× + − × =

 (1) 

Diploid structures can memorize useful gene information and can protect them from 
being damaged by selection operator. In genetic individuals of binary encoding, the last 
bit of male individuals is “0”, and that of female ones is “1”; in genetic individuals of 
real encoding, the last bit of male individuals is “010”, and that of female ones is “110”. 
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                       (a) Binary encoding                                  (b) Real encoding 

Fig. 2. Dominant laws 

2.3   Matching 

In nature, fine male individuals always look for the same fine female individuals to 
match with in some age range. It is proved that this matching mode is steady. Therefore, 
we simulate it to design sexual reproduction matching mode. The male individuals on 
the sequence of fitness values are matched with the female ones on the sequence of 
fitness values. It is useful for searching global solutions rapidly, while Standard 
Genetic Algorithm cannot converge on global solutions quickly because of completely 
random matching mode. Male individuals have strongly global exploring ability and 
female ones have strongly local searching ability in this mating mode. This matching 
mode is described as follows:     

(1)  Estimate individuals’ age; 
(2)  If age<setting age, then male individuals can’t be matched with female ones. 
(3)  If age>=setting age, then male individuals can be matched with female ones in the 

order of fitness values.  

2.4   Crossover 

One-point crossover is applied in binary encoding. It is important that one-point 
crossover can protect adjacent gene bit from being damaged by crossover operator. 
Therefore this crossover mode can’t reduce individuals’ fitness values [5]. 

Crossover operation in real code is described as follows  

Parents individuals vectors are  
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Because this crossover operating can gain many kinds of possible results, it is useful 
to exchange individuals’ gene information and escape from local entrapment. Offspring 
individual vectors are obtained through modifying parent individual vectors. By means 
of this purposeful exchanging, offspring individuals are superior to parent ones. The 
searching method will speed up genetic convergence.         

2.5   Mutation 

In Standard Genetic Algorithm, fixed mutation rate mp is adopted. If mp  is too low, 

mutation operator is useless to diversify genetic population and generate a great deal of 
new individuals. But if mp  is too high, some excellent genetic individuals will be 

destroyed and the algorithm will not converge on global solutions [6]. In this paper, a 
new dynamic mutation rate controlled by genetic individuals’ age is presented. This is 
described as follows:    

, 1, 2, 3 ,j
m op p j Nβ= = ⋅  (5) 

Where mp and op  are constant parameters, 1β > , j  is genetic individual’s age. From 
formula (5), it can be concluded that mutation rate increases by individuals’ age. When 
individuals are young, mutation rate is low; while individuals are old, mutation rate is 
high. As a result, many fine genetic individuals are reserved on genetic early stages; 
while those old ones with low fitness values are displaced on genetic later stages. This 
mutation operating can not only diversify the gene pool but also escape from possible 
local entrapment. In addition, mutation rate of male individuals is higher than that of 
female ones. So the algorithm can obtain good tradeoff between global exploring 
ability of male individuals and local searching ability of female ones.   

2.6   Selection 

Because the best individuals in parent population are expected to remain to the next 
generation, best keeping strategy is adopted. This selection strategy allows parent 
generation to coexist with offspring generation by competing. Best genetic individuals 
are kept by selecting in the order of fitness values [7]. 

(1) Find the best and worst individuals from offspring population; 
(2) If the fitness of the best individuals from offspring population; 
(3) The worst individual in parent population is displayed by the best one in  
offspring population; 
(4) The individuals of parent population at dead age are deleted from the population. 

3   Experimental Results and Discussion 

3.1   Test Functions  

Five famous testing functions are selected: 
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The global minimal point is (0,0) , its minimum is 0. 
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The global minimum is 0. 
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When [ 5.12, 5.0]ix ∈ − − , the global minimum is –30. 
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The global minimal point is (0,0) , its maximum is 1. 
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Only when ix 0 the global minimum is 0. 

3.2   Experimental Results 

Table 1 shows the setting of parameters of functions (6)~(10). Because the selected 
functions are typical ones, the global optimization values are available. Based on these 
global optimization values, threshold values are set to every function as convergence 
criterion. The proposed algorithm is considered to converge on global optimization 
 

Table 1. Setting of parameters 

Function Max & min 
value 

Threshold  
 value 

Crossover   
rate 

Max age 

1f  0.0 0.001 0.8 100 

2f  0.0 0.001 0.8 100 

3f  -30 -30 0.8 100 

6f  1.0 0.999 0.8 100 

8 (10dim)f  0.0 0.001 0.8 100 

8 (10dim)f  0.0 0.0001 0.8 100 

8 (100dim)f  0.0 0.001 0.8 100 

8 (100dim)f  0.0 0.0001 0.8 100 
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values if the fitness values equal the threshold values. 100 optimization experiments are 
carried out on 1f ~ 8f . Table 2 shows the performance comparison of the proposed GA 

with multi-species GA. The data of the multi-species GA in this table is from Ref. [8]. 
In these two tables, for every function the convergence age equals the average age over 
100 experiments, and the convergence time equals the average time over 100 
experiments. The computer in the experiments has Pentium processor ,a main 
frequency of 3.0GHz and main memory of 512M. 

Table 2. Performance comparison with multi-species GA  

multi-species GA this proposed GA
Function Convergence 

Rate(%)
Convergence 
age

time Convergence 
Rate(%)

Convergence 
age

time 

1f 100 5.95 0.18 100 3.2 0.03 

2f 100 7.68 0.19 100 6.0 0.05 

3f 100 6.47 0.28 100 4.5 0.17 

6f 100 10.2 0.24 100 7.8 0.14 

8 (10dim)f 100 1400.7 67.1 100 17.5 0.46 

8 (10dim)f 100 2077.9 99.3 100 15.1 3.28 

8 (100dim)f 100 5771.6 1889.3 100 29.7 0.77 

8 (100dim)f 100 15172.6 4912.2 100 22.1 4.83 
 

From Table 2, the following results can be concluded: 

(1) The proposed GA can converge on global solutions by 100 percent for all the 
selected functions. 
(2) For 8f , the proposed GA can converge on global solution quickly, while the 

multi-species Genetic Algorithm is difficult to do so. 
(3) For all the selected functions, the convergence time of our proposed GA is less than 
that of multi-species Genetic Algorithm. 

4   Conclusion 

Genetic algorithm (GA) is a kind of global search and optimization algorithm based on 
the principles of natural selection and genetic evolution. In view of its briefness and 
great efficiency, GA has been widely used in many fields. However, many existing 
genetic algorithms can't converge on global solutions easily.  In this paper, an improved 
GA with age and sexual features is presented. Age and sexual features make the 
proposed GA possess strongly global exploring and local searching abilities. Therefore, 
our GA can maintain the diversity of genetic genes in the evolution colony and combat 
the premature convergence effectively. Experimental results on typical complex 
multi-modal functions show that our algorithm can achieve good performance. 
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Abstract. Genetic algorithm (GA), evolutionary programming (EP) and evolu-
tionary strategy (ES) are called the three kinds of evolutionary computation 
methods. They have been widely used in many engineering fields. However, se-
lecting individuals directly and random search lead to produce premature prob-
lem, and requirement for high precision decreases the search efficiency, these 
become the obstructs of application in engineering practice. This paper pro-
poses a new algorithm of evolutionary computation, it is called bio-simulated 
optimization algorithm (BSO). BSO reproduces new generation through asexual 
propagation and sexual propagation. Here, the evolutionary operators effec-
tively solve the problem of premature convergence. Furthermore, performance 
of global search and convergence are proved theoretically. Finally, Compared 
BSO with GA and EP in searching the optimal solution of a continuous multi-
peaks function, three kinds of computation procedures are run in Matlab, the re-
sult shows that performance of BSO is superior to GA and EP. 

1   Introduction 

To search the optimal solution of optimization problem very precisely is often not an 
easy thing. So researchers pay close attention to the nearly-best solution. Methods to 
solve the optimal solution or the nearly-best solution are mainly enumeration and 
algorithm of random search. Evolutionary computation is a kind of algorithm of ran-
dom search with power ability of global search; it is widely used in solving many 
optimization problems, such as GA can be used to solve the function optimization and 
TSP problems [1]. 

Methods of evolutionary computation include GA, EP and ES. In 1975, J. H. Hol-
land gets the enlightenment of survival of the fittest, an evolution theory of Darwin, in 
studying how to create a machine with learning ability, the concept of genetic algo-
rithm is put forward for the first time [2]. As a kind of practical, effective and robust 
technology in 90s, GA is developed rapidly, and applied extensively in machine 
learning, pattern recognition, optimization of control system and society science, etc., 
some frontline issues such as artificial life, genetic programming, and evolutionary 
computation are researched. In 60s, as a method of random optimization, EP [3], [4] 
is proposed by L. J. Fogel and other specialists in researching on artificial  
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intelligence. They use the sequence of symbol on limited set of character indicate the 
simulated environment. Finite state machine (FSM) represents intelligence system, 
the output of FMS is a group of activities, the object is to establish an algorithm of 
optimization make the activities optimal in giving environment. ES [5] originates the 
idea of natural mutation and natural selection of biologic evolution; it is brought forth 
by I. Rechenberg and H. P. Schwefel. It emphasizes the change of behavior in indi-
vidual level. In the model of ES, every components of experiment solution are re-
garded as the features of behavior instead of gene.  Application of EP and ES is still 
in the primary stage. 

Evolutionary computation provides us an effective way to solve optimization prob-
lem. Researchers study it deeply in its theory and practical application. However, 
some problems appear in its application. Firstly, the search ability of GA is not pro-
portional between global search and partial search, this is caused by mismatched posi-
tion of operator of crossover and mutation and the operation feature of operator of 
crossover [6]. Secondly, the strategy of evolutionary operation influences largely on 
the solution and efficiency of algorithm. Finally, three kinds of algorithms are both 
premature. The author thinks operation of direct selection lead to the problems.  Ac-
cording to the natural principle of biologic evolution, this paper put forward a new 
method of evolutionary computation: algorithm of bio-simulated optimization.  

2   Algorithm of Bio-Simulated Optimization 

2.1   Flow of BSO 

Living things in nature reproduce new generations through the ways of asexual propa-
gation (AP) or sexual propagation (SP). The fine genes carried to their next genera-
tions make them with good adaptability. BSO is established on the principle of bio-
logic evolution, simulates behavior of biologic evolution to search the solution in 
evolutionary space. Now, let’s see a problem of optimization, it can be described as 
follows. 

}:)(max{ nRxxf ∈  

If q is the current scale of population, t is the evolutionary generation. The flow of 
BSO is shown as follows. 

Step 1: Select individuals randomly in Rn, the original population can be ex-

pressed as )}(,),(),({)( 21 txtxtxtX n
q

nnn = , )}(,),(),({)( 21 txtxtxtx n
ppp

n
p = , t=0, p [1, q]. q is 

the quantity of individual. 
Step 2: Calculate the fitness of individual, f1, f2, …, fq. 
Step 3: Consider the condition of end evolution, if the condition is true, end the 

computation, if not, execute Step 4, t=t+1. 

The condition of end evolution is the evolutionary generation reaches the giving 
times or acceptable solution appears. 

Step 4: Evolutionary operation,  
Step 4.1: Select the individuals with better fitness according to probability Pa, re-

produce the new group Xa of individual through AP. 
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Step 4.2: Select the individual with the best fitness propagate sexually with the 
other individuals of this generation, reproduce the new group Xs of individual. 

Step 5: Reproduce the new generation, X n(t+1)=Xa Xs, go to Step 2. 

Follows is the main distinctions among BSO, GA, EP and ES. 
Firstly, BSO has not the operation of selection directly, so it conforms to the prin-

ciple of biologic evolution. Secondly, the way to reproduce new generation is differ-
ent from the traditional evolutionary algorithms, AP only changes the arranged order 
of gene, SP recombines gene between the gene schemas with the longest genetic dis-
tance. Lastly, sub-individual inherits the fine gene of parents. Compared BSO with 
the optimization algorithm of reference [6], its operation of SP ensures the diversity 
of individuals, enlarges the search space. 

2.2   Evolutionary Operation of BSO 

2.2.1   Asexual Propagation 
The evolution of BSO has two ways of asexual propagation and sexual propagation. 
The basic operations of AP are fission and selection. AP does not change the genetic 
gene, only rearranges the order of gene. 

Definition 1. Suppose that D is set of all sub-sets in evolutionary space Rn, 

DRF n →: , for Dx ∈∀ , DxxxxxF ∈−−= },,,{)(
__

, then, F is the operator of fission on 

Rn D [6]. 

x, x
_

and x
_

− respectively stand for reversal, complementary and reversal-
complementary of x. 

Definition 2. If U is the ordered set of natural number N, C : N U, for Uu ∈∀ , 
C(u)=u u, then, C is the operator of complementary on N U. 

Definition 3. If D* is set of fission of xi, )}(),(),(),(min{)(
__

'
1 iiii xfxfxfxfxS −−= , 

*' Dx ∈ , then, S1 is the operator of selection on D*. 
Xa  is reproduced by AP,  

j

i
ia xSX

1
1 )(

=
= , )*( aPqIntj =  

Int() is the function of integration. 

2.2.2   Sexual Propagation 
SP reproduces the new individuals through selection of gene schema and gene recom-
bination. At first, choose the individual with the best fitness of this population. Then, 
select a fine gene schema according to some strategies. Lastly, replace the gene 
schema of other individual with the fine gene schema, the genetic distance between 
the gene schema replaced and the fine gene schema is longest, this process is called 
gene recombination. SP conforms to the principle which a different variety of gene 
indicates a different characteristic of individual. It changes the genetic gene of indi-
vidual; the new generation inherits the fine gene of their parents. 
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Definition 4. Gene schema is the segment of DNA which consists of one or several 
genes and indicates some characteristic of individual.  

zk(i)=(g1, g2, …, gk), i [1, m] 

Where zk(i) is a gene schema consists of k genes, k is the order of schema, m stands 
for the size of schema space. The order of sub-schema in the same schema space can 
be different. 

Definition 5. If Z is fission set of gene schema of the optimal individual xi ,Z={zk(1), 

zk(2),…, zk(m)}, m=||Z||, )()( '
2 ZstratzS = , Zz ∈' , then, S2 is the operator of selection 

on Z.  
Where strat () is the selection function of strategy, for example, the strategy can be 

random or in sequence. 

Definition 6. If zk(i) and zk(j) are any two schemas in schema space, then, dH(zk(i), 
zk(j)) stands for their genetic distance. 

=
=

k

l
llH

kk
H jzizdjzizd

1
))(),(())(),((  

If zl(i)= zl(j), then, dH(zl(i), zl(j))=0, if not, it is 1. 

Definition 7. Gene recombination means the gene schema of individual xi is replaced 
by the gene schema of the best individual. See the following detailed step. 

Firstly, Select a schema zk(i) using the operator S2 of selection. 
Secondly, Calculate the genetic distance between every gene schema of individual 

xi and zk(i), dH(zk(i), zk(j)), j=1, 2,…, m. 
Lastly, If the gene schema zk(n) of individual xi is replaced with zk(i), then,

dH(zk(i), zk(n)) max{dH(zk(i), zk(j)), j =1, 2,…, m} 

If there are some gene schemas with the longest genetic distance, then, the first 
gene schema of these is replaced.

According to the definition 7, recombine all the individuals except for individuals 
of AP, Xs is reproduced by SP. 

2.3   Convergence of BSO 

BSO is a kind of algorithm of random search, so its global convergence is not only 
important in theory, but also important in practice. The schema theorem of J. H. Hol-
land [7] analyses the convergence of evolutionary computation qualitatively. D. B. 
Fogel and reference [8] give the mathematics proof strictly on it. Reference [6] proves 
its algorithm converge to the optimal global point as probability 1. Convergence of 
evolutionary computation is usually proved by schema theorem, Markov chain or 
probability theory. Here we analyze BSO on its ability of global search and nearly-
best solution. 
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2.3.1   Global Search in Evolutionary Space 
Theorem 1. If Xn(t) stands for the population of generation t reproduced by BSO, 
Xn(t+1) is the population of generation t+1, for 0>∀ε , following inequality is right,  

||Xn(t) \ Xn(t+1)||   (1) 

Proof. Suppose that the length of individual is L, k is the order of schema, k<L. 
Pa is probability of individuals selected to AP, the quantity of AP individuals is 

Int(q*Pa), in generation t, when the individuals begin to self-reproduction, probability 
of individuals selected simultaneously as next generation is P(Xa). 

P(Xa)=(1/4)Int(q*Pa) 

In SP, Ps is probability of individuals selected to SP, when the genetic distance be-
tween the fine gene schema of the best individual and all the gene schemas of indi-
vidual xi(xi Xn(t)) is 0, xi will be chosen as an individual of generation t+1, the prob-
ability is k/L that xi is chosen. Probability of individuals selected simultaneously as 
next generation is P(Xs). 

P(Xs)=(k/L)Int(q*Ps) 

The probability of population of generation t selected simultaneously in t+1 gen-
eration is P(Xn(t)). 

P(Xn(t))=P(Xa)·P(Xs)=(1/4)Int(q*Pa)·(k/L)Int(q*Ps) (k/4L)q·(1/4)Pa·(k/L)Ps 

||Xn(t) \ Xn(t+1)||=||Xn(t)|| ·P(Xn(t))= q · (k/L)q · (1/4)pa · (k/L)ps 

Let q · (k/L)q · (1/4)pa · (k/L)ps= , for any q’ q, then, 

εε <⋅⋅⋅= spapq LkLkq )/()4/1()4/(
'''

Therefore, with the scale of population increasing, there is a great diversity be-
tween generation t and generation t+1. So we can conclude the formula (1). Because 
of a great diversity of every generation, a conclusion can be drawn that BSO will 
extend the whole solution space through enough evolution. 

2.3.2   Search the Nearly-Best Solution 

Definition 8. Suppose that tD is the sequence of population produced by BSO, 
nt RD ⊂ , tn DRD \=− . 

+x is the optimal solution on tD , and 
−x is the optimal 

solution on −D , )()( max xfxf
tDx∈

+ = , )()( max xfxf
Dx −∈

− = , then, distance between +x and 

−x is called evolutionary distance, use ),( −+ xxd  denote it, 

=

−+−+ −=
L

i
ii xxxxd

1

2)(),(  

If −+ = ii xx , 0=− −+
ii xx , otherwise, 1=− −+

ii xx . 

Obviously, the evolutionary distance in the same sub-space is 0. 
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Theorem 2. Suppose that x* is the optimal solution on evolutionary space, 

*
* |)(

xx
xff

=
= , x*(t) is the optimal solution of generation t, for any >0, then, 

ε<−
∞→

|))((| **
lim ftxf
t  (2) 

Proof. tD  is the sequence of population produced by BSO, −D  stands for the space 

which BSO do not search yet. If 
tDx ∈*

, then, according to step of algorithm and 

definition 8, we know that 0)),(( ** =xtxd , for any >0, the formula (2) is right. 

If 
−∈ Dx*

, when ∞→t , it is known from theorem 1, the probability P(x*) that  
x* is selected is 1. 

1||||/||||)( lim
* ==

∞→

n
t

t
RDxP  

Then, 

 0))(()),((
1

2****
lim =−=

=→∞

L

i
ii

t
xtxxtxd , 

** )(lim xtx
t

=
∞→  

Following limitation can be deduced.  

0|))((| **
lim =−
→∞

ftxf
t  

For any >0, we can conclude the formula (2).  
Theorem 2 indicates the fact that the more evolution, the more near solution. Con-

sider the time and efficiency in practice, we usually search the nearly-best solution. 

3   Performance Analysis of BSO 

The efficiency and precision of solution are a contradiction which is hard to proper 
attention to both. Time of evolution is more longer, solution is more near the optimal 
solution, at the same time, and the efficiency of algorithm is more lower. Time of 
evolution is shorter, efficiency is higher, but the precision of solution is hard to be 
acceptable. Living things get the fine individuals through very long evolutionary 
process; therefore, we can not make excessive demands to efficiency in solving prac-
tical problem. Fortunately, high performance computer help us solving the efficiency 
of computation. How is the performance of BSO compared with other evolutionary 
computation? Here, we compare them by solving the maximum value of a continuous 
multi-peaks function. Following is the function f(x). 

f(x)=103*(sin(x+25)*e-(x+25)/5)+3 

Let’s search in domain x, x [0, 25]. In fact, x is about 1.50614, the maximum 
value of f(x) is 7.88865162.  
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Produce the original population X(0) randomly, q=20. Using binary code encode 
individuals, length of code is 18 bits. The selection probability of GA is 0.5, crossover 
probability is 0.4 and mutation probability is 0.1. The mutation operator of EP is 
Gaussian transformation. The schema order m of BSO is 2, The probabilities of AP 
and SP are both 0.5. Design the procedures of GA, EP and BSO and run in Matlab. 
We consider following two cases. 

3.1   Solutions with the Same Evolutionary Generation 

When evolutionary generation is the same, we observe the error between the solution 
searched by three algorithms and the optimal solution. Generation t=50 and 300, the 
computation results of algorithms show as Table 1.  

See Table 1, for GA and EP, a premature problem has arisen, with the generation 
increasing, the computation results are no obvious variation, and the stability of GA is 
not good. For BSO, when the evolution reaches to 50 generations, the solution is 
superior to the solutions of GA and EP, to 300 generations, its solution is close to the 
optimal solution. Because of the random of algorithms, the results maybe have a sub-
tle distinction in every computation. 

Table 1. Solutions with the same evolutionary generation  

t Solution GA EP BSO 
x 1.6385 1.2684 1.3824 

50 
f(x) 7.8450 7.7411 7.8491 
x 0.8192 1.2684 1.4783 

300 
f(x) 7.8450 7.7411 7.8867 

3.2   Evolutionary Generation with the Same Precision of Solution 

When the value of function is within the giving precision, we observe how many 
generations the computation of algorithms reach to the precision need. Here, 
=0.0001, the computation results of algorithms show as Table 2. 

Table 2. Evolutionary generations with the same precision of solution 

Algorithm GA EP BSO 
f(x) 7.8491 7.7417 7.8885 

Evolutionary Generation >5000 >5000 491 

See Table 2, GA and EP have not reached the precision yet after 5000 generations, 
BSO has reached the precision when it proceeds to 491 generations. 

4   Conclusion 

It is known from analysis of function optimization above, the precision and efficiency 
of BSO are superior to GA and EP in solving problem of optimization, it is no prema-
ture problem, and can converge to a giving precision.   BSO can be used to solve 
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extreme of function, the shortest route, multi-object programming and so on. Its per-
formance should be compared with other algorithms, such as genetic programming, 
simulated annealing algorithm and the immune algorithm, etc. We will compare it 
with evolutionary computation on solving extreme of multi-variable function and TSP 
problem, besides this, encoding scheme, strategy selected on gene schema, probability 
of AP and SP, and gene recombination of BSO are worth to be further researched. 
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Abstract. As operation frequencies and integration densities of modern very 
large-scale integration (VLSI) circuits increase while device sizes shrink, the 
quest for high-speed VLSI applications has highlighted the negligible effects of 
interconnects. It is important to minimize the interconnect wire lengths during 
VLSI physical design stage. This paper focuses on the minimization process of 
the total wire length after placement, that is, macro-cell orientation. A novel 
evolutionary neural network approach based on the concept of evolutionary 
programming (EPENN) is proposed to address this combinatorial optimization 
problem. Numerical experiments and simulation results have shown that the 
presented approach can obtain high quality solutions with low computational 
complexity. 

1   Introduction 

High-performance integrated circuit (IC) systems provide infrastructure to a 
multiple of applications. The race towards large-scale integration comes up against 
the problem of interconnects, which has become one of the blocking points to the 
improvement of circuit performances. This behavior is expected to continue due to 
the continuous scaling of very large-scale integration (VLSI) technology. The quest 
for high-speed VLSI applications has highlighted the previously negligible signal 
integrity (SI) effects of interconnects, such as ringing, propagation delay, distortion, 
reflections, substrate coupling, and crosstalk [1, 2, 3]. With these undesirable 
effects, future VLSI design may become interconnect-centric design [4], where 
deep sub-micron or nanometer interconnects dominance impacts all aspects of the 
top-down design flow including logic synthesis, physical design, and back-end 
verification. 

On one hand, efficient predictions of the behavior and improvements of the perfor-
mance of high-speed interconnects during back-end verification stage after physical 
design are becoming a problem of ever-increasing importance. In recent years, many 
modeling and simulation approaches [1, 2, 3] have been developed, which have been 
proven to accurately predict and improve these effects in high-speed designs as 
consideration of SI, so as to guarantee the successful design and fabrication of ICs. 
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On the other hand, it is necessary to try to minimize the interconnect wire lengths 
during VLSI physical design stage, which will generate better routing results and less 
high-frequency effects. This combinatorial and numerical optimization problem is 
known as standard macro-cell placement, along with circuit partitioning, floor-
planning, and clock routing, has been proved NP-hard in VLSI physical design [5]. 
Many heuristic algorithms in coping with these multi-object optimization problems 
have been reported, typically in [6, 7, 8]. 

This work focuses on the further optimization after placement, that is, macro-cell 
orientation. Thus all statements and results in the work are basing on the facts that 
macro-cells have been processed by some efficient placement algorithms [7, 8], and 
that pin positions on each macro-cell have been fixed on cell boundary. Since all 
macro-cells are located in the same orientation, while different orientations may cause 
different wire length, then the total wire length can be further minimized by flipping 
macro-cells with respect to their vertical and/or horizontal axes of symmetry.  

Artificial neural networks (ANNs) and evolutionary algorithms (EAs) have been 
applied to numerous optimization problems. Much research has done in combining 
the self-adaptability of EAs and learning capability of ANNs [9, 10]. EAs can be 
divided into three major categories: Genetic Algorithm (GA), Evolutionary Strategies 
(ES) and Evolutionary Programming (EP). Each approach emphasizes a different 
aspect of natural evolution. An evolutionary neural network approach based on EP 
(EPENN) is proposed in this work to address the macro-cell orientation problem.  

2   Problem Statements and Related Work 

Macro-cell placement is an important step in VLSI physical design. However, most 
placement design algorithms determine only the position of the macro-cells, and the 
problem of determining the orientation of the macro-cells is left unsolved. In fact, 
macro-cells orientation is a necessary post-processing step in order to minimize the 
total wire-length.  

 
 
 
 
 
 

(a) original position         (b) vertical flip            (c) horizontal flip                (d) both 

Fig. 1. Four possible orientations of a macro-cell 

Fig.1 shows the four possible orientations of each macro-cell, in which (a) 
represents the original position, (b) and (c) represent macro-cells after flips with 
respect to vertical axes and horizontal axes respectively, while (d) denotes macro-cell 
after both vertical and horizontal flips. 

Thus the aim of macro-cell orientation problem is to further minimize the total 
wire length by flipping each macro-cell with respect to its vertical and/or horizontal 
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axes of symmetry. All macro-cells are located as the same orientation as Fig. 1(a) 
after a certain placement algorithm. However, it is not difficult to understand that 
different orientations may generate totally different total wire lengths. For two pins 
that belong to the same net, it makes a significant difference whether they are located 
on the near sides or on the opposite sides of the macro-cells. The wire-length measure 
used is the Euclidean distance between two pins of a single net. Assuming that a and b 
are two end pin numbers of the same wire, then the total wire length L can be 
represented as: 

∈

−+−=
Sba

baba yyxxL
),(

22 )()( . (1) 

where S is a set of pairs of pins which belong to the same net. ),( aa yx and ),( bb yx be 

the coordinates of pin a and pin b, respectively. Thus minimizing the L is the goal of 
orientation problem. 

Much research has gone into the area of macro-cell orientation in last two decades. 
Yamada and Liu first introduced this problem in 1988 [11], the proposed approach 
was proven to be more effective than traditional simulated annealing and hill 
climbing. Libeskind-Hadas and Liu then applied Hopfield neural network to this 
problem in 1989 [12], which set the foundation of applying ANNs to this special 
combinatorial optimization problem. However, the original Hopfield network 
generates poor quality and invalid solutions and thus a lot of different approaches 
have been proposed. These techniques have been demonstrated significant 
improvement in performance over the generic Hopfield network. In 1992, the 
generalized maximum Hopfield network (GMNN) has been successfully introduced 
by Lee and Takefuji to solve this problem [13]. However Gloria and Jose stated in 
[15] that the maximum Hopfield networks do not guarantee the descent of a large 
class of energy function although these models have been applied to several special 
cases. Following the basic neuron configuration of GMNN, Nobuo Funabiki et al. 
[14] proposed an evolutionary neural network (ENN) approach in 1998, which was 
based on GA. A novel evolutionary initialization scheme on neuron states was also 
proposed. Through simulations on 20 examples with up to 500 macro-cells, they 
showed that ENN can find better solutions in much shorter time than the existing 
algorithms.  

3   EP-Based Evolutionary Neural Network  

3.1   GA and EP 

Both GAs and EPs have been used to search for the neural network structure and 
weights. Although GAs are successful in finding neural network structure in some 
cases, Angeline et al. [16] suggested that GAs are not well-suited for evolving 
networks. The reason is that GAs typically rely on two distinct representational 
spaces. An interpretation function is required to map individuals from recombination 
space to evaluation space. The selection of the interpretation function may make the 
network structure fixed, while the crossover operator may destroy the produced good 
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network structure, the mutation operation may produce large jump thus make the 
searching process unstable. 

On the contrary, EPs operate directly with representation type, using mutation as 
the unique genetic recombination operator, which not only omit the complicated 
operations of coding and decoding in GAs also avoid the problem produced by 
crossover operation. It seems that EPs are more suitable for the evolution of 
network. 

3.2   Algorithm Description of EPENN 

Following the basic network structures of GMNN and ENN, EPENN also consists of  
N×4 neurons for the N-cell problem. The input vector and the output vector can be 
represented as, 

),,,,,,,,( 432114131211 NNNN UUUUUUUUU =  

),,,,,,,,( 432114131211 NNNN VVVVVVVVV =  .  
(2) 

For each group G containing 4 neurons, the output is binary, and one and only one 
neuron may output 1 in a solution state. A more generalized maximum Hopfield 
neuron model proposed in [15] is adopted here, 
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where ))(2/1( joojjjooojK ωωωω −−+−= , o is the neuron in G with the output 1 at 

time k, then the energy decrease is maximized at every time k. 
As to the goal function of minimizing the total wire length L, we adopt the energy 

function E to represent, 
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where 
jqipω  represents the sum of wire-lengths between cell i (with orientation p) and 

cell j (with orientation q), it can be obtained by Euclidean distance formula. 
The whole algorithm flow can be described as follows: 

1) Calculate weights 
jqipω  for each neuron and initialize parameters. 

2) An even number of solutions is given as the initial population. 
3) Calculate the performance index (energy function E in (4)) for each individual, 

and rank the individuals according to their performance indexes. 
4) Select the individuals whose performance indices are in the top 50% as 

offspring of the next generation. Transfer them to the next generation without 
any change and all other individuals are discarded. 

5) In the meanwhile, the selected individuals are designated as the parents of the 
next generation, copy and then mutate them to produce new offspring. 

6) Update the input 
iU by 

iii UUU ∆+=  for each macro-cell. 
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7) Update the output 
iV  by (3). 

8) Calculate the change of energy function E, and extract the minimum energy 
function and the best solution. 

9) Check the termination condition: if not satisfied, go to 1). 

4   Numerical Experiments 

In this section, the algorithm described above have been implemented and examined 
on 10 examples, which are generated randomly with various net densities. The 
configuration of the experimental platform is: Intel 2.0GHz CPU, 512M memory. The 
configurations and simulation results of these examples are listed in Table 1. 

Table 1. Simulation results of EPENN on 10 examples 

Example 
No. 

N 
Number 
of Nets 

Initial TWLs EPENN 
Reduction 

Rates 
1 20 50 2755 2322.4 15.7% 
2 50 225 14776 12705.5 13.9% 
3 100 300 26752 24122.5 9.82% 
4 120 420 42147 39152.6 7.10% 
5 150 500 56752 52446.5 7.58% 
6 200 600 70225 64456.4 8.21% 
7 250 750 114563 106253.8 7.25% 
8 300 950 137586 128965.1 6.27% 
9 500 1750 224537 201468.2 10.3% 

10 700 2300 312467 284538.8 8.94% 

Note that reduction rates in the table represent the reduced simulated results with 
respect to the initial TWLs. The results show that EPENN can reduced the TWLs in 
the range of 7.1% to 15.7%, depending on the placement of the cells and pins. If we 
change the initial parameters setting, maybe a better or worse result would generate. 
The run-time of these simulations ranges from 1.5 seconds to 400 seconds. 

5   Conclusion 

Macro-cell placement is an important step in VLSI physical design. In order to obtain 
the minimized interconnect wire-length and to reduce the high-frequency effects, an 
evolutionary neural network based on evolutionary programming was proposed to 
address macro-cell orientation problem. Numerical experiments showed that the 
proposed approach could obtain a high quality solution in very short time. Further 
research should focus on the theoretical and practical improvements on the heuristic 
algorithm with higher efficiencies. 
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Abstract. In this paper, an integration method of the artificial neural network 
(ANN) system and the genetic algorithms (GA) was proposed. Computer aided 
engineering (CAE) simulations and experiments were carried out to analyze the 
deformation of a four-wheel scooter under different loading conditions. A pro-
totype of scooter structure was built to verify the simulation and design results. 
The simulation results of stress, strain and displacement data were adopted for 
the training and testing of the developed ANN system. The trained ANN system 
was integrated with the optimization system based on the genetic algorithm to 
determine the most suitable combination of the structure design. The material 
types, topological configurations and section geometries of structural beams 
were taken into consideration of design. The predicted deformation results of 
the ANN system were in good agreement with the CAE and experiment data. 

1   Introduction 

The ANN system researchers were trying to mimic the working system of a real neu-
ron. McCulloch and Pitts [1] proposed the “MP model” and defined the synapse with 
the properties of weighting and transferring method. Hebb proposed the “Hebbian 
learning rule” discussing the method of changing weight of a synapse. If the con-
nected neurons are activated, the weight of the synapse connecting these two neurons 
will be increased. Rosenblatt [2] combined the MP model and Hebbian learning rule 
to create the perceptron model of an artificial neural network. The functions of a neu-
ron in ANN system were able to be described in a completely mathematical form. 

Rumelhart et al. [3] proposed the “generalized delta rule” to adjust the weights of a 
multilayer perceptron by using the gradient steepest descent method. A back-
propagation (BP) procedure was adopted to minimize the error of the prediction. Hol-
land [4] proposed a genetic algorithm based on the theme of “the survival of the fit-
test”.  The design parameters of an engineering problem were coded into chromo-
somes and the better design was obtained via the genetic evolution. Yang et al. [5] 
proposed a genetic programming method to optimize the structure of truss. The al-
lowance stress and buckling condition were considered in the fitness function. The 
existing methods of scooter’s structure design in the workshop are based on the trial-
and-error process. This paper proposed a systematic method to analyze and design the 
structure of a scooter. 
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2   Mathematical Model 

In this paper, an artificial neural network system was integrated with the genetic algo-
rithm to predict deformation and obtain the optimal design of a scooter’s structure. 

2.1   The Artificial Neural Network System 

A supervised feed forward learning and back propagation network was adopted. The 
structure of an artificial neural network system with two hidden layers was shown in 
Fig. 1. The concepts of MP model and generalized delta rule were adopted. 

Hidden Input Output 

x1

xI

xi

H11

H1A

H1a

H21

H2B

H2b

y1

yJ

yj

d1

dJ

dj

Fig. 1. Schematic diagram of the proposed ANN model shows two hidden layers 

In Fig. 1, the input and output neuron numbers were not limited. The hidden layer 
numbers can be chosen arbitrarily. The neurons were created in the input layer(x), 
hidden layers (H) and output layer (y), respectively. The desired outputs (d) were 
compared with the prediction and the errors were minimized to obtain the converged 
training data. A sigmoid activation function was calculated and controlled the excite-
ment or restraint of a neuron. A back propagation process was performed to minimize 
the error function. A modified steepest descent method was developed to modify the 
weight of neurons and minimize the error. The increment of weight of the jth neuron at 
the mth iteration was given by 
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where t represents the last step,  i is the index of the previous neuron connected to j,
η and α are the learning rate and momentum terms, respectively.  

2.2   The Genetic Algorithm of the Optimization 

A genetic algorithm was adopted to find an optimal design of a scooter’s structure. 
The general form of an optimization problem is described by 

maximize   f (x) . (2a) 
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subject to  li  xi  ui  . (2b) 

where the design variable xi was bounded by the lower and upper limits li and ui, re-
spectively. An encoding process was adopted to convert the design variables of opti-
mization into the chromosomes of GA. The bit numbers of a binary chromosome, ni,
required for resolution R of the ith design variable was given by 

5.0
2log

)1)/)log((( ++−= Rlu
n ii

i
 . (3)

The reproduction, crossover and mutation process was repeated from generation to 
generation. A fitness function of chromosome C was defined by 

fit(C)= 3.-Delat - Sigma – Epsilon . (4) 

where Delta, Sigma and Epsilon are the normalized maximum displacement, von 
Mises stress and strain, respectively. It is required to find the displacement, stress and 
strain in the fitness function.   

During reproduction, the chromosomes with higher fitness have higher priority to 
be kept and reproduced. The roulette wheel method was adopted to select the chromo-
some of crossover. A single point crossover method was adopted to obtain the mating 
result. A mutation process was adopted to produce new generation more divergently. 
The optimized chromosomes were decoded to obtain the real design variables. The 
value of a design variable, xi, is decoded by using  
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  . (5)

where Di is the decimal value of the ith chromosome related to the variable xi.

2.3   The Integration of Genetic Algorithm and ANN Model 

The fitness value of GA was calculated using the predicted displacement, stress and 
strain of the integrated ANN module. The new designs were created by GA module 
and evaluated by the ANN prediction. This integration makes it possible to find the 
optimal design automatically. 

3   Implementation and Verification of the Proposed Model 

3.1   The Implementation of the ANN Model 

The proposed ANN model was implemented by using the C++ language. The training 
and testing data were prepared by using the CAE simulations. The design parameters 
adopted in the scooter design were shown in Table 1. The desired outputs were the 
maximum displacement (mm), von Mises stress (Mpa) and equivalent strain (10-3) of 
the structure. The mesh model and loading boundary conditions of a scooter were 
shown in Fig. 2. The experimental measurement locations were indicated by circles. 
The section types of tube in the longitudinal direction were same. The lateral direction 
adopted the same criterion. The loads, Fz and Fy , were applied in the vertical and 
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horizontal directions. The vertical load was 1960 N and kept constant in all simula-
tions. Two levels of horizontal load were considered. The dotted arrow lines in Fig. 2 
indicated the wheel centers of scooter. The types of structure designs were shown in 
Fig. 3. There are 3 designs for each of the main structure layout in the longitudinal 
and lateral directions, driver’s foot supporting area and reinforcement of the driver’s 
seat supporting. There were 75 simulations carried out by using the different combi-
nations of Table 1. The results were divided into two sets, 64 and 11 cases for training 
and testing, respectively. All of the design variables were normalized to the range of 0 
to 1 in the ANN model. The parameters of ANN model and the weights of the neu-
rons after training and testing were saved and integrated to the GA programs. 

Table 1. The considered design variables of the scooter structure design 

Design variables Levels Note 
Factor A :  
Main layout of the 
scooter’s structure  

1.  S-S  
2.  R-R 
3.  S-R 

Square or round tubes adopted 
in the longitudinal and lateral 
directions, respectively 

Factor B : 
Young’s module of the 
structure material 

1.  200 (GPa) 
2.  193 (GPa) 
3.  68.9 (GPa) 

Material properties of the struc-
tural steel, stainless steel and 
aluminum alloy, respectively 

Factor C : 
Section types of the foot 
supporting area 

1.  1.63(E-8 m4 ) 
2.  0.27(E-8 m4 ) 
3.  0.55(E-8 m4 ) 

moment of inertia, I, of round 
tube, plate and square tube, 
respectively 

Factor D : 
Reinforcement design 
under seat of driver  

1.  0     (E-8 m4 ) 
2.  1.01(E-8 m4 ) 
3.  1.63(E-8 m4 ) 

Moment of inertia, I, of none, 
square tube and round tube, 
respectively 

Factor E : 
Side force Fy

1.  245 (N) 
2.  981 (N) 

Consideration of the unbalance 
of the scooter driver 

Factor F : 
Slope of road with 
respect to x-direction 

1.  0   (degrees) 
2.  15 (degrees) 

Simulate the inclined angle of a 
road ( climbing up condition) 

   

Fig. 2. The structure and force boundary conditions applied in CAE mesh of the scooter 
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Fig. 3. The different structure types of the main layout, foot area supporting and reinforcement

3.2   The Implementation of GA and Integration with ANN Model 

The proposed GA model was implemented by using the C++ language. The ANN 
module works in preparation mode for training and testing purpose. It is also capable 
of working in prediction mode for prediction of deformation. The GA program used 
the encoding and decoding schemes to pass and retrieve the variables and results of 
the ANN model. The automatically generated chromosomes of GA were decoded into 
the normalized design variables required by the ANN module. The ANN module 
returned the predicted deformation data and a fitness value was calculated in the GA 
module. The GA module repeated the process of generating populations, calling ANN 
and evaluating the chromosomes, making evolution until the optimization process 
converged or the maximum generation limit reached. 

Fig. 4. The prototype of scooter and the measurement locations A, B and C of the strain gauges 
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3.3   Verification of the ANN Prediction and GA Optimization 

A prototype of optimized scooter structure was built to measure the strains of the 
structure under loading. The prototype and the attached strain gauges were shown in 
Fig. 4.  The Taguchi method was adopted to find the optimal design of structure for 
the purpose of comparison. A L9(34) orthogonal array was adopted to setup the com-
binations of design variables. The parameters of horizontal force and slope of road 
were treated as noise factors in Taguchi method. The criterion of Taguchi optimum 
design is lower-the-better. The normalized maximum effective strain, von Mises 
stress and displacement were weighted and summed to present the design quality. 

4   Results and Discussion 

4.1   The Verification of CAE Simulation 

The built prototype of a scooter and the setup of strain measurement were shown in 
Fig. 4. The locations of the attached strain gauges were shown by detailed figures (A), 
(B) and (C). Three most critical points were measured to study the major deformation 
of structure. The applied load was 120 Kg at the top center of the vertical tube where 
the driver’s seat will be mounted. The measured strains at A, B and C were -64, -64 
and -24 E-6 mm/mm, respectively. The CAE results of the corresponding points were 
-60.18, -61.33 and -22.56 E-6 mm/mm, respectively. The errors of A, B and C points 
were about 5%. The experimental data were in good agreement with the CAE results. 

4.2   The Training and Testing of Artificial Neural Network Model 

The training and testing results of the von Mises stress prediction were shown in 
Fig. 5. The trend and values of the ANN prediction were in good agreement with the 
training and the testing data. The displacement and effective strain were also shown 
the same trend.  

Fig. 5. The training (left) and the testing (right) results of the developed ANN model 

4.3   The Response Chart of Taguchi Method and ANOVA Analysis 

Fig. 6 showed the response of the design variables A, B, C and D in Table 1. The S/N 
(signal-noise) ratio was calculated from the quality index of displacement, strain and 
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Fig. 6. The response chart of the Taguchi method and the optimum prediction

stress. The optimum prediction was the combination of A1, B1, C1 and D2. The sig-
nificance of factors A, B, C, and D in the ANOVA analysis of displacement consid-
eration was 9.6%, 70%, 5.3% and 15.1%, respectively. The response chart also 
showed the effect of all factors except C was obvious. 

4.4   The Integration of GA Program and the Artificial Neural Network Model 

The optimal design and the chromosomes of the proposed GA system were shown in 
Table 2. The optimal design and prediction errors of Taguchi and GA methods were 
given in Table 3. The results of the proposed system were similar to Taguchi method 
but the errors of quality prediction were smaller. 

Table 2. The chromosomes of the optimum design and the decoded design variables 

Factors in Table 1 Chromosome Value of design variables 
Factor A  0 0 0 0 0 0 0 0 0 0 0 0 0 1 (Square-Square) 
Factor B  1 1 1 1 1 1 1 0 0 0 0 1 0 199.02 (structural steel) 
Factor C  1 1 1 1 1 1 1 1 0 0 1 1 1 1.626(round tube) 
Factor D  1 1 1 1 1 1 1 1 0 1 1 1 0 1.626(round tube) 
Factor E  0 0 0 0 0 0 0 0 0 0 1 1 0 245.53(25 kg unbalance) 
Factor F  0 0 0 0 0 1 0 0 0 0 0 1 1 0.2398( near 0 degree) 

Table 3. The optimum design and errors of the proposed GA system and the Taguchi method 

Factors  A B C D E F Disp.  Stress  Strain  
GA 1 199.02 1.626 1.626 245.54 0.239 4.7% 1.2% 2.1% 
Taguchi 1 200.00 1.630 1.630 245.00 0.000 11.5% 8.0% 4.2% 

5   Conclusions 

An integration system of genetic algorithm and ANN model was proposed and devel-
oped successfully. The CAE results were in good agreement with the experimental 
measurements. The strain prediction of the ANN model was in good agreement with 
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the experimental results. The errors of quality prediction of the proposed system were 
smaller than Taguchi method. It demonstrated the proposed integration method of GA 
and ANN was able to find the optimal design and predict the deformation precisely. 
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Abstract. Images acquired through modern cameras may be contaminated by a 
variety of noise sources (e.g. photon or on chip electronic noise) and also by 
distortions such as shading or improper illumination. Therefore a preprocessing 
unit has to be incorporated before recognition to improve image quality. 
General-purpose image filters lacks the flexibility and adaptability for 
un-modeled noise types. The EHW architecture evolves filters without any 
apriori information. The approach chosen here is based on functional level 
evolution The proposed filter considers spatial domain approach and uses the 
overlapping window to remove the noise in the image. 

1   Introduction 

Many of today’s image and signal processing tasks are performed on real-time data. On 
systems that perform real-time processing of data, performance is often limited by the 
processing capability of the system. Systems based on software are flexible, but often 
suffer from insufficient processing capability. Alternately, dedicated hardware can 
provide the highest processing performance, but is less flexible for changes. 
Reconfigurable hardware [1] devices offer both the flexibility of computer software, 
and the ability to construct custom high performance computing circuits. Thus, in many 
cases they make a good compromise between software and hardware solutions. The 
structure of a reconfigurable hardware device can be changed any number of times by 
downloading into the device a software bit string called configuration bits. Field 
Programmable Gate Arrays (FPGA) and Programmable Logic Devices (PLD) are 
typical examples of reconfigurable hardware devices. 

Evolvable Hardware (EHW) is a new concept in the development of online adaptive 
machines. In contrast to conventional hardware where the structure is irreversibly fixed 
in the design process, EHW is designed to adapt to changes in task requirements or 
changes in the environment through its ability to reconfigure its own hardware structure 
online and autonomously [2].  

In this paper, an EHW chip is configured using evolutionary algorithms to remove 
the noise and improve the quality of the images. The GA chromosome (architecture 
bits) is downloaded onto the reconfigurable device during genetic learning [3].  

In the field of digital image processing, a broad and disparate range of applications 
using evolutionary computation can be found in the literature. The functional level 
EHW architecture is described in [1]. The hardware implementation of the Genetic 
Algorithm model is explained in [4].  The evolution of spatial masks to detect edges 



664 A. Sumathi and R.S.D. Wahida Banu 

within gray scale images is described in [8]. [9] has achieved evolutionary design of 
image filters with virtual reconfigurable circuits in extrinsic EHW environment. This 
paper presents complete evolvable hardware architecture, dedicated for implementing 
high performance digital image filters on FPGA, so that the time for the evolution is 
greatly reduced 

2   Evolvable Hardware 

Evolvable Hardware is the combination of Genetic Algorithms and the software 
reconfigurable devices. The structure of the reconfigurable device can be determined 
by downloading binary bit strings called the architecture bits [8]. The architecture 
bits are treated as chromosomes in the population by the GA, and can be downloaded 
to the reconfigurable device resulting in changes to the hardware structure. The 
changed functionality of the device can then be evaluated and the fitness of the 
chromosome is calculated. The performance of the device is improved as the 
population is evolved by GA according to fitness. Figures 1 and 2 show the function 
level and gate level evolution model. The basic concept of evolvable hardware is 
shown in Figure 3. 

 

Fig. 1. Functional level evolution 

 

Fig. 2. Gate level evolution 
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Fig. 3. Basic concept of EHW 

In gate-level evolution, the hardware evolution is based on primitive gates such as 
AND-gates and OR-gates. In function level evolution, hardware synthesis involves 
higher-level hardware functions than the primitive gates of gate-level evolution. 

3   Genetic Algorithm 

Genetic Algorithm [7] determines how the hardware structure should be reconfigured 
whenever a new hardware structure is needed for an improved performance. GA was 
proposed to model adaptation of natural and artificial systems through evolution, and is 
one of the most well known powerful search procedures.  

The sequence of operations performed by the GA is shown in Figure 4. In the initial 
state, chromosomes in the population are generated at random, and processed by many 
operations, such as evaluation, selection, crossover and mutation. The evaluation 
assigns the fitness values to the chromosomes, which indicates how well the 
chromosomes perform as solutions of the given problem.  

 
Fig. 4. Flow of Genetic algorithm 

The major advantages of GA are its robustness and superior search performance 
particularly in problems without aprior knowledge.  

4   Hardware Implementation of EHW 

A great effort is invested to designing evolvable systems at the level of FPGAs. These 
solutions can be divided into two groups: 
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1)   FPGA is used for evaluation of circuits produced by evolutionary   algorithm, which 
is executed in software. 
2) The whole evolvable system is implemented in the FPGAs. This type of 
implementation integrates a hardware realization of evolutionary algorithm and a 
reconfigurable device. 

The typical feature of these approaches is that the chromosomes are transformed to 
configuration bit stream and the configuration bit stream is uploaded into the FPGA.  

Virtual Reconfigurable Circuits (VRC) was introduced for digital evolvable 
hardware as a new kind of rapidly reconfigurable platform utilizing conventional 
FPGAs [10]. The approach utilizing VRC offers many benefits, such as 

1)  It is relatively inexpensive, because the whole evolvable system is realized using an 
ordinary FPGA. 
2)  The architecture of the reconfigurable device can be designed exactly according the 
needs of a given problem.  
3)  Since, the whole evolvable system is available at the level of Hardware Description 
Language (HDL) code it can easily be modified and synthesized for various target 
platforms (FPGA families). 

5   Virtual Reconfigurable Circuit (VRC) 

Figure 5 shows the VRC.  It is in fact a new reconfigurable circuit consisting of 8 
programmable elements realized on top of an ordinary FPGA. Slices have to implement 
a new array of programmable elements, new routing circuits and new configuration 
memory. Furthermore, style of reconfiguration and granularity of new virtual 
reconfigurable circuit can exactly reflect the needs of a given application. 

 

Fig. 5. Example of VRC used in EHW 

The elements in VRC are referred as Processing Elements (PEs). Configuration bits 
determine PEs function and the places where its inputs are connected to. The routing 
circuits are implemented using multiplexers. The configuration memory is composed 
of flip-flops.  
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6   Digital Image Filter Design 

The digital image filter contains virtual reconfigurable circuit together with genetic 
unit. The corrupted image is given as input to the virtual reconfigurable circuit and the 
filtered image is obtained. The filtered image is compared with the original image and 
the fitness is evaluated. This is shown in figure 6. 

 
Fig. 6. Block diagram of digital image filter using VRC 

The VRC processes nine 8-bit inputs I0 – I8 and produces a single 8-bit output. 
Every pixel value of the filtered image will be calculated using a corresponding pixel 
and its eight neighbors.  

 

Fig. 7. Architecture of VRC with 25 PE’s 

Table 1. 

Function 
Code 

Function 
Function 

Code 
Function 

0000 
0001 
0010 
0011 
0100 
0101 
0110 
0111 

X >> 1 
X 

~ X 
X & Y 
X | Y 
X ^ Y 

(X+Y)>>2 
(X+Y) 

>>1 

1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 

X & 0x0F 
X & 0xF0 
X | 0x0F 
X | 0x F0 
Min(X,Y) 
Max(X,Y) 

Y<<1 
X+Y 
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Each PE has two 8-bit inputs and gives a single 8-bit output. The outputs of PE’s are 
equipped with registers. Every PE executes a certain function from Table 1, depending 
on the function code configuration, sel3 which is applied to its two inputs. 

The architecture of VRC with the 25 PE’s is shown in Figure 7. The config- 
uration bit stream consists of ten bits for each PE. First six bits determine the  
places where PEs inputs will be connected to. One of 16 functions is selected from 
Table-1 using the last four bits. The output of the PE is given by 

} sel3 mux(sel2), mux(sel1), { FOutput = . 

Further functions can be included but this is dependant on the resource requirements, 
as there is a trade-off between the functionality and the complexity of the hardware 
structure. 

7   Details of EHW Chip 

The proposed hardware implementation of the complete evolvable system is composed 
of basic modules; input buffer, virtual reconfigurable circuit, pseudo random number 
generator, population memory, selection unit, mutation unit, fitness evaluator and 
output buffer as shown in Figure 8. Both the Genetic unit and the Virtual 
reconfiguration unit reside in the chip and hence the configuration is complete. The 
configuration word contains details about the interconnection between the processing 
elements (PE) of the VRC and the functional operations performed within each PE.  

 
Fig. 8. Block diagram of the complete EHW system 

8   Chromosome Format 

The logical configuration of the circuit is defined by a set of 250 bits, 10 bits for each 
one of the 25 PEs in the reconfigurable architecture as shown   
  

111 000 0000 010 001 1100 110 010 0011 111 011 0010 110 111  
0100 ………… 101 000 1000 110 010 1010  
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The first six bits of each ten bits represent the source of inputs to the PE (sel1& sel2) 
as labeled in Figure 7. The other four bits of each ten bit (sel3) indexes the function 
from Table 1 to be applied by the PE.  

9   Fitness Function 

Various approaches exist to measure image visual quality. The Peak Signal-to-Noise 
Ratio (PSNR) and the Mean difference per pixel (MDPP) are the commonly used 
approaches. The MDPP fitness function is computationally easier for hardware 
implementation as compared to PSNR. In this work MDPP fitness function is taken for 
the fitness calculation.  

The fitness function using the PSNR is given by 

dB   
MSE

552
10log  PSNR

2

10=
 

The fitness function using MDPP is given by 

=

=
N

1ji,

|j)filt(i, - j)orig(i, |
NxN

1
 MDPP

 

where |orig(i,j) – filt(i,j)| is the absolute difference between the original and filtered 
images. 

10   Discussion of Results  

The original and distorted bitmap images are stored in input buffer initially. At the 
same time using random number generator 16 initial chromosomes are generated.  

Simulations were performed using Gaussian noise distorted bitmaps. Bitmap of 
IEEE test image Lena is used as the target image at different distortion levels for the 
generality of the EHW architecture. All results were compared with the filtered results 
from the Gaussian filter. The bitmap images contaminated by Gaussian noise with 
mean 0 and variance 0.01, 0.02, 0.05, 0.08 and 0.1 were used for the initial evolution. 
Figure 9 is the original Lena bitmap of 128x128. Figure 10 is the Lena bitmap distorted 
by Gaussian noise with mean 0 and variance 0.03. Figure 11 is the result from Gaussian 
filter. Figure 12 is the resulting image of the EHW filter. The MDPP is 135602 for 
Gaussian filtered image and 127985 for EHW filtered image.  

11   Chip Implementation Results 

The evolved filter is the result of the evolution of an array of 4x6 PEs with one PE at the 
output. The level back parameter is set as 2. Number of generations is 3000. The 
hardware evolution took 2 minutes on Xilinx Virtex FPGA xcv800 running at 49 MHz. 
This compares favorably with software simulations run previously which it took 
approximately 6 hours (Pentium III/800 MHz system) to achieve the best chromosome. 
Hardware evolution took 12 minutes in Xilinx VirtexE FPGA xcv2000e. This compares 
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favorably with software simulations run previously which took approximately 6 hours to 
give the best chromosome. The synthesis report obtained is given in Table-2 below. 

Table 2. Synthesis Report (Population Size = 16, Chromosome Length = 250) 

Target information:  Vendor:  Xilinx 
Device:  v800fg680  Speed:    -6 
Optimization Goal: Speed 

Number of Slices 3204 out of 9408 34% 
Number of Slice Flip Flops 1087 out of 18816 5% 
Number of 4 input LUTs 6200 out of 18816 32% 
Number of bonded IOBs 79 out of 516 15% 
Number of BRAMs 8 out of 28 28%   
Number of GCLKs 1 out of 4 25% 
Minimum period 20.160ns   
Maximum Frequency 49.603MHz  
Minimum input arrival time before 
clock 

27.706ns  

Maximum output required time after 
clock 

6.887ns  

12   Conclusion 

The work has presented a novel approach to digital image filter design based on the 
technique of evolvable hardware. FPGA model for the function level evolvable 
hardware is analyzed and associated with the evolutionary algorithms employed. The 
evolution time has been greatly reduced by implementing the evolutionary algorithm 
in hardware. The EHW architecture evolves filters without a priori information and 
out-performs conventional filter in terms of computational effort, filtered output 
signal and implementation cost. 

   

Fig. 9.     Fig. 10. 
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Fig. 11.     Fig. 12. 

Figure 9 represents Original Lena Image of size 128x128, Figure 10 Image Distorted 
by Gaussian Noise of Mean 0 and Variance 0.003, Figure 11 Image Filtered by 
Gaussian Filter, Figure 12 Image Filtered by EHW filter. 
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Abstract. Efficient design of sigmoid function for neural networks based FPGA 
is presented. Employing the hybrid CORDIC algorithm, the sigmoid function is 
described with VHDL in register transfer level. In order to enhance the 
efficiency and accuracy of implementation on Altera’s FPGA, the technology of 
pipeline and look-up table have been utilized. Through comparing the results 
obtained by the post-simulation of EDA tools with the results directly 
accounted by Matlab, it can be concluded that the designed model works 
accurately and efficiently. 

1   Introduction 

Artificial neural networks are widely utilized in many fields, such as prediction, 
pattern recognition, function approximation, numerical analysis, and VLSI (Very 
large scale integration) design. 

Multiple feedforward networks [1], an important class of neural networks, consist 
of a set of sensory units that constitute the input layer, one or more hidden layers, and 
an output layer. The input signal propagates through the networks in a forward 
direction, on a layer-by-layer basis. Each neuron from a previous layer feeds every 
neuron on the next layer with amplification denoted by the synaptic weight of that 
connection. Neurons accumulate the sum of each of its inputs scaled by the synaptic 
weight to generate the net value (this weight sum is called the net function). The 
output value of the neuron is determined by the activation function of this neuron. 

Common examples of activation function f include hard-limiter, saturated linear, 
hyperbolic tangent function and sigmoid function. The sigmoid function [2], which is 
given by (1), provides a smooth transition between input and output thereby 
improving neural response when compared to non-smooth activation (e.g. hard-limiter 
or saturated linear activation function). 
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There are also some researches on how to realize sigmoid function in digital 
circuit. In [3], the method employing Taylor series expansion is presented, but this 
approach requires a large of multipliers that take up large silicon areas. In [4], the 
method of piecewise linear approximation is utilized, but the accuracy of the designed 
sigmoid function has been weaken. 



 Efficient Sigmoid Function for Neural Networks Based FPGA Design 673 

 In this paper, the implementation of sigmoid function for the digital neuron with 
hybrid CORDIC (Co-ordinate Rotation Digital Computer) is presented. Combining 
with the technology of LUT (Look Up Table) and pipeline, sigmoid function is 
designed by VHDL (VHSIC Hardware Description Language) and realized on FPGA 
(field programmable gate array). The results of post-simulation show that it is 
accurate and efficient, when compared with the actual results calculated by Matlab. 

2   Co-ordinate Rotation Digital Computer 

The Co-ordinate Rotation Digital Computer algorithm is an efficient algorithm for the 
computation of elementary functions such as hyperbolic function, multiplication and 
division etc. It is attractive for hardware implement because it is an iterative method 
based on bit-level shift-and-add operation. The basic CORDIC iteration equations at 
the kth step are described as follows. 

                 = −

−

+

+

k

k
k

k

k
k

k
k

k

Y

X

m

m
N

Y

X

12

21

1

1

δ
δ

    

kkkk ZZ θδ+=+1          

(2) 
 

(3) 

As described in Table 1, parameter m with the different value of 1,0,-1 identifies 
the coordinate system type (circular, linear, and hyperbolic coordinate); for rotation 
( 0→KZ ) or vectoring ( 0→KY ), the rotation direction kδ  is )( kZsign−  or 

)( kk YXsign ⋅− , respectively; for each rotation step, there is a scale kN  which 

corrects the amplification produced by the rotation in the x and y coordinates, after all 

iterations, the total scale factor is ∏ =
=

K

k kNN
1

. 

Table 1. Operation mode of the CORDIC algorithm 

m  0→KZ  

(Rotation) 

0→KY  

(Vectoring) 
kθ  

1 
(Circular) 

( )0000 sincos ZYZXNX K −=  
( )0000 sincos ZXZYNYK +=  

2
0

2
0 YXNX K +=

( )000 arctan XYZZ K +=  
k−2arctan  

0 
(Linear) 

0XX K =  

000 ZXYYK +=  
0XX K =  

000 / XYZZ K +=  
k−2  

-1 
(Hyperbolic) 

( )0000 sinhcosh ZYZXNX K +=
( )0000 sinhcosh ZXZYNYK +=  

2
0

2
0 YXNX K −=

( )000 arctan XYhZZ K +=
kh −2arctan  

The essence of CORDIC algorithm is a representation of an arbitrary angle by 
using a set of constant angles { kθ } instead of a normal radix.For hyperbolic 

CORDIC iterations, it is more difficult to ensure convergence. This is because unlike 
)2(tan5.0)2(tan 1)1(1 kk −−+−− ≥ or kk −+− ⋅≥ 25.0)2 )1( , the corresponding relationship for 



674 X. Chen et al. 

tanh, namely, )2(tanh5.0)2(tanh 1)1(1 kk −−+−− ≥ , does not hold in general. A relatively 

simple solution is to repeat steps for ,13,,13,4 += jjk to ensure convergence. So 

for the hyperbolic coordinates, the radix set is: 
                 

}2arctan,,2arctan,2arctan,,2arctan,2{arctan},,,{ 14410
110

+−−−−
− = K

K hhhhhθθθ
 

(4) 

Which satisfies the CORDIC algorithm theorem [5]: 
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With the different initial values of 000 ,, ZYX , various elementary functions can be 

computed by CORDIC, including the exponential function and division function, as 
list below:  

When θ===−= 000 ,0,1,1 ZYNXm  

KK
Z

KK YXeZYZX −=== − 0)sinh(),cosh( 00  (6) 

When 0,1,,0 000 ==== ZYXXm  

XZK 1=  (7) 

In the implementation of elementary functions based on the CORDIC algorithm, 
the main problem is the iterative nature of CORDIC, which results in slow 
computation. To overcome this disadvantage, the hybrid CORIDC (HCORDIC) 
algorithm [6], which combines a traditional LUT with the algorithmic iterative 
procedures of the CORDIC algorithm, is employed. The iterative CORDIC algorithm 
is rigorous for infinite bit resolution, permitting in principle arbitrary precision, while 
the LUT size increases rapidly with resolution and is thus limited to a small-resolution 
input data regime. If the LUT and the CORDIC portions are properly balanced, the 
hybrid approach, therefore, offers the advantages of both the fast access and the 
power efficiency of a reasonably sized LUT and the arbitrary precision obtainable 
from the systematic iteration algorithm CORDIC. 

3   Implement Sigmoid Based Hybrid CORDIC with VHDL 

3.1   System Architecture for Sigmoid Function Model 

The Top-Down method is used to design the sigmoid function. As depicted in fig.1, 
the RTL model of sigmoid function operating on float-point value is divided into two 
sub-units, exponential function unit and division function unit. 

Two formats are used in the model: the first format is used to represent the input 
rotation signal z.  As the result of the output value of sigmoid approaches to 1 or 0 
when z>7.5 or z<-7.5, 16-bit signed float point format is used to represent the input 
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Fig. 1. System design for sigmoid function 

signal z, 1 bit is used for the sign, 3 bits for encoding the integer portion of the 
number, and the remaining 12 bits for the fractional representation, with which the 
ranges of –7.5<z<7.5 can be represented; the output value of sigmoid function is in a 
32-bit signed float point format. 1 bit is used for the sign, 1 bit is for the integer 
portion, and the remaining 30 bits for the fractional portion. The reason for employing 
different formats for input and output is that the output value for sigmoid function is 
between the ranges from value 0 to 1. 

3.2   Exponential Function Unit 

Considering the range of input signal Z, the word length of output signal q of the 
exponential function unit is defined as 24-bit, in which 1 bit is used for the sign, 11 
bits for the integer portion, and the remaining 12 bits for the fractional portion. 

According to the hybrid hyperbolic CORDICA, the ROM of 42242 ⋅⋅ bits that 
stores the values of sinh and cosh functions is employed, where the 1 sign bit and 3 
integer bits of Z are used as the address. From LUT, the first 7 rotations value of the 
conventional CORDIC can be directly read and the delay of 7 stages of shift and 
addition can be saved. Then there are 13 stages for hyperbolic iteration needed which 
are determined by the remaining 12 bits for the fraction portion of input signal Z. 
Then the value of exponential function can be obtained by correcting the scale and 
adding 1212 YX − . 

3.3   Division Function Unit 

A high-speed method based on a hybrid CORDIC for computing the reciprocal 
function is proposed here. This method uses a look-up table to obtain an initial 
approximation to the reciprocal. After the initial approximation, several CORDIC 
rotations are executed to produce an accurate reciprocal. 

The reciprocal LUT is constructed by assuming that the value of input signal q+1 is 
normalized such that 211 <+≤ q and represented by 32-bit in float point. The high 10 
bits of fraction are used to index the LUT, which provides 12 bits output. Excluding 
the elementary division sub-model, this division function unit consists of another two 
sub-models: The one is used to count the value of q+1; the other is used to normalize 
the value of q+1 to 211 <+≤ q  and unnormalize corresponding, by which any input 
data out of the range 211 <+≤ q  can be shifted into the range, after the reciprocal of 
the normalized input is obtained, the actual result can be achieved by shifted in the 
opposite way. As described in Section 2, in the position of linear vectoring, Z will 
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approach to the reciprocal of x closely through iterations. Since the initial value of Z 
is 0, Z can achieve the result of the reciprocal with k-bit width fraction after k 
iterations. The approximation l from the LUT equals to the value of Z after k 
iterations, thus with the corresponding initial value, Eqs. (2) Becomes: 

XlYYk ⋅−=+ 01  (8) 

As a result, the corresponding value of Y after k iterations can be obtained from the 
approximation of LUT. 

The most complicated operation involved is the calculation of 1+kY , which 

involves a multiplication between l and X and a subtraction of this quantity from the 
initial value 0Y . In this unit, 16x16 bits special multiplier unit is used to 

calculate Xl ⋅ . Then 1+kY  and l are used as the initial value for the following 

iterations, where the number of iterations is 4. The remaining linear vectoring 
iterations have been done in the same way as the hyperbolic rotation, which has been 
already described in section 3.2. 

4   Simulation and Result 

The RTL model of sigmoid function described by VHDL is post-simulated in 
QuartusII 5.0, and the Altera’s FPGA EP2S60FC484 is used as the configured device. 
The input to the model is a list of 16-bit float-point numbers as the variable of the 
sigmoid function, and the expected output is a list of numbers in the format of 32-bit 
float-point as the value of the sigmoid function. 

Table 2. Comparison between the result from QuartusII and Matlab 

Input value 
(Hex/Dec) 

Result from QuartusII 
(Hex/Dec) 

Result from Matlab
(Dec) 

Error  

(%) 
96CB/-6.5754 0016D780/0.001394 0.001392 0.14 

BDAD/-4.1453 00FF9400/0.01560 0.01559 0.06 
D100/-2.9375 03385000/0.05031 0.05033 0.04 
E400/-1.7500 097BC000/0.1482 0.1481 0.07 
FA00/-0.3750 1A158000/0.4076 0.4073 0.07 
0600/0.3750 25ED0000/0.5926 0.5927 0.02 
1800/1.5000 345F0000/0.8183 0.8176 0.04 
3468/3.2754 3DDA0000/0.9637 0.9636 0.01 
5253/5.1453 3FA10000/0.9942 0.9942 0 
7635/7.3879 40000000/1.0000 0.9994 0.06 

 

Fig. 2. Post-simulation results of the sigmoid function 
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In order to observe the simulation wave clearly and evaluate the accuracy of the 
results generated by the post-simulation based Hybrid CORDIC directly, a group of 
10 values of the input signal Z are random generated with the range 5.75.7 <<− Z  at 
the falling edge of the clock signal clk with the frequency of 100MHz. As depicted in 
fig.2, after 240ns, one can not only obtain the corresponding simulation result, but 
also observe that the pipelines of this sigmoid function operate well. Table 2 is 
proposed to show the comparison between the results obtained from QuartusII and the 
results directly calculated by Matlab, including the absolute values of error. 
Obviously, the former results approach to the later one extremely. 

5   Conclusion 

In this work, a scheme to design sigmoid function with VHDL on FPGA has been 
investigated. Employing the hybrid CORDIC algorithm, RTL model of sigmoid 
function is divided into exponential function sub-unit and division function sub-unit, 
which can both be implemented by LUT and iterations. Furthermore, the technology 
of pipeline has been utilized to make this model work more efficiently in VLSI of 
neural networks. Through compared the post-simulation results with the Matlab 
results, it is concluded that the designed model can calculate sigmoid function 
accurately and efficiently. 
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Abstract. Image enhancement with various image filters might be better than 
that with a single filter, but it is very difficult to find a set of appropriate filters. 
In this paper, we propose a novel method that uses the genetic algorithm to find 
a filter set for reducing impulsive noises in images. The proposed method has 
been verified with benchmark images in image enhancement. Moreover, it does 
not require any expert knowledge to find the type and order of filters for a given 
domain, so it can be easily applied to other applications of image processing.  

1   Introduction 

In general non-linear signal processing aims to detect objects on images, but it is often 
hard to correctly extract features when the quality of images is low. Filtering that 
reduces image noises and smoothing that removes some forms of misfocus and 
motion blur are representative image filtering techniques. Histogram-based, mask-
based and morphology-based image filters are popular for the enhancement [1]. 

Impulsive noises are known as salt-and-pepper noises, where the noisy pixels 
take only the maximum (salt) or the minimum (pepper) values in the dynamic 
range. Conventional median filters are the most popular non-linear filter to remove 
impulse noises, but many filters require a complex formulation for better 
performance [2]. To reduce noises, the usage of various filters together might be 
effective rather than that of only a single filter, but it requires the expert knowledge 
to compose a filter set. 

Since it is actually impossible to examine all possible combinations of filters, it 
requires a heuristic algorithm. The genetic algorithm is a representative evolutionary 
algorithm, which is based on the mechanisms of natural selection and the survival of 
fittest. It has been successfully applied to many problems such as searching and 
optimization [3]. In this paper, we adopt the genetic algorithm to find out a set of 
proper filters for noise reduction in images. 

2   Related Works 

For impulsive noise reduction, the median filter is the most popular non-linear filter 
because of its good de-noising power and computational efficiency [2]. The 
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topological median filter [4] is recently introduced as a median filter, and it uses the 
fuzzy concepts for the extraction of edges in noisy images. 

Since impulsive noises are special in which a pixel has only maximum and 
minimum, the decision-based strategies [5] were proposed. They first identified 
possible noisy pixels and then replaced them by using the filter, leaving all other 
pixels unchanged. Especially, they work well for the impulsive noises of high level, 
but it is limited in detecting noises. 

Harvey et al. used the genetic algorithm to determine the sequence and structuring 
element of morphological filters [6], which requires many genes to represent the 
filter. For image enhancement like impulsive noise reduction, several studies have 
proposed new filters showing good performance. For combining not only simple 
filters but also these various filters of good performance, the appropriate method 
having scalability is required. 

3   Noise Reduction Based on the Genetic Algorithm 

In order to improve the quality of images, noises should be eliminated by using an 
appropriate image filter. When there are m filters available, the number of possible 
ordered subsets of n filters is given by mn. Trying all cases to find out the best one is 
practically impossible when there are lots of filters available. In this paper, the genetic 
algorithm is used to search a filter set, in which the proper type and order of filters are 
determined. 

 

Fig. 1. The process of evaluating the fitness (fitness function) 

Fig. 1 shows the procedure of the proposed method which also presents the process 
of evaluating the fitness. In each generation, the fitness of candidate solutions as 
individuals is evaluated by the fitness function, and individuals with higher fitness are 
stochastically selected and applied with genetic operators such as crossover and 
mutation to reproduce the population of the next generation. Elitist-strategy that keeps 
the best individual of previous generation is used in the process of selection. Genes 
which compose an individual are represented as numbers representing the 
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Table 1. The description of image filters used in this paper 

Group Filter Number 

Histogram 
Brightness (3 values), Contrast (3 values),  

Stretch, Equalize, Logarithm 
1~9 

Mask Blur (6 masks), Sharper (4 masks), Median (10 masks) 10~29 
Morphology Erosion, Dilation, Opening, Closing (10 masks) 30~69 

None 0 
 

corresponding filter. Training images including artificial noises are passed through 
filters of genes, and the fitness is calculated by the difference between the result image 
and the original image. Table 1 shows the type of 70 image filters used in this paper. 

In order to measure the performance of a combination filter in noise reduction, the 
difference between the filtered image and the original image calculated by using the 
mean absolute error (MAE) and the peak signal-to-noise ratio (PSNR) [5]. The fitness 
function of the genetic algorithm is estimated by the equation (1) using the mean 
absolute error, where an individual that shows good enhancement performance 
obtains a higher score. Let MAEmax be the maximum MAE for an image, and MAEmax 
would be 255 for 8-bit grayscale images. 

max

)(
1)(

MAE

xMAE
xf −=  (1) 

4   Experiments 

In the experiments, LENA and FRUIT are used as the benchmark images. Each image 
is 256×256 and 512×512 for 8-bit grayscale images. The noisy images will be cor-
rupted by salt (value 255) and pepper (value 0) noises with predefined probability. 
The noise levels varied from 10% to 70% with increments of 20%. The training im-
ages are 4 images as LENA with each noise level, and the test images are 8 images as 
LENA and FRUIT with each noise level. Table 2 shows the MAE and PSNR of train-
ing and test images compared to the original images. 

Table 2. The analysis of training and test set 

Set Training Test
Image LENA LENA FRUIT

Noise level (%) 10 30 50 70 10 30 50 70 10 30 50 70
MAE 12.7 38.1 63.6 89.2 12.7 38.1 63.7 89.3 12.7 38.3 63.7 89.3
PSNR 15.5 10.8 8.57 7.10 15.5 10.8 8.5 7.09 15.4 10.6 8.44 6.96

 
 

Four filters are obtained for each training image, where there are 4 training images 
by the noise level. In addition, one filter is evolved for reducing all noises using the 
fitness as average mean absolute error of 4 images after filtering. Initial values of 
parameters in the experiments is as follows: 1000 generations, 30 populations, 5 gene 
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Fig. 2. The maximum fitness in each generation 

Table 3. Type of other filters 

Filter Filter type 
Filter I Median Diamond 3×3 
Filter II Median Diamond 5×5 
Filter III Median Rectangle 5×5 

Case I Median 1×3 
Median 

Diamond 3×3
NULL NULL NULL 

Case II 
Median 

Diamond 3×3 
Median 1×3 Closing 1×3 Opening 1×3 Median 3×1 

Case III 
Median 

Diamond 5×5 
Median 

Diamond 5×5
Median X 3×3 Median 1×3 Opening 1×3 

Case IV 
Median 

Rectangle 3×3 
Median  
X 5×5 

Median 
Rectangle 3×3

Opening 
Rectangle 5×5

Closing 
Rectangle 5×5 

Case V 
Median 

Diamond 5×5 
Median  
X 5×5 

Median  
X 5×5 

Median 1×3 
Median 

Diamond 5×5 
 

length, 1 selection rate, 0.7 crossover rate, and 0.05 mutation rate. Fig. 2 shows the 
change of the maximum fitness in each generation, in which filters with the best 
performance are found before the 300th generation. 

Table 3 shows the image filter of good performance and the filters evolved. The 
mean absolute error over all image filters was investigated on the training images, and 
3 good filters which named filter I~III were obtained for comparing with the filters 
evolved. The filters which named case I~IV were the results of the evolution for each 
noisy image, and the filters which named case V were the result of the evolution for 
all images. Most of them included median filters, since the median filter was suitable 
for impulsive noise reduction. However, other filters such as opening and closing 
were also included for better performance. 

Fig. 3 shows the comparative performance of the proposed method against other 
filters. The mean absolute error (MAE) is indicated by logarithm of 2 on y-axis. Total 
on x-axis indicates the sum MAE and the average PSNR of all images. Case I~IV in 
each environment performs the best against other filters in the criteria on the MAE 
and the PSNR. Fig. 4 shows examples of various filters by LENA with 30% noise and 
FRUIT with 70% noise. Case II and IV are better at reducing noisy pixels than a 
single filter. 
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Fig. 3. The performance comparison with other filters 

 

Fig. 4. Examples of various filters: (a)~(d) LENA,  (e)~(h) FRUIT 

 
Most filters performed well enough in only one environment, not in every 

environment. For example, case I and filter I worked well at 10% noise level, but not 
at 70% noise level. Case IV is also better than the other filters for 70% noise level, but 
it is worse than the other filters for 10% noise level. Case V does not show the best 
performance in any environment, but there is a little difference of performance 
compared to the best filter. Since there are many impulsive noise detectors and the 
noise level is also estimated by detector [5], case I~IV are applied in proper 
environment. If it is hard to estimate the noise level, case V can be preferred. 

5   Conclusion 

Even though the median filter is popular for impulsive noise reduction, there are 
many studies investigated to improve the image enhancement performance but they 
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need some complex formula or the expert knowledge. In this paper, the combination 
of well-known and simple filters is determined by the genetic algorithm for impulsive 
noise reduction. In the experiments, for real images such as LENA and FRUIT, the 
filter obtained showed better performance than the other filters on the mean absolute 
error and the peak signal-to-noise ratio. 

For the future work, we would like to apply the proposed method to the other 
image databases. By changing the fitness function of the genetic algorithm, the 
method for the better performance of object detection will be also studied. Since the 
proposed method does not need any expert knowledge, we can also apply the method 
to various applications for image processing. 
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Abstract. This paper considers the capacities of the elements in a set E effi-
ciently so that the total cost for the increment of capacity can be decrease to 
maximum extent while the final expansion capacity of a given family F of sub-
sets of E is with a given limit bound. The paper supposes the cost w is a fuzzy 
variable. Network bottleneck capacity expansion problem with fuzzy cost is 
originally formulated as Expected value model according to some criteria. For 
solving the fuzzy model efficiently, network bottleneck capacity algorithm, 
fuzzy simulation, neural network(NN) and genetic algorithm(GA) are integrated 
to produce a hybrid intelligent algorithm. 

1   Introduction 

As we know, during the past years, many experts did relevant researches in the fields 
of network expansion. Ravindra K.Ahuja and James B.Orlin [1] studied a lot about 
network flows and network flow model, and they figured out an algorithm for the 
maximum flows problem with constrained conditions. O.Berman [2] worked over 
weight problem of decreasing a given tree edge to cut down weight of minimal tree, 
and proved a strongly polynomial algorithm for this problem. S.O.Krumke [3] pre-
sented two improved network flow models, and put forward heuristic algorithm to 
resolve some network improvement problems. Zhang,J and Yang,C[4] also showed us 
a strongly polynomial algorithm for a particular network expansion problem. Based 
on Zhang,J’s research, Yang C, etc.[5]took budgets and bottleneck capacity restric-
tions into consideration, and gave a strongly polynomial algorithm for this kind of 
network expansion problems. Internally, Wang H.G, et al.[6-7] solved capacity ex-
pansion problems of undirected network and directed network by extending Yang C’s 
network bottleneck model. In recent years,some authors have investigated mathemati-
cal programming in the presence of fuzziness[8,9,10,11], H.Ishii and Nishida [12] 
introduced a new problem about fuzzy stochastic bottleneck capacity expansion, af-
terwards,H.katagiri, H.Hishii [13] discussed a chance-constrained model of bottleneck 
spanning tree in terms of fuzzy stochastic edge weights. Based on the above algo-
rithms, Hideki Katagiri and Masatoshi Sakawa[14] explored necessary probability 
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and evaluation problems in fuzzy stochastic bottleneck spanning tree problem. Inter-
nally, Liu Baoding, et al.[15] employed genetic algorithm to solve orientation prob-
lem in network optimization problem efficiently.  

In this paper, based on the above research fruits, few researchers have introduced 
the expected value model to network bottleneck capacity expansion problem. For 
solving fuzzy model more efficiently, a strongly polynomial algorithm of network, 
neural network(NN) and genetic algorithm(GA)  are integrated to produce a hybrid 
intelligent algorithm. Finally, a numerical example is presented. 

2   Network Bottleneck Capacity Expansion Model with Fuzzy Unit 
Expansion Cost 

Let ),,( CEVG be an undirected network structure, which is composed of vertices set 

{ }nvvvvV ,,3,2,1=  and edge set { } VVeeeeE m ∗∈= ,,3,2,1
. Every edge 

has an original edge capacity ic . Let original network capacity vector be 

{ }mccccC ,,3,2,1= , let unit expansion cost on every edge be iw , and let ex-

pansion cost vector W  be a fuzzy vector.  
Define the capacity of a spanning tree T of network ),,( CEVG  be ),( CTcap , 

which is the bottleneck capacity for every edge in T , i.e. 

{ }),,(,e |),( i CEVGTTcMINCTcap i ∈∈=  (1) 

We use )(CT ∗  to show the maximum capacity tree of network ),,( CEVG , i.e. 

{ }),(),( CTcapMAXCTcap
T

=∗  (2) 

The beforehand problem of this paper is how to expand original capacity vector C  
to minimize the total expansion cost while the capacity ),( CTcap ∗  of maximum ex-

pansion tree of expanded network ),,( CEVG  meets definite condition and scopes. 

})*,(,|{)( rCTcapCCCrH ≥≥=  (3) 

2.1   Problem 1 

Given 0r , how to expand C to C to minimize expansion cost WCC T)( − , and 

0)*,( rCTcap ≥ , problem 1 equals the following problem: 

)0(

..

)min(

rHC

ts

WCC T

∈

−

 

(4) 

According to the above analysis, we introduce the expected value model of net-
work bottleneck capacity expansion with fuzzy unit expansion cost, the core idea of 
this Expected value model is to minimize expected value of total cost and optimize 
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the value of objective function in fuzzy conditions, and get reasonable optimized 
value in reality. 

When unit expansion cost vector { }mwwwwW ,,3,2,1=  is fuzzy variable, 

the total expansion cost WCCCWCCOST T)min(),|( −=  is also a fuzzy variable. The 

problem we consider here is to let the total cost for the increment of capacity be de-
crease to maximum extent  while the final expansion capacity is under a given limit 
bound In this section, we offer a new idea to set up a general expected value model of 
network bottleneck capacity expansion with fuzzy unit expansion cost as follows:  

0

0

min | ( | , ) |

min { ( | , ) } { ( | , ) }

. .
( , ) 0

E COST C W C

or

Cr COST C W C r dr Cr COST C W C r dr

C C
s t

cap T C r

∞

−∞
≥ − ≤

≥
≥

 

(5) 

From the beforehand problem analysis, we could shift to the essential problem in 
problem 2.  

2.2   Problem 2 

Thus, the ultimate problem of this paper is: considering fuzzy unit expansion cost, 
how to expand original capacity vector C to minimize the expected value of 

),|( CWCCOST  while the capacity ),( CTcap ∗  of maximum expansion tree of ex-

panded network ),,( CEVG  satisfies definite condition and scopes. A child problem of 

bottleneck capacity is included in expected value model of problem 2, 
WCCCWCCOST T)min(),|( −=  i.e. problem 1, once choose a value in the fuzzy 

possibility space ( , ( ), )P PosΘ Θ , fuzzy variable W  will become a determined value W . 

In Yang Chao [4-5], strongly polynomial algorithm has been brought forward for this 
determined problem. In the next section, we will discuss the general algorithm for this 
problem. 

3   Hybrid Intelligent Algorithm for Fuzzy Network Bottleneck 
Capacity Expansion 

3.1   Calculate Uncertainty Function 

From the above thought we could work out the algorithm for this expected value 
mode. First of all, we have a fuzzy simulation algorithm to get the value of uncer-
tainty function.[15] 

0

0

( ) | ( | , ) |

{ ( | , ) } { ( | , ) }

U C E COST C W C

Cr COST C W C r dr Cr COST C W C r dr
∞

−∞

→

= ≥ − ≤
 

(6) 
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Steps: 
Step1:    set e=0 

Step2:  generate kθ  from Θ  evenly, let { }kPos θ ε≥  and { }, 1,2... ,k kv Pos k Mθ= =  

ε  is very small number. 
Step3:    set 

1( | ( ), ) ... ( | ( ), )Ma COST C W C COST C W Cθ θ= ∧ ∧  

1( | ( ), ) ... ( | ( ), )Mb COST C W C COST C W Cθ θ= ∨ ∨  

Step4:   generate  r  from [a,b] evenly 
Step5:   if 0r ≥ , then { ( | , ) }e e Cr COST C W C r← + ≥  , in here ,    

{ ( | , ) }Cr COST C W C r≥ ≈

11

1
(max{ | ( | ( ), ) } min {1 | ( | ( ), ) })

2 k k k k
k Mk M

v COST C W C r v COST C W C rθ θ
≤ ≤≤ ≤

≥ + − <
 

Employ definitive network bottleneck capacity expansion algorithm, which 
is designed by Yang Chao [4-5], to calculate problem 1. The algorithm is 
also a child problem of fuzzy expected value model. 

Step6:    if 0r < , then { ( | , ) }e e Cr COST C W C r← − ≤  

{ ( | , ) }Cr COST C W C r≤ ≈  

11

1
(max{ | ( | ( ), ) } min{1 | ( | ( ), ) })

2 k k k kk Mk M
v COST C W C r v COST C W C rθ θ

≤ ≤≤ ≤
≤ + − >  

Employ definitive network bottleneck capacity expansion algorithm, which 
is designed by Yang Chao [4-5], to calculate problem 1. the algorithm is also 
a child problem of fuzzy expected value  model. 

Step7:    repeat  step 4 to step 6 for M times. 
Step8:  ( )| ( | , ) | 0 0 .( ) /E COST C W C a b e b a M= ∨ + ∧ + −  

3.2   Approximate Uncertain Function by Neural Network 

NNs are inspired by the current understanding of biological NNs. The most popular 
and useful NN architecture is multilayer feed forward NN, which is widely used for 
pattern classification and functional approximation, in this paper, NNs are used to 
approximate uncertain functions. When we solve models (5) by GA, the process of 
fuzzy simulations to compute U(C), will be repeated for thousands of times , which 
means large computations, so NNs are trained to approximate these uncertain func-
tion, which reduce the computations and speed up the solution process greatly. After 
making a set of input-output data for uncertain function U(C) by fuzzy simulations, 
we train an NN to approximate the uncertain function by the back propagation algo-
rithm according to the training data. 

2

1

||),(||
2

1
)(

=

−=
N

i
ii uwFErr ωω  (7) 

here ),( ωWF  is the output function of neural network. 

3.3   Hybrid Intelligent Algorithm 

In order to solve the problem of network bottleneck capacity expansion, we combine 
network bottleneck capacity algorithm, fuzzy simulation, neural network and genetic 
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algorithm to produce a hybrid intelligent algorithm, which will reduce calculation 
work and manage large-scale problems.  

Steps: 
(1) Generate training input-out data for uncertain function by fuzzy simulations 
(2) Train neural networks to approximate the uncertain function according to the 

generated training data. 
(3) Initialize chromosomes ),...,,,()( 321

k
m

kkkk
k ccccCV == , sizepopk _,,3,2,1= , 

check the feasible region )( 0rHC ∈  where the trained neural network will be 

used 
(4) Calculate every chromosome’s target value )( kk CU  sizepopk _,,3,2,1=  

by the trained neural network. This algorithm includes Yang Chao [4-7]’s 
strongly polynomial algorithm for determined network bottleneck capacity ex-
pansion and employs to solve the problem 1; 

(5) Calculate every chromosome’s fitness extent, the evaluation function is: 
1)1()( −−= k

kVEval αα   sizepopk _,,3,2,1=   )1.0(∈α , α  is a parameter in 

genetic algorithm.Rearrange chromosomes sizepopvvvv n _,,,, 321
, in 

accordance with the different evaluation values, from good to poor in sequence; 
(6) Confirm next generation by circumvolving roulette wheel sizepop _  time,  

(7) Define Pc  as the probability of crossover operation, and update chromosomes 

kv , sizepopk _,,3,2,1=  by crossover operation.  

(8) Renew chromosomes through mutation operation.; 
(9) Repeat step 2 to step 6 in terms of the given circulation times; 

(10) The best chromosome ∗== CccccV m ),...,,( *
3

*
2

*
1

**  is the optimum solution 

for network bottleneck capacity expansion model with fuzzy unit expansion 
cost. 

4   Conclusions 

The paper first introduces expected value model to fuzzy network bottleneck capacity 
expansion problem. For solving the fuzzy model efficiently, network bottleneck ca-
pacity algorithm, fuzzy simulation, neural network and genetic algorithm are inte-
grated to produce a hybrid intelligent algorithm.  
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Abstract. In this paper a system is developed for face recognition processes. 
After preprocessing of face images, for omitting the redundant information such 
as background and hair, the oval shape of face is approximated by an ellipse us-
ing shape information. Then the parameters (orientation and center coordinates) 
of this ellipse are optimized using Genetic Algorithm (GA). High order Pseudo 
Zernike Moment Invariant (PZMI) which has useful properties is utilized to 
produce feature vectors. We use GAs in combination with nearest neighbor 
classifier to select the optimal feature set for classification. Also, Support Vec-
tor Machines (SVMs) which has very good generalization ability has been used 
as a classifier with ERBF kernel function. Proposed approach has been applied 
on ORL and Yale databases and has shown a high classification rate with small 
number of feature elements. 

1   Introduction 

Automatic face recognition has become one of the most active research areas of pat-
tern recognition since the early 1990s because of its wide range of applications such 
as identity authentication, surveillance and intelligent human computer interaction [1]. 

Face region segmentation or face localization is a fundamental step in the process 
of face recognition. The accuracy of the localized face center coordinates and orienta-
tion has a heavy influence on the recognition performance [2]. 

Genetic algorithms (GA’s) are optimization techniques based on the mechanics of 
natural selection [3]. Because of their advantages, recently, GA’s have been widely 
used as a tool in pattern recognition applications such as optimization and feature 
selection. 

PZMI is a moment that has been frequently utilized for a number of image process-
ing tasks [2, 4]. The nature of rotation invariance makes the PZMI descriptors very 
valuable. 

SVM is a new type of classifier, which provides a novel approach to the problem 
of pattern recognition. SVMs are based on a new statistical learning technique devel-
oped by Vapnik and his co-workers at AT&T Bell Labs [5]. 

In this paper, we have proposed a new method for face localization that is utilizes 
shape information and genetic algorithms approach. After preprocessing, connected 
components are determined by applying a region growing algorithm (coarse segmen-
tation). Then the best-fit ellipse for the face area is computed. We have used genetic 



 Face Recognition: An Optimized Localization Approach 691 

algorithms to find the best location (including the best orientation and the best posi-
tion) of face in image. In the feature extraction step, we first extract PZMI of order 1 
to 20 and their repetitions for face images and then GAs is employed to select the 
optimal feature subset for recognition or more precisely the optimal PZMI. Also a 
SVM classifier which has good generalization ability is employed in this system. 

The organization of this paper is as follows: Section 2 presents preprocessing and 
face localization. Feature extraction is described in section 3 and finally, section 4 and 
5 attain the experimental results and conclusion. 

2   Preprocessing and Face Localization 

One of the key problems in building automated systems that perform face recognition 
task is face localization. Many algorithms have been proposed for face localization 
and detection [6]. After preprocessing (histogram equalization) of the facial images, 
we extract connected components by applying a region growing algorithm. Then the 
ellipse that is a good approximation of connected components is selected by the shape 
information method [7]. We have used genetic algorithm to find the best location 
(including the best orientation and the best position) of face in image. 

Architecture of this method is shown in Fig. 1. 

 

Fig.1. Basic flowchart of the localization algorithm 

At the first, we extract the face region from the input image using a region growing 
method that is described in [8]. 

The oval shape of face can be approximated by an ellipse. Therefore looking for 
faces in an image means to detect objects with nearly elliptical shape [7]. 

In the region-based method, the connected components are determined by applying 
a region growing algorithm, then for each connected component, the best-fit ellipse 
having the best minimum size, is computed using the properties of the geometric 
moments [7]. 

During our experiments it was observed that the ellipse that is obtained in previous 
part usually covers an area which is not the face region. Because the hair and back-
ground was also included in the connected components. In the other words, this  
ellipse is not the best-fit ellipse. So, we must optimize its orientation and center  
coordinates. 

We calculate the major and minor axes of best-fit ellipse by a shape information 
method [7] and its exact orientation and center coordinates which uses genetic algo-
rithm is described in following. 

In the optimization section, the population was initialized with random points. In 
order to select the individuals for the next generation, GA’s roulette wheel selection 
method was used. 

Localized 
Face Image 

Image 
Enhancement 

Face Localization 
based on Shape 

Information 

Coarse 
Segmentation 

Optimization of 
Face Location 

using GA’s Input Face 
Image 
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Further genetic parameters of localization step are summarized in Table 1: 

Table 1. Genetic Algorithm Parameters (localization step) 

Population size 30 Probability of crossover 0.8 
Chromosome length 23 Probability of mutation 0.003 

We use two different coding methods (gray and binary) for genotype coding and 
the symmetric of localized image with respect to major axis of obtained ellipse for 
fitness function. Using this optimization method, the position of ellipse is found pre-
cisely while the Tilt and Translation Errors are lower before optimization. For more 
details, please see [9]. 

3   PZMI Feature Extraction 

The advantages of considering orthogonal moments are that they are shift, rotation 
and scale invariant and very robust in the presence of noise. 

The PZMI of order n and repetition m can be computed using the scale invariant 

central moments qpCM ,  and the radial geometric moments qpRM ,  as follow [4]: 
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Where 0ˆ xxx −= , 0ˆ yyy −=  and 0x , 0y , pqM  and pqµ  are gravity coordinates, 

geometric moments and central geometric moments respectively. 

3.1   GA-Based Feature Selection 

After the PZMI features have been extracted over a range of orders, a Genetic Algo-
rithms (GAs) is used to select the features. A block diagram of proposed feature ex-
traction and selection scheme is shown in Fig. 2. 
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For our problem, we set the length of chromosomes to L (L=20). Each gene 

),...,2,1( Ligi =  corresponds to a specific order of PZMI. If 1=ig , this represents 

we select this order as one of optimal orders. Otherwise, 0=ig  means discard it. 

Because most of orders may be selected, the probability of every bit being equal to 1 
is set to 0.8 when the initial population of chromosomes is creating. Its purpose is to 
speed up the convergence. 

Given a chromosome q the fitness function F(q) is defined as: 
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Here Ω  is the training image set for GAs and ),( qxδ  is defined as: 
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For simplicity, we have used the nearest neighbor classifier and the aim is to find a 
binary vector with the smallest number of 1’s such that the classifier performance is 
maximized. In order to select the individuals for the next generation, GA’s roulette 
wheel selection method was used. 

 

Fig. 2. Block Diagram of proposed feature extraction and selection scheme 

Further Genetic Algorithms parameters of feature selection step are summarized in 
Table 2. 

Table 2. Genetic Algorithm Parameters (feature selection step) 

Population size 50 Probability of crossover 0.7 
Chromosome length 20 Probability of mutation 0.003 
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4   Experimental Results 

To check the utility of our proposed algorithm, experimental studies are carried out on 
the ORL and Yale database images. The ORL database contains 400 facial images 
from 40 individuals in different states and the Yale database contains 165 facial im-
ages from 15 individuals in different states. 

After preprocessing by means of histogram equalization and face localization that 
is described in part 2, we have face images in which the redundant information such 
as background and hair are omitted and also the tilt and translation errors of localized 
images are reduced. Fig. 3 shows the localized faces before and after using the genetic 
algorithm optimization. 

                   
                                        (a)                            (b)                   (c)                  (d) 

Fig. 3. Localized Face (from Yale database): (a): Original image, (b): After Region growing 
algorithm, (c): Before optimization ellipse, (c): After optimization ellipse 

It is necessary to mention that the ORL database images are not head-shoulder im-
ages. So, the coarse segmentation on the ORL database images is not applied. 

In the feature extraction step, we extract the PZMI of orders 1 to 20 and their repe-
titions for face images. I.e. for any n, we extract one feature vector of order n and all 
repetitions m (m n). For example if we choose n=5, we have one feature vector 
which has 6 elements. Then in the selection stage, for any chromosome, we create one 
feature vector which includes all of the extracted features of GA-based selected orders 
respectively and for scale invariancy of created feature vector, we normalized it. 

In the selection part, the created PZMI over the order range of 1 to 20 were consid-
ered and they are applied to GAs. Simulation results of this part show that the high 
orders PZMI are better for creation of feature vector and the number of optimized 
feature vector elements is 55. 

Further information is summarized in Table 3. 

Table 3. Experimental results of GAs for feature selection 

Selected Orders (n) 2, 4, 8, 10, 12, 13 

Number of Optimized Feature Vector Elements 55 

Also, Fig. 4 shows the selected orders (Best Individuals), Fitness of each individu-
als and average distance between individuals. 
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Fig. 4. Simulation results of GAs for feature selection 

In the classification step, we use SVM with Exponential RBF (ERBF) kernel func-
tions with the best parameters which are obtained by simulation. We use 5 random 
images in each class for training and the rest for the test. Finally the classifier error 
rate is computed using the test images. The classifier error rate is computed as the 
number of misclassifications in the test phase over the total number of test images. 

Simulation results on the ORL and Yale databases show that the error rate in face 
recognition system which uses face localization step is lower than the same system 
without the face localization step. These results are summarized in Table 4, 5. 

Table 4. Experimental results for the best orders of PZMI (ORL database) 

 Errors 

Face Recognition System Tilt Error 
Translation 

Error 

Classification 
Error Rate 

Without Face Localization ** ** 4.7% 
Shape Information Based Method 17.5 26.7 4.1% 

Proposed Method 4.2 5.4 1.2% 
**: Not defined 

Table 5. Experimental results for the best orders of PZMI (Yale database) 

 Errors 

Face Recognition System Tilt Error 
Translation 

Error 

Classification 
Error Rate 

Without Face Localization ** ** 3.6% 
Shape Information Based Method 18.7 35.1 2.2% 

Proposed Method 5.1 3.6 1% 
**: Not defined 
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5   Conclusion 

We have proposed a new face recognition approach based on PZMI and GAs. After 
preprocessing, we find the exact location of oval shape of face (best fit ellipse) in 
database images with genetic algorithm. Then the high orders PZMI are used as a 
feature vectors which are fed to classifier stage. Support Vector Machines (SVMs) 
classifier which has very good generalization ability has been used as a classifier with 
ERBF kernel function. Experimental results on the ORL and Yale databases indicate 
that the error rate in the proposed face recognition system which uses face localization 
step is lower than the same system without face localization step. Also, high order 
PZMI have more suitable information for classification stage. 
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Abstract. The structure of Web applications tends to deteriorate with
time as they undergo maintenance. Web applications with structural
flaws increase maintenance costs, decrease component reuses, and reduce
software life cycle. In this paper, we describe a genetic algorithm based
restructuring approach of Web applications using Web page relationships
and metrics. Our approach consists of two parts. First, metrics are de-
rived from Web application. Next, Web application is clustered using the
metrics. Then the Web application is refined by software engineers.

1 Introduction

Changes of Web applications are unavoidable and tend to cause the applica-
tion’s structure to degrade. This degradation can be reversed only by succes-
sively reengineering the structure of Web applications. Web applications have
been maintained by restructuring or clustering Web sites/Web pages [1,2,3,4].
However, the previous studies have limits such as the low quality of the restruc-
turing or restructuring in each Web page. In legacy systems a genetic algorithm
based clustering has been proposed to improve the structure of declined code
by extracting relationships from program code [5]. The method must provide an
appropriate model to apply to Web application [1].

In this paper, we describe a genetic algorithm(GA) [6] based restructuring
approach of Web applications using Web page relationships and metrics. Our
approach consists of two parts. First, metrics are derived from Web application.
Next, Web application is clustered using the metrics. Then the Web application
is refined by software engineers.

The rest of this paper is organized as follows. Section 2 describes relation-
ships and metrics in Web application. Section 3 provides a genetic algorithm
based clustering. Section 4 presents a case study and Section 5 describes our
conclusions.
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2 Relationships and Metrics in Web Application

2.1 Relationships Between Web Pages

Web application consists of Web pages, which are classified into static and dy-
namic ones. A static page includes a form, style sheet, script library, etc. A
relationship between pages is link, submit, redirect, include, build, or load.
Each type of the relationships may be assigned a different weight. For exam-
ple, a build relationship is considered stronger than link and submit since a
static page is dependent on a dynamic page. A submit relationship is considered
stronger than a link since the submit relationship is associated with the request
and data-flow between pages [2]. The connectivity between pages is measured
on the basis of the number of parameters and the number and the type of edges
between them: the more the interconnections between items, the stronger their
connectivity. A weight between page u and v is defined as follows.

W (u, v)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

nlinks(u, v) ∗ nparams(u, v) ∗wln, if there is a link relationship.

nparams(u, v) ∗ wsu, if a submit relationship.

nparams(u, v) ∗ wre, if a redirect relationship.

nparams(u, v) ∗ wld, if a load relationship.

wbu, if a build relationship.

win, if an include relationship.

(1)
where

– wln, wsu, wre, win, wbu and wld represent the weight of link, submit, redirect,
include, build, and load relationships, respectively.(wln, wld, win ≤ wre ≤
wsu ≤ wbu)

– nlinks(u, v) is the number of hyperlinks from page u to v.
– nparams(u, v) is the number of parameters transferred from page u to v.

2.2 Measures of Web Application

Similarity measure indicates the extent of relatedness between Web pages and
is mainly used for clustering [7]. Page similarity measures are classified into
content-based, link-based, and usage-based similarity. In this work, because
we aim to group interacting related pages we define link-based page similar-
ity(PS), based on the cosine equation, which is derived from page relationship
weights.

PS(u, v) =
∑

w∈WP W (u, w) ∗W (v, w)√∑
w∈WP W (u, w)2 ∗∑w∈WP W (v, w)2

. (2)

where

– WP is a set of Web pages.
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We define cohesion(COH) and coupling(COP ) metrics using page similar-
ity based on connection strength considering the type and the number of the
relationships and the number of parameters transferred between Web pages.

COH(C) =

∑
u,v∈C PS(u, v)
(|C| ∗ |C|) . (3)

COP (Ci, Cj) =
∑
u∈Ci

∑
v∈Cj

PS(u, v) . (4)

where
– |C| is the number of pages in cluster C.

Clustering objective (CO) is defined to measure appropriateness of clustering
using cohesion and coupling of Web application derived from cluster metrics.

COH(WA) =

∑
Ci∈WA COH(Ci)

NC
. (5)

COP (WA) =
∑

Ci,Cj∈WA

COP (Ci, Cj) . (6)

CO(WA) =
NC ∗ (NC − 1) ∗wcoh ∗ COH(WA)

2 ∗ wcop ∗ COP (WA)
. (7)

where
– wcoh and wcop are relative weights of cohesion and coupling, respectively.
– WA represents a Web application with a set of clusters.
– NC is the number of clusters in WA.

3 Genetic Algorithm Based Clustering

The GA [6] is a non-deterministic search algorithm based on the mechanics of
natural selection and natural genetics. We apply a genetic algorithm based clus-
tering approach which uses agglomerative clustering with backtracking (Fig. 1),
where each solution is represented by a chromosome. Thus we must define a rel-
evant encoding of chromosomes to solve a problem. In our work, a chromosome
consists of genes corresponding to Web pages in a cluster. Hence each chromo-
some is an N -integer string, in which the value of the i-th gene is the identifier
of the cluster of which the i-th Web page of the selected cluster is a member
(Fig. 2). Then we must define a fitness function to evaluate a solution during
applying GA-operators, as follows.

FIT (WA) =
1

CO(WA)
. (8)

The cohesion and coupling of the initial clustering of Web application are
computed before applying GA. The cluster with the lowest COH is selected
and an initial population of fixed size using the cluster is created. The initial
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find relationships in Web application;
compute COH(WA) and COP (WA) from the relationships;
do {

select the cluster with the lowest COH(C);
create an initial population of fixed size p;
do {

select parent1 and parent2 from the population;
offspring = crossover(parent1, parent2);
mutation(offspring);
local improvement(offspring);
compute the fitness of offspring;
replace(population, offspring);

} while (population is not converged);
} while (there exists a cluster to be improved);
return the best clustering;

Fig. 1. Applying genetic algorithm

Web page 1 2 3 4 5 6 7 8 9 10

Cluster 3 1 1 2 4 3 2 2 2 3

Fig. 2. Chromosome representation

population consists of chromosomes and evaluate these chromosomes with the
fitness function. We then select two chromosomes in decreasing order of fitness,
crossover, mutate, and replace a low-quality chromosome with a new one of high
quality. As generations pass, the population comes to consist of high-quality
chromosomes. However, because the GA takes a long time to find an optimal
solution and is not efficient at fine-tuning around local optima, local improvement
techniques should be used to alleviate these shortcomings when applying the GA
[8]. These processes continue until stopping conditions are satisfied (Fig. 1).

After applying GA, the clustering is refined by software engineer. The follow-
ing guidelines can be used for refining the clustering. First, if a cluster contains
only one page, the cluster is merged with another cluster. Next, if complexity
of a cluster is very high, that is, a very big cluster containing too many pages,
the cluster is divided. Finally, the refinement might not decrease the fitness, but
should improve the cohesion or coupling metric.

4 A Case Study

Figure 3 shows contents of a small online community site in UML package dia-
gram. A package stands for a cluster to which Web pages belong. The number in
page name is a page identifier and a letter H in index.asp name of Home package
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g g pp

Home Community

MemberShared Style

(H) index.asp(1)
frameset.asp(4)
topmenu.asp(12)

login.asp(2)
login_exe.asp(3)
myinfo.asp(13)
myinfo_exe.asp(14)
catlist.asp(7)
makeclub.asp(10)
makeclub_exe.asp(11)
index.asp(5)
view_bbs.asp(6)

footer.asp(8)
footer.css(9)

linktext.css(15) index.asp(16)
index_exe.asp(17)

Fig. 3. An example structure of a community site

Fig. 4. Clustered Web application

indicates the entry page of this site. Each group should be named to represent
the semantic after clustering.

For GA-operators the size of the population is 50 and the uniform crossover
rate is 0.5. The lower the convergence rate is, the more the mutation occurs. The
inner do-while loop in Fig. 1 stops when 80 percent of the population has been
occupied by chromosomes with the same quality. Figure 4 shows the navigation
starting from the entry page. Two index.asp pages are displayed with path since
there are three pages with the same name in different packages. Other pages are
unique. Figure 4 shows the structure of a clustered Web application when wln,
wsu, wre, win, wld, wcoh and wcop are 1, 2, 2, 1, 1, 0.6 and 0.4, respectively. Each
polygon represents a cluster. The Web application has been grouped into six clus-
ters which are one more than those in Fig. 3. Figure 5 (a) shows the fitness function
when our GA has been applied to the example in Fig. 3. The fitness function value
has decreased and converged. The clustered Web application in Fig. 4 can be re-
fined. For example, cluster C1 containing the entry page(index.asp) and cluster
C2 might be merged because C1 contains only one file. Figure 5 (b) shows COH
and COP metrics of the initial, clustered and refined Web application. We can
see that both metrics in the clustered and refined Web application have been im-
proved. Software engineer must decide which clustering is better.
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5 Conclusions

Because this approach finds a clustering with good cohesion and coupling, the
approach is expected to help software engineers understand and maintain Web
applications. The structure of Web applications has something to do with other
quality attributes such as complexity or scalability as well as cohesion and cou-
pling. Our future work will focus on how to achieve multi-objectives including
other quality attributes as clustering factors. Thus we plan to study on applying
GA for multi-objectives and develop more effective guidelines that can be used
for refining the clustered Web application.
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Abstract. This paper proposes an extension to the original GA-clustering 
algorithm by introducing a new way to mutate the chromosome. The new 
mutation operator takes the previous values of the chromosome into account 
when mutating the chromosome. The superiority of the proposed approach over 
the original GA-clustering algorithm and K-means algorithm is demonstrated 
by using 6 benchmark data sets. 

1   Introduction 

Clustering is the process of grouping the data into clusters so that objects within a 
cluster have high similarity in comparison to one another, but are very dissimilar to 
objects in other clusters [1]. Among all existing clustering algorithms, K-means 
algorithm is the most widely known; it is rather simple and remarkably effective. 
However, the K-means algorithm may get stuck at suboptimal solutions, depending 
on the choice of the initial cluster centers. Maulik and Bandyopadhyay [2] therefore 
have developed the GA-clustering algorithm, which integrates the capability of the 
genetic algorithm in avoiding local optima with the K-means algorithm. Their results 
show that the GA-clustering algorithm provides a performance that is significantly 
superior to that of the K-means algorithm.  

The objective of this paper is to propose a new way to mutate the chromosome. 
The performance of the original GA-clustering algorithm is further improved when 
used in conjunction with this new mutation operator. 

Following this introduction, section 2 and 3 briefly describe the K-means algorithm 
and the original GA-clustering algorithm respectively. The proposed mutation 
operator is presented in section 4. In section 5, the experimental results are 
demonstrated and discussed.  

2   K-Means Algorithm 

K-means is the most famous clustering algorithm. It groups a set of n objects into K 
clusters using Euclidean distance as the similarity measure. The steps of the K-means 
algorithm are described as follows: 
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A. Arbitrarily select K initial cluster centers (z1, z2, …, zK) from the input data. 
B. Assign each data pattern xi to the cluster Cj to which it is the most similar. 
C. When all input data has been assigned, update the cluster centers as follows: 
 

∈
=

ji Cx
i

j

*
j x

n

1
z . (1) 

 
where nj is the number of data belonging to cluster Cj. 

D. If the stopping criterion is satisfied, terminate the loop. If not, go to step B.  

3   GA-Clustering Algorithm 

A description of the GA-clustering algorithm proposed by Maulik and Bandyo-
padhyay is given below. 

A. Define the size (P) of the population. For each chromosome, randomly select 
K initial cluster centers (z1, z2, …, zK) from the data set and encode them into a 
chromosome. Therefore, each chromosome is structured as follows: 

 

Chromosome = [z11, …, z1Q, z21, …, z2Q, …, zK1, …, zKQ] . (2) 
 
where Q is the dimension of each cluster center. 

B. Evaluate the fitness of each chromosome in the population. The fitness 
computation process consists of two phases as follows: 
B.1. Assign each data point xi to the cluster Cj to which it is the most similar. 

The similarity is defined as 
 

=
−=

Q

1q

2
jqiqji )zx()z,x(d . (3) 

 
where j = 1, 2, …, K. 

zj is the center of the cluster Cj. 
Next, calculate the new cluster centers using 
 

∈
=
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i

j

*
j x

n

1
z . (4) 

 
Then replace the previous cluster centers zj encoded in the chromosome 
by the new centers zj

*. 
B.2. Compute the fitness of chromosomes in the current population using: 
 

f = 1/M. (5) 

= ∈
−=

K

1j Cx
ji

ji

zxM . (6) 
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C. Create a new population by repeating the following steps until there is an 
appropriate number of chromosomes in the new population: 
C.1. Select two parent chromosomes from a current population using the 

roulette wheel technique. 
C.2. With a crossover probability, cross over the parent chromosomes to 

form the new offspring. 
C.3. Perform the mutation on the new offspring as follows: 

- Randomly select mutation positions. 
- With a mutation probability, mutate the value of the selected 

positions by using the following equation: 
 

=δ±
≠δ±=+

0vif:*2v

0vif:v**2v
v

tt

ttt
1t . (7) 

 
where vt is the current value of the selected gene. 

     δ is a small random number in the range of 0 to 1. 
C.4. Place the new offspring into a new population. 

D. If a predetermined number of iteration is reached or the end condition is 
satisfied, stop the loop and return the best chromosome in the current 
population. If not, go to step B. 

4   The Proposed Mutation Operator 

This paper proposes an extension to the original GA-clustering algorithm (proposed 
by Maulik and Bandyopadhyay) by introducing a new way to mutate the 
chromosome. Instead of deciding randomly to add or subtract a small random number 
to/from the original value of the selected position, the historical information of each 
chromosome is taken into consideration when mutating the chromosome. In this 
research, the histories of the chromosome are divided into 2 groups: “good” and 
“bad.” The good consists of all previous stages of the chromosome that have higher 
fitness value than the current stage, while the bad is composed of all previous stages 
of the chromosome that have lower fitness value than the current stage. The formula 
for the proposed mutation operator is as follows: 
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where zt is the current value of the selected cluster center. 
  β1 and β2 are the weight coefficients for “good” and “bad” groups respectively. 
  zi and zk are the past values of the selected cluster center. 

5   Experimental Results 

In this paper, the performance of the proposed approach is compared to the original 
GA-clustering algorithm and the k-means algorithm. In order to compare the three 
algorithms, the experiments are conducted using 6 benchmark data sets: “Pima 
Indians diabetes,” “heart disease,” “sonar, mines vs. rocks,” “satellite image,” “vowel 
recognition,” and “letter image recognition.” For each data set, one hundred 
experiments are performed for each algorithm. The performance is measured in terms 
of the clustering metric as defined in equation 6 and the average time to converge. 
The experiments are conducted on a 2.8 GHz Pentium IV PC with 1 gigabyte of main 
memory. Brief descriptions of the data sets are given below: 

1. The first data set is the Pima Indians diabetes database. It is publicly available 
from the UCI machine learning database repository [3]. The problem is to predict 
whether a patient would test positive (1) or negative (0) for diabetes according to 
World Health Organization criteria. All patients represented in the data set are 
females at least 21 years old of Pima Indian heritage living near Phoenix, Arizona, 
USA. This database contains 768 examples. Each example is described by 8 
numerical attributes and belongs to one of two classes (0 or 1). There are 500 
examples of class 0 and 268 examples of class 1. Therefore, the value of K is 
chosen to be 2 for this database. 

2. The second data set is the heart disease problem. It is retrieved from Statlog Project 
Datasets [4]. The problem concerns the prediction of the absence (1) or presence 
(2) of heart disease given the results of various medical tests carried out on a 
patient. This data set contains 13 attributes and 270 records. There are 150 records 
of class 1 and 120 records of class 2. The value of K used for this data set is 2. 

3. The third data set is the Sonar, Mines vs. Rocks [3]. The task is to discriminate 
between sonar signals bounced off a metal cylinder and those bounced off a 
roughly cylindrical rock. This data set contains 111 patterns obtained by bouncing 
sonar signals off a metal cylinder at various angles and under various conditions 
and 97 patterns obtained from rocks under similar conditions. Sixty numerical 
attributes in the range 0.0 to 1.0 are used to predict the output class (mine or 
rock). Therefore, the value of K is chosen to be 2 for this data set. 

4. The fourth data set is the satellite image data. This data is retrieved from Statlog 
Project Datasets [4]. This problem concerns the classification of 6 satellite 
images. Thirty-six numerical attributes are used to predict the output class. There 
are 6 classes (red soil = 1, cotton crop = 2, grey soil = 3, damp grey soil = 4, soil 
with vegetation stubble = 5, and very damp grey soil = 7). The value of K is 
therefore chosen to be 6 for this data set. 

5. The fifth is the vowel recognition problem. The vowel data used in this problem 
was originally collected by Deterding [5], who recorded examples of eleven 
steady state vowels (hid, hId, hEd, hAd, hYd, had, hOd, hod, hUd, hud, and hed) 
of British English spoken by fifteen speakers. Each vowel was uttered six times 
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by each of the fifteen speakers. Therefore, the whole data set contains 990 
examples. The data set consists of 10 inputs, which are obtained by low pass 
filtering the speech signals at 4.7 kHz; digitizing to 12 bits with a 10 kHz 
sampling rate; extracting the twelfth order linear predictive coefficient (LPC) 
from six 512 sample Hamming windowed segments; and then using the reflection 
coefficients to calculate 10 log-area ratio (LAR) parameters. The value of K used 
for this data set is 11. 

6. The sixth data set is the letter image recognition data. The data is taken from the 
UCI machine learning database repository [3]. Its task is to identify each of the 
character images as one of the 26 capital letters in the English alphabet. This data 
set has 20000 instances. Each instance is described by 16 numerical attributes. 
Therefore, the value of K is chosen to be 26 for this data set. 

Tables 1 to 6 summarize the results obtained from the three clustering algorithms 
for the above data sets. The average time to converge of the K-means algorithm is the 
lowest among the three algorithms. The proposed algorithm comes second, leaving 
the original GA-clustering algorithm far behind. However, when considering the 
clustering metric, the proposed algorithm comes out to be the best among the 
compared algorithms. For the Pima Indians diabetes database, the heart disease 
problem, and the satellite image data, the proposed algorithm comes first in the 
competition, while the K-means and the GA-clustering algorithms tie for second 
place. For the sonar, mines vs. rocks data, the K-means and the proposed algorithms 
tie for first place. The vowel recognition problem is the only data for which the 
proposed algorithm does not win the competition; it comes second. For the letter 
image recognition data, the proposed algorithm attains the best value of 106944.2, in 
comparison to 107060.3 of the K-means algorithm and 107103.2 of the GA-clustering 
algorithm.  

Table 1. Results for the Pima Indians diabetes database when K = 2 

 Clustering Metric Time (second) 
K-means Algorithm 52072.24 0.0514 
GA-clustering Algorithm 52072.24 1.3231 
Proposed Algorithm 49388.21 0.4447 

Table 2. Results for the heart disease problem when K = 2 

 Clustering Metric Time (second) 
K-means Algorithm 10695.80 0.0334 
GA-clustering Algorithm 10695.80 0.6539 
Proposed Algorithm 10686.33 0.2238 

Table 3. Results for the sonar, mines vs. rocks data when K = 2 

 Clustering Metric Time (second) 
K-means Algorithm 234.7671 0.0394 
GA-clustering Algorithm 235.1560 4.7724 
Proposed Algorithm 234.7671 0.3067 
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Table 4. Results for the satellite image data when K = 6 

 Clustering Metric Time (second) 
K-means Algorithm 291939.7 1.8440 
GA-clustering Algorithm 291939.7 164.5408 
Proposed Algorithm 291684.2 11.3747 

Table 5. Results for the vowel recognition problem when K = 11 

 Clustering Metric Time (second) 
K-means Algorithm 1342.710 0.2050 
GA-clustering Algorithm 1343.231 274.3829 
Proposed Algorithm 1343.065 1.5059 

Table 6. Results for the letter image recognition data when K = 26 

 Clustering Metric Time (second) 
K-means Algorithm 107060.3 33.2843 
GA-clustering Algorithm 107103.2 2504.2886 
Proposed Algorithm 106944.2 172.5785 
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Abstract. This paper presents a watermarking algorithm in the discrete wavelet 
transform domain using evolutionary algorithm. The proposed algorithm con-
sists of wavelet-domain watermark insertion and genetic algorithm-based  
watermark extraction. More specifically watermark is inserted to the low-
frequency region of wavelet transform domain, and watermark extraction is  
efficiently performed by using the evolutionary algorithm. The proposed wa-
termarking algorithm is robust against various attacks such as JPEG image 
compression and geometric transformations. 

1   Introduction  

Digital watermarking is a digital content copyright protection technique against unau-
thorized uses such as illegal copy, distribution, and forgery. Digital watermarking 
inserts and extracts copyright information called watermark into the digital contents to 
prove the ownership of the copyright holder.  

Watermark insertion can be done in either spatial domain or frequency domain. 
The spatial-domain watermark insertion manipulates image pixels, especially on least 
significant bits that have less perceptual effect on the image. Although the spatial-
domain watermark insertion is simple and easy to implement, it is weak at various 
attacks and noise. On the other hand, the frequency-domain watermark insertion, 
which is robust at attacks, is made on the frequency coefficients of the image. The 
existing frequency transformation methods for watermark insertion include discrete 
Fourier transform (DFT) [1, 2], discrete cosine transform (DCT), and discrete wave-
let transform (DWT) [3, 4]. 

Despite of recent progresses, existing watermarking algorithms are not sufficiently 
robust against JPEG compression and geometrical distortions such as translation,  
rotation, scaling, cropping, change of aspect ratio, and shearing. These geometrical 
distortions cause the loss of geometric synchronization that is necessary in watermark 
detection and decoding [5]. Two different types of solutions to resist geometrical  
                                                           
* Corresponding author: swlee@kw.ac.kr 
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attacks are: non-blind and blind methods [6]. In the non-blind approach, with the origi-
nal image, the problem can be well resolved by effective search between the geometri-
cally attacked images and the original ones [7, 8]. The blind solution that extracts  
watermark without the original image has wider applications but is obviously more 
challenging. 

This paper proposes a more robust blind watermark extraction method using evolu-
tionary algorithm against geometric attacks. The proposed algorithm inserts water-
mark in the wavelet domain, and the genetic algorithm (GA) searches and automati-
cally extracts watermark. Since the searching process generates lots of local matching, 
the correct alignment can be determined at the end of exhausted computation. The 
proposed algorithm can reduce the computational burden by using evolutionary 
searching method. 

This paper is organized as follows. In section 2 we describe the watermark inser-
tion method in the wavelet domain, and in section 3 a watermark extraction method is 
presented using GA. Experimental results with various types of attacks are given in 
section 4, and section 5 concludes the paper. 

2   Watermark Embedding Algorithm 

The proposed frequency-domain watermark insertion algorithm is performed in the 
DWT domain. Since the low frequency band remains robust to attacks, the watermark 
insertion in the proposed algorithm is carried out in the LL3 band for a 3-level DWT. 
It should be noted that watermark insertion should be carefully designed since the 
coefficients of LL3 band have strongest signal energy. Strong watermark could be 
visible at the LL3 band. Watermark is specially designed user information that is 
represented by images, text characters, sound data, and so on. In this paper, we used a 
watermark image because of the convenience of visual analysis and evaluation. Fig. 1 
shows the block diagram of watermark insertion of the proposed algorithm. The reso-
lution of the original image is 512 512. A 2-bit watermark image of size 64 64 is 
used in gray scale space.  

Original Image

DWT
Domain

Watermarked
in LL3 Subband

Logo Image

DWT

Coefficients
Setting

IDWT Watermarked
Image��

 

Fig. 1. The block diagram of the watermark embedding procedure 

The algorithm for embedding the binary watermark is; to apply a 3-level DWT 
with Daubechies D4 wavelet filters to an input original image f(x,y) of size 
512 512 8bits, and then to check the magnitude of LL3 coefficients and find the 
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location of bits where the binary logo image will be inserted. Finally, the proposed 
method inserts bit patterns of watermark using a pre-specified threshold.  

3   Proposed GA-Based Watermark Detection Algorithm 

Watermark detection algorithm consists of two stages; the formation of populations 
using GA and watermark extraction in the LL3 band in the DWT domain. The water-
mark is then extracted in the LL3 band. GA realizes efficient watermark extraction by 
selecting superior genes and mating them to generate mutation. Fig. 2 shows the block 
diagram of the proposed watermark detection algorithm. The following subsection 
describes the watermark extraction process in the DWT domain. 

Population
Formation

DWT
Watermark
Detection NC > T

yes

no

Image
Transform

Watermarked
Image

Watermark

 

Fig. 2. The block diagram of watermark detection procedure 

GA is a computational model to solve a real-world problem by simulating a natural 
evolution process in a computer. Application areas of GA includes nonlinear,  
non-differentially problems with multiple extremes. GA is particularly suitable for 
adaptive searches and optimization. The proposed evolutionary algorithm adopts GA 
to extract the watermark out of the image deformed by geometry attacks such as rota-
tion and translation. Initially, 20 genes (parents) are generated and applied to the at-
tacked image to reverse attacks. Then, the embedded watermark is extracted and the 
fitness of the extracted watermark is measured. The genes with best fitness are se-
lected and used for the next generation. We generate 20 genes by crossover and muta-
tion with a predetermined rate. The process is repeated until the best gene is found. In 
the proposed algorithm the chromosome consists of a 16-bit string of 0 and 1. In the 
chromosome structure, two 4 bits are used for translations in both horizontal and 
vertical directions respectively and 8 bits are used for rotation attack.  

Table 1. Parameters of genetic algorithm 

Parameters Values 
Population size 20 

Chromosome length 16 
Maximum number of generation  20 

Selection rate 0.8 
Crossover rate 0.8 
Mutation rate 0.2 

Table 1 represents the parameters used in the experiments. The parameters are re-
ferred to Ali’s paper [9] and fixed by experiments. The probability of crossover is 
empirically set to 0.8%, and that of mutation to 0.5%.  
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In order to evaluate the feasibility of extracted watermark, normalized correlation 
(NC) is used. The number of mismatched data between the inserted and the extracted 
watermarks is used to represent the similarity of watermarks. NC for valid water-
marks, which represents the characteristics of the extracted watermark, is defined as  
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where w represents the inserted watermark, w  the extracted watermark. Experi-
mental results are rounded to the fourth decimal place. The NC for random noise is 
about 0.5 and possibility of distinguishing extracted logo is higher than 0.7~0.8 NC. 

Fig. 3 (a) shows the variation of the NC of the extracted watermark when the wa-
termarked image is horizontal translation. As shown in the figure, watermark can be 
extracted every 23 pixels because 3-level DWT was used. Fig. 3 (b) shows the varia-
tion of the NC of extracted watermark with rotation. In case of rotation, mutation is 
generated every 90 degree. Each population is decided to have high feasibility if it has 
high NC. As the selected genes of high NC are transferred to the next generation, the 
populations in the new generation also have high NC. Finally, high NC watermark 
can be extracted. 

 
                          (a)  Horizontal translation                                     (b) Rotation 

Fig. 3. Variation of NC with (a) translation and (b) rotation 

The proposed watermark extraction algorithm uses GA to make the watermark ex-
traction process robust against various types of attacks. GA generates populations, 
and transforms the image for watermark search. The extraction procedure is: 

Step 1:  GA generates populations and their feasibilities are evaluated. Highly feasi-
ble genes are selected and mated to generate mutation. 

Step 2: Watermark-inserted populations are transformed and applied the 3-level 
DWT to the restored image.  

Step 3:  In order to evaluate the feasibility of extracted watermark, normalized corre-
lation (NC) is measured. If NC is larger than a predetermined value, the ex-
tracted watermark is decided to be feasible, and the algorithm terminates. 
Otherwise go back to step 1. 
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4   Experimental Results  

The performance of the proposed algorithm is tested with various types of images. A 
test image is an 8-bit grayscale Lena image of size 512 512. The watermark is a 
64 64 binary image. The original Lena and the watermark image are respectively 
shown in Fig. 4 (a) and (b). Daubechies D4 filter coefficients are used for 3-level 
wavelet decomposition. Performance evaluation of the proposed algorithm on test 
images with various characteristics was studied. Peak signal-to-noise ratio (PSNR) is 
used to analyze the quality of the watermarked image, which is defined as  
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where I represents the original image, I´ the modified image, and X and Y represent 
the horizontal and vertical image sizes respectively.  

 

 
(a) 

 
 
 
 
 
 

 
(b) (c) 

 
 
 
 
 
 

(d) 

Fig. 4. (a) The original image, (b) the watermark, (c) the watermarked image, and (d) the ex-
tracted watermark image 

The watermarked Lena image with PSNR 42.11db is shown in Fig. 4(c). There is 
no perceptual degradation in the watermarked image. The extracted watermark from 
the watermarked image is shown in Fig. 4(d).  

4.1   Non-geometric Attacks  

We classify the attack patterns into non-geometric attacks and geometric attacks. 
Watermarked images are first tested for non-geometric attacks such as Gaussian filter-
ing, median filtering and compression. The proposed algorithm can easily cope with 
wavelet-based JPEG2000 and DCT-based JPEG as shown in Table 2 and 3. Table 2 
shows the performance of the proposed algorithm against compression attacks from 
0.5 to 0.1 of JPEG2000 compression rates. The extracted watermarks are seriously 
damaged below the rate 0.1. JPEG compression is also evaluated over various com-
pression rates. Table 3 presents the PSNRs and NCs according to JPEG quality fac-
tors. The PSNR values shown value between watermarked image and attacked image. 
In other words, PSNRs express the extent of degradation by attacks. 
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We also include non-geometric attacks such as Gaussian, sharpening, and median 
filter. The PSNR of the attacked images are shown in Table 4. The attack patterns 
used in the experiment are from the Korean Watermarking Certification [10].  

Table 2. PSNRs and NCs of watermark embedded images at JPEG2000 compression 

Lena Lake Boat JPEG2000 
Rate PSNR NC PSNR NC PSNR NC 
0.50 49.87 1 48.13 0.999 48.57 0.999 
0.45 48.54 0.998 48.13 0.974 48.13 0.999 
0.40 48.13 0.997 45.12 0.972 48.13 0.973 
0.35 48.13 0.968 43.36 0.961 45.12 0.978 
0.30 45.12 0.969 41.14 0.973 42.11 0.894 
0.25 43.36 0.968 39.68 0.858 40.35 0.892 
0.20 41.14 0.903 37.34 0.773 38.59 0.857 
0.15 39.68 0.854 35.58 0.692 36.99 0.731 
0.10 37.72 0.773 33.36 0.601 34.91 0.667 

Table 3. PSNRs and NCs of watermark embedded images at JPEG compression 

Lena   Lake Boat JPEG 
Quality PSNR NC PSNR NC PSNR NC 

10 43.36 1 42.11 1 42.11 1 
8 39.68 0.998 36.67 0.999 37.72 0.992 
6 39.10 0.988 35.58 0.989 36.99 0.991 
4 36.67 0.915 33.51 0.917 34.71 0.917 
2 34.15 0.832 30.97 0.830 31.80 0.823 
0 32.11 0.622 29.27 0.614 30.00 0.622 

Table 4. PSNRs and NCs of watermark embedded images at another attack method 

Lena   Lake Boat 
Attack 

PSNR NC PSNR NC PSNR NC 
Gaussian 26.52 0.808 26.99 0.854 25.80 0.892 

sharpnening 18.67 0.735 15.13 0.639 16.23 0.671 
Median(3×3) 26.23 0.873 26.28 0.811 25.19 0.854 
Median(5×5) 22.40 0.738 21.81 0.710 21.27 0.696 

4.2   Geometric Attacks 

The geometric attacks are further divided into translation, cropping, rotation, flip, and 
scale. Fig. 5(a) shows a graph for finding the best fitness using proposed algorithm in 
the watermarked image with an attack of 15 degree rotation, and (b) shows the ex-
tracted watermark with NC value of 7.842. As the generations pass, GA finds the 
optimal fitness by generating better populations. The geometric parameters are evalu-
ated to determine the geometric attack patterns, and the performance of the watermark 
extraction is listed in Table 5.  

The proposed watermarking algorithm can endure translation attacks if the transla-
tion is more than 20%, horizontal or vertical flip attacks, and all degree rotation at-
tacks. The watermark can be identified with cropping attacks up to 50%. 
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(a) 

 

        (b) 

Fig. 5. (a) A graph of finding the best fitness with an attack of 15 degree rotation, (b) and the 
extracted watermark 

Table 5. Experimental results for the geometric attacks 

Geometric attacks 
Lena 
(NC) 

Lake 
(NC) 

Boat 
(NC) 

Goldhill 
(NC) 

Drop 
(NC) 

Peppers 
(NC) 

Translation (0.5 pixel) 0.978 0.993 0.963 0.981 0.987 0.994 
Translation (10 pixel) 0.977 0.981 0.976 0.979 0.986 0.980 
Translation (30 pixel) 0.941 0.954 0.937 0.942 0.961 0.953 

Rotation(30 ) 0.711 0.719 0.704 0.730 0.778 0.718 

Rotation(45 ) 0.699 0.689 0.693 0.697 0.762 0.691 

Rotation(90 ) 0.988 0.965 0.968 0.979 0.986 0.963 

Rotation(180 ) 0.970 0.975 0.984 0.973 0.984 0.986 
Cropping(10%) 0.903 0.891 0.908 0.846 0.829 0.834 
Cropping(20%) 0.839 0.827 0.837 0.768 0.752 0.760 
Cropping(30%) 0.791 0.656 0.802 0.669 0.654 0.659 
Cropping(40%) 0.746 0.567 0.751 0.578 0.573 0.572 
Cropping(50%) 0.727 0.512 0.723 0.524 0.518 0.517 

5   Conclusions  

In this paper we present a novel watermark extraction algorithm based on DWT and 
GA. In order to insert the watermark strongly, the proposed algorithm transforms the 
image into wavelet domain and inserts the watermark into the lowest frequency band. 
The proposed GA-based watermarking algorithm can effectively extract the water-
mark with various attacks such as translation and rotation. We also evaluated the 
performance of the proposed watermarking technique against the attack of image 
compression such as JPEG and JPEG2000. Further research on other types of geomet-
rical attacks including scaling is in progress in order to ensure more robust watermark 
extraction. 
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Abstract. In modern production industries, computer aided systems have been 
improving the efficiency and convenience of the various stages of work. How-
ever, as the complexity of computerized production systems increases, various 
techniques are still necessary. The problem we addressed occurs in computer 
systems that automatically make manufacturing process plans in the metal grat-
ing manufacturing industry. In the system, the merging of tasks as a work unit 
is important to reduce the material loss. However, there is no guarantee that 
merging always reduces the material loss. So, operators must compare the mate-
rial loss rates of diverse merging cases to find a near-optimal solution that pro-
vides a low material loss rate. In this paper, we apply genetic algorithms to 
search the near-optimal solution of a planning problem focused on the reduction 
of material loss. In order to reflect the domain dependent characteristics, we ap-
ply genetic algorithms in two levels related each other. 

1   Introduction 

In modern production industries, computer aided systems are common. CAD systems 
are used for the design stage and CAM systems for the manufacturing stage. More-
over, CIM (Computer Integrated Manufacturing) has been suggested to enhance the 
efficiency of the manufacturing process by analyzing the overall production process – 
from design to manufacturing [1,2,3]. This kind of approach increases the complexity 
of the production system, and needs some techniques to be realized. One of them is to 
use AI theories and algorithms [4,5] including genetic algorithms. 

The genetic algorithm is a randomized search and optimization technique guided 
by the principle of natural genetic systems [6,7], which is based on the evolution 
mechanism. A chromosome possessing excellent existence viabilities can generate 
many offspring compared to other chromosomes. An important characteristic of the 
genetic algorithm is in that the more superior chromosomes are passed on by selec-
tion, crossover and mutation by chance.  

Various NP problems have used genetic algorithms to search for a solution 
[8,9,10]. Most real life problems cannot be solved in a polynomial amount of time 
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using any deterministic algorithm. Sometimes, near optimal solutions that can be 
generated quickly are more desirable than optimal solutions, which require a huge 
amount of time, when the problem can be modeled as an optimization problem. 

In this paper, we deal with a problem that occurs in computer systems that auto-
matically make manufacturing process plans in the metal grating manufacturing  
industry. The grating production system that we face has been using computerized 
systems, called GPSS (Grating Processing Scheduling System), to improve efficiency 
of the production process [11]. The most core part in GPSS is the cutting-planning 
module, which automatically arranges grating items in a grating panel to be cut. The 
cutting-planning module was developed for the purpose of reducing material loss. A 
task is the unit for the cutting-planning command, and tasks can be merged to reduce 
the material loss significantly. However, there is no guarantee that the result of cut-
ting-planning by merging of tasks always reduces the material loss. So, operators 
should compare the material loss rates of diverse merging cases to find a near-optimal 
merging solution that provides a low material loss rate. To find the optimal task-
merging solution is a combination of NP-hard problems.  

In this paper, we apply genetic algorithms to search the near-optimal solution of 
task-merging problem focused on the reduction of material loss. The paper is organ-
ized as follows: Chapter 2 briefly reviews genetic algorithms; Chapter 3 describes the 
metal grating manufacturing system and defines the problem in the target system; 
Chapter 4 shows the application of genetic algorithms to the problem; finally, Chapter 
5 gives the conclusions. 

2   Genetic Algorithms 

A typical process of the genetic algorithm development includes the following steps 
[12]: specify the problem, and represent (encode) the problem as a chromosome, 
define a fitness function to evaluate the chromosome’s performance, construct the 
genetic operators, initialize a population and run genetic algorithms. 

The first step is to encode the target problem as a chromosome. A chromosome 
should be able to represent a solution of the problem, and generally a bit string is used 
for a chromosome because it is easy to deal with.  

The second step is to define a fitness evaluation method. The fitness/objective 
function is chosen, depending on the problem to be solved, in such a way that the 
strings (possible solutions) representing good points in the search space have high 
fitness values. This is the only information (also known as the payoff information) 
that genetic algorithms use while searching for possible solutions.  

The third step is to construct the genetic operators. There are three operators for se-
lection, crossover and mutation. First, the selection process copies individual strings 
(called parent chromosomes) into a tentative new population (known as a mating 
pool) for genetic operations. The second operator is for crossover. The main purpose 
of crossover is to exchange information between randomly selected parent chromo-
somes by recombining parts of their genetic material. It combines parts of two parent 
chromosomes to produce offspring for the next generation. The last operation, muta-
tion, is the process by which a random alteration in the genetic structure of a chromo-
some takes place. Its main aim is to introduce genetic diversity into the population. 
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3   Problem in Grating Process Scheduling System 

Our domain is a grating metal manufacturing system. A grating is a grid shaped prod-
uct used to cover water drains, or used as a flooring material for various types of pro-
duction plants and ships. Figure 1 shows the use (a) and construction (b) of a grating. 
The grid of a grating is composed of Bearing-Bars (BB) and Cross-Bars (CB).  
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Fig. 1. Grating Use (a), Construction (b), and Cutting-planning (c) 

The grating production system that we address has been using computerized sys-
tems GPSS (Grating Processing Scheduling System) to improve efficiency of the 
production process. GPSS was developed based on problems provided by the design 
workers of a factory located near the city of Seoul, South Korea. The core component 
in GPSS is the cutting-planning module, which automatically arranges grating items 
in a grating panel to be cut. The cutting-planning module was developed for the pur-
pose of reducing the material loss. In Figure 1, (c) shows two panels visualized with 
the result of cutting planning. In the panels, colored parts are the regions of material 
loss, and the goal of cutting-planning is to reduce these regions. 

For the problem definition, we need to better understand a few terms. A task is a 
set of one or more orders for identical grating uses.  A group is a set of one or more 
grating items, which have the same grating matrial specification – types of materials 
(i.e., BB and CB), BB-Pitch and CB-Pitch. A task consists of several groups, and 
grating items in the same group are manufactured in the same way – e.g., on the same 
type of machine. In other words, the unit of requirement and delivery is a task, and the 
unit of process in a production line is a group. Therefore, a task is the unit of the cut-
ting-planning command but the unit of cutting-planning execution is a group. 

Tasks (or groups) can be merged to reduce material losses. A task can be merged 
(henceforth called  ‘task-merging’) into a larger task with the constraint that target 
tasks must have the same type of use (‘plant’, ‘civil’, ‘frame’, etc.), and groups in a 
merged task can be merged (henceforth called ‘group-merging’) into a larger group if 
they have the same material specification.  Figure 2 shows an example of task-
merging, group-merging, and the result of cutting-planning based on merging. 

However, there is no guarantee that task-merging and group-merging always re-
duce the material loss. So, operators should compare the results of cutting-planning 
according to the various merging cases, repeatedly. It is necessary to search a near-
optimal solution of task-merging without cumbersome manual comparison. 
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• Task-merging

• Group-merging

• Task-merging

• Group-merging

  

Fig. 2. Task-merging, Group-merging and Cutting-planning in GPSS 

4   Cutting-Planning Using Two-Level Genetic Algorithm 

Our approach for the task-merging problem is to use genetic algorithms in two levels. 
The first level of genetic algorithm is used for task-merging, and the second level is 
for group-merging to evaluate the fitness of a chromosome for task-merging. Figure 3 
shows the relationship between the two levels using the genetic algorithm. 

4.1   Characteristics of Genetic Algorithms in Two-Level 

The first level of Genetic Algorithm is for task-merging. A gene represents the choice  
of  whether  or  not  a  task  should  be merged.  A  chromosome  represents  a solu-
tion that chooses the tasks to be merged. The number of genes in a chromosome 
equals to the total number of tasks not planned for machine cutting. We represent 
each gene as a bit, and each chromosome as a string of bits. The fitness value is the 
inverse of expected material loss rate based on the task-merging solution. The ex-
pected material loss rate is evaluated as follows:  

− Material loss rate =  (  material loss of each task not to be merged +  material    
loss of each group-merging solution for tasks to be merged )  /  (  material demand 
of each task not to be merged +  material demand of each group-merging solution  
for tasks to be merged )  
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Fig. 3. Two-level Genetic Algorithms Flow for Cutting-planning 
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The second level of Genetic Algorithm is for group-merging. A gene represents the 
choice of whether or not a group is to be merged, and a chromosome represents a 
solution that chooses the groups (included in the same merged task) to be merged. 
The number of genes in a chromosome equals the total number of groups in a merged 
task. We represent each gene as a bit, and each chromosome as a string of bits. The 
fitness value is the inverse of the expected material loss rate based on the group-
merging solution. The expected material loss rate is evaluated like this:  

− Material loss rate =  (  Material loss of each group not to be merged  +  Material 
loss of the groups to be merged)  /  (  Material demand of each group not to be 
merged  + Material demand of the groups to be merged)  
There are three generic operators (selection, crossover and mutation) to evolve a 

population. We used stochastic universal selection [13] method to generate a better 
population from the old population, the single-point-crossover method to exchange 
information between chromosomes, and the bit-negation mutation method to generate 
the next new population. We used the probabilities of 0.9 and 0.01 – generally ac-
cepted values – for performing crossover and mutation, respectively.  

4.2   Procedure of Two-Level Genetic Algorithms 

This section describes the procedure of the two-level genetic algorithm for a sample 
task. As shown in Table 1, the sample task is composed of abstract data from the 
GPSS. There are seven tasks that could be merged. 

The first generation of a population for task-merging is initialized at random, such 
as (1110111, 1111000, 0001111, 0000000). Table 2 describes the populations for 
group-merging related to the first generation in Level 1, and 1/fitness (not fitness 
because this domain is more focused on material loss). 

For the evolution of the first generation, the first step is to evaluate the fitness of 
chromosomes. For example, to evaluate the fitness of chromosome 1 (1110111) 
fromgeneration G1 in Level 1, we need a solution of the group-merging related to the 
chromosome 1.  The target tasks {T1,T2,T3,T4,T5,T6} to be merged have two types of 
uses: {T1,T2,T5} for ‘Plant’ and {T3,T6,T7} for ‘Civil’. Therefore, two group-
merging solutions are needed, and two sets of the groups related to the solutions are 
 

Table 1. Sample Tasks  Including Groups 

Material Specification Task 
ID 

Use Group 
ID Grat. Spec. ID End Bar Type 

Items 

T1 Plant T1G1 1. MS-F0190045-002 F0190045-6100 T1-1, T1-2, … 
  T1G2 3. MS-F0320030-001 L040050-6100 T1-1, T1-2, … 
T2 Plant T2G1 1. MS-F0190045-002 F0190045-6100 T2-1, T2-2, … 
  T2G2 2. MS-F0380045-005 F0380045-6100 T2-1, T2-2, … 
  T2G3 3. MS-F0320030-001 L040050-6100 T2-1, T2-2, … 
T3 Civil T4G1 4. MS-I06507040-034 F044045-6000 T3-1, T3-2, … 
  T4G2 5. MS-I05005030-001 F050050-6100 T3-1, T3-2, … 
T4 Plant T4G1 3. MS-F0320030-001 L040050-6100 T4-1, T4-2, … 
  T4G2 1. MS-F0190045-002 F0190045-6100 T4-1, T4-2, … 
  T4G3 2. MS-F0380045-005 F0380045-6100 T4-1, T4-2, … 
T5 Plant T5G1 3. MS-F0320030-001 L040050-6100 T5-1, T5-2, … 
T6 Civil T6G1 5. MS-I05005030-001 F050050-6100 T6-1, T6-2, … 
T7 Civil T7G1 4. MS-I06507040-034 F044045-6000 T7-1, T7-2, … 

  T7G2 5. MS-I05005030-001 F050050-6100 T7-1, T7-2, … 
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Table 2. Populations in Levels 1& 2, and Fitness of Chromosomes 

Level 1 Level 2 
1/Fitness 1/Fitness 

Gen No Chromosome  
{T1,T2,T3,T4,T5,T6,T7} BB CB

Set Gen. No Chromosome 
BB CB 

G1 1      1  1  1  0  1  1  1 39 20 S1:{T1G1, T1G2, T2G1, T2G1, T2G3, T5G1}   
      G1 1       1   1   1   1   1   1   
       2       1   1   1   0   0   0   
       3       0   0   0   1   1   1   
       4       0   0   0   0   0   0   
      G2 1       1   1   1   1   1   1   
  Fitness by the loss rate      2       1   1   1   1   1   1   
  of  ‘S1’ group-merging,     3       1   1   1   1   1   1   
  ‘S2’ group-merging,     4       1   1   1   1   1   1   
  and  T4.    : : : : : 
      Gm1 : : 35 21 
     S2:{T3G1, T3G2, T6G1, T7G1, T7G2}   
      G1 1       1   1   0   1   1    
       2       1   1   1   0   0    
       3       0   0   1   1   1    
       4       0   0   0   0   0    
      : : : : : 
      Gm2 : : 45 18 
 2 1  1  1  1  0  0  0 30 18 S1:{T1G1, T1G2, T2G1, T2G1, T2G3, T4G1, T4G1, T4G3}   

      G1 1       1   1   1   1   1   1   1   1   
  Fitness by the loss rate      2       1   1   1   1   0   0   0   0   
  of  ‘S1’ group-merging,     : : : : 
  T3,.T5, T6 and T7.    : : : : : 
      Gm1 : : 26 15 
 3     0  0  0  1  1  1  1 54 25 S1: { T4G1, T4G2, T4G3, T5G1 }   
     : : : 41 30 
    S2: { T6G1, T7G1, T7G2 }   
  

Fitness by the loss rate  
of  ‘S1’ group-merging, 

 ‘S2’ group-merging, 
T1, T2, T3 and T5.    : : : 46 20 

 4     0  0  0  0  0  0  0 62 33 No group set to be merged   
G2 1 1  1  1  0  1  0  0  S1:{T1G1, T1G2, T2G1, T2G1, T2G3, T5G1}   

 2 1  1  1  0  0  1  1   S1:{T1G1, T1G2, T2G1, T2G1, T2G3}   
 3 0  0  0  1  0  0  0   No group set to be merged   
 4 1  1  1  1  0  1  1   S1:{T1G1, T1G2, T2G1, T2G1, T2G3, T4G1, T4G1, T4G3}   

: : : : : : : : 
* BB and CB represent bearing-bar loss rate and cross-bar loss rate, respectively. 

{T1G1,T1G2,T2G1,T2G2, T2G3,T5G1} and {T3G1,T3G2,T6G1,T7G1,T7G2}. Each set of 
groups is another problem that is dealt with in Level 2. The fitness of the chromo-
somes in Level 2 is evaluated by using information based on the material specification 
and the size of items belonging to the groups. 

After fitness evaluation, the evolution of generations can be run. Figure 4 describes 
the procedure of the reproduction that creates the new population (G2) from G1. The 
main operations are selection of two parent chromosomes based on the fitness values 
(chromosome 3 is selected twice, while chromosome 4 is not done), crossover of 
which points are 5 and 4, and mutation at position 4 of the 2nd chromosome and posi-
tion 5 of the 4th chromosome. The procedure as shown in Figure 4 continues until the 
average fitness of the chromosomes converges to a near-optimal value. 
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Fig. 4. Evolution of Generations 

4.3   Result of Application of Genetic Algorithms 

We applied the above two-level genetic algorithms to real data, and the result was 
acceptable. We compared two methods of searching for the near-optimal solutions of 
task-merging: to search for the solution manually and using the two-level genetic 
algorithm. Figures 5 compare the material loss rate and the number of task-merging 
occurrences by the two methods. In the manual search method, we executed the task-
merging 200 times. In the genetic algorithm search method, the populations were 
evolved by generating 30 chromosomes 20 times.  

As shown in the right, a near-optimal solution is  obtained  for  which  the  material 
loss rate converges a low value, while in the left it is not easy to determine which 
solution is near-optimal. In addition, operators can be freed from the burden of re-
peatedly comparing the material loss rates according to the diverse merging cases. 

 

Fig. 5. Searching for Merging Solution Manually (left) and Using Genetic Algorithm (right) 

5   Conclusion 

In this paper, we presented how genetic algorithms could be applied to improve mate-
rial utilization with a real industry example. In order to reflect the domain dependent 
characteristics, we needed a two-level genetic algorithm with the relationship that the 
fitness of one level is evaluated based on the near-optimal solution of the other level. 
We had very good results for the application compared to the traditional method, even 
though the parameters of the genetic algorithms were tuned roughly. However, more 
tuning is needed for optimal solutions.  

Future work includes the application of genetic algorithms for scheduling systems 
in grating manufacturing, and the generalization of multi-level genetic algorithms 
based on the two-level approach of this paper. 



724 M. Yi, J. Hong, and T. Cho 

References 

1. Szykman, S., Fenves, S.J., Keirouz, W., Shooter, S.B.: A Foundation for Interoperability 
in Next-generation Product Development Systems. CAD, vol.33, No.7 (2001) 545-559 

2. Kalyan-Seshu, U.S., Bras, B.: Towards Computer Aided Design for the Life Cycle. IEEE 
Int. Symposium on Electronics and the Environment, Illinois, USA (1998) 310-315 

3. Swain, J.J., Farrington, P.A.: Designing Simulation Experiments for Evaluating Manufac-
turing Systems. Proc. of the Winter Simulation Conference (1994) 69-76 

4. Monostori, L., Kadar, B., Viharos, Zs. J., Mezgar, I., Stefan, P.: Combined Use of Simula-
tion and AI/Machine Learning Techniques in Designing Manufacturing Process and Sys-
tems. CIRP (2000) 199-204 

5. 5. Zhang, Y.F., Nee, A.Y.C.: Using Genetic algorithms in Process Planning for Job Shop 
Machine. IEEE Trans. Evolutionary   Computation, Vol.1 (1997) 278-289 

6. Bandyopadhyay, S., Maulik, U.: An Improved Evolutionary Algorithm as Function Opti-
mizer  IETE Journal of Research, Jan-Apr (2000) 47-56 

7. Goldberg, David E.: Genetic Algorithms. Addison Wesley (1999) 
8. Bryant, K.: Genetic Algorithms and the Traveling Salesman Problem. Department of 

Mathematics, Harvery Mudd College (2000) 
9. Hohn, C., Reeves, C.: Graph Partitioning Using Genetic Algorithms. in Proc. of the 2nd 

Int. Conf. on Massively Parallel Computing Systems, Ischia, Italy (1996) 27-43 
10. Jawahar, N., Aravindan, P., Ponnambalam, S. G.: A Genetic Algorithm for Scheduling 

Flexible Manufacturing Systems. Int. Journal of Advanced Manufacturing Technology, 
UK, Vol.14, No.7 (1998) 765-771 

11. Koh, J., Cho, T.: A Simulation of Production Planning Strategies for the Improvement of a 
Manufacturing Process. Journal of Korea Society for Simulation, Vol.8, No.2 (1999) 23-35 

12. Negnevistsky, M.: Artificial Intelligence. Addison Wesley (2005) 
13. Baker, J. E.: Adaptive Selection Methods for Genetic Algorithms. Proc. of an Int. Conf. on 

Genetic Algorithms and their Application, New Jersey, USA (1985) 101-111 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 725 – 730, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Improved Differential Evolution with Dynamic 
Population Size 

Fuzhuo Huang, Ling Wang, and Bo Liu 

Department of Automation, Tsinghua University, Beijing 100084, China  
hfz02@mails.tsinghua.edu.cn, wangling@tsinghua.edu.cn 

Abstract. As a novel evolutionary computing technique, recently Differential 
Evolution (DE) has attracted much attention and wide applications due to its 
simple concept and easy implementation. However, all the control parameters 
of the classic DE (crossover rate, scaling factor, and population size) keep fixed 
during the searching process. To improve the performance of DE, an improved 
DE (IDE) with dynamic population size is proposed in this paper. Simulation 
results and comparisons based on some well-known benchmarks and an IIR de-
sign problem show the good efficiency of the proposed IDE. 

1   Introduction of DE 

Consider the following minimization problem:
( )y f x=

 

],...,[),(min 1 nxxXXf = , s.t. DX ∈ . (1) 

where f  and X  denote the objective function and the decision vector constrained by 

the domain D  respectively. 
Recently, evolutionary algorithms (EAs) have been considered as effective meth-

ods to solve complex optimization problems. The basic steps of an EA are: select 
several samples in D  to form a population; replace the old sample in the population 
with the new one according to the objective function of each sample. These two steps 
should be well designed to enhance the exploration and exploitation abilities to 
achieve good optimization performances. As a novel EA, Differential Evolution (DE) 
has attracted much attention and wide applications due to its simple concept and easy 
implementation. Firstly, DE randomly chooses NP  samples to form a population, 
where NP  denotes population size.  

Then, DE creates a competitor for each sample by mutation operation, and com-
bines the old sample and the competitor to a new sample by crossover operation. 
Finally, DE selects the better sample between the old one and the new one as a solu-
tion of the new population. If the best solution found so far keeps fixed for a certain 
number of generations (see the remark in the Appendix), DE stops and it outputs the 
best solution. 

The mutation is implemented as follows: 

)( cbFau −+= . (2) 
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Where a , b  and c  are three different samples from the old population, F  is scaling 
factor between [0, 1], and )( cb −  denotes the differential item. 

The crossover is implemented as follows: 

nj
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irnbrjorCRjrandifx
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ij
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=
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where CR  denotes crossover rate within [0,1], ijx  denotes the old sample, iju  de-

notes the new sample, )(irnbr  denotes a random integer within ],1[ n  that makes sure 

that at least one components of x  and v  are same. 
In the classic DE, all the control parameters (crossover rate, scaling factor, and 

population size) are constant parameters. To improve the performance of DE, we will 
propose an improved DE (IDE) with dynamic population size in this paper. 

2   Effect of Population Size on DE 

Usually, population size is a crucial parameter of EA. Experimental results [1] 
showed that with larger NP , DE is easier to find the best solution, but larger compu-
tational costs are needed. There are two main criterions to judge the performance of 
DE, i.e., final best solution to show the effectiveness and nfe (number of function 
evaluations) to show the efficiency. Based on seven benchmarks listed in Appendix, 
ten independent simulations are carried out for each benchmark. The results are listed 
in Table 1.  

From Table 1, firstly it can be seen that nfe increases as NP  increases. Secondly, 
the global minimum may not be attained if NP  is too small.  

So, it is concluded that larger NP  causes more calculation but makes DE have 
higher probability to find the global minimum.  

Next, we will design an improved DE with dynamic population size. 

Table 1. Average result of 10 times experiments 

NP 5 15 25 35 
best value 0.00 0.00 0.00 0.00 Fun1 

nfe 940 2427 4295 5677 
best value 0.10 0.00 0.00 0.00 

Fun2 
nfe 1587 2222 4185 5684 

best value 2.40 0.00 0.00 0.00 
Fun3 

nfe 1381 2892 4895 6272 
best value 17.7 13.6 13.4 13.3 

Fun4 nfe 1662 6042 8850 11189 
best value 5.88 0.998 0.998 0.998 

Fun5 
nfe 887 3114 4940 5740 

best value 1.53 0.00 0.00 0.00 
Fun6 

nfe 1870 3000 4575 6559 
best value 1.83 0.004 0.000 0.000 

Fun7 
nfe 4407 10671 15840 23233 
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3   Improved DE 

To change NP  dynamically, we should firstly make clear the searching behavior of 
DE. We introduce the following variable σ  as the variance of samples of population. 

= =

−=
NP

i

n

j

jij xx
NP

1 1

2)(
1σ . (4) 

where jx  denotes the average solution of the population. Obviously, if σ  is zero, all 

the samples of the population are same. 
During our test on the classic DE, it was found that: sometimes the samples con-

verge to the best sample that does not change, but the variance becomes small very 
quickly; sometimes a new best solution is found, and the variance becomes small but 
relatively slowly. Thus, in the former situation, we should stress the exploitation to 
converge to the best solution, so the population can be smaller; in the later situation, 
we should stress the exploration to find the best solution, so the population should be 
larger. Therefore, an operation is added in DE after the selection operation to adjust 
NP . In particular, the variance of population is calculated first according to Equa-
tion (4). To avoid the noise of population, the average variance of last 10 generations 
is used. If the ratio of average variances between two consecutive generations is 
greater than 0.98, and the best solution keeps fixed at least 5 generations, then let DE 
work in Mode 1. That is, decrease the population size by removing the worst sample. 
If the best changes, then let DE work in Mode 2. That is, increase the population size 
by adding a new random sample into the population. Besides, during the dynamic 

searching process, NP  is limited within ],2/[ maxmax NPNP  ( maxNP  is predefined 

number). 
To test the performance of the IDE, computational simulations are carried out 

based on the seven benchmarks. The parameter settings for DE and IDE are shown in 
Table 2, where NP  of DE is fixed and in IDE the NPNP =max . The two algorithms 

can both find the best solution, but IDE can find the best solution with less nfe as 
shown in Table 2. In addition, Fig. 1(a)-(e) show the dynamic searching processes of 
DE and IDE (the average of 10 times running for each method-function pair), from 
which the superior efficiency of IDE over that of DE is also demonstrated. 

Table 2.  Results and parameter settings of DE and IDE 

Fun DE (nfe) IDE (nfe) NP  CR F 
1 1023.5 935.0 5 0.1 0.9 
2 1730.0 1382.5 10 0.9 0.9 
3 2069.0 1919.0 10 0.0 0.9 
4 3661.0 2691.1 10 0.0 0.9 
5 3740.0 2670.4 20 0.2 0.5 
6 1955.0 1533.5 10 0.0 0.5 
7 16165.0 15707.1 25 0.2 0.5 
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(a)   (b)                         (c) 

   
(d)            (e) 

Fig. 1. (a) Average curves on Fun 1. (b) Average curves on Fun 2. (c) Average curves on Fun 3. 
(d) Average curves on Fun 5. (e) Average curves on Fun 7. 

5   Simulation on IIR Filter Design 

Consider the following second-order system and first-order IIR filter: 

.
1

10.1
]1[,

225.011314.10.1

4.005.0
]1[ 0

1

−−
=−

−+−−

−=− −

zb

a
zfH

zz

z
zpH  (5) 

The system input is a white sequence with unit variance. The output length used in 
calculating the MSE is 2000. The global minimum is at 31.00 =a , 89.01 =b , there is 

a local minimum )4.0,7.0( − . With proper parameters, both DE and IDE can find the 
best solution. The nfe of DE is 6372, while that of IDE is 5843.4. In Fig. 2, the con-
vergence curves of the two methods are illustrated, which demonstrates the good 
efficiency of the IDE. 

 

Fig. 2. Average curves of DE and IDE 

6   Conclusions 

To enhance the performance of DE, in this paper an improved DE with dynamic 
population size was proposed. Simulation results demonstrated the good efficiency of 
the IDE. The future work is to study adaptive mechanism for other parameters. 
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Appendix: Seven Benchmarks 

Fun 1: First De Jong function (sphere) 

6
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2
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×−∈= DTGxxxf j
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j . (6) 

Fun2: Second De Jong function (Rosenbrock’s sanddle) 
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Fun3: Modified third De Jong function (step) 
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Fun4: Modified fourth De Jong function (quartic) 
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Fun5: Fifth De Jong fuction (Shekel’s Foxholes) 
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Fun6:Corana’s Parabola Inger (1993), Cornana te al.(1987) 
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Fun7: Generalized Griewank Function 
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Remark: DTG (difference of two generations) is used to end the algorithm. That is, if 
the difference of the best solutions of successive two generations is smaller than DTG 
for successive 50 generations, DE will stop. 
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Abstract. To solve the problem of designing a one fault tolerant, one degree of 
redundancy, space manipulator; a new multi-mode function optimization 
algorithm is presented. Kinematics redundancy is an important method to improve 
the reliability of a space manipulator. A kinematics redundant manipulator design 
bears multi-parameters, non-linearity and multi-mode. This problem can’t be 
solved by a conventional optimization method. By simulating antibody search 
mechanism, combined with immune system theory, the antibody diversity is 
maintained, and full-scale searching is carried out- realizing the multi-parameters 
non-linear multi-mode manipulator design. The design example shows that the 
presented algorithm is effective. 

1   Introduction 

In harmful circumstances such as radioactive locations, contaminated circumstances, 
mines, deep sea, or astrospace, the manipulator is very helpful. When the manipulator 
is used in foul circumstances, it easily malfunctions. We must improve the reliability 
of manipulators. We must find a way to make the manipulator fulfill its tasks when it 
goes into trouble. So, the fault tolerant technique is considered in the manipulator 
designing moment [1-3]. A fault tolerant space manipulator optimal design and analysis 
method is put forward in this paper, and this method is effective in engineering. All 
these are carried out on the basis of thorough analysis of a space manipulator. 
Working with high reliability, with many joints and freedoms, is the demand and 
characteristic of a space manipulator. The central content of this thesis is how to 
design a highly reliable redundant manipulator based on the special task. 

Every degree of freedom in a serial manipulator is expressed by three character 
parameters, so an n degree manipulator possesses 3n parameters. The designing process 
is to determine the 3n parameters. We can find that manipulator designing possesses 
multi-parameter characteristics. Based on relations between the freedoms, the serial 
manipulator kinematics equations can be established, which contains the 3n parameters 
to be determined. Because the equations have inexhaustible roots, so the definite 
parameters of the manipulator can’t be selected exclusively. So the manipulator 
designing process is an optimization problem. On the other hand, within the sets of 
parameters, there exist many local optimal ones, so the manipulator designing process 
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possesses a multi-mode characteristic. At last, there are many trigonometric functions in 
the equations, so the manipulator designing process possesses nonlinear characteristics.  

The object of multi-mode function optimization is to acquire a whole scale optimal 
solution on the basis of a local optimal solution. The conventional step based 
optimization method goes to local convergence easily, while the whole scale optimal 
solution can’t be searched out [4]. The genetic algorithm can search out local optimal 
solutions, but the antibody population converges easily to a single mode. The immune 
system, as a kind of distributed self-learning system, deals with different antibody 
evolutional, and effectively identifies antigens, so that the different antibodies survive 
simultaneously. It possesses an optimization and diversification retaining function [5-8]. 

Adhering to this idea, the immune concept and theory are applied to the genetic 
optimization algorithm. The kinematics equations are thoroughly analyzed, and the 
adaptability function used in the optimization operation is established, a new novel 
immunity genetic arithmetic is presented. From the practical optimization outcome, 
we can make sure that the algorithm is feasible, the optimal fault tolerant manipulator 
is acquired, meeting the design conditions.  

2   Mathematical Modal of Redundant Manipulator Optimal 
Design 

The operating object of a manipulator is a certain spatial volume in space. The 
working space can be expressed by some representational characteristic points from 
the point of engineering. If the manipulator end-effecter can reach these points, then 
we can say that the manipulator end-effecter can reach any points in the working 
space. In the design of the manipulator, these characteristic points can be used to test 
the satisfaction of the design.  

The spatial transform between any two adjacent arm reference frames  and  
of a serial manipulator is expressed as:
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Parameters iiii da θα ,,, 111 −−− are the length of arms, torsion angle, translational 

distance and joint angle. The manipulator kinematics equation is  

TTTTT n
n

n
012

3
1
2

0
1 ... =− . (2) 

The manipulator designing process is to find out the 3n parameters dhv   by (2). For 

redundancy manipulator, (2) has many roots, we can’t make certain dhv  uniquely. For 

a certain object point, if the manipulator can reach it, then the imaginary numbers of 
joint angles are zero. If the manipulator can’t reach the point, then there are complex 
number joint values. And the farther the manipulator parameters are to perfect, the 
bigger the absolute values of imaginary numbers are. The penalty function must relate 
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with the degree of the present manipulator parameters to the perfect. The penalty 
function can be set up as follows:  

=
spoobjectall valueimagineryjointeveryof

valuesabsoluteofsumthe
minF

int
1

  . 
(3) 

When penalty function F1changes to zero, it denotes that the manipulator can reach 
all the object points. At this time, we can only say the manipulator can reach all the 
points, but the manipulator may not be fault tolerant. For a certain point, every joint 
works in a certain angle range. So for all points, every joint has a common angle 
range turning in, and this range may be zero, or non-zero. Accumulate all the common 
ranges, the bigger the sum is, the bigger the possibility of a manipulator fault tolerant. 
This sum can be used as penalty function F2 for further optimization.  

=
sjoall

jointaforpointsobjectalltorangecommontheF
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Set up final penalty function ),,( 321 θθθF , so that the value F relates with the degree 
of the manipulator parameters to the perfect fault tolerant manipulator parameters.  
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The process of redundant manipulator design is to change the manipulator 
parameters continually according to the definite optimization arithmetic, evaluate the 
corresponding penalties F1 F2 F3 so that F1 turns to zero, then keep F1 being 
zero, make F2 increase continually, until F3 equals 1. At this time, the manipulator 
parameters possess the characteristic of one degree of fault tolerant for a special task. 

The aforementioned penalty theory is so complex that it can’t be discussed in 
detail, but it has been proven to be correct. 

3   Implementation of Immunity Genetic Algorithm 

Fitness function can express the degree of a set of parameters to optimal. The fitness 
function can be defined based on penalty function ),,( 321 FFFF

2
11

1
F

F
fitness +

+
=  . (6) 

3.1   Basic Definition 

Antigen: The best optimal mode of the object function, such as a set of redundancy 
manipulator parameters, expressed as ‘ag’.  

Antibody: The possible mode of the best optimal mode, expressed as ‘abi’, it is coded 

with real number, ],...,...,[ 21 L
i

m
iiii ababababab = . m

iab is real number, it is one 

element of the set of parameters. L is the length of code, equaling the number of 
independent variables, it is the number of parameters. 



734 H. Li, J. Jiao, and H. Zuo 

fi: The affinity of abi to ag, fi>0 fi,j is the affinity of abi to abj, fi,j>0.  

Immunity network: { } ],...,2,1[, 1NiabAIN i == , the carrier of self organized 
manipulator optimization results, N1 is the number of network antibodies - its 
value changes with the optimization course.  

AIN*:  memory network.  
New antibody colony: { } ],...,2,1[, 2NiabNEW i == , it is produced randomly to 

reinforce the imperfect antibodies in immunity network, N2 is the number of new 
antibodies.  

3.2   Clone Operation 

Set up father antibody ],...,...,[ 21 L
i

m
iiii ababababab = , after clone abi, a child antibody 

is produced,  

[ ]***2*1* ,...,,...,, L
i

m
iiii ababababab =  . (7) 

‘rand’ is a uniformly distributed random number within [-1.0—1.0],  is used to 
confine the degree of aberrance, it is a monotony descending function of fi, the bigger 
fi is, the smaller . ,  are constants.  

βαδδ /* , ifm
i

m
i erandabab −=×+=  . (8) 

3.3   Data Network Regulation  

The purpose of network regulation is to delete identical antibodies through restriction 
between antibodies. Its essence is judgment and deletion of identical antibodies. The 
detailed arithmetic is: Calculate every affinity between any two antibodies 

)( AINabab ii ∈ , Set up judgment matrix { }jiaA ,= . When i j and kf ji <, , set 

1, =jia , otherwise set 0, =jia . is constant. Examine if all the elements in A are 

zeros. 

yes: Then the network has no redundant antibody, set AIN*=AIN, end up 
regulation.  

no: i) Calculate line vector TAb ]1,...,1,1[×= , set the serial number of maximum 
element in b as i, and then set abi and all abj which ai,j=1 as identical 
antibodies. ii) Delete all the antibodies except the antibody with the 
biggest affinity to antigen, a new AIN* is produced, the correlative row 
and line is also deleted in A. iii) Repeat step i) until all elements in A are 
zeros. Set AIN=AIN*, regulation is finished.  

4   The Immunity Genetic Based Design of Fault Tolerant 
Redundant Manipulator  

The one degree redundancy one degree fault tolerant spatial position serial 
manipulator is selected as optimization design object. That is to design a four degrees 
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of freedom serial manipulator. The manipulator end effecter can reach these points on 
the curve path:(7.4,-1,0),(7.7,-0.6,1.8), (9,1,9),(8,-0.2,3.6), (8.3,0.2,5.4), (8.6,0.6,7.2), 
If any one joint falls in malfunction, the left three joints can also fulfill the task, 
making the manipulator reach these task points. The parameters to be optimally 
determined are the length of every arm, torsional angle, and translational distance. 
The working range of every joint angle is (-3.14,3.14); The length of arms are ei2 its 
variable range is (0.1,6.0); The translational distance of the arms is zero. The 
parameters to be optimized are torsional angle and length of arm, alfa1, alfa2, alfa3, 
alfa4, ei2. The optimization outcome is as table 1. 

Table 1. Optization outcome 

generation Manipulator parameters 
1 

1α =3.068, 2α =1.203,  3α =-1.622, 4α =1.946, 2a =5.614 

2 
1α =2.108, 2α =-2.136, 3α =-2.124, 4α =0.047, 2a =4.936 

4 
1α =0.414, 2α =-1.537, 3α =-1.642, 4α =-3.040, 2a =5.988 

5 
1α =0.414, 2α =-1.537, 3α =-1.642, 4α =-3.040, 2a =5.988 

6 
1α =0.414, 2α =-1.537, 3α =-1.642, 4α =-3.040, 2a =5.988 

7 
1α =0.414, 2α =-1.537, 3α =-1.642, 4α =-3.040, 2a =5.988 

13 
1α =1.853, 2α =1.258,  3α =2.868,   4α =2.229,  2a =5.919 

16 
1α =1.853, 2α =1.258,  3α =2.868,    4α =2.229,  2a =5.919 

In the manipulator optimization, the optimized variables are continuous real 
numbers. If we also adopt binary code, then the effect of these two variations is 
completely contrary. The second variation will produce a new antibody far away to 
the original antibody. This is not the original idea of variation. So in this paper, the 
parameters are decimal coded. The variation will produce a new antibody near to the 
original antibody. And the degree of variation relates to the fitness of the antibody. 
The lager the fitness is, the smaller the variation will be. This means it is doing 
careful optimization. The smaller the fitness is, the larger the variation will be, so as 
to jump out valley quickly. This immunity system is a kind of distributed auto-study 
system. From the evolution outcome, we can see that the satisfied manipulator 
parameters are produced in the second generation, and it becomes more and more 
optimized in the following generations.  

5   Conclusion 

The biggest characteristic of an immunity algorithm from a genetic algorithm is its’ 
fitness and concentration based antibody promotion and control strategy. The lower 
fitness antibody can survive normally, at the same time the higher fitness antibody 
can boost. The cross operation happens not just between better antibodies, so that the 
new antibodies are produced with diversity. Therefore, the searching space becomes 
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all-sided. This is better for multi-mode function optimization. The perfect parameters 
are produced in the 64th generation with the penalty optimization method and in the 
10th generation with the genetic method. So we can say that the genetic immunity 
algorithm is best, as it possesses quick optimization speed.  
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Abstract. We consider the multiple allocation hub maximal covering
problem (MAHMCP): considering a serviced O–D flow was required
to reach the destination optionally passing through one or two hubs
in a limited time, cost or distance, what is the optimal way to locate
p hubs to maximize the serviced flows. By designing a new model for
the MAHMCP, we provide two artificial intelligence heuristics based on
tabu search and genetic algorithm respectively. Then, we present com-
putational experiments on hub airports location of Chinese aerial freight
flows between 82 cities in 2002 and AP data set. By the computational
experiments, we find that both GA and TS work well for MAHMCP.
We also conclude that genetic algorithm readily finds a better computa-
tional result for the MAHMCP, while the tabu search may have a better
computational efficiency.

1 Introduction

The hub location problem focuses on how to facilitate switching or consolidation
nodes, called hubs, to optimize the hub-and-spoke system. In such a system, traf-
fic flow of an origin-destination (O–D) pair is not transported directly between
the two nodes, but routed via particular one or two hubs. Due to the consoli-
dated flows between hubs, the hub-and-spoke system achieves economies of scale
in hub-to-hub transport costs, which attracted many researches to exploit the
advantages of hubs. The existing literatures on hub location have almost exclu-
sively concentrated on hub median problem [1,2] which is to optimize to locate p
hubs to minimize the total transport costs of the hub-and-spoke systems. How-
ever, the hub median problem neglects an obvious drawback of hub-and-spoke
system, which we called bypass costs. Since a flow of an O–D pair must bypass
one or two hubs, the travel path of the flow would not necessarily be the shortest
path, which leads to added bypass costs for the travel. Therefore, we would pre-
fer that the travel path should be within an acceptable range, which involves the
hub maximal covering problem. Considering a serviced O–D flow was required to
reach the destination passing through one or two hubs in a limited time, cost or
distance, the hub maximal covering problem is to find the optimal way to locate
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p hubs to maximize the serviced flows. The hub maximal covering problem has
a wide range application within the design of supply chain, tourism routing, air
transportation network, postal delivery network, etc. In supply chain manage-
ment, the decision-maker would involve the problem of locating logistic hubs to
distribute materials or products in a limited delivery time. In tourism routing
management, the managers have to locate major travel industry sites as well
as subsidiary sites to meet special travel demand within a limited travel time
such as three days tourism or five days tourism. In airline network design, the
leaders have to scheme out a hub-and-spoke airline network covering maximal
airlines in a limited bypass distance. In postal delivery network, the conductor
need locate postal switching sites to reduce the delivery costs within a promised
delivery time. The hub maximal covering problem can be categorized into single
allocation hub maximal covering problem (SAHMCP) and multiple allocation
hub maximal covering problem (MAHMCP) by the way how the points allocated
to hubs. The SAHMCP means that each point can send and receive flows via
only a single hub, while the MAHMCP suggests more than one hub. The hub
covering problem still has not received much attention in literature. It was first
formulated by Campbell [3] with an integer programming model by o(n4) vari-
ables and constraints. Then, Kara and Tansel [4,5] designed an improved model
with o(n2) variables and constraints for SAHMCP. Besides these, the MAHMCP
still remains essentially unstudied.

At the same time, there have been no direct literatures on algorithms for
MAHMCP. However, several researches have successively tried to solve set cov-
ering problem or hub median problem with genetic algorithm (GA) as well as
tabu search (TS) in existing literatures. Therefore, we are trying to make use of
GA and TS to solve MAHMCP on the basis of their experiences. GA is an intel-
ligent randomized search optimization heuristic, which is based on the biological
process of natural selection and can be applied to a variety of combinatorial
optimization problems. The principles of GA have been applied to solve cover-
ing problem or hub location problem in paper [6,7,8]. TS is also an intelligent
iterative procedure by moving from a solution to its best neighbor, remarking
and avoiding previous local optimization. It has been experimentally applied in
the algorithm of hub location in article [9,10,11].

In this article, section 2 presents an improved model for the MAHMCP by
O(n2) variables and constraints. Section 3 and Section 4 provide two artificial
intelligence heuristic algorithms based on GA and TS. In section 5, we offer
computational experiments on hub airports location of Chinese aerial freight
flows between 82 cities in 2002 and hub posts location of Australian Post (AP)
data set.

2 MAHMCP Model

Given a connected network G(N, A) where N = {1, · · · , n} is the set of nodes,
J = {(i, j)|hij > 0, i, j ∈ N} is the set of given O − D pairs where hij is the
flow from node i to node j. Let Cij = Cji be the transportation cost from node
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i to node j by the shortest path. For every O −D pair of (i, j), let βij denote
the limited transportation cost from node i to node j. Then we let Ckm

ij =
Ckm + aCkm + Cmj be the shortest travel cost from node i to node j passing
by nodes k and m where a, 0 < a < 1, is the discount factor on inter-hub flows
because of scale economies. Now, we can let akm

ij be a binary variable, which
represents whether the O −D pair (i, j) can be covered by the candidate nodes
k and m. It is defined as follows:

akm
ij =

{
1 if Ckm

ij ≤ βij

0 if not
(1)

And we let Zij = {0, 1} be 1 if flow of the O −D pair (i, j) can be covered by
located hubs and 0 otherwise. And let Xk = {0, 1} be 1 if node k is selected as a
hub and 0 otherwise. Then, we let Wkm = {0, 1} be 1 if both nodes k and m are
selected as hubs and 0 otherwise. Now, we can formulate the MAHMCP as P1:

maximize
∑

i

∑
j

hijZij (i, j) ∈ J (2)

subject to Zij ≤
∑

k

∑
m

akm
ij Wkm ∀(i, j) ∈ J (3)

XK + Xm ≥ 2Wkm ∀k, m (4)∑
j

Xj = p (5)

Xj = 0, 1; Wkm = 0, 1; Zij = 0, 1
In P1, the objection function (2) accounts for the maximization of the total

flows serviced (covered) by located hubs. Constraint (3) requires that the flow of
O −D pair (i, j) be serviced if only there were at least one or two hubs (Wkm)
which could cover the flow. Constraint (4) ensures that Wkm could be 1 if only
both nodes i and j were selected as hubs. Constraint (5) specifies that exactly
p hubs would be chosen. As we can see from P1, it has 2n2 + n variables and
2n2+1 constraints at most, while the model of MAHMCP of Campbell’s ([1]) has
n4 +n variables and n4 +n2 +1 constraints. Therefore, P1 has greatly improved
on the model of Campbell’s. The improvement of model would do great help to
solve small-scale MAHMCP more efficiently with exact solution by optimization
software such as CPLEX or LINGO. For the large-scale MAHMCP, however,
we still may fall back on heuristic approach. If every O −D pair happened to a
single node, which occurred when J = {(i, i)|hii > 0, i ∈ N} , then P1 became a
general maximal covering problem (MCP). It means that MCP is a special case
of MAHMCP. As a result, MAHMCP is NP-hard since MCP has been proved
NP-hard. Therefore, we turn to artificial intelligence heuristics.

3 Genetic Algorithm for MAHMCP

3.1 Algorithm Elements of Genetic Algorithm

Representation & Fitness Function. The schema representation for the MAHMCP
uses an n-bit string as the chromosome structures where n is the number of
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potential hubs. A value of 1 for the ith bit indicates that the ith node was chosen
as a hub. The fitness of an individual is directly related to its objective function,
which is

f(P ) =
∑

i

∑
j

hijmin[1,
∑

P (k)∈P

∑
P (m)∈P

akm
ij P (k)P (m)]

where P , P (k) and P (m) represent the chromosome, kth, and mth gene related
to the individual respectively.

Parent Selection Procedure. We choose the Binary Tournament Selection Method
as the technique for parent selection which has been proved to be implemented
very efficiently by Beasley and Chu in set covering problem.

Crossover Operator. In location problem, the traditional crossover operators such
as one-point or two-point crossover readily produce an offspring identical to
their parents. To reduce the probability of identification, we choose the crossover
operator fitness-based fusion schema proposed by Beasley and Chu. According
to the operator, for the parents P1 , P2 and the offspring C, the C(k) would be
identical to the kth gene of the parents if P1(k) = P2(k) , or else C(k) would be
P1(k) or P2(k) with a probability of f(P1)

f(P1)+f(P2)
and f(P2)

f(P1)+f(P2)
respectively.

Mutation Operator. Mutation operator would help to escape from local optimiza-
tion by providing genetic diversity and a broader space for MAHMCP. We adopt
mutation operator when the offspring is identical to any one of its parents by
fixed mutation rate. In our technique, the mutation may happen to the offspring
or an individual of its parents in different cases. Though the mutation rate is
relatively fixed in one operation, it is actually dynamic since the probability of
identification would be increased with the convergence of the population.

Feasible Operator. The solution generated by crossover operation or mutation
operation may violate constraint (5). We implement feasible operation by greedy
add algorithm or greedy drop algorithm, which means that we add the node that
can cover the maximal new flow and drop the node that lost the minimal flow
respectively at each iteration until p nodes have been selected.

Replacement Population Operation. We use the incremental replacement method
which makes the best solutions always keep in the population and the newly
generated solution immediately available for selection and reproduction. In our
GA, we let the number of elite children equal 2.

Population Size & Initial Population. In our GA, we let population be 1.2n and
create the initial population by randomly generation.

3.2 Genetic Algorithm Procedure

1. Set t = 0. Generate initial population P (t) randomly.
2. Evaluate the fitness of each individual in P (t).
3. If t ≥ 1000 or the best string didn’t change in 50 steps, go end.
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4. Select parents P1 and P2 from P (t) by binary tournament selection.
5. Apply crossover operator to P1 and P2 to form an offspring C1. If C1 �= P1

and C1 �= P2, go step7.
6. Apply mutation operator to the parent with the less fitness to form an off-

spring C1.
7. Apply feasible operator to C1 to form an offspring C2. If C2 is identical to

any string of P (t), apply mutation operator and feasible operator to C2 to
form an offspring C3; if not, set C3 = C2.

8. Keep 2 elite strings of P (t) and let C3 replace an individual selected by
roulette wheel selection from the remains of the parents to create the new
P (t). Go step 2.

9. End. The final solution is the best elite of P (t).

4 Tabu Search Algorithm for MAHMCP

4.1 Algorithm Elements of Tabu Search

Initial solution. We generate the initial solution by greedy adding algorithm.
Neighborhood structure. We determine the neighborhood structure by single

exchange. For any solution T , defining N − T to be the remainder candidate
nodes, we generate the neighborhood as the set of solutions which can be reached
by exchanging one node from N − T to T . It can be concluded that the set of
neighborhood has p(n− p) solutions.

Tabu list. We determine the node dropping from the current solution, when
moving to its selected neighbor, to be recorded in the tabu list for the purpose
of forbidding the reversal of replacement in a number (tabu length) of future
iterations. For example, when the solution (1, 2) was replaced by its neighbor
(1, 3), node 2 would be added to tabu list, which means that node 2 would not be
selected again in a number of upcoming iterations unless an aspiration criteria
was awaken.

Besides, we set the tabu length by a random integer between [
√

n/2,
√

n].
Then, we use the aspiration criteria when an added node can produce the best
known feasible solution. At last, we determine the number of total iterations
by 100.

4.2 Tabu Search Procedure

Let N be set of n nodes of a given connected network; T the current solution;
N −T the remainder candidate nodes; N(T ) = {T 1, T 2, · · · , T p(n−p)} the neigh-
borhood of T ; V i the node dropped from T relation to T i, W i the node added
from N − T to T i; tabu tag(i) the tabu tag of nodes i. For the solution T , the
objection value will be:

Z(T ) =
∑

i

∑
j

hijmin(1,
∑
k∈T

∑
m∈T

akm
ij )

The following gives a procedural description of Tabu search for MAHMCP.
Procedure of tabu search
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1. Generate initial solution T by greedy add algorithm. Initialize tabu list to
be empty by set tabu tag(i) = 0 (∀i ∈ N). Let T 0 = T for the purpose of
determining the best known solution. Let the iteration index t = 0.

2. Generate the neighborhood N(T ).
3. Find the maximal Z(T l) from N(T ). If tabu tag(W l) = 0 or Z(T l) > Z(T 0),

set T = T l and set tabu tag(V l) to a random integer between [
√

n/2,
√

n],
go to step4; if not, set N(T ) = N(T )− T l and repeat step 3.

4. Set t = t+1. If Z(T ) > Z(T 0), set T 0 = T to renew the best known solution.
5. If t < 100 and T 0 did change in 10 steps, set tabu tag(i) = tabu tag(i) − 1

for any node i with tabu tag(i) > 0 to renew tabu tag, and return to step2.
6. End. The final solution is T 0.

5 Computational Experiments

To evaluate the computational results of the two heuristics for MAHMCP, this
section now presents a large instance on hub airports location of Chinese aerial
freight flows between 82 cities in 2002 and several small size cases of AP data set.
In the Chinese case, the flow data hij comes from aerial freight flows between
82 cities in Annual of Chinese Transportation 2003 (in Chinese) with a total
flows of 1.3 million tons (mt). We measure the travel cost by fixed course range
which comes from civil aviation from statistics 2003 (in Chinese). Based on the
fixed course range between 82 cities, we calculate the shortest travel cost Cij by
Floyd algorithm. When designing the Chinese hub-and-spoke airline network,
we require that the flows passing through hubs should not exceed 15% of their
shortest path travel cost. That is, we define akm

ij by:

akm
ij =

{
1 if cik + ackm + cjm ≤ 1.15cij

0 if not

We consider the cases of p by 2, 3, 4 and a by 0.8, 0.6, 0.4 respectively. Now,
we code the two procedures in matlab 6.5 since we have obtained all coefficients
of P1. The parameter values of the GA and TS were all defined as section 3.1 and
4.1 determined about the algorithm elements. At last, we get the outcome listed
by Table 1 after the procedures were run in experimental computer which is
equipped with 512M of RAM and a Pentium microprocessor running at 1.3GHz.
In Table 1, the time means the CPU time (seconds) expended in the algorithm
procedures. And the unit of objection value is million tons. As we can see from
Table 1, both GA and TS may have superiority and inferiority. According to the
experiment, GA readily finds a better computational result for the large scale of
MAHMCP, while the TS may have a better computational efficiency. The GA
expands more times due to many times of feasible operations. As a result, the
TS is more suitable for the instant MAHMCP, while GA is more appropriate
for long-term MAHMCP. However, for the cases of n = 82 , it may work more
than 2 hundred hours to get the optimal solutions by LINGO. Therefore, we still
don’t know whether the solutions in Table.1 are optimal.
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Table 1. The computational result of Chinese hub airports location

GA TS
p a

Hub location Objection value time (s) Hub location Objection value time (s)
0.8 Beijing,HangZhou 0.849 220 Beijing,HangZhou 0.849 108

2 0.6 Beijing,HangZhou 0.866 278 Beijing,HangZhou 0.866 106
0.4 Nanjing,Guilin 0.940 209 Nanjing,Guilin 0.940 351
0.8 Beijing,Nanjing,

Shenzhen
1.042 798 Beijing,Hangzhou,

Guangzhou
1.034 468

3 0.6 Beijing,Nanjing,
Shenzhen

1.061 809 Beijing,Hangzhou,
Guangzhou

1.052 465

0.4 Beijing,Nanjing,
Guiyang

1.073 755 Beijing,Hangzhou,
Guilin

1.060 462

0.8 Beijing,Shanghai,
Guangzhou,Shenzhen

1.131 1788 Beijing,Shanghai,
Guangzhou,Shenzhen

1.131 999

4 0.68Beijing,Guiyang,
Guangzhou,Hangzhou

1.144 1913 Beijing,Guangzhou,
Hangzhou,Chongqing

1.141 1796

0.4 Beijing,Guangzhou,
Hangzhou,Guiyang

1.156 1856 Beijing,Shanghai,
Guangzhou,Chongqing

1.146 993

Table 2. The computational experiment on AP data set

GA TS Exact solution by B&B
n p

Objection
value

Time (s) Objection
value

Time (s) Location Objection value

3 11.31 8 11.31 0.1 1 7 8 11.31
15 4 11.93 10 11.93 0.8 1 7 8 10 11.93

5 12.14 14 12.14 2 1 6 7 8 10 12.14
3 30.97 55 30.97 8 7 19 20 30.97

20 4 33.28 60 33.28 15 5 7 19 20 33.28
5 35.11 72 35.11 20 5 7 16 19 20 35.11
3 37.06 109 37.06 17 7 19 24 37.06

25 4 40.79 98 40.79 25 7 16 19 20 40.79
5 43.17 130 43.17 33 5 7 16 19 20 43.17

To test the quality of the solutions, we take another computational experiment
on AP data set which is a well known experiment platform for hub location prob-
lem and is available at http://people.brunel.ac.uk/ mastjjb. We take the first 15,
20 and 25 data from AP data set. The experiment checks the cases of p by 3,
4, 5 and a by 0.6. And we require that the flows passing through hubs should
not exceed 20% of their direct path travel costs. We first use LINGO to solve
MAMHCP by branch and bound algorithm to get the exact solution. The test
shows that LINGO takes average 30s to solve 15 nodes, 16m to solve 20 nodes and
2h to 25 nodes. The computational result was shown in Table 2. From column 1
to column 8, Table 2 shows the objection value and computational CPU time of
GA and TS, and the exact solution obtained by B&B algorithm. According to
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Table 2, we can see that both TS and GA work well in relatively small size of
MAHMCP since they always converge to the optimal solution in the experimen-
tal cases. Again, we see that GA takes more time than TS in the procedures.

6 Conclusion

The MAHMCP has a wide range application in supply chain, tourism routing,
air transportation network, postal delivery network, etc. The paper first pro-
poses a new model for the MAHMCP. Then, provides two heuristic algorithms
based on tabu search and genetic algorithm respectively. At last, we present
a large scale instance on hub airports location of Chinese aerial freight flows
between 82 cities in 2002 and several small cases on AP data set to test the
performance of the two heuristics. According to the experiment, both GA and
TS work well. We also find that GA readily finds a better computational result
for the MAHMCP, while the TS may have a better computational efficiency.
Future researches relation to this article will be computational experiment on
different large scale cases, hybrid heuristics for MAHMCP, solving MAHMCP
by simulated annealing, neural network approach and so on.
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Abstract. Kernel principal component analysis (KPCA) has provided
an extremely powerful approach to extracting nonlinear features via ker-
nel trick, and it has been suggested for a number of applications. Whereas
the nonlinearity can be allowed by the utilization of Mercer kernels,
the standard KPCA could only process limited number of training sam-
ples. For large scale data set, it may suffer from computational problem
of diagonalizing large matrices, and occupy large storage space. In this
paper, by choosing a subset of the entire training samples using Gram-
Schmidt orthonormalization and incomplete Cholesky decomposition, we
formulate KPCA as another eigenvalue problem of matrix whose size is
much smaller than that of the kernel matrix. The theoretical analysis
and experimental results on both artificial and real data have shown the
advantages of the proposed method for performing KPCA in terms of
computational efficiency and storage space, especially when the number
of data points is large.

1 Introduction

Kernel principal component analysis (KPCA) is to perform linear PCA in a high-
(and possibly infinite-) dimensional kernel-defined feature space making use of
the dual representation of PCA in terms of dot products between the nonlinearly
mapped data points. KPCA was firstly proposed by Schölkopf et al. [1], and has
shown to be an extremely powerful tool for the de-noising of handwritten digits
[2], feature extraction and de-noising in nonlinear regression [3], face recognition
[4]-[6], and complex image modelling [7].
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The standard form of KPCA [1], however, can only process limited number
of training samples, since it involves in diagonalizing the kernel matrix, whose
dimensionality is equal to the number of data points. For large scale data set,
KPCA would be very time consuming (with complexity O(N3), where N is the
number of data points) and occupy large memory (to store N ×N kernel matrix
K), which prohibit it from being used in many applications. Besides, there is
still the attendant problem of numerical accuracy when diagonalizing large ma-
trix directly [8]. To alleviate the computational demand, Rosipal and Girolami
proposed an expectation maximization (EM) approach for performing KPCA by
considering KPCA from a probabilistic perspective, and the complexity of their
method is O(kN2) per iteration, where k is the number of extracted components
[8]. One flaw of this method is that it still needs to store the kernel matrix. Kim
et al. provided a new iterative method, the kernel Hebbian algorithm (KHA), to
estimate the kernel principal components with only linear order memory com-
plexity [7]. However, this comes at the price that the time complexity depends
on the dimensionality of the input data and the number of updates. Zheng et al.
presented another training algorithm for KPCA [9]. The basic idea behind their
method is to “divide and rule”; that is, they first divided the entire data set into
some smaller data sets and then obtained an approximate representation of the
sample covariance matrix of each smaller data set via eigenvalue decomposition
and kernel trick, and finally combined these approximate covariance matrices to
compute kernel principal components again by kernel trick. Their method could
reduce computational intensity and memory efficiently; but this depends on the
data at hand, the required accuracy of extracted components, and the number
of smaller data sets (which is not easy to be determined appropriately).

In the context of function approximation, Baudat and Anouar have suggested
choosing a subset of samples as a basis for the entire samples [10]. Their scheme
is based on a geometrical consideration, and is rather complex. Moreover, the
subset found by their method could not guarantee to be a basis. There are also
some greedy algorithms to obtain an approximate kernel matrix K̃ [11]-[13].
Franc and Hlaváč proposed another greedy algorithm for selecting a set of basis
from the training set [14]. Their method, however, is of complexity O(Nn3),
where n is the number of selected samples, and involves inverse matrix opera-
tion. Motivated by their idea, we propose a new approach to obtaining a basis
for the training points by using Gram-Schmidt orthonormalization and incom-
plete Cholesky decomposition. Compared with the greedy algorithms aforemen-
tioned, the proposed method is more concise; its complexity is O(Nn2) rather
than O(Nn3). Another contribution of this paper is that we formulate KPCA
as another eigenvalue problem using the basis, while still extracting nonlinear
principal components from all N samples. By the proposed method for perform-
ing KPCA, the size of the matrix that needs to be diagonalized is much smaller
than that of the kernel matrix. The theoretical analysis and experimental re-
sults on both artificial and real data have shown the advantages of the proposed
method in terms of computational efficiency and storage space, especially when
the number of data points is large.
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The remainder of this paper is organized as follows. Section 2 briefly reviews
the standard KPCA, and the novel KPCA algorithm is formulated in Section
3. In Section 4, we present the experimental results, followed by the conclusions
that are drawn in Section 5.

2 Kernel Principal Component Analysis

Given a set of N observations xi ∈ Rl, i = 1, . . . , N , the thought of KPCA is
to first map these input data into some new feature space F typically via a
nonlinear function φ : Rl → F and then carry out a standard linear PCA in F
using the mapped samples φ(xi). In implementation, the mapping φ does not
need to be computed explicitly, while it and thus the space F are determined
implicitly by the choice of a kernel function k which calculates the dot product
between two mapped samples φ(xi) and φ(xj) in F by

k(xi,xj) = (φ(xi) · φ(xj)) . (1)

Via Mercer’s theorem of functional analysis, if k is a positive definite kernel,
then there exists a mapping φ into the dot product space F such that (1) holds.
Examples of Mercer kernels include dth-order polynomial, k(xi,xj) = (xi ·xj)d,
Gaussian kernel with width σ > 0, k(xi,xj) = exp(−‖xi − xj‖2/2σ2), and
sigmoid kernel k(xi,xj) = tanh(a(xi ·xj)+ b), each of them implying a different
mapping and feature space F .

Assuming that the mapped samples are centered, i.e.
∑N

i=1 φ(xi) = 0 (for a
method to center the vectors φ(xi) in F , to see [1]), the goal of KPCA is to
diagonalize the covariance matrix of mapped samples φ(xi), given by

Cφ =
1
N

N∑
i=1

φ(xi)φ(xi)T , (2)

where T denotes transpose operator. To do this, we find the eigenvalues λ > 0
and eigenvectors v ∈ F \ {0} satisfying

λv = Cφv . (3)

Since all solutions v with λ �= 0 lie within the span of {φ(x1), . . . , φ(xN )}, there
exists coefficients αi (i = 1, . . . , N) such that

v =
N∑

i=1

αiφ(xi) . (4)

Then we may instead consider the following equivalent problem

λ(φ(xj) · v) = (φ(xj) ·Cφv) for all j = 1, . . . , N . (5)

Substituting (2) and (4) into (5), and defining an N ×N kernel matrix K with
elements Kij = k(xi,xj) = (φ(xi) · φ(xj)) lead to the eigenvalue problem

NλKα = K2α⇒ Nλα = Kα , (6)

where α denotes the column vector with entries α1, . . . , αN .
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For the purpose of nonlinear principal components extraction, we need to
work out the projections onto the eigenvectors v. Let t be a test point whose
image is φ(t) in F ; then the nonlinear principal components corresponding φ is

(v · φ(t)) =
N∑

i=1

αi(φ(xi) · φ(t)) =
N∑

i=1

αik(xi, t) . (7)

Again, there is no need to compute φ explicitly since everything could be ex-
pressed in terms of dot products which are replaced by kernel functions.

3 Novel Algorithm for Kernel Principal Component
Analysis

In practice, we may indeed observe that the samples in F , φ(x1), . . . , φ(xN ), lie
in a subspace of the feature space with lower dimensionality than N . In fact, the
dimensionality of the subspace spanned by {φ(xi)} is just equal to the rank of
the matrix K, rank(K), which is often less than N . Especially when the training
data set is large, rank(K) N [10]. In other words, the training samples in F
are not linearly independent.

Thinking back in (4), we employ all the training samples φ(xi) (i = 1, . . . , N)
to represent v, and therefore make the size of resulting kernel matrix K be up to
the number of training samples. Now without loss of generality, we assume that
φ(x1), . . . , φ(xn) is a basis of the subspace spanned by entire training samples,
where n is the rank of K. Then v could be rewritten as

v =
n∑

i=1

βiφ(xi) , (8)

where βi (i = 1, . . . , n) are coefficients. Also, for i = n + 1, . . . , N , there exist
coefficients pij such that φ(xi) could be expressed as φ(xi) =

∑n
j=1 pijφ(xj). As

a result, the covariance matrix

Cφ =
1
N

N∑
i=1

φ(xi)φ(xi)T

=
1
N

⎛⎝ n∑
i=1

φ(xi)φ(xi)T +
N∑

i=n+1

n∑
j=1

n∑
k=1

pijpikφ(xj)φ(xk)T

⎞⎠
=

1
N

n∑
j=1

n∑
k=1

qjkφ(xj)φ(xk)T , (9)

where for j, k = 1, . . . , n,

qjk =

{∑N
i=n+1 pijpik + 1 , j = k∑N
i=n+1 pijpik , j �= k.

(10)
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Therefore, equation (3) is equivalent to the set of equations

λ(φ(xm) · v) = (φ(xm) ·Cφv) for m = 1, . . . , n . (11)

A proof of this proposition is given in appendix. Combining (8), (9) and (11),
we get

λ

n∑
i=1

βi(φ(xm) · φ(xi)) =
1
N

n∑
j=1

n∑
k=1

qjk

(
φ(xm) · φ(xj)

n∑
i=1

βi(φ(xk) · φ(xi))

)
for m = 1, . . . , n. (12)

Taking an n× n submatrix K0 of the kernel matrix K as

K0 = (Kij)i=1,...,n; j=1,...,n , (13)

equations (12) read

NλK0β = K0QK0β ⇒ Nλβ = QK0β , (14)

where Q = (qjk)j=1,...,n; k=1,...,n, and β is the column vector with elements
β1, . . . , βn.

We now turn to consider how to choose n samples as a basis for the entire
samples, and how to compute the matrix Q constructed from the coefficients
for samples that are not chosen. We commence by investigating an approach
to deriving an orthonormal basis in feature space known as the kernel Gram-
Schmidt procedure [15]. If we, for the time being, assume that the training
samples φ(x1), . . . , φ(xN ) are linearly independent vectors the method produces
the basis by orthogonalizing each vector to all of the earlier vectors. Thus, the
first basis vector is specified as u1 = φ(x1)/‖φ(x1)‖. The ith basis vector is given
by ui = d−1

i (I − Ui−1UT
i−1)φ(xi), where I denotes the identity matrix, Ui−1

is the matrix whose i − 1 columns are the first i − 1 vectors u1, . . . ,ui−1, and
di is the residual norm di = ‖(I −Ui−1UT

i−1)φ(xi)‖. Clearly, (ui · uj) = 0 for
j = 1, . . . , i− 1. On the other hand, we could express the training samples using
u1, . . . ,uN as the basis; that is

(φ(x1), . . . , φ(xN )) = UR, (15)

where U = UN is the matrix containing all the u1, . . . ,uN as columns, and R
is an upper triangular matrix whose ith column ri =

(
φ(xi)TUi−1, di, 0T

N−i

)T
.

Here, 0N−i is a column vector with all N − i entries being zeros. The compu-
tation of R could be implemented by the Cholesky decomposition row by row
in an iterative manner [16]. Taking into account that the entire samples are not
linearly independent, we may come to meet a sample, say φ(xj), that lies in the
subspace spanned by the earlier samples. And, it could be seen that the corre-
sponding residual norm dj will be equal to zero when φ(xj) is processed during
the Cholesky implementation. So the magnitude of dj shows how independent
the next sample is of the samples processed so far. If we wish to the most in-
dependent samples, it is therefore to change the order of the samples that are
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processed in the Cholesky decomposition by always choosing the samples with
largest dj while those with dj less than θ are ignored altogether, where θ is a
positive threshold. This approach is called incomplete Cholesky decomposition
[16], since it do not process all the samples.

If let an index array Ind store the indices of the vectors in the order that they
are chosen, then φ(xInd(1)), . . . , φ(xInd(n)) are the chosen samples and are also
the basis for the entire samples, where n (= rank(K)) is number of the chosen
samples. Supposing u1, . . . ,un are the corresponding orthonormal vectors, then
we can factor (15) into

(φ(xInd(1)), . . . , φ(xInd(n))) = (u1, . . . ,un)R1 (16)

and
(φ(xi), i /∈ Ind) = (u1, . . . ,un)R2 , (17)

where (φ(xi), i /∈ Ind) denotes the matrix whose columns are the vectors that are
not chosen, R1 is an n×n upper triangular matrix with positive diagonal entries,
and R2 is an n× (N − n) matrix. Both R1 and R2 could be obtain by virtue of
factoring R that is computed in the incomplete Cholesky decomposition; that
is, the ith column of R1 is the Ind(i) column of R, and R2 is those columns of
R that are not selected by R1. By (16) and (17), we have

(φ(xi), i /∈ Ind) = (φ(xInd(1)), . . . , φ(xInd(n)))R
−1
1 R2 . (18)

If let P = R−1
1 R2, then the entries of the ith column of n× (N − n) matrix P

is just the coefficients matrix. Therefore, when j �= k,

qjk =
N∑

i=n+1

pijpik

= (PPT)jk =
(
R−1

1 R2RT
2 (R−1

1 )T
)

jk

=
(
R−1

1 R2RT
2 (R−1

1 )T + I
)

jk
. (19)

Likewise, for the case j = k,

qjj =
N∑

i=n+1

p2
ij + 1

=
(
R−1

1 R2RT
2 (R−1

1 )T + I
)

jj
. (20)

Consequently,
Q = R−1

1 R2RT
2 (R−1

1 )T + I . (21)

Also, the matrix K0 in (13) should be rewritten as

K0 = (KInd(i),Ind(j))i=1,...,n; j=1,...,n . (22)
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Now let λ1 ≥ . . . ≥ λn denote the eigenvalues of QK0, namely the solutions
Nλ of equation (14), and β1, . . . , βn the corresponding eigenvectors. Note that
the size of the matrix QK0 that needed to be diagonalized is n×n. We normalize
β1, . . . , βn by requiring that the corresponding vm (m = 1, . . . , n) have unitary
norm. It will suffice to divide βm by

√
βmTK0βm for m = 1, . . . , n. Then the

projection of the test point t onto the eigenvectors vm in F could be calculated as

(vm · φ(t)) =
n∑

i=1

βm
i k(xInd(i), t), m = 1, . . . , n . (23)

The procedures of the proposed algorithm for performing KPCA could be
summarized as follows:

1. perform incomplete Cholesky decomposition for the data points,
2. compute Q and K0 according to (21) and (22), respectively,
3. compute the eigenvalues and corresponding eigenvectors of QK0, and
4. compute projections of a test point onto the eigenvectors according to (23).

Complexity analysis. The proposed method for performing KPCA turns to
solve the eigenvalue problem of the matrix QK0, which has complexity of the
order O(n3). And, the complexity of performing incomplete Cholesky decompo-
sition is of the order O(n2N). Thus, the entire time complexity of the proposed
method is O(n2N). On the other hand, the storage requirement is O(nN). Both
the time and storage complexity compare favorably with those of the methods
mentioned in section 1 in the case n  N . So this, in turn, will depend to a
large degree on the problem at hand and the kernel chosen.

4 Experiments

4.1 Toy Examples

To test the feasibility and efficiency of the proposed method for performing
KPCA, we firstly compare it with the standard KPCA on two artificial two-
dimensional data sets. In the first toy example, we use the simulated data pre-
viously considered by Schölkopf et al. [1], Rosipal and Girolami [8], and Zheng
et al. [9]. The data are generated from three two-dimensional Gaussian clus-
ters with means (−0.5,−0.2; 0.0, 0.6; 0.5, 0.0) and common standard deviation
0.1. We generate 500 data points for each cluster and use kernel k(xi,xj) =
exp(−‖xi−xj‖2/0.1) to compute the kernel matrix. We use the standard KPCA
and the proposed method to extract the leading principal components of the data
set, respectively. In using the proposed method, we choose only 98 linearly in-
dependent samples from the entire 1500 samples. Fig. 1 illustrates the first four
nonlinear principal components extracted by the standard KPCA [1] and the
proposed method, respectively. The principal component values denoted by the
gray level and lines of identical principal component values are delineated in
Fig. 1. From Fig. 1, we see that the proposed method achieves the same results
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in coincidence with that of the standard KPCA (ignoring the sign difference). At
the same time, the proposed method reduces the time and storage complexity
greatly. Table 1 shows the time and space needed in training the two methods.

Fig. 1. From left to right, the first four nonlinear principal components extracted by
standard KPCA (top) and by the proposed method (bottom) using the Gaussian kernel
k(xi,xj) = exp(−‖xi − xj‖2/0.1). The shading shows the principal component values
and the constant values are connected by the contour lines.

Table 1. Comparison of training time and storage space on the first toy example with
1500 data points (on IntelliStation with 3.06GHz CPU and 3.62GB RAM)

Methods for Size of matrix needed Training time Storage space
performing KPCA to be diagonalized (seconds) (M bytes)
Standard KPCA 1500 × 1500 138 49
Proposed method 98 × 98 5 2.5

In the second toy example, we generate four parabolic shapes that are verti-
cally and horizontally mirrored by the function y = x2 + δ, where x-values have
uniform distribution in [−1, 1] and δ is normal noise with mean 0.6 and standard
deviation 0.1. Each parabolic shape contains 500 data points. The polynomial
kernel of degree 2 is adopted. In Fig. 2, we demonstrate the results found by the
standard KPCA and the proposed method respectively. Since the dimensional-
ity of the feature space is 3, only 3 linearly independent samples are chosen in
using the proposed method. Therefore, the proposed method needs much less
time and storage space than the standard KPCA (266 seconds vs. 1 second and
89M bytes vs. 0.5M bytes, to see table 2), while obtaining the same feature
values.
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Fig. 2. Contour lines of constant values of the first three principal components ex-
tracted by standard PCA (top) and the proposed method (bottom) with degree-2
polynomial kernel using 2000 data points

Table 2. Comparison of training time and storage space on the second toy example
with 2000 data points

Methods for Size of matrix needed Training time Storage space
performing KPCA to be diagonalized (seconds) (M bytes)
Standard KPCA 2000 × 2000 266 89
Proposed method 3 × 3 1 0.5

4.2 Handwritten Digit Recognition

In this experiment, we further compare the performance of the proposed method
with that of standard KPCA and Franc and Hlaváč’s technique by consider-
ing character recognition. We exploit the US Postal Service (USPS) database
of handwritten digits collected from mail envelopes in Buffalo, which was also
studied by Schölkopf et al. [1] and Zheng et al. [9]. This database contains 7291
samples for training and 2007 ones for testing with dimensionality 256. We use
the first 4000 training points to train the standard KPCA, Franc and Hlaváč’s
method, and the proposed method, respectively, and then use all the 2007 test-
ing points to compare the error rate of recognition. The polynomial kernels of
degree 2 through 6 are employed and the nearest neighbor classifier is applied to
classification. For computational reason, we divide the values of the data vectors
by 10. In using Franc and Hlaváč’s method, we adopt the same way with this
paper to formulate KPCA using the subset selected by their greedy procedure.
We set the parameter ε = 1 in their method. In using the proposed method, we
also set the threshold θ to be 1. The experimental results obtained by the three



754 H. Wang, Z. Hu, and Y. Zhao

Table 3. Test error rates on the USPS handwritten digit database using three methods,
with 4000 training points and 2007 testing points

Number of Standard KPCA Franc & Hlaváč’s method Proposed KPCA
components d=2 3 4 5 6 2 3 4 5 6 2 3 4 5 6

32 6.5 6.6 7.6 8.1 8.3 6.5 7.0 7.6 8.2 8.3 6.5 7.0 7.6 8.2 8.3
64 5.8 7.0 7.0 7.5 7.6 5.8 6.8 7.1 7.6 7.7 5.9 6.8 7.1 7.6 7.6
128 5.6 6.6 6.9 7.2 7.3 5.7 6.7 7.2 7.4 7.2 5.7 6.7 7.3 7.4 7.2
256 5.8 6.3 7.1 7.3 7.1 N.A. 7.2 7.2 7.4 7.1 N.A. 7.1 7.2 7.4 7.1
512 5.8 6.3 7.2 8.1 8.6 N.A. N.A. 7.9 8.3 8.6 N.A. N.A. 7.9 8.3 8.6
1024 5.7 6.1 7.6 9.5 10.1 N.A. N.A. N.A. 9.5 10.3 N.A. N.A. N.A. 9.5 10.3
2048 5.6 6.0 7.2 10.1 13.2 N.A. N.A. N.A. N.A. 13.1 N.A. N.A. N.A. N.A. 13.1

Table 4. Comparison of training time and storage space on the USPS handwritten
digit database with 4000 training points

Methods for Size of matrix needed Training time Storage space
performing KPCA to be diagonalized (seconds) (M bytes)
Standard KPCA 4000 × 4000 5508 246
Franc and Hlaváč’s method (d=2) 137 × 137 201 35
Franc and Hlaváč’s method (d=3) 285 × 285 549 44
Franc and Hlaváč’s method (d=4) 837 × 837 1371 71
Franc and Hlaváč’s method (d=5) 1631 × 1631 2756 123
Franc and Hlaváč’s method (d=6) 2392 × 2392 6245 227
Proposed method (d=2) 134 × 134 12 33
Proposed method (d=3) 274 × 274 27 39
Proposed method (d=4) 808 × 808 134 62
Proposed method (d=5) 1608 × 1608 517 115
Proposed method (d=6) 2364 × 2364 1366 182

approaches are shown in Table 3. Also, we make the comparison of the training
time and storage space consumed by the three approaches, as shown in Table 4.
From Table 3, we see that the proposed method could achieve similar recog-
nition results as the standard KPCA method. However, from Table 4, we see
that the proposed method reduces the time and storage complexity significantly
compared with the standard KPCA. When compared with Franc and Hlaváč’s
method, the proposed method consumes less training time and storage space,
and achieves similar recognition accuracy meanwhile.

5 Conclusions

Considering that the training samples may lie in a subspace, or close to a sub-
space, of the feature space with lower dimensionality than the size of samples, we
develop a novel algorithm for performing KPCA by choosing some representative
samples as a basis for the data. Compared with the standard KPCA method,
the proposed method for performing KPCA could reduce the time and storage
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requirement significantly, especially when the number of training points is large.
The methodology of this paper could applied to other kernel-based algorithm
provided the algorithm could be expressed by a subset of the entire data points.
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Appendix: The Equivalence of (3) and (11)

Clearly, (11) holds when (3) is true. On the other hand, if (11) is true, we have
that, for m = 1, . . . , n,

λ(φ(xm) · v) = (φ(xm) · Cφv)

⇐⇒ λ

(
φ(xm) ·

n∑
i=1

βiφ(xi)

)
=⎛⎝φ(xm) · 1

N

n∑
j=1

(
n∑

k=1

n∑
i=1

qjkβiφ(xk)Tφ(xi)

)
φ(xj)

⎞⎠
⇐⇒

⎛⎝φ(xm) ·
n∑

j=1

(
λβj − 1

N

n∑
k=1

n∑
i=1

qjkβiφ(xk)Tφ(xi)

)
φ(xj)

⎞⎠ = 0 .

It follows that∥∥∥∥∥∥
n∑

j=1

(
λβj − 1

N

n∑
k=1

n∑
i=1

qjkβiφ(xk)Tφ(xi)

)
φ(xj)

∥∥∥∥∥∥ = 0,

which implies (3).



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 757 – 766, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Kernel-Based Reinforcement Learning 

Guanghua Hu1, Yuqin Qiu1, and Liming Xiang2 

1 School of Mathematics and Statistics, Yunnan University 
Kunming, Yunnan, 650091, P.R. China  
{ghhu, yqqiu}@ynu.edu.cn 

2 Department of Management Sciences, City University of Hong Kong 
83 Tat Chee Avenue, Kowloon, Hong Kong 

msxiangl@cityu.edu.hk 

Abstract. We consider the problem of approximating the cost-to-go functions 
in reinforcement learning. By mapping the state implicitly into a feature space, 
we perform a simple algorithm in the feature space, which corresponds to a 
complex algorithm in the original state space. Two kernel-based reinforcement 
learning algorithms, the ε -insensitive kernel based reinforcement learning ( ε -
KRL) and the least squares kernel based reinforcement learning (LS-KRL) are 
proposed. An example shows that the proposed methods can deal effectively 
with the reinforcement learning problem without having to explore many states.  

1   Introduction 

The reinforcement learning paradigm can be used to find the optimal behavior for 
autonomous agents which interact with unmodelled environments. The advantage of 
using reinforcement learning for robot control is that the desired behaviour need not 
be completely specified by a human designer. Only the reward function, which is 
defined in terms of desired outcomes, needs to be specified beforehand.  

In the context of reinforcement learning, the most important object is the cost-to-go 
function, which evaluates the expected future cost to be incurred, as a function of the 
current state. It is used to assess the consequences of any given action at any particu-
lar state. Dynamic programming provides a variety of methods for computing cost-to-
go functions. Recently, reinforcement learning researchers have developed a number 
of approaches, including temporal-difference (TD) learning [1] and Q-learning [2]. 
Due to the curse of dimensionality, however, the practical applications of these meth-
ods are somewhat limited. It is essentially impossible to compute the value of the 
cost-to-go function at every possible state since the state space is huge in practice. 
Therefore, some methods of approximating cost-to-go functions are proposed such as 
artificial neural networks [3], temporal-difference learning with function approxima-
tion [4] and cost-to-go function with compact representations [5]. These learning 
methods have the same inadequacy: the convergency requires that the agent explores 
every state action pair infinite times. 

Kernel based learning, which has become a popular technique [6], allows the con-
struction of very powerful nonlinear variants of existing linear scalar product-based 
algorithms by mapping the date x  implicitly into some kernel feature space through 
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some mapping : nϕ ℜ →  . Performing a simple linear algorithm in  then corre-
sponds to a nonlinear algorithm in the input space. The use of kernels enables this 
technique to be applied without paying the computational penalty implicit in the num-
ber of dimensions, since it is possible to evaluate the inner product between the images 
of two inputs in a feature space without explicitly computing their coordinates.  

In this paper, two kernel-based reinforcement learning methods, the ε -insensitive 
kernel based reinforcement learning ( ε -KRL) and the least squares kernel based 
reinforcement learning (LS-KRL) are proposed and a navigation in a 30 30×  maze 
problem is given. It is shown that the main advantage of these methods is that the 
agent dose not have to explore as many state-action pairs comparing with the Q-
learning. 

2   Markov Decision Problems and Reinforcement Learning 

2.1   Markov Decision Problems 

Let the tetrad ),,,( rPAS  demote the underline irreducible non-periodic Markov 

decision problem (MDP) model of the environment. Where S  is the finite set of 

states, A  the finite set of actions, P the transition law where )(apij  represents the 

transition probability from state i  to state j  when action a is used, and ),( jir  is the 

scalar reinforcement signal, or the immediate reward the agent received from that 
transition. Furthermore, the agent does not have all actions available in every state. 
The nonempty set AiA ⊆)(  denotes the set of admissible actions in state i . 

The behavior of the agent is specified by a policy, which is a mapping from situa-
tion to action. A stationary closed-loop policy AS →:µ  assigns an action, which 

is independent on the current time and all previous states and actions, to each state. 
(0,1)γ ∈ is a discount factor. The cost-to-go function for policy µ , start from state i  

is defined by 

1 00
( ) ( , ) |t

t tt
V i E r i i i iµ

µ γ∞
+=

= = . (1) 

Theorem 1.  [7] Let the stationary policy µ  correspond to a Markov chain with a 

single recurrent class, then there is a unique vector V µ  such that for all  i S∈ , 

( ) ( ( ))( ( , ) ( )) ij
j S

V i p i r i j V jµ µµ γ
∈

= + . (2) 

If the cost-to-go function for policy µ  is obtained, an improved policy *µ the agent  

will obtained by taking the so-called greedy policy at every states which defined by 

( )
*( ) arg max ( , ) ( ) ( )ij

a A i j S

i r i a P a V jµµ γ
∈ ∈

= +  . (3) 
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2.2   Reinforcement Learning 

Reinforcement learning is process by which an agent improves its behavior in an 
unknown environment via experience. This means that the P the transition law and 
the reward function are not known to the agent.  In Q-learning, the state-action value 

( , )Q i a is the long term discounted sum of payoff in state x when action a is per-

formed and the optimal policy is followed thereafter. At the tth stage, the agent ad-
justs its Q -value according to: 

[ ]1
1

(1 ) ( , ) ( )   if    and  
( , )

( , )                                               otherwise,   
t t t t t t t t

t

t

Q i a r V i i i a a
Q i a

Q i a

α α γ +
+

− + + = =
=  . (4) 

where ( ) max ( , )t t
a

V i Q i a= . When tQ  has converged to the true state-action value, 

then the greedy policy that selects action according to the following criterion is opti-
mal: *

( )
( ) arg max ( , )

a A i
a i Q i a

∈
= . Temporal difference learning, a function approximator, 

approximates *V  using a sequence of function tV . The traditional implementation of 

TD( )λ  based on eligibility traces is to perform the following update operation to the 

estimate function at each stage t given that the involved functions are represented as a 
look-up table. 

1( ) ( ) ( )t t t t iV i V i d e tα+ = +  . (5) 

where 1( ) ( ),  the temporal difference, ( ),t t t t t t id r V i V i e tγ += + −  the eligibility trace 

function.   

3   The Support Vector Method of Function Estimation 

In this section we review basic ideas of the support vector method (SVM) of function 
estimation. For further details, one can refer to [8] for the SVM and [9] for the  
LS-SVM. 

Consider regression problem in the following set of function  

( ) ( )Tf x w xϕ=  . (6) 

with given training data set 1{( , )}l
i i iD x y ==  where n

ix ∈ℜ  are the input data and 

iy ∈ℜ  are the output data. The nonlinear mapping : nϕ ℜ → maps the input data 

into a so-called high dimensional feature space  (which can be infinite dimensional) 

and w∈  is the parameter vector. The support vector machines for regression mini-

mizes the structural risk function (7) instead of the empirical risk function 

2

1

min      
2

l
T

i i
i

w
C y w x

ε
=

+ −  . (7) 

where ε is the ε -insensitive loss function defined in (8)  
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0         if ,

 otherwise.

x
x

xε

ε
ε

<
=

−
 . (8) 

The first term 
2

w is called the regularized term. Minimizing 
2

w  will make a func-

tion as flat as possible, thus playing the role of controlling the function capacity. C is 
a given positive constant which is referred as the regularized constant. This optimiza-
tion problem is equivalent to (9) by introducing slack variables *, , 1,2,...,i i i lξ ξ = . 

2

*

1

*

* *
1 1

min     ( , ) ( )
2

s. t.      

           ,    1,...,

          ( ,..., , ,..., ) 0

l

i i
i

T
i i i

T
i i i

T
l l

w
J w C

y w x

w x y i l

ξ ξ ξ

ε ξ
ε ξ

ξ ξ ξ ξ ξ

=
= + +

− ≤ +

− ≤ + =

= ≥

 . (9) 

Since the feature space is high or even infinite, we consider the dual problem of (9) 

* * * *

1 1 1 1

1
min    ( )( ) ( , ) ( ) ( )

2

s. t.        0 ,     

l l l l

i i j j i j i i i i i
i j i i

K x x y

Ce

α α α α ε α α α α

α
= = = =

− − + + − −

≤ ≤
 . (10) 

where the kernel function ( , ) ( ) ( )TK x y x yϕ ϕ=  and * *
1 1( ,... ,..., )T

lα α α α= ,  

(1,...,1)Te = . The desired vector has the following expansion: 

*

1

( ) ( )
l

i i i
i

w xα α ϕ
=

= −  . (11) 

and the regression function is 

* *

1 1

( ) ( ) ( ) ( ) ( ) ( , )
l l

T
i i i i i i

i i

f x x x K x xα α ϕ ϕ α α
= =

= − = −  . (12) 

The LS-SVM (13) is obtained simply by using squares loss function instead of ε -
insensitive loss function  

2 2

1

1
min           ( )

2

s.t.           ( )         1, 2,..., ,

l

i
i

T
i i i

R w w C

y w x i l

ξ

ξ ϕ
=

= +

= − =
 . (13) 

Similarly, it is easy to obtain that 

1

( )
l

i i
i

w xα ϕ
=

=  . (14) 

where the Lagrange multipliers α are the solutions of following equations 
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1( )C I K yα− + =  . (15) 

With 

1 1( , , ) , ( , , )T T
l ly y yα α α= =  . (16) 

and  

( , ) ( ) ( ),   , 1,2, ,T
ij i j i jK K x x x x i j lϕ ϕ= = =  . (17) 

There fore, the solution of the regression problem is  

1 1

( ) ( ) ( ) ( , )
l l

T
i i i i

i i

f x x x K x xα ϕ ϕ α
= =

= =  . (18) 

4   Kernel-Based Reinforcement Learning 

4.1   ε -Kernel Based Reinforcement Learning 

Now, suppose the current policy is given and the cost-to-go function of current policy 
( )V i is approximated as 

( ) ( ),   TV i w i i Sϕ= ∈  . (19) 

where the nonlinear mapping : nϕ ℜ → maps the state space into the feature space 

, we relate the training data 1{( , )}l
i i iD x y ==  in Eq. (6) to the state and payoff se-

quences  in Eq. (2), i.e. { } 1

1 0
, ,

l

t t t t
D i r i

−
+ =

= . Consider the optimal equation (2) we know 

that the temporal-differences td are close to zero. Therefore, the ε -kernel based rein-

forcement learning ( ε -KRL) proposed is the following optimal problem: 
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Where , 0, , 1tC t l= −  give the trade-off between training data set { } 1

1 0
, ,

l

t t t t
D i r i

−
+ =

= . 

To solve problem (20) we find the saddle point of the Lagrangian 
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The parameters that minimize the Lagrangian must satisfy  
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where ( )0 1 0 1, , , ,
T

l lC C C C C− −= , ( )* *
0 1 0 1, , , ,

T

l lα α α α α− −= and 

( )* *
0 1 0 1, , , ,

T

l lη η η η η− −= . Substituting (22) into the Lagrangian, we obtain the dual 

problem of (20) 
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Where 
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and the kernel function  

( , ) ( ) ( )T
t k t kK i i i iϕ ϕ=  . (25) 

After solving problem (23), the cost-to-go function is approximated by 
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From this approximating value function an approving policy is obtained by greedy 
strategy 

( )
*( ) arg max ( , ) ( ) ( )ij

a A i j S

i r i a P a V jµµ γ
∈ ∈

= +  . (27) 

There are variant methods for choice of the kernel. The most popular is the polyno-
mial kernel 

( )( , ) ,
d

K x y x y c= < > +  . (28) 

and the Gaussian kernel 

2

2
( , ) exp

x y
K x y

σ
−

= −  . (29) 

where ,x y< >  represents the inner production of two vectors x and y. 
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4.2   Least Squares Kernel Based Reinforcement Learning 

As the LS-SVM, the least squares kernel based reinforcement learning (LS-KRL) 
proposed in this paper solving the following problem: 

1
2

0

1

1 1
min           ( , )

2

s.t.            ( ) ( ),          0,1,.., 1.

l
T

t t
t

t t t t

J w d w w C d
l

d r V i V i t lγ

−

=

+

= +

= + − = −
. (30) 

which makes the temporal differences 1( ) ( )T T
t t t td r w i w iγ ϕ ϕ+= + −  close to zero as 

well as low structural complexity . One defines the Lagrangian function 
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where tα are Lagrange multipliers which can be either positive or negative due to the 

equality constraints. The conditions for optimality 
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can be written as the solution to the following set of linear equations after elimination 
of  and w d  

1( )C rα− + Ω =  . (33) 

with  

0 1diag( , , ),lC C C −= ( ) ( )0 1 0 1,..., ,  and  ,...,
T T

l lr r rα α α − −= =  . (34) 

and the definition of Ω  is the same as in ε -KRL.  
The cost-to-go function is approximated by 
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5   Experiment and Results  

Here we illustrate the ε -KRL and the LS-KRL method on a maze problem.  An agent 
is placed in a 30 30×  square maze (Fig.1). The agent can take, in each state, one of 
four possible actions: Up, Down, Left, or Right. Each of these actions has the effect of 
moving the agent to an adjacent state except that any action, which would ostensibly  
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move the agent outside the maze, has the actual effect of keeping the agent at its cur-
rent location. At the beginning of each trial, the agent is placed in a random state and 
the object of the agent is to navigate itself through the maze to the goal states where 
two goal states are (6,6) and (25,25)  marked with ' '.  

 

Fig. 1. The 30 30×  maze problem. Two goal states (6,6) and (25,25) are represented as '  

 

Fig. 2. The approximating cost-to-go functions with the KRLε − .  a) n = 485, b) n = 631, c) 
796n = and d) n =  900, where n is the number of states which the agent has explored. 
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Fig. 3. The approximating cost-to-go functions with the LS-KRL. The states the agent has 
explored are the same as the KRLε − . 

The given policy is the Uniform policy, that is, at each state, the agent chooses 
each action with the same probability. It receives an immediate reinforcement 10r =  
only when it reaches one of the two goal states, otherwise, the reinforcement 0.1r = −  
which means that the cost agent should pay. The approximating cost-to-go function 
obtained from the ε -KRL and the LS-KRL methods are shown in Fig. 2 and Fig. 3, 
respectively. Four different approximating functions are given for difference training 
data sets both in Fig. 2 and Fig. 3. In our experiment, four cases are considered: a) 
T=5000, b) T=10000, c) T=20000 and d) T=100000 where T is the total number of 
state transitions. Correspondently, not counting the same state-action pairs, there are 
485 difference states the agent has explored in case a), 631 states in case b) and 796 
states in case c). In case d), the agent has explored all of the states. In the experiment, 
Gaussian kernel function (29) is used with 0.3σ = , 50tC =  and 0.5ε = in the ε -

KRL. The greedy policy comes from these is an optimal policy for the case c) and 
case d). Here we can see the advantage of the kernel-based reinforcement learning 
comparing to the classical reinforcement learning methods. The agent does not need 
too many interactions with the environment. It can approximate satisfyingly the cost-
to-go function even when one third of states have not been explored.  

6   Conclusion 

The kernel based learning methods are very powerful learning techniques and have 
been applied to many fields such as pattern recognition, regression estimation, density 
estimation, principle component analysis and blind source separation etc. The support 
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vector machines (SVM) is a popular learning method based on these methods. In this 
paper, the kernel-based methods have been used in a reinforcement learning problem. 
The ε -kernel-based reinforcement learning and the least squares kernel-based rein-
forcement learning methods are proposed. It provides with many advantages of the 
kernel-based learning methods. However, the methods have suffered some disadvan-
tages the kernel based learning methods have, for example, solving large-scale QP 
problem in the ε -KRL and the losing sparsity of the representation in the LS-KRL. 
Recently, some methods to deal with such issues are proposed in literature [9], [10], 
[11] and [12]. They will be applied to the ε -KRL and the LS-KRL context in our 
future work.  

Acknowledgements 

This work is supported by the National Natural Science Foundation of China 
(10271103). We also acknowledge the referees for their helpful advices. 

References 

1. Sutton, R.S.: Learning to Predict by the Methods of Temporal Differences. Machine 
Learning, Vol. 3 (1988) 9-44  

2. Watkins, C.J.C.H.: Q-Learning. Machine Learning, Vol. 8 (1992) 279-292 
3. Santharam, G., Sastry, P.S.: A Reinforcement Learning Neural Network for Adaptive 

Control Markov Chains. IEEE Transactions on System, Man and Cybernetics-Part A, 
Vol.27 (1997) 588-600 

4. Tsitsiklis, J.N., Roy, B.V.: An Analysis of Temporal-Difference Learning with Function 
Approximation. IEEE Transactions on Automatic Control, Vol. 42 (1997) 674-690 

5. Tsitsiklis, J.N., Roy, B.V.: Feature-Based Methods for Large Scale Dynamic Program-
ming. Machine Learning, Vol. 22 (1996) 59-94 

6. Shawe-Taylor, J., Cristianini, N.: Kernel Methods for Pattern Analysis. Cambridge Uni-
versity Press, Camgbridge (2004) 

7. Bertsekas, D.P.: Dynamic Programming: Deterministic and Stochastic Methods. Prentice-
Hall, Englewood Cliffs, NJ, 1987 

8. Vapnik, V.N.: Statistical Learning Theory. John Wiley & Sons, New York (1998) 
9. Cawley, G.C., Talbot, N.L.C.: Improved Sparse Least-Squares Support Vector Machines. 

Neurocomputing, Vol. 48 (2002) 1025-1031 
10. Flake, G.W. , Lawrence, S.: Efficient SVM Regression Training with SMO. Machine 

Learning, Vol. 46 (2002) 271-290 
11. Suykens, J.A.K., Brabanter, J.D., Lukas, L. , Vandewalle, J.: Weighted Least Squares 

Support Machines: Robustness and Sparse Approximation. Neurocomputing, Vol. 
48(2002) 85-105  

12. Platt J.: Fast Training of Support Vector Machines Using Sequential Minimal Optimiza-
tion. In B Scholkopf, C J Burges, A J Smola, editors, Advances in Kernel Methods –
Support Vector Learning. Cambridge, MA: MIT Press., (1999) 185-208 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 767 – 774, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Fast Feature Extraction Method for Kernel 2DPCA 

Ning Sun1, 2, Hai-xian Wang1, Zhen-hai Ji1, 2, Cai-rong Zou2, and Li Zhao1, 2 

1 Research Center of Learning Science, Southeast University, Nanjing 210096, China 
2 Department of Radio Engineering, Southeast University, Nanjing 210096, China 

sunning@seu.edu.cn 

Abstract. Recently, a new approach called two-dimensional principal component 
analysis (2DPCA) has been proposed for face representation and recognition. The 
essence of 2DPCA is that it computes the eigenvectors of the so called image 
covariance matrix without matrix-to-vector conversion. Kernel principal 
component analysis (KPCA) is a non-linear generation of the popular principal 
component analysis via the kernel trick. Similarly, the kernelization of 2DPCA 
can be benefit to develop the nonlinear structures in the input data. However, the 
standard K2DPCA always suffers from the computational problem for using the 
image matrix directly. In this paper, we propose an efficient algorithm to speed up 
the training procedure of K2DPCA. The results of experiment on face recognition 
show that the proposed algorithm can achieve much more computational 
efficiency and remarkably save the memory-consuming compared to the standard 
K2DPCA. required format.  

1   Introduction 

Feature extraction is the key problem to the pattern recognition task. The aim of 
feature extraction is to project the high dimensional sample data onto the optimal 
projection matrix and yield the low dimensional feature data as representative as 
possible. PCA[1],[2] is one of the most famous technique of feature extraction, which 
maps the sample vectors considered as a point in high dimensional space into low 
dimensional subspace. Two dimensional PCA (2DPCA) method, firstly introduced by 
Yang et al[3], is based on the two dimensional matrix without matrix-to-vector 
conversion, by which eigenvectors are extracted from the image covariance matrix 
directly constructed by original image matrices. 2DPCA has three important 
advantages over PCA. Firstly, the 2D spatial information of the sample is well 
preserved by directly using original 2D image matrices rather than 1D vector. 
Secondly, the 2DPCA method is working on the row direction of image, the 
dimension of which is much smaller than that of covariance in PCA. The last one is 
that 2DPCA can effectively avoid the Small Sample Size (SSS) problem, which will 
achieve good recognition accuracy when even only one sample is contained in each 
class. However, PCA and 2DPCA are all linear techniques of feature extraction, and 
the pattern recognition problems are mostly nonlinear classification tasks under real 
situation. So, it is necessary to generalize the 2DPCA method for modeling the 
nonlinear structure.  

KPCA[4] is the nonlinear generalization of the conventional PCA via the kernel 
trick, which is a powerful method for classification and regression application[4],[5]. 
The input data are mapped onto a higher or even infinite dimensional Hilbert space F 
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firstly, and the standard PCA is performed in the feature space F. Likewise, the 
kernelization of 2DPCA can be benefit to develop the nonlinear structures in the input 
data. Because the 2DPCA is working on the row of the sample image, the nonlinear 
generation of 2DPCA need map each row of samples onto feature space via kernel 
trick. As a result, the dimension of kernel matrix of training sample is very high, and 
the procedure of diagonalizing the kernel matrix is quite time-consuming. To 
overcome the suffering of computation cost, we present an efficient algorithm for 
kernel two-dimensional PCA (K2DPCA). Motivated by the Zheng’s method[6], the 
proposed method divided the kernel matrix into several sub matrices, and then 
performed dimension reduction on each sub matrix to obtain the approximate new 
kernel matrix with smaller size. Finally, we diagonalized the new kernel matrix to 
extract the eigenvectors.  

The remainder of this paper is organized as follows: In section 2, we introduce the 
standard K2DPCA. The efficient method for K2DPCA is developed in section 3. In 
section 4, experimental results are presented to demonstrate the performance of the 
proposed method. Finally, the conclusions are presented in section 5.   

2   Kernel 2DPCA 

Given a set of samples Nixi 1, = , let Ts
iii xxx ),( 1=  to be ts × matrix, 

where sjx j
i ,,1, =  is the j row of ith samples. Suppose that φ  is an implicit 

nonlinear map which maps the j
ix  into feature space F:  

),,1;,1(,)(,: sjNixxFR j
i

j
i

t ==→→ φφ  (1) 

The implicit feature vectorφ does not need to compute explicitly, which can just be 

obtained by computing the dot product of two vectors in F. The dot product can be 
calculated through a kernel function: 

))()((),( jiji xxxxk φφ ⋅=  (2) 

And the φ -mapping sample is defined as following: 

),,1(,))(,),(()( 1 Nixxx Ts
iii == φφφ  (3) 

where we assume that the mapping samples are centered in F. 
The aim of kernel 2DPCA is to perform the 2DPCA in the feature space F, and the 

image covariance matrix is  
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so the feature vectors β corresponding to the feature values 0≠b are obtained as: 

ββφ bS =  (5) 
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We solve the Equ.(5) and extract the nonlinear principal component based on the 
Sch lkopf’s method[4]. All solution β with 0≠b  lie in the span 

of )(,),(),(,),( 1
2

11
1

s
NN xxxx φφφφ , and the coefficients are denoted as 

),,1;,,1( sjNij
i ==δ , so the β can be rewritten as following forms 
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)(φδβ  (6) 

then the Equ.(5) is equal to  
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j
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Combined the Equ.(6) and the Equ.(7), we can get 
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NN δδδδδ = , so the kernel matrix is  
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Let sNbb ≥≥1  to be the eigenvalues of K, and the corresponding eigenvectors 

are )()1( ,, sNδδ . From the Equ.(6), the eigenvector mβ  corresponding to mb is 

normalized as: 

1),(),( )()( == mm
m

mm b δδββ  (10) 

The projection of a test sample Tsttt ),,( 1= onto the eigenvectors mβ can be 

calculated by 
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where ),,1;,,1()( sjNimj
i ==δ is the element of vector )(mδ . 

The above algorithm is called standard K2DPCA for two reasons. Firstly, it 
explicitly develops the model of K2DPCA with analytic solution. Secondly, as concern 
as the computation complexity, the model is primary. For the size of kernel matrix K is 

the sNsN × , the complexity of diagonalizing the kernel matrix K is ))(( 3sNO . 

Because sN is always large in the real pattern recognition tasks, the standard K2DPCA 
suffers from computational problem. In the next section, we propose an efficient 
algorithm for K2DPCA to reduce the computation complexity.  
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3   Efficient Algorithm for K2DPCA 

We divide the kernel matrix K into ss × block matrix sljljK ,,1,),( = , where ),( ljK  is 

NN ×  sub matrix: 
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Suppose that )()(1 jbjb
jn≥≥ are the eigenvalues of )( jS φ , and the 

corresponding eigenvectors are )(,),(1 jj jnββ , then we get 
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where Tm
N

mm jjj ))(,),(()( )()(
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)( δδδ = is the eigenvector of eigenequation 
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m
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its corresponding eigenvalue is )( jNbm , which satisfied  
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To each )( jS φ , we choose jh  leading eigenvalue such that 

= += = =<<s
j

n
hm

s
j

n
m mm

j

j

j jbjb
1 1 1 1

)()(  (18) 

From Equ.(13) and Equ.(14), we obtain 
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Thereby, we can turn to solve the eigenvalues problem of matrix φS  instead of 

diagonalizing φS  since φS is approximate to φS . Assume that λ  and v  is the 
eigenvalue and eigenvectors respectively, then the eigenequation is  

vvS λφ =  (20) 
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So, v can be denoted by  
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where the weights are ),,1;,,1(,),,( 1 sjhm j
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coefficients matrix is ))(,),(()(
)()1( jjj jhδδ=∆ . After that the Equ.(20) is equal to 
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the size of each sub matrix is lj hh ×  
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Let Qλλ ,,1  are the Q  leading eigenvalues of the K , the corresponding 

eigenvectors are Qvv ,,1 . And the normalization of )(rη with nonzero rλ are 

1)( )()( =⋅ rr
r ηηλ . Then the projection of a test sample Tsttt ),,( 1= onto the 

eigenvectors rv  can be obtained by 
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Hence, the nonlinear principal component matrix of t corresponding to φ  is 

),,( 1
φφφ
QwwA = .  

The efficient K2DPCA turns to solve the eigenvalue problem of the new kernel 

matrix K and the diagonal sub matrix ),,1(),( sjjjK = . Thus the complexity of the 

proposed method is max( )(),)(( 33
1

sNOhO
s
j j=

). In addition, the proposed approach 

just needs to store new kernel matrix K with lower dimension rather than the standard 
kernel matrix K . 

The procedure of efficient algorithm for K2DPCA is summarized in the following 
steps: 

1. Divide the kernel matrix K into ss × block matrix sljljK ,,1,),( = , 

where ),( ljK is NN × sub matrix.  

2. Obtain the principal components of the sub matrix sjjjK ,,1),( = . 

3. Select the leading principal components of ),( ljK to compute the 

matrix ),( ljK , and then construct the φS  

4. Diagonalize φS to get eigenvalues λ and eigenvectors v base on Equ.(20). 
5. Compute projections of test points onto the eigenvectors v using Equ.(24). 
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4   Experiments and Discussion  

In this section, we design experiments about face recognition to test the performance 
of the efficient K2DPCA method on ORL face database. All of our experiments are 
carried out on a PC with P4 3.0G CPU, 1GMB memory and the matlab 7.0 software 
platform. 

The ORL database contains total 400 images with 112×92 dimension from 40 
individuals, each providing 10 different images. To reduce the computation 
complexity, each face image is downsampled to 28×23 in our experiments. 

Table 1. Recognition accuracy for degree on face recognition using the standard K2DPCA 

Recognition accuracy for degree Components 
percent 1(2DPCA) 2 3 4 5 6 

95 90.41 93.33 93.33 93.33 92.91 92.08 

90 90.83 93.33 93.75 92.91 92.50 92.08 

85 90.83 92.91 93.75 92.92 92.50 91.67 

80 88.75 91.67 92.50 92.50 89.17 88.75 

75 88.33 89.17 90.83 91.25 88.33 87.50 

70 87.50 87.92 88.33 88.75 86.67 86.67 

We select 4 images per class (individual) for training and the rest images for 
testing. Thus, the total number of training samples and testing samples is 160 and 240 
respectively. From section 2, the size of kernel matrix K of the standard K2DPCA 
is 44804480×=× sNsN in our experiment, we firstly divide K  into 2828×=× ss  
block matrix ),( ljK , where ),( ljK is 160160×=× NN sub matrix. To each sub 

matrix ),( jjK , we select the 98% leading components to compute the )( j∆  and 

construct the φS . The polynomial kernel dT yxyxk )(),( = is used in the experiment, 

where d is the degree of the polynomial kernel. Table 1 and Table 2 show the 
experimental results of the standard K2DPCA and the efficient one. The first column 

of the two tables means that we select the leading components of φS just beyond the 
values. From the two tables, we can find that the efficient K2DPCA method achieves 
the same best results (=93.75%) as the standard K2DPCA method. And the 
corresponding results of the two K2DPCA approach are highly alike. As a result, the 
efficient K2DPCA is the approximate version of the standard K2DPCA, and  
the difference between the two approaches is very small as concern as the recognition 
accuracy. 

Furthermore, the comparison of the training time and space needed with different 
samples in our experiments is shown in the table 3. The all highest accuracy listed in the 
table 3 is achieved when the polynomial kernel degree 2=d . In addition, we only show 
the three pairwise results because the higher number of training samples may cause the 
out of memory problem. From table 3, we find that the efficient approach can 
significantly reduce the training time and space compared to the standard K2DPCA. 
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Table 2. Recognition accuracy for degree on face recognition using the efficient K2DPCA 

Recognition accuracy for degree Components 
percent 1(2DPCA) 2 3 4 5 6 

95 90.41 93.33 93.75 92.91 92.91 91.67 

90 90.83 93.33 93.75 93.33 92.50 92.08 

85 90.83 92.50 92.91 93.33 92.50 91.67 

80 88.75 91.67 92.91 92.50 89.17 88.75 

75 88.33 90.00 90.83 91.25 88.33 87.50 

70 87.50 88.33 88.75 89.17 87.92 87.06 

Table 3. Comparison of the training time and space needed with different samples 

Method Training samples Training time (s) Space (M) Accuracy (%) 

160 6113 379 93.75 

120 2970 259 89.17 

Standard  
K2DPCA 

 
80 911 217 80.94 

160 648 54 93.75 

120 241 41 88.75 

Efficient  
K2DPCA 

 80 107 29 80.94 

5   Conclusion 

In this paper, we generalize the 2DPCA method via kernel trick and propose an 
efficient algorithm for kernel 2DPCA (K2DPCA) for solving the large computation 
complexity of the standard K2DPCA method. The detailed theoretical analysis is 
given in the section 2 and section 3, and the results of face recognition experiments on 
ORL database are shown that the efficient K2DPCA can effectively speed up the 
training procedure and remarkably save the memory-consuming compared to the 
standard K2DPCA. 
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Abstract. A nonlinear identification method was proposed for a class
of partially linear models (PLM) which consist of a linear component
summed with a nonlinear component in nonlinear ARX form. The
method extends the standard least squares support vector machine
(LSSVM) by replacing the equality constraint in the standard LSSVM
with a PLM model. To guarantee the uniqueness of the linear coefficients,
we imposed an additional explicit constraint on the feature map instead
of an implicit constraint on the regressor vectors. Therefore the resulting
PLM is a generalized version of the original one. Two examples show the
effectiveness of the presented method.

1 Introduction

With higher product quality specifications and increasing productivity demands,
tighter environmental regulations and demanding economical considerations in
the process industry, linear models are often inadequate to describe the process
dynamics and nonlinear models have to be used. Hence modeling and identifi-
cation of nonlinear systems attracted wide interest in the control community.
Under the nonlinear black box modeling setting numerous methods exist such
as neural networks, support vector machines (SVM), wavelets, basis expansions,
splines, polynomials and so on [6]. With the introduction of a dynamic nonlinear
model within the control algorithm, however, the complexity of the control prob-
lem increases significantly. By taking advantage of structured nonlinear models,
this problem can be addressed to a degree.

In many situations, partially linear models (PLM) composing of a linear part
summed with a nonlinear part, are seen to provide a good tradeoff between the
complexity of general nonlinear systems and interpretability of linear dynamic
systems. Because of the flexible structure and kind of transparency with re-
spect to completely nonlinear regression, this model has received a considerable
amount of research in the past two decades. Since Engle et al. [1] applied this
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model to analyze the relationship between electricity sales and average daily tem-
perature, the model has been applied in econometrics, statistics, biometrics, and
environmental science. In a general sense, PLM is one type of the block-oriented
models [5] and hence can be formulated in nonlinear autoregressive with exoge-
nous inputs (NARX) form [2] or in nonlinear state space form [11], [4].

Identification of PLM mainly lies in the way the nonlinearity is represented
and in the type of optimization problem that is finally obtained. Existing ap-
proaches include the expansion of the nonlinearity as a sum of basis functions and
the use of polynomial functions or piecewise linear functions or a finite number
of cubic spline functions or neural networks. In [2], least squares support vec-
tor machine (LSSVM)was extended to identify a class of nonlinear systems in
NARX form where some of the regressors are linear. That method can improve
the generalization performance with respect to full black-box models. But the
resulting PLM is restrictive in that it requires the regressor for linear part differ
from the one for nonlinear part. Clearly this requirement is not kind of prac-
tical. For those systems which don’t satisfy the requirement, the method in [2]
is biased because the model structure is not appropriate. The main aim of this
paper is to propose one PLM identification method free from that restriction
without loss of generalization performance.

The rest of this paper is organized as follows. Section 2 gives an introduction
to partially linear model. The derivation of the proposed method is presented in
Section 3. Section 4 applies the method to one example. Finally, some concluding
remarks are made in Section 5.

2 Partially Linear Model in NARX Form

For a general nonlinear dynamic system, one of the popular parametric model
forms is the NARX model. It has the form

y(t) = f(z(t)) + e(t) (1)

where z(t) = [y(t− 1), . . . , y(t− p), u(t), u(t− 1), . . . , u(t− q)]T is the regressor
vector, e(t) is a noise term, f(·) is a nonlinear mapping function, y(t) and u(t) are
the output and the input of the system respectively. Single input single output
system is only concerned in this paper.

When some of the regressors are linear, we get a partially linear model in
NARX form

y(t) = cT zl(t) + f(zn(t)) + e(t) (2)

where c is the linear coefficient vector, zl(t) ∈ R
naand zn(t) ∈ R

nb are the
regressors for linear part and for nonlinear part respectively. The regressors are
the subset of {y(t − 1), . . . , y(t − p), u(t), u(t − 1), . . . , u(t − q)}. Note that the
definition of PLM here doesn’t require zl(t) and zn(t) be independent as [2]
does.
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3 LSSVM for Partially Linear Model

In recent years, least squares support vector machines [3,7,8], a reformulation to
the standard support vector machine (SVM)have been used for function estima-
tion. LSSVM involves equality instead of inequality constraints and works with
a least squares cost function. This reformulation greatly simplifies the problem
in such a way that the solution is characterized by a linear system, more pre-
cisely a KKT (Karush-Kuhn-Tucker) system. In LSSVM, the following model is
assumed:

f(x) = ωT ϕ(x) + b (3)

where ϕ(·) is a function which maps the input space into a so-called higher
dimensional (possibly infinite dimensional) feature space. The term b denotes
a bias. Substituting (3) for the nonlinear mapping in (2), we get the following
model

y(t) = cT zl(t) + ωT ϕ(zn(t)) + b + e(t) (4)

To guarantee unique representation of the linear coefficients, some additional
constraints need to impose. [2] imposed an implicit constraint on the regressors,
i.e., Z l ∩ Zn = ∅ , where Z = {zi : zi is the ith component of vector z(t)}.
Consequently the problem mentioned above appears, that is, the resulting PLM
is kind of restrictive. To avoid this problem we impose an explicit constraint on
the feature mapping instead

N∑
i=1

ωT ϕ(zn(t)) = 0 (5)

As with the standard LSSVM, the identification of PLM in (4) boils down to
the following constrained optimization problem (primal problem)

min
ω,b,e

J =
1
2
ωT ω + γ

1
2

N∑
k=1

e2
k

s.t. y(t) = cT zl(t) + ωT ϕ(zn(t)) + b + e(t), t = 1, . . . , N

N∑
i=1

ωT ϕ(zn(t)) = 0

(6)

where γ is a regularization parameter.

Lemma 1. Given the problem (6) and a positive-definite kernel function K ,
the solution to (6) is given by the dual problem⎡⎢⎢⎣

0 0 0 1T

0 0 0 XT

0 0 s pT

1 X p Ω + γ−1I

⎤⎥⎥⎦
⎡⎢⎢⎣

b
c
β
α

⎤⎥⎥⎦ =

⎡⎢⎢⎣
0
0
0
y

⎤⎥⎥⎦ (7)
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where 1 is a column vector filled with ones, I is the identity matrix, α =
[α1, α2, . . . , αN ]T and β are Lagrange multipliers, y = [y(1), y(2), . . . , y(N)]T ,
X = [zl(1)T ; zl(2); . . . ; zl(N)T ] ∈ RN×na , Ω is the kernel matrix with Ωkl =
ϕ(zn(k))T ϕ(zn(l)) = K(zn(k), zn(l)), p =

∑N
i=1 Ωki, s =

∑N
i=1 pi.

Proof. This directly follows from the Lagrangian of problem (6):

L = J − β

N∑
i=1

ωT ϕ(zn(i))−
N∑

i=1

αi(cT zl(t) + ωT ϕ(zn(t))

+ b + e(t)− y(t))

by taking the conditions for optimality: ∂L/∂e(t) = 0, ∂L/∂ω = 0, ∂L/∂c = 0,
∂L/∂b = 0, ∂L/∂αi = 0, ∂L/∂β = 0.

Remark 1. K is any nonlinear kernel function satisfying Mercer condition, such
as RBF kernel K(x(i), x(k)) = exp(−‖x(i)−x(k)‖22/(σ)2) (σ is the width param-
eter), polynomial kernel K(x(i), x(k)) = x(i)T x(k) + r)d (polynomial of degree
d, with r a tuning parameter).

Remark 2. The nonlinear mapping can be approximated from the kernel matrix
by means of the Nyström method [9]. The ith component of ϕ(x) is obtained as

ϕi(x) ≈ (λi)−1/2
M∑

j=1
K(xj , x)uji where uji is the jth element of the ith eigen-

vector of Ω, λi is the ith eigenvalue, M( N) is the number of a fixed subset of
data points . In this case a smaller matrix ΩM of dimensions M×M is computed
from the subset of M data points to build the approximation.

Remark 3. The resulting LSSVM model in terms of the dual variables becomes

y(t) = cT zl(t) +
N∑

i=1

αiK(zn(t), zn(i))

+ β

N∑
i=1

K(zn(t), zn(i)) + b + e(t)

(8)

Remark 4. To obtain a good performance, some parameters in LSSVM have to
be chosen carefully. These parameters include the regularization parameter γ
and the parameter(s) in the kernel function (like σ in RBF kernel and r, d in
polynomial kernel). These parameters are usually referred as to hyperparameters.
Tuning these hyperparameters such that the estimated generalization error is
minimized is the so-called model selection problem. The standard method to
deal with this problem is to use a simple grid search on the log-scale of the
parameters in combination with cross-validation on each candidate vector of
parameters. If, however, the number of parameters becomes higher, this leads to
an explosion of necessary LSSVM trainings.
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4 Example

We illustrate the method discussed above using simulations of two nonlinear
systems. In the first example, linear regressors and nonlinear regressors are not
independent. we compare our method with the method in [2]. We will show the
effectiveness of our method to a Hammerstein system in the second example.
Both examples are carried out with RBF kernel .

4.1 Example 1

Consider the following system [2]:

y(t) = (0.5y(t− 1))3 − 0.5y(t− 2)u(t) + 0.3u(t)
− 0.2u(t− 1) + e(t)

(9)

The input used for simulation was generated from Gaussian white noise with
zero mean and unit variance. The noise term e(t) is created from N (0, 0.001)
. We generated 1002 samples of the input and output sequences. Let z(t) =
[y(t − 1), y(t − 2), u(t), u(t − 1)], 1000 pairs of the regressor vector and output
are available for identification. The first 350 points are discarded to avoid any
transient effect; the training set is done with the next 400 points; the last 250
points are used as test set.

For this system, two methods are compared here. One is the method proposed
in this paper (referred to as M1) and the other in [2] (referred as to M2). For
simplicity we assume the orders of the system for two methods are known. In
fact the orders of the system could be estimated by means of minimizing the
generalization error. So for M1 we consider zl(t) = [u(t), u(t − 1)], zn(t) =
[y(t− 1), y(t− 2), u(t)]; for M2 zl(t) = [u(t− 1)], zn(t) = [y(t− 1), y(t− 2), u(t)]
is considered.

As for the measure of performance of both methods, mean square error (MSE)
and the variance-accounted-for (VAF) are used; the VAF is defined as [10]

VAF = max
{

1− var(yk − ŷk)
var(yk)

, 0
}
× 100%

where ŷk denotes the estimated output signal, yk is the real output signal, and
var(·) denotes the variance of a quasi-stationary signal.

The hyperparameters are selected by grid search as σ = e2, γ = e12 in M1
and σ = e−2, γ = e6 in M2. Table 1 shows a comparison between both methods
in terms of MSE on the training set (MSEt), VAF on the training set (VAFt),
MSE on the test set (MSEv), VAF on the test set (VAFv). Such comparisons
are presented in the table showing MSE and VAF averaged over 10 realizations
of random training data. From Table 1, the generalization performance of M1 is
better than that of M2.

4.2 Example 2

The following Hammerstein system is considered

A(z)y(t) = B(z)g(u(t)) + e(t) (10)
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Table 1. Performance Comparison Between Two Methods For Example 1

MSEt VAFt MSEt VAFv

M1 0.0011 99.35 0.0018 99.01

M2 0.0010 99.39 0.0042 97.78
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Fig. 1. Output signals of Example 2 on the training set (top) and on the test set (bot-
tom). The symbol ‘·’ represents real output and the dash line denotes estimated output.

with A and B polynomials in the forward shift operator z where B(z) = z6 +
0.8z5 + 0.3z4 + 0.4z3, A(z) = (z − 0.98e±i)(z − 0.98e±1.6i)(z − 0.97e±0.4i). The
static nonlinearity is formulated as g(u) = sin(u)u.

A dataset was generated from this system where u(t) ∼ N (0, 2) is a white
Gaussian noise sequence for t = 0, . . . , N − 1 with N = 1000 and {e(t)}Ni=1 is a
sequence of Gaussian white noise with a level of 10% of the nonlinearity f(u).
Let z(t) = [y(t − 1), . . . , y(t − 6), u(t), . . . , u(t − 3)], 994 pairs of the regressor
vector and output are available for identification. Like example 1, the dataset
was divided sequentially into three subsets with 294, 400, 300 points respectively.
The second subset is training set for estimating the model parameters and the
third subset is test set for validation.

The hyperparameters in the LSSVM algorithm were selected as σ = e−1, γ =
e5 by grid search. MSE and VAF on the test set is 1.3906 and 99.02 respectively.
The output signals were displayed in Fig. 1.
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5 Conclusion

In this paper, we proposed a partially linear model identification method based
on least squares support vector machine. By replacing the equality constraints in
the standard LSSVM by a PLM, model parameters are estimated from solving
a linear system similar to the one in the standard LSSVM. Unlike imposing an
implicit constraint on the regressors in the method [2], we impose an explicit
constraint on the feature map to guarantee the uniqueness of the linear coeffi-
cients. Hence the resulting PLM can be applied to more systems than the model
in [2]. The simulation results show the effectiveness of the method.
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Abstract. This paper presents a new method based on S-transform time-
frequency analysis and multi-lay SVMs classifier for identification of power 
quality (PQ) disturbances. The proposed technique consists of time-frequency 
analysis, feature extraction and pattern classification. Though there are several 
time-frequency analysis methods existing in the literature, this paper uses S-
transform to obtain the time-frequency characteristics of PQ disturbances be-
cause of its superior performance under noise. With the time-frequency charac-
teristics of ST result, a set of features is extracted for identification of PQ dis-
turbances. Then PQ disturbances training samples were contrsucted with the 
features, and a multi-lay LS-SVMs classifier was trained by the training sample. 
Finally, the trained multi-lay LS-SVMs classifier was developed for classifica-
tion of the PQ disturbances. The proposed method has an excellent performance 
on training speed and correct ratio. The correct ratio of identification could 
reach 98.3% and the training time of the N-1 classifier was only about 0.2s. 

1   Introduction 

The deregulation polices in electric power systems results in the absolute necessity to 
quantify power quality (PQ). This fact highlights the need for an effective recognition 
technique capable of detecting and classifying the PQ disturbances. The identification 
of PQ disturbances is often based on neural network[1, 2] and fuzzy method[3], associ-
ated with other PQ detecting methods, such as Fourier transform[3, 4], wavelet[2] and 
dq transform[1]. ANN had attracted great attention because of it inherent pattern rec-
ognition capabilities and their ability to handle noisy data. However, ANNs suffer from 
the danger of over fitting and need of a large training time. The key benefit of FL was 
that its knowledge representation was explicit in utilizing simple “IF-THEN” relations. 
At the same time, the use of FL was limited because PQ disturbances, especially tran-
sients and flickers, could not be simply described by artificial explicit knowledge. 
Many other methods, such as fast match, expert system and nearest neighbor rule have 
also been tried for the identification of PQ disturbances in recent studies[5, 6, 7, 8]. 

Support vector machines (SVMs) was powerful for the problem with small sampling, 
nonlinear and high dimension[9], and has been widely used in many applications[10-
12]. Though there are several time-frequency analysis methods existing in the literature, 
this paper uses S-transform to obtain the time-frequency characteristics of PQ events 
because of its superior performance under noise. A new method based on S-transform  
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Fig. 1. S-transform based SVMs recognition method for identification of PQ disturbances 

time-frequency analysis and SVMs is proposed for identification of PQ disturbances. 
Fig.1 depicted a simplified block diagram for the proposed recognition system. 

2   S-transform and PQ Time-Frequency Analysis 

The S-transform[7] was an extension of continuous wavelet transform (CWT) and 
short-time Fourier transform(STFT). For its good time-frequency characteristic, it was 
suitable for PQ disturbances analysis. 

The S-transformation of signal ( )th  was defined as followed,  

( ) ( ) ( ) ( )∞
∞− −−= dtiftftwthfS πττ 2exp,,  . (1) 

( ) ( )−−=−
2

exp
2

,
22 tff

ftw
τ

π
τ  . (2) 

Where ( )ftw ,−τ  is the gauss window function τ is a parameter of time position 

axis. The width and height of gauss window in ST varied with change of frequency, 
while thus STFT has fixed width and height of gauss window. 

S-transformation could realized fast computing through FFT. The discrete S-
transformation is: 
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N

nX π  . (5) 

Many analysis results of PQ disturbances could be obtained with S[m,n], including 
time-frequency distributing curve, amplitude-frequency curve at given time, ampli-
tude-time curve at given frequency. Detecting results of sine wave, harmonics, flicker 
and sags were given in following. The signal to noise ratio is 20db. 



784 G. Lv et al. 

         

Fig. 2. Amplitude-frequency curve of sine wave(the former) and  harmonics (the latter) 

         

Fig. 3. Amplitude-time curve of flicker (the former) and sags (the latter) at basic frequency 

From above figures, one could found that the S-transform could get both time 
and frequency characteristics of these PQ disturbances effectively, even under 
strong white noise. The identification of the proposed method was just based on 
those characteristics.  

3   LS-SVM 

The basic idea of the SVM regression is to map the input data into a feature space via 
a non-linear map. In the feature space, a linear decision function is constructed. The 
SRM principle is employed in constructing optimum decision function. Then SVM 
nonlinearly maps the inner product of the feature space to the original space via ker-
nels. The SVM nonlinear regression algorithms are reviewed in this section. Given a 
set of training data 

( ) ( ) ( ){ } RRyxyxyxD n
llii ×∈= ,,,,,, 11  (6) 

The non-linear function (·) was employed to map original input space R n to 
higher dimensional feature space R k:  ))(,),1(()( lxxx ϕϕφ = , where k ( nk >> ) 

represents the dimension of feature space. Then an optimum decision function 
bxwxf ii += )()( ϕ  is constructed in this higher dimensional feature space, where 
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),1( kwww = is a vector of weights in this feature space. Nonlinear function esti-

mation in the original space becomes linear function estimation in feature space. 
Thus, according to principle of structural risk minimization (SRM), when the quad-
ratic -insensitive loss function is selected in the LS SVM regression the optimal 
problem can be formulated as minimization of the following objective function J : 
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subject to the equality constraints 
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We define the Lagrangian as 
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where ai(i . . 1, . , l) are Lagrange multipliers. 
By the optimality conditions 
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By (7) and (11), the optimization problem can be rewritten as following, 
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Where ( )ji xxK ,  is a symmetric positive definite function in original input space, 

called kernel function: 

( ) ( ) ( )( )jiji xxxxK ϕϕ ,, =  . (13) 

Finally, the nonlinear function takes the form: 
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This nonlinear function is the so-called SVM. 
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4   PQ Disturbances Identification 

The procedure of identification of PQ disturbances with N-1 SVMs classifier includes 
three steps: extracting features from the detecting system output of PQ disturbance 
signals, training SVMs classifier and identifying PQ disturbances with the trained 
classifier. The procedure was shown as Fig.4: 

4.1   Extracting Features 

The identified PQ disturbances included sine wave, harmonics, fluctuations and sags. 
The training and testing samples of these PQ disturbances were generated by a simu-
lation program according to IEEE 1159. 

Through a data dealing process of ST result S[m,n], following features were  
extracted: 

1) The three peaks value of amplitude in frequency field and its corresponding  
frequency. 

2) The maxim keeping time when amplitude in basic frequency field is larger than 
1.1. 

3) The four peaks value of amplitude in basic frequency field and its corresponding 
time. 

4) The fluctuation times in base frequency which fluctuation amplitude is larger 
that 0.01. 

Thus 16 features were obtained. They reflected the characteristics of harmonics 
and sine wave, flicker and sags. 

 

Fig. 4. N kinds of PQ Disturbances Identification with N-1 SVMs Classifier 
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4.2   Training Networks of SVMs Classifier 

Based on the features of different types of PQ disturbances, N-1 SVMs classifier was 
adopted to identify sinusoidal and those three types of PQ disturbances, harmonics, 
flicker and sags. With training samples dropped from above extracting process, the  
N-1 SVMs classifier was trained. SVM1 was trained with all samples, and separated 
sinusoidal signal with the three disturbances, harmonics, flicker and sags. If input a 
sinusoidal signal, SVM1 output was set to +1; otherwise, SVM1 output was set to -1. 
The second SVM (SVM2) was trained with the three type disturbances samples, and 
separates harmonics with other two type disturbances. If input a harmonic signal, 
SVM2 output was set to +1; otherwise, SVM2 output -1. At last, the last SVM 
(SVM3) was trained with samples of flicker and sags, and separates them. If the input 
signal was a flicker signal, SVM3 output was set to +1; otherwise, SVM3 output was 
set to -1. Thus, N-1 SVMs were trained step by step. 

4.3   Testing with Trained SVMs Classifier 

Testing samples were input to N-1 SVMs classifier. With outputs of the classifier, 
three-layer decision was made. With the outputs of SVM1, one could identify out sinu-
soidal signal with other three types of PQ disturbances, harmonics, flicker and sags. 
Then the testing samples of the PQ disturbances are input to SVM2. With the outputs 
of SVM2, one could identify out harmonics with other two disturbances. Then the 
testing samples of flicker and sags are input to SVM3. With the outputs of SVM3, one 
could identify out flicker with sags. Thus, the three types disturbances and sinusoidal 
were identified with the trained N-1 SVMs classifier, after N-1 times of identification. 

5   Simulation 

In this paper, the training and testing samples of PQ disturbances are generated ac-
cording to the PQ disturbances model in IEEE 1159. The sampling rate was 10k/s. To 
be mentioned, many parameters of PQ disturbances including amplitude, starting 
time, ending time, fluctuation frequency, varied randomly. The signal to noise ratio 
was 20db. Thus the simulation signal could be more like in practical power system, 
and thus ensure reliability of the propose method results. The simulations were carried 
out by a personal computer with PII 733 and 128M memory. 

The N-1 SVMs classifier adopted Gaussian radial basis function as its kernel func-
tion. 40 samples were generated, including 10 sinusoidal, 10 harmonics, 10 flicker 
and 10 sags. With S-transform and a feature extracting program, and the training set 
was composed. Then, the N-1 SVMs classifier was trained with the training set. Then 
another 40 samples were generated for testing the trained classifier. The first 10 sam-
ples were sine wave, the second 10 samples harmonics, the third 10 samples flickers, 
and the last 10 samples sags. The testing results were shown as following.  

Testing samples of SVM1=[10 sinusoidal; 10 harmonics; 10 flicker; 10 sags;]  
Output of SVM1 was shown as follow: 
[1   1  1  1  1   1  1  1   1  1   -1 -1 -1 -1 -1 -1 -1 -1 -1  -1  
 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  -1 -1 -1 -1 -1 -1 -1 -1 -1 –1]   
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With the above output, one could identify out the 10 sinusoidal and other 30 sam-
ples of other three type disturbances. The latter were input to SVM2. 

Testing samples of SVM2=[10 harmonics; 10 flicker; 10 sags;]  
Output of SVM2 was shown as follow:  
[1   1  1  1  1  1  1  1  1   1  -1 -1 -1 -1 -1 -1 -1 -1 -1 -1  -1  -1 -1 -1 -1 -1 -1 -1 -1 -1] 

With the above output, one could identify out the 10 harmonics and other 20 sam-
ples of other two type PQ disturbances. The 20 samples were input to SVM3. 

Testing samples of SVM3=[10 flicker; 10 sags;]  
Output of SVM3 was shown as follow:  
 [1  1  1  1  1  1  1  1  1  1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 ] 

With the above output, one could identify out the 10 flicker samples with other 10 
sags samples.  

Through this up-to-down procedure, the identification was carried out from rough to 
extract, and completed the identification of the whole testing set at last. Among the 40 
testing samples, none mistake was made, that was to say, the correct ratio was 100%, 
despite parameters of disturbance sample of testing and training changing randomly in 
a wide range. Moreover, the training time of the N-1 classifier was only about 0.2s.  

A comparison with BP neural network was made in order to evaluate the proposed 
method well. The BP network and SVMs was tested with other 240 samples. The 
target error (TE) of BP networks was set as 0.05, 0.02 and 0.01 respectively. The 
network was trained with fast back propagation algorithm. The BP network and 
SVMs were compared with same training and testing sets. The comparison of identi-
fication results with two methods was shown as Table 1: 

Table 1. Comparison of identification result with BP network and n-1 SVMs classifier 

Method TE Training time Correct ratio 
SVMs 0.01 0.2s 98.3% 
BP1 0.05 3min 91.7% 
BP2 0.02 5min 93.3% 
BP3 0.01 11min 94.2% 

The results in Table 1 showed that, both BP network and SVMs has a very good 
identification effect in correct ratio .It is mainly contribute to the good time-frequency 
characteristics extracted by the S-transform. Compared with BP network, identifica-
tion of PQ disturbances with N-1 SVMs classifier was more robust, and had a much 
higher correct ratio. Furthermore, N-1 SVMs classifier needs much less of training 
time than BP network.  

6   Conclusions 

This paper presents a PQ disturbances identification method based S-transform and 
SVMs. Some most important PQ disturbances are identified with the proposed 
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method. S-transform could get a good and rich time-frequency characteristics of PQ 
disturbances, which ensure effect of identification performance. The SVMs classifier 
has very simple structure and was a strongly regularized method, and could deal PQ 
dada with noise and random varied parameters. The proposed method has an excellent 
performance on training speed and correct ratio. The correct ratio of identification 
could reach 98.3% and the training time of the N-1 classifier was only about 0.2s, 
which is much better than many other methods.  
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Abstract. A global optimization method is proposed to improve the conventional 
method of simulated annealing. By introducing the probability distribution 
function for the objective function and the concept of stable energy for detecting 
thermal equilibrium during annealing, the selection of initial temperature and 
equilibrium criterion becomes easy and effective. Furthermore, the efficiency 
and robustness of the proposed method is retained by employing the technique of 
region reduction and an adaptive neighborhood structure. In the case where 
multiple (global) optima may exist, a technique based on the method of simulated 
evolution is developed to circumvent the difficulty of convergence of population. 
Numerical studies of some standard test functions and an optimum structural 
design problem show that the proposed method is effective in solving global 
optimization problems. 

1   Introduction 

There is a large class of structural optimization problems with non-convexities in the 
design space, and a mix of continuous and discrete variables. Under such 
circumstances, standard mathematical programming techniques are usually inefficient, 
as they are computationally expensive and are almost assured of locating the relative 
optimum close to the starting design. To overcome these difficulties, the “stochastic” 
search in structural optimization is considered. Many methods have become possible 
with the powerful computing facilities available in recent years. Among the stochastic 
search algorithms, pure random search [1] is the simplest and most robust strategy for 
optimal design. Some modified versions have been suggested, such as single start, 
multi-start, and random directions [2, 3]. Methods in this class generally are quite 
simple to implement but the appropriate stopping rules are very difficult to derive.  

Recently, two classes of powerful search methods, which have their philosophical 
basis in processes found in nature, are widely used in structural optimization. The first 
class of methods including genetic algorithms [4] and simulated evolution [5] is based 
on the spirit of Darwinian theory of evolution. The second class of methods is generally 
referred to as simulated annealing techniques [6], as they are qualitatively derived from 
a simulation of the behavior of particles in thermal equilibrium at a given temperature. 
Because of the global capabilities, some research on the utilization of these search 
methods in design optimization has been studied. [7-11] 

In this paper, we propose a method based on simulated annealing which, however, 
searches from a population as in the method of simulated evolution, instead of from a 
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single point. The algorithm is referred to as the Region-Reduction Simulated Annealing 
(RRSA) method because it locates the optimum by successively eliminating the regions 
with low probability of containing optimum.  

2   Method of Simulated Annealing 

The ideas of simulated annealing (SA) are derived from the principles of statistical 
thermodynamics. Consider the atoms of a molten metal at some elevated equilibrium 
temperature T. The state of this system φ is characterized by specific spatial locations of 
the atoms. The probability pT(φ) of the event that at the given equilibrium temperature 
T, the system is in a state φ is given by the Boltzmann distribution [12, 13],   

=
Φ

−

−

kTE

kTE

e
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φ ,                                           (1) 

where k is the Boltzmann constant, E(φ ) is the energy of the state φ, and Φ represents 
all possible states that the system can assume at that temperature. At a given 
temperature, random variations of the system state are considered. If a state results in a 
lower energy level, it is immediately accepted. If, however, a higher energy state results 
from the variation, it is only accepted with a probability p given by 
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where pT(φ1) and pT(φ2) are probabilities of states φ1 and φ2, respectively, as obtained 
from the Boltzmann distribution. Eq.(2) implies that even at low temperature, there is 
still a chance, though very small, for a system to jump into a state with higher energy. If 
an annealing schedule is established in which the temperature gets lowered gradually 
and thermal equilibrium is reached at each temperature, a pure crystalline state 
corresponding to the lowest energy level is attainable.  

   SA is an approach simulating the process of annealing for optimization. It takes the 
objective function value of an optimization problem as the energy level corresponding 
to a given state, and the candidates (vectors of design variables) in the search space are 
treated as the possible states at an equilibrium temperature, which is a control 
parameter in the process. The general scheme of SA is stated as follows: 

1. Generate randomly a design candidate x.  
2. Choose T >0 to be the “initial temperature”. 
3. If a stopping criterion is satisfied then stop; otherwise repeat the following steps:  

a.  if “equilibrium is reached” then exit this loop ; 
b.  let x′  be a randomly selected neighbor of  x 
c.  generate a uniform random number U in [0, 1] 
d.  if xxxx ′=>−′− then     })]()([{ ,UT/ffexp  

4. Let T be a new (lower) temperature value, and go to 3. 

Several decisions have to be made in order to let the conceptual algorithm described 
above become implementable, including the following: 
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1. choice of an initial temperature and the corresponding temperature decrement 
strategy, 

2. choice of a criterion for detecting equilibrium at a temperature level,  
3. choice of adequate stopping criteria to terminate the search process. 

3   Concept and Procedures of RRSA 

Consider an unconstrained function optimization problem in which the objective 
function to be minimized is given by  

f (x) = f (x1, x2, …, xn),                                              (3) 

To improve the performance of SA, we proposed that the method searches from a 
population of points instead of from a single design point. The convergence criterion 
can therefore be set up more easily with a population of design points as discussed later. 
In order to have a faster rate of convergence and to obtain an appropriate stopping 
criterion, we introduce the concept of “eliminating” the regions of search that have low 
probability of containing global optima. To identify whether a region is to be 
eliminated or not, the probability distribution function for the objective function values 
(energy levels) is needed, as described below. If it is a problem with multiple global 
optima, a strategy based on simulated evolution is developed within RRSA to solve 
such a problem. The concepts and procedures are described in detail as follow. 

Firstly, we define the probability distribution function (pdf) for the objective 
function values as  

P(fr) = Prob.( f(x) À  fr ),                                                (4) 

where fr is a reference value and x is arbitrarily selected within the region of interest. 
Without loss of clarity, P( fr ) is more conveniently denoted as P(f). Although the true 
P(f) is usually unknown for an engineering optimization problem, we can use a 
statistical method through sampling and grouping to get the distribution function of the 
grouped samples. Using the method of curve fitting we can then obtain an approximate 

probability distributed function )f(P  for further analysis.  

In conventional SA algorithms, the function value f, instead of energy E, is usually 
used to calculate the probability of acceptance as defined by Eq.(2). Since the range of 
function values is different in each problem, it is usually difficult to determine an 
appropriate value of initial temperature and the decrement of temperature for a 

particular problem. Observing that the value of )( fP  always lies in [0, 1] gives us an 

idea that we may treat )( fP as the state energy E. In this way, the probability 

distribution function )( fP  serves two purposes: firstly, the probability distribution 

function itself can be used to calculate reliability and to serve as a criterion for reducing 
the search space; secondly, the energy level of a state x can be used to calculate the 
probability of acceptance.  

The search procedure starts from a population of points, so we need to choose Np initial 
candidates. Normalize the search space into [0, 1] in each and every dimension. 
Performing SA once for each of all candidates in the population is called a generation. If 
the criterion of “system equilibrium” is satisfied after several generations, we then 
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decrease the temperature level kT. As all the candidates concentrate into a small region and 
the convergent condition is satisfied after several temperature levels, we say that it is 
convergent in this cycle. Then a new cycle starts in the reduced and re-normalized search 
space. The procedures will be performed repeatedly until the stopping criteria are satisfied. 
In the following, we discuss the important issues involved in the procedures of RRSA. 

3.1   Equilibrium Criterion 

It is important but difficult to find a criterion for detecting system equilibrium in the 
process of SA. In this paper, we introduce the concept of “stable energy” to derive the 
equilibrium criterion for decreasing temperature level.  

If the energy level E is continuously distributed in [0, 1], then Eq.(1) becomes    
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For a current state x with corresponding energy E, the expectation of energy levels, 
which is denoted as E′ , can be calculated as follow: 
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The first term in Eq.(6) signifies the case that the energy level of the new state is 
lower than that of the current state and x is replaced by the new state. The second term 
indicates the case that the new state has higher energy but is still accepted. The third 
term signifies the case of rejecting the new state. Eq.(6) can be evaluated explicitly to 
obtain the energy expectation E′ for given kT and E. The diagram of E′ versus E at 
different values of kT is shown in Figure 1. It is clear that the curves above the line of 

EE =′  correspond to the states for which the energy expectation of the new state will 
be higher than the energy level of current state. Obviously, if a state is in that condition, 
the potential of further decreasing energy may become poor. If we obtain the energy 
expectation E′ from a state energy E at a certain kT, and repeatedly treating E′ as a new E 
to calculate the next E′ , then we can obtain the diagram of E′ versus the number of 
calculations N, as sketched in Figure 2. It can be seen that even if we select the highest 
energy level E = 1 or the lowest energy E = 0 as the initial value, the energy 
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expectation E′ will approach the same constant value for a given kT. This value is the 
energy level that the system achieves equilibrium for a given kT. We may thus define a 
“stable energy” ES which satisfies EE =′  and can be solved from Eq.(6) numerically 
for a given kT. Once the average of the population energy is less than, or equal to, ES, we 
claim that the system equilibrium is achieved at the current temperature. We may then 
reduce kT to a smaller value in order to further decrease the energy level effectively. 
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Fig. 1. Energy expectation at different temperature 
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Fig. 2. Stable energy at different temperature 
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3.2   Convergence Conditions 

As the SA process evolves, the population of candidates should move toward the global 
optimum and their energy should become lower. Therefore, we may use these two 
properties to derive the convergent conditions. In order not to get confused, we use y to 
express the position vector relative to the reduced and normalized search space, and x is 
used to express the position vector relative to the original search space. If all the 
candidates are enclosed in a small region in the normalized search space, we defined 
the reduced region as a hypercube whose side lengths are given by  

∆y = y yk kmax kmin−  ,  k = 1, 2, …, n,                         (9) 

where minkmaxk yy  and  are the largest and smallest values of coordinate among the 

candidates in the kth dimension respectively. The condition for terminating a cycle can 
then be defined as follows: 

k,Ly ck ∀≤  and cmax EE ≤ ,                                         (10) 

where Emax is the highest energy level of these candidates; Lc and Ec are two control 
parameters to be prescribed for a particular problem. 

   If the convergent condition (11) is satisfied, then all the candidates would have 
concentrated into a small region with side length less than Lc in each dimension, and the 
probability of finding a better candidate is less than Ec (since E = P(f)).  

3.3   Stopping Criteria 

A new cycle starts in a unit hypercube which is obtained by normalizing each 
dimension of the search space. Searching in the reduced region can, in general, locate 
the optimum faster. Besides, we may set up the stopping criterion by using a modified 
objective function in each new cycle. The procedure is described as follows.  

Let *
ix  be the best candidate found in the ith cycle, and the corresponding function 

value )i( *f x  be denoted as *
if , then we may replace the objective function f(x) by 

Fi+1(x) for the (i+1)th cycle, where 

*
ii ffF −= )()(1+ xx .                                                (11) 

It can be observed that the value of the modified objective function is always 
negative when a better state is found, and it approaches zero as the cycle evolves. If a 
cycle is terminated with a positive value of the modified objective function, which 
usually implies that the candidates converged to a local optimum, we may restart this 
cycle. If the value of the modified objective function is very close to zero, which means 
that it is hard to find a better state, we may then terminate the search process. In general, 
the criterion for terminating the search process can be defined by the following two 
conditions: (1) all candidates converge into a small region, and (2) the value of the 
modified objective function approaches zero. When both of the two conditions are 
satisfied, the region of convergence relative to the original search space becomes very 
small and it would be difficult to find a better candidate, and so the searching process 
can be terminated.   



796 D. Chiang and J. Moh 

3.4   Multiple Optima 

For the current cycle, it is possible that kT has decreased to a very small value Tcv but the 
candidates still fail to converge. This may be due to the situation that there are several 
global optima or there are some local optima whose function values are close to the global 
optimum. In order to solve this problem, we introduce the method of simulated evolution 
[5] into RRSA. The evolution process consists of four major steps: reproduction, mutation, 
competition, and selection. To avoid trapping into a local optimum and to improve the 
convergence rate, Chiang and Huang [14] proposed a rule for competition and employed 
an adjustable deviation for mutation. In RRSA, we use the simulated evolution in case that 
a cycle fails to converge as kT is smaller than Tcv. It should be mentioned that we just use 
the method of evolution to identify the regions where optima are possibly enclosed, but not 
to find the exact location of optima. After several generations of evolution, we may obtain 
regions where some design points concentrate around. Using RRSA algorithm in these 
regions respectively, we may then find global optima or some local optima whose function 
values are close to those of global optima.  

4   Numerical Experiments for Functional Optimization 

We will test the effectiveness of RRSA algorithm using some standard problems 
available in the literature [15]. The following control parameters are used in RRSA for 
the following problems: 

1. The number of samples selected for estimating probability distribution N = 100. 
2. The number of candidates in a population Np = 3. 
3. Temperature decreasing ratio Tr = 0.6. 
4. Region convergence conditions: (1) Lc = 0.15. (2) Ec = 0.005. 

5. Limit of temperature Tcv =
6101 −×  

6. Proportional constant of step length kr = 5. 

7. Stopping criterions: 4101 −×=xε ,  6101 −×=fε  

Two test problems are given below along with their domains of interest and optimal 
function values f *. Each test problem has been solved with ten different seeds for the 
random number generator. The numerical test results are reported in Table 1 and Table 
2 by specifying the following quantities: 

NFV = number of function value evaluations; 
Nopt = number of times that the optimum has been found out of ten times. 
x*  = the optimal candidate;   
f *  = the optimum function value. 
x+  = the highest value of x* in the ten times   

x
_
  = the lowest value of x* in the ten times 

Problem 1. Shubert Function: 

,kxkkkxkk,xxf
kk

]})1cos[( ]}{)1cos[( {)( 2

5

1
1

5

1
21 ++++=

==

 

,,i,xi 2 1 1010 =≤≤−    73091186* .f −≈  



 A Global Optimization Method 797 

In the region considered, this function has 760 minima, eighteen of which are also 
global. Table 1 presents the result of optimization using RRSA. It is seen that all the 18 
global optima have been found in the 10 tests and each test individually found 2 to 7 
optima. This demonstrates the ability of RRSA to find multiple optima in one search 
procedure. It is remarkable that because we chose a small population size (Np=3), it is 
not too difficult for all the candidates to concentrate into a region containing only one 
or a few of the 18 global optima. 

Table 1. Result of test problem 1 

Average of x* Nopt Average of x* Nopt 
1. (-7.708290, 5.482869)   2  2. (-7.708358, -0.800326)   2 
3. (-7.708291, -7.083536)   3  4. (-7.083523, 4.858068)   4 
5. (-7.083505, -1.425145)   6  6. (-7.083537, -7.708329)   2 
7. (-1.425123, 5.482860)   4  8. (-1.425123, -0.800334)   3 
9. (-1.425150, -7.083506)   2 10. (-0.800314, 4.858037)   3 

11. (-0.800268, -1.425149)   2 12. (-0.800322, -7.708313)   7 
13. (4.858054, 5.482848)   5 14. (4.858051, -0.800311)   6 
15. (4.858009, -7.083537)   2 16. (5.482882, 4.858079)   4 
17. (5.482855, -1.425132)   2 18. (5.482881, -7.708296)   6 

Total NFV 942451 Ave. f * 186.731 Ave. reliability 96.22% 

Problem 2  
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This function has roughly 5n local minima and a unique global minimum located at 

.n,,,i,xi  21 1* ==  Choose n = 10, and the result of optimization search using RRSA is 

listed in Table 2. 

Table 2. Result of test problem 2 

Average of x* x- x+ 
 x 1 1.000002 0.999818 1.000137 
 x 2 1.000036 0.999231 1.000921 
 x 3 1.000045 0.999207 1.000786 
 x 4 1.000084 0.999325 1.000988 
 x 5 0.999938 0.998856 1.000816 
 x 6 0.999952 0.999108 1.000993 
 x 7 1.000001 0.999098 1.000545 
 x 8 0.999973 0.999169 1.000748 
 x 9 0.999968 0.999154 1.000931 
 x10 1.000017 0.999479 1.000752 

Average of f * Average of reliability Average of NFV 
  3.301326E-09 94.67% 27381 



798 D. Chiang and J. Moh 

5   Application to Structural Optimization 

Generally a structural design is required to conform to a number of inequality or 
equality constraints related to stress, deflection, dimensional relationships and other 
variables. To use RRSA in a structural optimization problem, we may conveniently 
handle it by using the penalty function approach. To illustrate the procedure of solution 
by RRSA method, consider the design problem of the ten-bar truss shown in Figure 3. 
This example has been used by many investigators to demonstrate various methods of 
solution [16]. The truss is subjected to a single-loading condition and the objective 
function represents the total volume (or weight) of the truss members: 

=
=

10

1

)(
i

ii xlxf ,                                                (12) 

where li is the length of each member as given in the figure, and the design variable xi is 
the cross-sectional area of each member. The member-size constraints are 

.,...,,ixi. 10 2 1 for   ,10 =≤ The following 2 cases of stress constraints will be solved: 

Case A:        10 2 1 for 2525 ,...,,i,i =≤≤− σ .  

Case B:        10 8 2 1 for2525  ,,...,,i,i =≤≤− σ . 

                 5050 9 ≤≤− σ  

By employing the exterior penalty function method, the constrained optimization 
problem can be converted into an unconstrained problem so that RRSA applies 
directly. Each of the constrained case problems has been solved with ten different seeds 
for the random number generator. The test results are summarized in Table 3 and 4. The 
initial value of parameter r for each cycle is chosen as 200 and it changes while the 
“equilibrium” is reached, i.e. at the time that the temperature parameter kT is to be  
 

360 

360 

100 100 

360 

 

Fig. 3. The 10-bar truss 
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Table 3. Result of the ten-bar truss problem 

Hajela Case   A Case   B 

Best  f = 1635 Exact  f = 15931.8 Exact  f = 14976.0 No. 

f* Error (%) NFV f* Error (%) NFV f* Error (%) NFV 

1 1678 2.63 23721 15934.6 0.02 50772 15145.4 1.13 61990 

2 1677 2.57 34971 15956.8 0.16 67010 15058.0 0.55 66369 

3 1639 0.24 14803 15972.7 0.26 63872 15256.5 1.87 49813 

4 1635 0 17906 15948.4 0.10 49849 14979.8 0.03 60707 

5 1688 3.24 16862 15933.5 0.01 62165 14983.7 0.05 63812 

6 1666 1.90 26401 15935.6 0.02 47680 15148.1 1.15 63264 

7 1692 3.49 23399 15944.6 0.08 50080 15151.5 1.17 66496 

8 1725 5.50 14803 16015.1 0.52 67343 15158.0 1.22 59884 

9 - - - 15940.1 0.05 55129 15308.6 2.22 62286 

10 - - - 15949.5 0.11 46885 15113.5 0.92 66246 
Ave. 1675 2.44 23992 15953.1 0.13 56079 15130.3 1.03 62087 

Table 4. Detailed result of one typical test for the ten-bar truss problem 

Case  A Case  B   
x Exact  

solution 
No.10 in 
Table 3 

Error   (%) Exact  
solution 

No.2 in Table 
3 

Error   (%) 

x1 7.94 7.9243 -0.20 7.90 7.7645   -1.72 
x2 0.10 0.1033 +3.30 0.10 0.2355  +135.50 
x3 8.06 8.0757 +0.20 8.10 8.2357   +1.68 
x4 3.94 3.9243 -0.40 3.90 3.7645   -3.47 
x5 0.10 0.1054 +5.40 0.10 0.1017   +1.70 
x6 0.10 0.1512   +51.20  0.10 0.2355  +135.50 
x7 5.74 5.7639 +0.42 5.80 5.9899   +3.27 
x8 5.57 5.5498 -0.36 5.51 5.3238   -3.38 
x9 5.57 5.5498 -0.36 3.68 3.5492   -3.55 
x10 0.10 0.1211   +21.10 0.14 0.3330  +137.86 

reduced, according to the formula: )(fr i 1+N= RT
* ⋅ , where NRT is the number of 

times that kT has been reduced in the ith cycle, and *
if  is the lowest function value 

found in the ith cycle. 
In Table 3, the result presented by Hajela [17] is also listed for comparison. The 

problem is the same as Case A, but the weight was used as the objective function and 
the problem was solved by the genetic algorithm (GA). It can be seen that the number 
of function evaluations in RRSA is generally more than that in GA, but the present 
results are more accurate. If we examine the result of each design point, it can be found 
that most of the optima found are local minima. Even though their function values are 
very close to the exact solution, some of the design variables are quite different from 
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those of the global optimum. In Table 4, the detailed result of a typical one of the ten 
tests for each case is presented. It is noted that some variables near the size constraints 
are so small (e.g. x2) that they hardly affect the objective function value. Thus, the 
search is virtually dominated by the variables that have larger values.  

6   Conclusions 

By including the advantages of simulated evolution and genetic algorithms and 
introducing the idea of stable energy and region reduction, we proposed a global 
optimization method based on simulated annealing, which is called RRSA. In addition 
to faster convergence than conventional SA, other advantages of RRSA include the 
capability of searching multiple optima, and the ease of determining the initial 
temperature, equilibrium criterion and the stopping rule. All these characteristics make 
the RRSA algorithm a strong competitor to the existing algorithms. Further studies are 
merited of the characteristics of the RRSA approach and its application to more 
complicated engineering optimization problems.  
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Abstract. In the multi-product, flexible manufacturing environment, the line 
capacity expansion problem for printed wiring board (PWB) assembly systems 
is a complex combinatorial optimization problem. A model synthesized BOM 
(Bill of Material) of product families and machine operation flexibility at the 
aggregate level is described. Since the resulting model is a large-scale two-stage 
stochastic integer programming problem, it may not be easy to be solved by any 
standard code. An approximate solution procedure is thus developed, which 
first reduces the dimensionality of search space by heuristic algorithms, and 
then deals with the reduced search space by solving a series of knapsack prob-
lems. Finally, we demonstrate the financial benefit of the model and the feasi-
bility of our approach by numerical experiments. 

1   Introduction 

The decade of the 1990s has witnessed an increasingly competitive market place char-
acterized by short product life cycles, demand uncertainty, product proliferation, in-
creased customization, and quick response. The most common production process for 
electronic systems is assembling components on a printed wiring board (PWB). This 
essential equipment is designed to place components (parts) reliably and accurately, to 
meet quality requirements and demands of different products or product families. A 
machine line consists of different machine types that can produce many types of prod-
uct families. The range of products that can be built on the line, i.e., the diversity of the 
allowable process recipes, is a key measure of the flexibility of a machine line. Be-
cause of the high cost of a machine line with total flexibility (i.e., a machine line that 
can build all products), most manufacturing firms build partially flexible machine lines 
(i.e., a machine line that can build only a subset of all products). 

This paper assumes a firm with certain PWB assembly machine lines with in-
stalled capacity to produce specific product families which consist of some part 
types. The planning horizon is divided into several time periods with equal length. 

                                                           
* Supported by Program for New Century Excellent Talents in University of China (Grant No.: 

NCET-04-0570), NSFC (Grant No.: 70571073) and the Specialized Research Fund for the 
Doctoral Programme of Higher Education (Grant No.: 20050358002). 
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The capacity expansion problem is to determine whether capacity should be added at 
the beginning of each time period at each machine line because of demand fluctua-
tion. Random demand can be met by expanded machines to some assembly lines 
and/or subcontracting. 

Capacity expansion for flexible manufacturing systems (FMS) has been intensively 
investigated since 1990’s. Rajagopalan and Soteriou [1] considered a model of capac-
ity acquisition, disposal, and replacement for a single product on multiple machines 
over multiple periods, with discrete equipment sizes. He presented an integer pro-
gramming model and used a linear relaxation together with heuristic interchange in a 
branch-and-bound procedure to obtain optimal solutions. Fine [2] and Van Mieghem 
[3] presented optimal line capacity investment (expansion) strategies respectively. 
Since they addressed choices between dedicated and flexible machine lines, their 
models and solution methods are not directly applicable to PWB assembly systems. 
Benjaafar and Gupta [4] used a set of models to compare the effect of product variety 
and process flexibility on performance under varying operating conditions and control 
policies. It is in spirit similar to our model, but their models do not associate flexibil-
ity with the structure of product. Chen, Li and Tirupati [5] then extended their fore-
mentioned result to random demand scenario and the environment characterized by 
life cycle uncertainty. Catay, Erenguc and Vakharaj [6] discussed strategic level in-
vestment decisions on procuring new equipment and aggregate level capacity plan-
ning given that the wafer demands are lumpy and time varying. They developed a 
multi-period mixed-integer programming model to minimize the machine tool operat-
ing costs, new tool acquisition costs, and inventory holding costs and proposed a 
Lagrangian-based relaxation heuristic to find efficient tool procurement plans. Con-
sidering a set of possible, discrete demand scenarios with associated probabilities, 
Hood, Bermon and Barahona [7] presented a model which determined the tools to 
purchase, under a budget constraint, to minimize weighted average unmet demand, 
and used stochastic integer programming to find a tool set robust to changes in de-
mand. The resulting robust tool set was proved to deal well with all the scenarios at 
no or minimal additional cost compared to that for a single demand profile. 

In the environment characterized by multi-product, multi-period, deterministic and 
dynamic market demand, Hua and Banerjee [8] made a pioneer attempt to develop a 
model of capacity expansion for PWB assembly system, which brings together the 
feature of structure of product families and machine flexibility. Hua and Liang [10] 
then extended the model described in Hua and Banerjee [8] to the environment char-
acterized by random market demand. Since capacity is discrete and partially flexible, 
solving the developed model becomes a challenging task because of excessive or 
large number of integer decision variables and constraints. An approximate solution 
procedure is thus developed, which first reduces the dimensionality of search space by 
heuristic algorithms, and then deals with the reduced search space by solving a series 
of knapsack problems.  

The reminder of the paper is organized as follows. In the next section, a cursory 
statement of capacity expansion problem and a scenario-based model for PWB as-
sembly systems is presented. An approximate solution process and relative heuristic 
algorithms to the model are developed in section 3. Numerical experiments in  
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section 4 illustrate financial benefit of the model and the feasibility of the solution 
approach and algorithms. Section 5 concludes the paper. 

2   Capacity Extension Problem for PWB Assembly Lines 

The PWB assembly system consists of inserting or mounting electrical components, 
such as resistors, transistors and capacitors, into prespecified positions on a PWB. 
Each machine can insert certain part types on a PWB, some machines form a machine 
line which can produce some product families. A machine line makes insertions on 
PWBs with the only restriction that all the insertions for a product family are done on 
the same machine line. The placement operations for a given product family are dis-
tributed across the available machines in the line. Line capacity layout of PWB as-
sembly system needs to be modified at the beginning of each aggregate period to meet 
the basic capacity requirement and improve the flexibility of a machine line because 
of demand fluctuation. Fig. 1 is an illustration of a production system for printed 
wiring board (PWB) lines. The production system consists of two machine lines, each 
line consists of some placement machines (boxes in the figure), and each machine is 
capable of assembling two different types of parts from the list of five categories: 
small chips (SC), large chips (LC), odd-shaped (OS) parts such as connectors and 
pins, high-precision (HP) placements such as fine-pitch integrated circuits, and direct 
chip attach (DCA) parts that require an additional flux dispensing operation. A cus-
tomized product can be represented by a list of numbers of part types in one unit of 
the product. 

 
 
 

 
 

 

Fig. 1. Illustration of a PWB assembly line 

We used a scenario approach in which market demand scenarios (or state of nature) 
were specified for each time period. It is assumed that a finite time horizon (budget 
period) is divided into a finite number of time periods of equal length. Capacity ex-
pansion, if necessary, occurs at the beginning of a time period, and changeover time is 
assumed negligible. Under the environment that demands in different periods are 
independent and satisfied by producing and/or subcontracting in each period, the 
PWB capacity expansion and technology selection model (abbreviated as GM) devel-
oped by Hua and Banerjee [8] is described as follows. Notations in the model are 
defined in Table 1. 
 

SC&LC OS&HP LC&HP 

SC&OS OS&LC LC&DCA 

SC: small chips 

OS: odd-shaped 

LC: large chips 

DCA: direct chip attach 

HP: high-precision 

Line 1: 

Line 2: 
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Table 1. Notations 

Indices 
t  time periods, t=1,2,…,T 
s  demand scenarios, s=1,2,…,S 
l  machine lines, l=1,2,…,L 
m  machine types, m=1,2,…,M 
j  product families, j=1,2,…,J 
i  part types, i=1,2,…,I 

Decision Variables                           

( , , , , , )X t s l m j i production-planning decision variables. Number of part type i for prod-

uct    family j produced on machine m in line l under scenario s in period t 

( , , )SCX t s j  production-planning decision variables. Amount of subcontracting product 

family j under scenario s in period t 
( , , )Y t l m  capacity-expansion decision variables. Number of machines of type m added to 

line l in period t  
Cost Parameters 

( , , )C s l m average unit production cost for given m, s , t, l  

( )scC j    unit cost of subcontracting product family j  

( )pC m   costs of purchasing of a machine of type m 

Capacity and Demand Parameters 

(0, , )N l m  the initial capacity layout. 

( , )F m i  capability of machine type m inserting part type i, ( , ) 1F m i = if it can insert 

part type i; 0, otherwise. 
( )Q m  number of insertions machine type m can make in one period 

B     capital limitation on new equipment investment 
( , , )d t s j  demand of product family j under scenario s in period t 

( , )S j i  number of part type i in each of product family j 

( , )p t s  probability that scenario s occurs in period t 

 
(GM) 
 

, , , , ,

, , , , ,

 ( ) ( , , ) ( , ) ( ) ( , , )

                   ( , ) ( , , ) ( , , , , , )

p

t l m t s j i

t s l m j i

sc scMin Z C m Y t l m p t s C j X t s j

p t s C s l m X t s l m j i

= +

+
 

(1) 

s.t. 
, 1

( , s, , , , ) { (0, , ) ( , , )} ( )
t

j i k

X t l m j i N l m Y k l m Q m
=

≤ +  

1,..., ,   1,..., ,   1,..., ,   1,...,t T s S l L m M= = = =            

(2) 
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( , , , , , ) ( , ) ( , , , , , ) ( , )
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S j i S j k i I i k where k is the first i
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= = = =

′ ′ ′≠ = ≠

         ( , ) 0    1     which S j i when i from to I for every j≠

 

(4) 
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( , , , , , ) ( , ) ( , , ) ( , ) ( , , )
sc

l m i

X t s l m j i S j i X t s j S j i d t s j+ =  

    1,..., ,   1,..., ,   1,...,t T s S j J= = =                

(5) 

, ,

( , ) ( , , )
p

t l m

C t m Y t l m B≤  (6) 

( , , , , , ) 0,   ( , , ) 0,   ( , , ) 0 and integer valued
sc

X t s l m j i X t s j Y t l m≥ ≥ ≥  (7) 

In the objective function (1), the first term is the cost of purchasing machines; the 
latter two terms are the sum of expected production cost and expected subcontracting 
cost. Formulae (2) and (3) are capacity constraints which respectively ensure that a 
production assignment does not exceed a machine’s total capacity and its capacity of 
inserting part type i. Formula (4) is a machine line constraint that requires all inser-
tions for a product family be completed on one machine line. Formula (5) is demand 
constraint that requires all demand be met by production or subcontracting. Constraint 
(6) is the capital investment budget limitation, and formula (7) is nonnegative and 
integer constraint. 

Model GM is a two-stage stochastic mixed-integer programming problem with re-
course, which involves two kinds of decisions. Making choice on the number and 
types of machines to be added to lines to meet capacity demand is the first stage deci-
sion. Determining the number and type of parts assigned to each machine in a line for 
a given product family to meet market demand is the second stage decision. Note that 
in the above process, a good capacity adjusting is complicated by the fact that the 
total capacity decision affects future production planning. The production planning is 
further complicated by the fact that the demand is characterized by random variables 
whose values are revealed after the capacity expansion decision. 

3   Heuristics and Solution Approach 

As elaborated in the previous section, a realistic capacity expansion problem for PWB 
assembly system has thousands of integer capacity-expansion decision variables. The 
basic idea to solve model (GM) is firstly to determine a rough set of machines to be 
added for each machine line in each period (termed rough addition set) by eliminating 
part of incompatible capacity expansion decision variables, and then to deal with the 
reduced search space by solving a series of knapsack problems. 
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As it was elaborated in [8], when demand is deterministic, a rough addition set for a 
machine line can be determined by adding a virtual machine to the line, as shown in 
Fig. 2. 

 

 

Fig. 2. Illustration of an SMT machine line with special machine 

In Fig. 2, the virtual machine (shown as shaded box) is totally flexible. It can insert 

all part types with the unit cost ( )
s

C t  and with infinite capacity. By solving a recur-

sive programming problem [8], we can obtain the volumes of all part types produced 
by the virtual machine. 

When market demand is random and can be forecasted as demand scenarios, each 
demand scenario can be treated as a deterministic market demand, and its rough addi-
tion set can be obtained by applying the above approach. Denote volumes of part 
types produced by the virtual machine under demand scenario s ( 1,...,s S= ) as  

* ( , , 1, , )X t l M j i+ . Then the rough addition set { ( , , , )}A t s l m′ corresponding to mar-

ket demand scenario s can be determined by solving the next knapsack problems 
(KPs) for given s: 

(KPs)  

, ,

  ( ) ( , , , )
p

t l m

Min Z C m A t s l m′=  (8) 

s.t. *( , , , ) ( ) ( , ) ( , , 1, , )
m j

A t s l m Q m F m i X t l M j i′ ≥ + , 1, ...,t T= 1, ...,l L= , (9) 

int ( , , , ) 0A t s l m′ ≥ , 1, ...,t T= 1, ...,l L= , 1,...,m M= . (10) 

The objective function (8) is to minimize the cost of purchasing machines, and con-
straints (9) ensure that machines in the rough addition set can produce the volumes of 
part types assigned to the virtual machine. Formula (10) is nonnegative and integer 
constraint. 

The knapsack problem described in (8)-(10) is still very hard to be solved. For ex-
ample, the firm described in [10] has 12 assembly lines (L=12) and 20 available ma-
chine types (M=20). When there are two demand scenarios (S=2), then even for a 
single period capacity planning problem (T=1), there are 240 integer variables in 
model (KPs), which is hard to be solved by directly applying any programming code. 
For the capacity planning problem over multiple periods, integer variables will in-
crease linearly with the increase in number of planning periods. 

By observing model (GM), we know that constraint (5) implies the relative inde-
pendence of variable in the same period and in the same machine line. This structural 
property of model (GM) hints us that we can apply the variable-grouping based  

SC&LC OS&HP  Total Flexibility LC&OS 
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genetic algorithm (VGGA-S) proposed by Hua et al. [9] to effectively solve model 
(KPs). That is, we first put the 240 integer variables in model (KPs) into 12 groups, 
and then apply VGGA-S to the knapsack problem described in (8)-(10). 

During the application of VGGA-S, the fitness of a potential solution ( , , , )A t s l m′ , 

( , , , )( )A t s l mf ′ , is evaluated by directly calculating from the objective function 

( , , , )( )A t s l mZ ′ , which is described in formula (11).  

2

( , , , )
( , , , )

( , , , )

1

1
(0.5 )

( )
( )

( ( ) )

A t s l m
A t s l m

A t s l m

Z
f

Z g penalty

′
′

′

=

+
 (11) 

In formula (11), g is the number of GA generations, which will give a larger pen-
alty to an infeasible solutions generated in a later GA generation [9]. Penalty is paid 
by those infeasible individuals, which is defined as follows: 

*

,

max(0, ( , , 1, , ) ( , , , ) ( ) ( , ))
t l j m

X t l M j i A t s l m Q m F m ipenalty ′+ −= . (12) 

By applying VGGA-S to model (KPs), we can obtain { ( , , , )}A t s l m′ , 1, ...,t T= , s 

( 1,...,s S= ), 1, ...,l L= , 1,...,m M= . We then determine the heuristic solution to 
model (GM), { ( , , )}A t l m , as follows: 

( , , ) max ( , , , )
s

A t l m A t s l m′= . (13) 

Formula (13) is actually to determine the heuristic solution to model (GM) by  
getting the maximum value of  { ( , , , )}A t s l m′ ( 1,...,s S= ) over all market demand 

scenarios. Formula (13) provides a simple and straightforward method to solve model 
(GM), which is effective if probabilities of all demand scenarios are about the same. 
When the differences among probabilities of demand scenarios are large, this method 
may lead to large errors. For this situation, we can interpolate S-1 artificial demand 
scenarios into the demand scenarios. Denote the artificial demand scenario s′  be-
tween market demand scenarios s and s+1 as ( , , )d t s j′ , then it can be set as 

( , , ) ( , 1, )
( , , )

2

d t s j d t s j
d t s j

+ +′ =  , 1, ..., 1s S′ = − , 1, ...,s S= . (14) 

This linear interpolation can also be applied to evaluate the probability of demand 
scenario s′  , ( , )p t s′ , i.e.,  

( , ) ( , 1)
( , )

2

p t s p t s
p t s

+ +′ = , 1, ..., 1s S′ = − . (15) 

When  S-1 artificial demand scenarios are added, the probabilities of all 2S-1  
demand scenarios, ( , )p t s′ , should be rescaled as follow: 
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2 1

1

( , )
( , )

( , )
S

s

p t s
p t s

p t s
−

=

′ = , 1, ..., 2 1s S= − . 
(16) 

After we construct some artificial demand scenarios by linear interpolation, we can 
then appropriately merge them to let the resulted demand scenarios have the same 
probabilities. 

Denote the average number of linear programming problems solved in a recursive 

programming problem in each time period and each demand scenarios as F , then the 

computation complexity of the recursive programming problem is ( )O T S L F× × × . 

During applying the VGGA-S, the computation complexity of solving knapsack prob-
lem (8)-(10) is ( )O T S L M GE× × × × , where GE is the maximal number of genera-

tions set for the standard genetic algorithm. Therefore the computation complexity of 
our method mainly depends on that of solving the knapsack problem (8)-(10), i.e., 

( )O T S L M GE× × × × , which is an approximate linear function of the number of the 

integer variables in model (KPs). 

4   Computational Results 

In this section, experiment verification of the proposed algorithm is carried out. We 
apply the proposed approach to model GM, and then we compare the results with its 
optimal solutions on computation quality. We also record the computation time of 
the proposed algorithm to test its computation complexity. Parameters about the 
machine lines and structure of product families are all taken from [10]. We report 
CPU computation times in seconds and perform all calculations in double-precision 
arithmetic. All computational experiments were conducted on a Dell PowerEdge 
1500SC (1266 MHz, dual processor) with Microsoft Visual C++ 6.0. The computa-
tion results for all problems in different scale are reported in Table 2 and Table 3. 

In Table 2, we report the expected total costs of capacity expansion obtained by the 
proposed algorithm and by the LP_Solver, a kind of Math Programming software 
package to solve liner programming problems. In Table 3, when problem scale is 
small, such as 8 and 30 integer variables, the gaps between the optimal objective 
values OPT to original problem and the objective value ( )Z X  resulting from the 

proposed approach, as a percentage of OPT, computed as ( )( ) 100Z X OPT OPT− × . 

When problem scale is large which can not be solved directly, we replace OPT by 
optimal objective values LB to continuous relaxation of GM, and report the results of 

( )( ) 100Z X LB LB− × . Which is needed to point out is that, because LB is the low 

bound of the original problem, the actual gaps between the objective value ( )Z X and 

the optimal objective values of the original problem is smaller than 

( )( ) 100Z X LB LB− × . 
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Table 2. Expected total costs for different scale of problems 

Expected total costs ($) Number of 
integer variables Our Approach OPT or LB  

8 1,235,228 1,213,647 
30 1,935,627 1,787,596 
75 2,598,463 2,195,861 

100 3,257,685 2,586,895 

Table 3. Computation time and errors of expected total costs for different scale of problems 

Number of 
integer variables 

Errors of expected 
total costs (%) 

Computation 
time (s) 

8 1.78 216 
30 8.28 698 
75 18.33 1603 

100 25.93 2742 

As shown in Table 2 and Table 3, the proposed approach in this paper can give a 
good solution to the small scale capacity expansion problems (8 integer variables in 
our experiment), and can also obtain an approximate solution even when the problem 
scale is comparatively large (100 integer variables in our experiment). We do not 
report the computation time of LP_Solver, because it can be omitted compared with 
the computation time of the proposed algorithm. It means that the computation com-
plexity of the proposed approach is higher than OPT and/or LB which are obtained by 
using LP_Solver. However, our approach is to deal with large-scale two-stage sto-
chastic integer programming problems, which can not be solved by LP_Solver. Al-
though the computation complexity is higher, the proposed approach is quite valuable. 

5   Conclusions 

We propose a solution method for line capacity expansion problem of PWB assembly 
systems at the aggregate level. Since capacity is discrete and partially flexible, the 
model solving becomes a challenging task because of excessive or large number of 
integer decision variables and constraints. An approximate solution procedure is de-
scribed, which first reduces the dimensionality of search space by heuristic algorithms, 
and then deals with the reduced search space by solving a series of knapsack problems. 
The simulation results show the rationality and the feasibility of the proposed approach. 
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Abstract. The relaxation algorithm for linear programming is revised in this 
paper. Based on cluster structure, a parallel revised algorithm is presented. Its 
performance is analyzed. The experimental results on DAWNING 3000 are also 
given. Theoretical analysis and experimental results show that the revised re-
laxation algorithm improves the performance of the relaxation algorithm, and it 
has good parallelism and is very robust. Therefore, it can expect to be applied to 
the solution of the large-scale linear programming problems rising from practi-
cal application. 

1   Introduction 

Linear programming (LP) is the central problem in the research on discrete algo-
rithms. It plays a very important role in combinatorial optimization problems such as 
the design of networks, the network router, the task scheduling and the allocation of 
capital [1]. With the development of the application of linear programming, the scale 
of LPs increases rapidly. For large-scale linear programs, their computation times still 
remain intolerable, even the fastest algorithms are applied. Recently, the research on 
efficient parallel algorithms for solving linear programs with a large number of col-
umns has attracted considerable interest [2]-[4]. The parallel algorithms for linear 
programs are mainly the parallelism of the simplex algorithm, the interior point 
method and various variants. Because of the inherent serialization of above algo-
rithms, the parallelism of them is unsatisfactory in terms of the scalability, the parallel 
efficiency and the practical effect [3]. 

Recently, Hu and Johnson [5] have developed a primal-dual simplex algorithm that 
is designed to solve LPs with a very large number of columns. The primal-dual sim-
plex iterates between solving primal sub-problems over a restricted number of col-
umns and dual steps. Later, Klabjan et al. [4] presented a parallel algorithm that paral-
lels the dual steps of Hu-Johnson’s algorithm and thus obtains significant speedups. In 
real world there are only some instances of linear programming problems where the 
number of constraints is far less than the number of variables. In most cases, the num-
ber of constraints can be equal to or surpass the number of variables. This necessitates 

                                                           
* This work is supported by National Natural Science Foundation of China Grant #6027307, 

Grant #70471031 and Scientific Research Foundation of Naval University of Engineering 
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the design and implementation of a version of parallel algorithms that can handle this 
type of problems efficiently. 

The relaxation method is an efficient method for unsymmetric linear programming 
problems with many constraints [6]. It performs sufficiently in practice, particularly 
on various types of large scale programming problems such as network programs. To 
overcome the main deficiency in the choice of relaxation constraints in relaxation 
algorithms [6], in this paper a necessary condition of LP is presented and proved. It is 
used to choose the relaxation problems and the simplex pivot variables to improve the 
performance of the relaxation algorithm. The relaxation algorithm for LP is revised in 
this paper. Based on cluster structure, a parallel revised algorithm is presented. Its 
performance is analyzed. The experimental results on DAWNING 3000 are also 
given. Theoretical analysis and experimental results show that the revised relaxation 
algorithm improves the performance of the relaxation algorithm, and it has good par-
allelism and is very robust, which is superior to other related algorithms [2], [3]. 

The rest of the paper is organized as follows. In Section 2, the traditional relaxation 
algorithm is stated and the improvement over it is given. The step-by-step description 
of the proposed parallel revised relaxation algorithm is presented in Section 3, fol-
lowed by the proof of its correctness and its performance analysis. In Section 4, ex-
perimental results are given that demonstrate the power of the proposed algorithm, 
including the performance results and the comparisons with the traditional relaxation 
algorithm. Finally, Section 5 contains the conclusions and possible alterations of the 
proposed algorithm. 

2   The Revised Relaxation Algorithm 

We consider the following primal LP problem 

,0,..

,min

≥≥
=

xbAxts

cxzLP
                                           (1) 

where A is a nm×  matrix, c and x are n-vectors, and b is a m-vector. Let =M  
},...,2,1{ m  and MM ⊂1 . The relaxed problem associated with (1) is 

.0,,..

,min

1

1

≥∈≥
=

xMibxats

cxzLP

ii

                              (2) 

The main steps of the relaxation algorithm [6] can be described as follows. 

Step 1: Let −∞=0z , and choose an initial 1M  such that the objective function 

value of the relaxed problem LP1 is lower bounded. 
Step 2:  Solve the relaxed problem LP1. If LP1 is infeasible, then LP is infeasible, 

stop. Otherwise, let 1x  be the optimal solution to LP1 and 1z be the corresponding 

optimal value for LP1. 
Step 3: If 1x  satisfies the condition bAx ≥ , then 1x  is also the optimal solution to 

LP, stop. Otherwise set },|{ 11 MMibxaiF ii −∈<⊆≠Φ and 

},|{ 11 MibxaiW ii ∈>= . 
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Step 4:  If 01 zz =  then set FMM 11 = . Go to Step 2. 

Step 5:  If 01 zz >  then set FWMMzz )(, 1110 −== . Go to Step 2. 

Step 1 of the algorithm involves the problem of choosing the initial M1, i.e., the 
problem of how to choose the constraints to form the initial relaxed problem LP1. 
Obviously, the efficiency of the relaxation algorithm largely depends on the choice of 
the initial M1. As to how to choose the constraints to form the relaxed problem, there 
is no related research result at present. 

Now let us begin with the basic theorem in optimization, i.e., Kuhn-Tucker optimal 
conditions [6], to develop a necessary condition for LP. Using its conclusion we can not 
only avoid the blindness in the choice of the initial constrained conditions and the added 
constrained conditions in Step3 and Step 4, but also reduce the number of the iterations 
in solving each relaxed problem. Because the linear programming problem is just a 
convex programming problem, the conditions of Kuhn-Tucker theorem [6] are satisfied 
by it. The constraint 0≥x  can be regarded as n  constraints, i.e., 0≥xei , ni ,...,2,1=  

with ie  being the ith unit vector in nR , and thus the LP problem can be rewritten as 

.0,...,0,...,,..

,min

111 ≥≥≥≥
=

xexebxabxats

cxzLP

nmm

                    (3) 

By Kuhn-Tucker optimal conditions, we have 

nnmm evevevauauauc +++++++= 22112211 , 

where 0,0 ≥≥ ji vu , njmi ,,1,,,1 == . Noting that  

),,,(),,,,( 2121 iniiin aaaacccc == , mi ,,1= , 

we have 

+++=

+++=
+++=

nmnmnn

mm

mm

vauauc

vauauc

vauauc

11

221212

111111

 .                                       (4) 

Because 0),,( 1 ≥= muuu  and 0),,( 1 ≥= nvvv , a necessary condition of (4) is 

that if 0≠ic  then at least one of the numbers imiii vaaa ,,,, 21  must have the same 

symbol as that of ic . Let 

}0,0|{}0,0|{ >≠+>≠= iiiijiii cvcmicacjT  

or 

}0|,,1,,,2,1{ =++= ii cnmmmT , ni ,,2,1= . 

Let kTT =  such that },,1|,min{||| niTT ik == . Compare ),,( 1 nccc =  with 

),,( 1 nvvv =  to choose from c the components such that their symbols just differ 
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from that of the corresponding components of v and denote them by tktt ccc ,,, 21 . 

Set ),,( 1 tkt
t ccc =  and ),,( 1 itkit

t
i aaa = , ,,,2,1 mi = and let ),,( 1 tkt

t vvv = . 

Then the Kuhn-Tucker optimal conditions can be written as 

tt
mm

ttt vauauauc ++++= 2211 , 

hence we have 

.

|||| 2211
2

tttt
mm

ttttt

cvcau

caucauc

×+×

++×+×=
                             (5) 

Because 0|||| 2 >tc  and 0<tt cv , at least one of the tt
i ca ’s should be positive where 

mi ,,2,1= . Letting },...,2,1,0|{ micaiD tt
i =>= , we reach the following theorem: 

Theorem 1. For the LP problem, if Φ=T or Φ=D , then it is infeasible. If Φ≠T , 
Φ≠D , and the LP problem has optimal solutions, then in all the critical hyper planes 

of the optimal solutions there must exists one which has one subscript included in T  
or D . 

Using the conclusion of above theorem, the relaxation algorithm performs very 
surprisingly well in solving LP problems. The causes are: 

1. If T  or D  is empty, then it is sure that the LP problem is infeasible, and it is not 
necessary to find the initial relaxed problem which makes the objective function 
lower bounded.  

2. If T  and D  are not empty, then let the constraints for the initial relaxed prob-
lem include the hyper planes whose subscript is included in T  or D  so as to find 
rapidly a relaxed problem which satisfies the requests, and thus shorten the execution 
time for solving the LP problem by the relaxation algorithm. 

3. Let },,1{ nmmTTM ++−=  and MN TTT −= . Using NT , the number of the 

pivot transformations for solving each relaxed problem would decrease and thus fur-
ther quicken the speed for solving the LP problem. 

Using the conclusions of theorem 1 and complementing the relaxation algorithm, 
our revised relaxation algorithm can be described as follows: 

Step 0:  Find the sets of the subscripts of the hyper planes, i.e., the sets T , D , MT  

and NT . If T  or D  is empty, then the LP problem is infeasible. Stop. 

Step 1: Let −∞=0z , choose an initial 1M  such that it includes the constraints that 

include the subscript of MT  or D  so that the objective value for the relaxed problem 

LP1 is lower bounded. 
Step 2, Step 3 and Step 4 are the same to the steps mentioned above. 
Step 5: If 01 zz >  then set FWMMzz )(, 1110 −==  and ensure 1M  always in-

cludes the elements in MT  or D . Go to Step 2. 
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3   The Parallel Revised Relaxation Algorithm 

Suppose we have p  processors and each constraint of LP is assigned with equal 

probability to a processor. A detailed description of our parallel revised relaxation 
algorithm follows. 

3.1   The Description and Correctness of the Algorithm 

Algorithm: The parallel revised relaxation algorithm. 
Input: A LP problem that includes n variables and m inequality constraints is 
given; 
1. for all iP  where pi ≤≤1 in parallel do 

2.       Compute ppnipii TTT ]/[,,, ++ ; 

3.       Compute )(iT  that satisfies |}|,|,||,min{||)(| ]/[ ppnipii TTTiT ++= ; 

4.       If Φ=)(iT , then LP has not the optimal solution. Stop; 

5. end for 
6. Compute T  that satisfies |})(||,)2(||,)1(min{||| pTTTT = ; 

7. Compute the sets of subscripts, i.e., D , NT  and MT ; 

8. If Φ=D , then LP has not the optimal solution. Stop; 
9. for all iP  where pi ≤≤1  in parallel do 

10.   Set −∞=0z and find an initial iM such that Φ=Φ≠ jiMi MMDTM ,  

   and the objective function value for LPi is lower bounded; 
11.    Solve the relaxation problem LPi, if LPi is infeasible, then LP is infeasible, 

stop; Otherwise, let ix be the optimal solution to LPi and iz1  be the optimal 

value for LPi; 
12. end for 

13. Set },,1,max{ 11 pizz i ==  and denote the corresponding optimal solution 

by x , constraints set by 1M ; 
14. Test if x  satisfies bAx ≥ . If so, then x  is just the optimal solution to the LP 

problem. Stop. Otherwise set  

},|{},,|{ 1
1

1
1 MibxaiWMMibxaiF iiii ∈>=−∈<⊆≠Φ ; 

15. for all iP  where pi ≤≤1 in parallel do 

16.       If 01 zz = , then FMM i
1←  

            else 10 zz ← ; FWMM i )( 1 −← ; 

17.       Solve the relaxed problem LPi; 
18. end for 
19. go to step 13.; 

Sentence 13 of the algorithm is based on the convergence property of the parallel 
algorithm as follows: 
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Theorem 2. If all p  relaxed problems of the LP problem have the optimal solutions. 

Denote the optimal solution and the corresponding optimal value by ix  and iz1  re-

spectively, pi ,,2,1= . Let },,1|max{ 11 pizz i ==  and 1x  be the optimal solution 

to the relaxed problem corresponding to 1z . Then if the LP problem has the optimal 

solution x  and the corresponding optimal value z , then 1zz ≥ and 1z  converges to z  

after finite number of iterations. 

Proof: Consider the general form of the LP problem (1). The relaxed problem LPi is 
composed of the objective function cxz =  and a part of all the inequality con-
straints ii bxa ≥  for mi ,,2,1= . Let G  and iG  denote the feasible region of the 

problem LP and LPi, respectively. Since the constraints for problem LPi is the subset 
of that of problem LP, clearly we have iGG ⊆ . Hence  

},|{},|{ iGxcxzzGxcxzz ∈=⊆∈= . 

Noticing 

},|min{ Gxcxzzz ∈== , },|min{1 i
i Gxcxzzz ∈== , 

it easily follows that izz 1≥ . Noting the arbitrariness of problem LPi and the finitude 

of i, it follows that 

},,1|max{ 11 pizzz i ==≥ . 

In the parallel revised relaxation algorithm, except sentence 13 other sentences do not 
change the basic steps of the relaxation algorithm. Hence by the correctness of the re-
laxation algorithm [7], in the last phase of the proposed algorithm 1z  converges to z . 

3.2   The Co-operative Structure of the Algorithm 

According to the characteristics of the parallel algorithm and the practical computa-
tional environment of DAWNING 3000 in The National High Performance Computa-
tion Center (NHPCC, in Wuhan, Hubei, China), the program is based on Cluster par-
alleled processor model and the Master-Slave Message Passing Interface [7] is used 
as the support environment. In the implementation process of the algorithm, the mas-
ter process is used to control the slave process to solve each relaxed problem LPi and 
execute the basic serial part of the program, and the slave process is used to in parallel 
solve each relaxed problem generated by the master process. In order to sufficiently 
make use of the computational ability of the computers and shorten the execution 
times for solving large-scale LP problems by above algorithm, we harmoniously deal 
with the master process and the slave process as follows: 

(1) In order to eliminate the influence on the performance of the algorithm because 
of the communication delay between the master process and the slave process, we use 
the method of overlapping to deal with the computation and communication. While 
solving the relaxed problem generated from the execution of the algorithm, the mes-
sage passage that the slave process adds new constraint to form new relaxed problem 
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and the computation that the master process determine if the current local optimal 
solution satisfies all the constraints bAx ≥  of LP may process simultaneously. On the 
other hand, after the slave process has processed its own corresponding relaxed prob-
lem, in order to eliminate the possible congestion and conflict generated while various 
slave processes are passing messages to the master process, different strategies [3] can 
be used in different processes to solve its corresponding relaxed problem. Because 
various solving strategies are sensible to problem instances [3], above method can 
ensure that each slave process can complete its own relaxed problem at various point 
of time in order to reduce the communication delays. 

(2) The practical LP Problems usually contain the relaxed problems that include 
anomalous numerical values that shall result in the abnormity in the processing time 
of the corresponding process and then affect the processing of the total problem. In 
order to improve the stabilization of the algorithm, three types of communication 
points between the master process and the slave processes named B1, B2 and B3 are 
set. Of the three communication points B1 and B3 are installed to ensure the normal 
communication between the slave processes and the master process. On the other 
hand B2 is a passive communication point, if the slave process has not yet obtained 
the solution to the corresponding relaxed problem when the upper bound of time as-
signed in advance is reached, then numeral problems arise in the process. Then the 
processing of the relaxed problem is terminated and problem-related messages are 
sent to the master process from the slave process. 

3.3   The Performance Analysis of the Algorithm 

Suppose the computation time for the processor to execute one basic operation to be 

1τ and the communication delay when one processor sends or accepts a unit of data to 

or from another processor to be 2τ . Firstly we discuss the computation costs of the 

revised serial relaxation algorithm. It is easy to derive that in the preparation phase the 
overall average computation costs of the revised serial relaxation algorithm 
is 12/2/32 −++ mnnm . For LP problems of given size, the relaxation algorithm 
generally need to solve )(mg (which is usually the linear function of m ) relaxation 

problems to achieve the optimal solution. Note that the average time complexity of 

the dual simplex algorithm is ))(( 2 mnm +Θ  [6], so the overall computation time of 

the serial revised relaxation algorithm sT  is 

1
2 )12/2/32)(( τ−++++= mnnmmnlmTs , 

where l  is a constant. 
Without loss of generality, suppose that n  is exactly divisible by p, i.e. kpn = , 

where k  is an integer. In the preparation phase the algorithm runs 
2/)2/(2/2/)1( mpmnmpmkmk +++++  times multiplications or additions, and 

the most communication costs is np . Hence in the preparation phase the execution 

time of the parallel algorithm is 

21)2/)2/(2/2/)1(( ττ npmpmnmpmkmk ++++++ . 
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In the solving phase, the serial part of the algorithm compares the optimal values for 
the p  relaxation problems to determine whether the greatest optimal value is just the 

optimal solution to the LP problem. The corresponding processing times and commu-
nication costs is 1)( τmnp +  and mp + respectively. Noticing the required time for 

parallel solving each relaxation problem, in this phase the processing times is 

))()
)(

)(
((

)(
21

2

ττ mpmnp
mg

nmlm

p

mg +++++
, 

therefore the overall execution time of the parallel algorithm is 

21

21

2

)
22

)1(
)1((

))()
)(

)(
((

)(

ττ

ττ

np
p

mnpkm
mk

mpmnp
mg

mnlm

p

mg
Tp

+++++++

+++++=
.                       (6) 

Hence, when n and m are relatively large the speedup of the algorithm is 

.
)(

)
)(

()(
)()(

)(

21
1

2
1

2

mgm

m
p

mg

np

p

pm
mnp

p

mg

p

mnlm

mnlm

T

T

p

S

+
≈
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                     (7) 

According to the experiences in computation [6], the range of )(mg  is from 5/m  

to m , so the range of the speedup of the parallel algorithm is from 2/p  to 6/5p  

which is an ideal linear speedup. The efficiency of the parallel algorithm is between 
50% and 80%, which indicates that the algorithm has better parallelism.  

4   Experimental Results and Analysis 

All computational experiments were performed on DAWNING 3000 in The National 
High Performance Computation Center in Wuhan. DAWNING 3000 is a cluster 
based distributed memory multiprocessor system, which offers facilities for parallel 
computing. The parallel implementation uses the message-passing interface MPI [7] 
to process the communications between processors. The MPI message passing stan-
dard is widely used in the parallel computing community. It offers facilities for creat-
ing parallel programs to run across cluster machines and for exchanging information 
between processes using message passing procedures like broadcast, send, receive 
and others. The program is written by FORTRAN90. The four test instances are from 
OR-library [7]. Of them except instance four which is degenerate, the number of vari-
ables of problem scale in other three problems is not larger than the number of con-
straints. Instance four is dedicated to testing if the algorithm can preserve higher effi-
ciency in the case when the problem is degenerate and m is far less than n. Using the 
relaxation algorithm, revised relaxation algorithm and parallel revised relaxation 
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algorithm respectively, the four instances were performed on DAWNING 3000. The 
experiment results are listed in Table 1 where column time-1, column time-2 and 
column time-3 denote the execution times of the above three algorithms respectively. 

Table 1. The experiment results for the parallel revised relaxation algorithm 

Name of 
Instances 

Number  
of  

rows 

Number 
of 

columns 

Time-1 
(s) 

Time-2 
(s) 

Number of 
processors 

Time-3 
(s) 

Speed
up 

Efficiency 
(%) 

2 6495 1.47 73.5 
4 3860 2.47 61.8 
8 2137 4.46 55.1 

Pr1 983 704 13170 9535 

16 1236 7.71 48.2 
2 14640 1.35 67.5 
4 9438 2.01 50.2 
8 5857 3.25 40.7 

Pr2 1652 617 5673 19031 

16 2851 6.68 41.8 
2 14732 1.35 67.5 
4 8645 2.30 57.5 
8 4972 3.98 49.7 

Pr3 2027 893 29164 19840 

16 2793 7.10 44.3 
2 25462 1.65 84.5 
4 17540 2.40 60.0 
8 9562 4.41 42.6 

Pr4 262 2640 48273 42117 

16 6204 6.79 42.4 

The experiment results show that the relaxation algorithm, especially the revised re-
laxation algorithm is very effective for solving LPs where nm > . When mn >> , as 
showed in instance four, the computational effect of the relaxation algorithm is some-
what worse. However, the performance of the parallel revised relaxation algorithm is 
relatively consistent with the theoretical results and its parallel efficiency exceeds 40%, 
which is not higher than other parallel algorithms [2], [3] for solving the same type of 
problems, but the proposed algorithm has better parallelism and higher stability. 

5   Conclusions 

The relaxation algorithm for linear programming is revised in this paper. According to 
the characteristic that revised relaxation algorithm is easy to be paralleled, based on 
cluster structure a parallel revised algorithm is presented. Its performance is analyzed. 
The experimental results on DAWNING 3000 are also given. Theoretical analysis and 
experimental results show that the revised relaxation algorithm improves the perform-
ance of the relaxation algorithm considerably, and it has good parallelism and is very 
robust. Therefore, it can expect to be applied to the solution to the large-scale linear 
programming problems rising from practical application. We made an initial attempt 
in this direction but more experimentation needs to be done. 

On the other hand, from the experiment results we can see that, although the paral-
lel efficiency is greater than 40%, there are some differences between the experimen-
tal results and the best theoretically analyzed results. There are several open questions 
regarding the efficient implementation of the proposed algorithm. The following  
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aspects could lead to substantial improvement over the proposed algorithm, according 
to the storage requirements each processor may keep a copy of the LP problem so that 
the communication costs among the processors could be reduced; how to enable the 
computation to overlap the communication, and how to optimize the codes of the 
algorithm according to the practical environment, etc. All the above aspects are the 
goals for further research. 
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Abstract. The maximum independent set problem is a classic graph 
optimization problem. It is well known that it is an NP-Complete problem. In 
this paper, an improved simulated annealing algorithm is presented for the 
maximum independent set problem. In this algorithm, an acceptance function is 
defined for every vertex. This can help the algorithm find a near optimal 
solution to a problem. Simulations are performed on benchmark graphs and 
random graphs. The simulation results show that the proposed algorithm 
provides a high probability of finding optimal solutions.  

1   Introduction 

Given an undirected graph G(V, E) with a vertex set V={1,2,…,n} and an edge set E, 
an independent set I of G is a subset of nodes such that no two nodes in I are adjacent 
in G. An independent set is maximal if it is not a subset of any larger independent set, 
and maximum if there are no larger independent sets in the graph. The cardinality of a 
maximum independent set in G is called the stability number (or the independence 
number) of G. The following is a formal definition of the maximum independent set 
problem by making use of Stinson’s terminology for combinatorial optimization 
problems [1]: 

Problem instance: A graph G=(V, E), where V={1, 2, …, n} is the set of vertices and 
VVE ×⊆  the set of edges. An edge between vertices i and j is denoted by 

pair Eji ∈),( , and the binary variables dij (i, j=1, 2, …, n) form the adjacency matrix 

of G. Its value is defined as follows: 

∈
=

otherwise

Ejiif
dij 0

),(1  (1) 

Feasible solution: A subset S of V such that Sji ∈∀ , , Eji ∉),( , that is to say, dij is 

equal to zero. 

Objective function: The size |S| of the independent set S. 

Optimal solution: An independent set S that maximizes |S|. 

As an example, Fig. 1 shows a simple graph with 5 vertices and 6 edges. The black 
vertex set {2, 3, 5} indicates an independent set (it is also a maximum independent set 
in this graph). 
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Fig. 1. A simple graph showing the maximum independent problem 

Along with the maximum independent set problem, the similar problem is the 
maximum clique problem. A clique C of G is a subset of V such that the subgraph 
induced by C on G is a complete graph. The maximum clique problem is to find a 
clique of maximum cardinality. It is easy to see that I is an independent set of G if and 
only if I is a clique of the complement graph of G. It is well known that both the 
maximum independent set problem and the maximum clique problem are NP-hard 
problems [2, 3]. Johnson [4] proved that if there is a polynomial time algorithm that 
can find an independent set whose size is within a constant factor of optimal, then 
there is a polynomial approximation scheme for the maximum independent set 
problem, that is, an algorithm that finds an independent set whose size is within (1 - ) 
of optima and whose running time is polynomial for any fixed  > 0. So far, nobody 
has devised such a polynomial approximation scheme, and it is somewhat unlikely 
that it exits. However, because both problems have many important practical 
applications, especially in information retrieval, signal transmission analysis, 
classification theory, economics, scheduling, experimental design and computer 
vision (See  [5, 6, 7, 8] for details), both problems are never abandoned. Karp and 
Wigderson showed that the problem of finding a maximal independent set is in NC 
which means that there are constants c and k such that it can be solved in time O((log 
n)c) using O(nk) parallel processors [9]. Since their work, a number of parallel 
algorithms have been proposed to solve this problem [10, 11, 12]. However a 
common drawback of all NC-algorithms for the maximal independent set problem is 
that occasionally they can find a too small set [13]. Any graph with a large 
independent set and a vertex adjacent to all other vertices is a potential example of 
such a situation. 

In light of those negative results on this problem, much effort has been directed 
towards devising efficient heuristics, for which no formal guarantee of performance 
may be provided, but are anyway of interest in practical application. Takefuji et al. 
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proposed a Hopfield-type neural network for finding a near-maximum independent set 
of a circle graph [14], and Thomas et al. gave an evolutionary heuristic for this 
problem[15]. Recently, a heuristic for the maximum independent set problem based 
on optimization of a quadratic over a sphere was presented in [16]. These algorithms 
lack a general theory of how the algorithms work, their evaluation is essentially based 
on massive experiments. In addition, many methods have been presented for some 
constrained graphs, e.g. the low degree graphs and Hypergraphs [17, 18]. 

In this paper, we propose an improved simulated annealing algorithm for this 
problem, we call it ISA. A new acceptance function is introduced to help the ISA find 
a near optimal solution to a given problem. The experimental results indicate that ISA 
has higher convergence rate to optimal solutions to benchmark graphs.  

2   Problem Formulation 

For a given undirected graph G=(V, E), I is an independent set and E is edge set. We 

let |V|=n, |E|=m. Binary variables ijd  ( i=1,2,…,n, j=1,2,…,n) are defined as those in 

section 1 and they form the adjacency matrix of graph G. For example, for the graph 
of Fig. 1, we have the following adjacency matrix. 

=

01001

10011

00001

01001

11110

D
 

The state of neuron i is determined by: 

=
otherwise

etependent sin the indvertex is if the #i 
vi    0

    1  (2) 

So the number of vertices of a given graph determines the number of neurons. For 
example, if there are n vertices in a graph, then n neurons are required. Thus the 
number of vertices in the independent set can be expressed by: 

.
1

1
=

=
n

i
ivE  (3) 

If a set I is not an independent set, then at least two nodes (vi and vj) in I are 
adjacent. That is, both vi and vj are equal to one, and dij is equal to one. Then the 
constrained condition can be written as: 

.))((
11

2

≠
==

∧=
n

ij
j

jiij

n

i

vvdE  
(4) 

where ∧  is the logical AND. 
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The objective is to maximize E1 with E2 equal to zero. Thus, the objective function 
for the maximum independent set problem can be described as follows: 

.
111

111

21

≠
===

≠
===

+=

∧+=

+=

n

ij
j

jiij

n

i

n

i
i

n

ij
j

jiij

n

i

n

i
i

vvdBvA

vvdBvA

BEAEE
 

(5) 

For simulated annealing algorithm, usually a minimum value has to be calculated 
for the objective function. Recall that we are working on the maximum independent 
set problem. If a set I is a maximum independent set, E should take the minimum 
value. So coefficient A should be smaller than 0. However, once I is not an 
independent set, then E2 is more than zero. If B takes a value more than 0, E become 
larger. So we have A < 0 and B > 0. This can be shown as follows: 

Suppose that I1 and I2 are independent sets, then for both I1 and I2, we have 

.0
11

=
≠
==

n

ij
j

jiij

n

i

vvd  
(6) 

That is to say, the second part in Eq. (5) is equal to zero. So we have 

.
1

1
=

=
n

i
iI vAE  (7) 

.
1

2
=

=
n

i
iI vAE  (8) 

If |I1|>|I2|, namely, I1 is a better solution, for A<0, then we have 

.21 II EE <  (9) 

So if I is a maximum independent set, the objective function will take the minimum 
value.  

3   An Improved Simulated Annealing Algorithm 

The SA algorithm can be considered as a version of an “iterative improvement 
algorithm” which considers only specific transitions and terminates in the first local 
minima found [19]. Unlike this algorithm, simulated annealing allows various types 
of transitions in which some of them may be opposite towards achieving the goal. For 
instance, cost-increasing transitions are also accepted along with cost-decreasing 
transitions whereas an iterative improvement algorithm would allow only cost-
decreasing ones to pass. However, it is proven that eventually simulated annealing 
produces a more optimal solution than the original iterative improvement algorithm 
[19]. But in most circumstances, the solution SA obtains is just a local optimal one. 
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SA starts with an initial solution, s. A neighbor to this solution s’, is then generated 
as the next solution by SA and the change in cost, )',( ssF∆  is evaluated. If a 

reduction in cost is found, the current solution is replaced by the generated neighbor, 
otherwise we decide with a certain probability whether s remains or s’ becomes the 
current solution. The probability of accepting a transition that causes an increase, 

F∆ , in the cost is usually called the acceptance function as follows: 

.T

F

ep
∆

−
=  (10) 

where T is the control parameter that corresponds to temperature in the analogy with 
the physical annealing process.  

In SA, the algorithm is started with a relatively high value of T, to have a better 
chance to avoid being prematurely trapped in a local minimum. The control parameter 
is lowered in steps until it approaches to zero. After termination, the final 
configuration is taken as the solution of the problem at hand.  

In the ISA, s is the sequence of vi (i=1, 2, …, n), and s’ is a neighbor of s if one vi is 
changed, here vi is selected randomly. In addition, there is a well-known fact on the 
independent set problem that the vertices having smaller degrees will be selected into 
the independent set with higher probability because such a vertex covers fewer edges. 
Based on this, some algorithms have been presented, such as the minimum degree 
greedy algorithm [20] and Yuan’s method [21]. From this point, we modify the 
acceptance function as follows: 

=

== −∆

+∆

0       

1       

T

))(F(1
-

T

))(F(1
-

i

vDeg
i

vDeg

ve

ve
p

i

i

 
(11) 

.
)(

)(
EdgeNum

iDegree
vDeg i =    (12) 

Where Degree(i) is the degree of vertex i, it’s value is equal to the number of edges 
linking to the ith vertex, and EdgeNum is a constant, equal to the total number of 
edges in a given graph. 

Once 0>∆F  then we use Eq. (11) to determine whether a solution is replaced by 
its neighbor. By using Eq. (11), we have: 

• If vi=1 in s’, this means vi’s original value is 0. Once we accept s’, the ith vertex is 
then selected into the independent set. From Eq. (11), p takes a larger value if the 
degree of the ith vertex is smaller. This means s’ will be accepted as a new solution 
with higher probability. That is to say, a vertex with smaller degree will be selected 
into the independent set with higher probability. In contrast, if vertex i has a larger 
degree, it will then be selected into the independent set with lower probability. For 
example, there are two vertices- the ith and the jth, with degree(i) > degree(j), and 
at the same T, their reversions (from 0 to 1) make the object function change 
equally, that is, )()( ji vFvF ∆=∆ . Taking into account Eq. (11), we have: 

T

vDegvF

i

ii

evp
))(1)((

)(
+∆

−
= . 

(13) 
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T

vDegvF

j

jj

evp
))(1)((

)(
+∆

−
=

. 
(14) 

From Eq. (12) and the condition degree(i) > degree(j), we then have: 

Deg(vi) > Deg(vj). (15) 

This means: 

T

vDegvF

T

vDegvF jjii
))(1)(())(1)(( +∆

>
+∆ . (16) 

Then, we have the following relation between p(vi) and p(vj): 

p(vi) < p(vj). (17) 

That is to say, the s’ resulting from the reversion of vj will be accepted as a new 
state with higher probability. On the contrary, p(vi) is equal to p(vj) with the 
acceptance function in the standard SA.  

• If vi =0, this means vi’s original value is 1. Once we accept s’, the ith vertex is then 
removed from the independent set. From Eq. (11), p takes a smaller value if the 
degree of the ith vertex is smaller. This means s’ will be accepted as a new solution 
with lower probability if vertex has a smaller degree. That is to say, a vertex with a 
smaller degree will be removed from the independent set with lower probability. In 
contrast, if vertex i has a large degree, then it will be removed from the 
independent set with higher probability. 

4   Simulation Results 

In order to assess the effectiveness of the proposed algorithm, extensive simulations 
were carried out on two type graphs: some benchmark graphs and p-random graphs. 
The parameters used in the proposed algorithm are selected empirically as those in 
Table 1. 

The benchmark graphs are the complement graphs of some the DIMACS clique 
instances which can be downloaded from the following URL 
http://dimacs.rutgers.edu/challenges/. The performance of the algorithm on the 
benchmarks is summarized in Table 2. Columns “Name”, “n”, and “I(G)” represent 
the name of the graph , the number of its vertices, and its maximum independent set 
size. For comparisons, the results of the original SA are also presented in column 
“SA”. For each graph, two algorithms were run 100 times from different initial 
solution state. The optimal solution size and the success rate of finding an optimal 
solution are presented for each algorithm.  

From Table 2, the following observations can be made: 

1. For the first three problems, the improved simulated annealing algorithm can solve 
the maximum independent set problem with 100% convergent rate to the best 
solution. For other four problems, it’s convergent rate is near 100%. 
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2. The original simulated annealing can solve this problem with good solution quality 
when problem scale is small. However, once the problem scale becomes large, its 
solution quality is not satisfactory.  

3. The improved simulated annealing algorithm can obtain the best solution with high 
convergent rate when problem scale becomes large.  
So we can conclude that the proposed simulated annealing algorithm is effective for 

the maximum independent set problem. 

Table 1. Parameters used in the proposed algorithm 

Parameters Initial value Meaning 
A 1.0 The first coefficient in the object function 
B 1.0 The second coefficient in the object function 
T0 60 Initial temperature 

 0.96 A constant to decrease temperature 
L 100 # of steps to run without much change 
ST 15 Maximum steps algorithm runs without much change 

Table 2. Simulation results on DIMACS benchmark graphs 

SA ISA Name n I(G) 
Best Rate Best Rate 

Johnsom8-2-4 28 4 4 100% 4 100% 
MANN_a9 45 16 16 100% 16 100% 
Hamming6-2 64 32 32 100% 32 100% 
Johnson16-2-4 120 8 8 96% 8 98% 
c-fat200-2 200 24 24 93% 24 100% 
P_hat300-3 300 36 36 89% 36 97% 
c-fat500-1 500 14 14 83% 14 95% 

The second type of graphs we used to test on was the complement graph of  
p-random graphs. A p-random graph of size n is a graph (V, E) where V={1, 2, …, n} 
and E is obtained by selecting {i, j} as an edge with probability p(0 < p < 1). For the p-
random graph, there is an easy way to estimate the maximum clique size. The expected 

number of cliques of size k in a p-random graph of size n is 2

)1( −kk

p
k

n . For fixed p and 

sufficiently large n, let C(n, p) be the real number k such that 12

)1(

=
−kk

p
k

n , then  

C(n, p) estimates the maximum clique size quite well [22, 23]. In Table 3, we give 12 
p-random graphs and the expected size of the maximum clique for n=100, 200, 300, 
500 and p=0.5, 0.8, 0.9. The first column contains the nodes of the graphs; the second 
is the number of edges, the third is the value of parameter p and the expected size of 
the maximum clique is given in column “C(G)”. For the p-random graph, Jagota’s [24] 
and Funabiki’s [25] algorithms are used for comparison. Each algorithm is run 100 
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times with different initial values. For each algorithm, the size of the best solution and 
the average CPU time are presented. Recall that we are working with the complement 
graphs of the p-random graphs to get the independent set, and the other two algorithms 
are working with the p-random graphs to get the clique.  

From table 3, we have the following observations: 

1. The size of solutions that the proposed algorithm is very closed to the expected 
size of the maximum clique. 

2. For 9 problems, the proposed algorithm obtains better solutions than Funabiki’s 
algorithm. For other problems, it obtains solutions as good as Funabiki’s 
algorithm. Comparing with Jagota’s algorithm, the proposed algorithm obtains 
better solutions to six problems, and other solutions are the same as Jaogta’s. 

3. The proposed algorithm obtains better solutions to six problems than both Jagota’s 
algorithm and Funabiki’s algorithm. 

4. The proposed algorithm uses a little more CPU time than Jagota’s algorithm and 
Funabiki’s algorithm. 

The results of numerical experiments suggest that the proposed method is superior 
to Jagota’s and Funabiki’s algorithms in light of the solution size.  

Table 3. Simulation results on p-random graphs 

ISA Funabiki Jagota Nodes Edges p C(G) 
Size Time(s) Size Time(s) Size Time(s) 

100 2475 0.5 9.9 9 1.29 9 0.31 9 0.81 
100 3960 0.8 21.66 19 1.31 19 0.56 19 0.62 
100 4455 0.9 34.82 32 1.74 30 0.59 31 0.74 
200 9950 0.5 11.60 11 10.91 11 8.78 11 6.11 
200 15920 0.8 26.63 23 11.23 21 10.46 21 10.13 
200 17910 0.9 44.90 41 11.82 36 12.17 39 9.51 
300 22425 0.5 12.60 11 50.12 10 40.96 11 26.87 
300 35880 0.8 29.57 27 51.57 25 47.24 27 28.64 
300 40365 0.9 50.93 47 53.84 45 58.15 46 26.91 
500 62375 0.5 13.87 12 150. 92 11 96.76 11 123.92 
500 99800 0.8 33.32 31 153.44 29 120.47 31 127.74 
500 112275 0.9 58.64 57 167.31 52 113.14 56 126.27 

5   Conclusions 

We have proposed an improved simulated annealing algorithm for the maximum 
independent set problem. A new acceptance function is used in the proposed 
algorithm. With this acceptance function, the proposed algorithm can find an optimal 
solution to a given graph with higher probability. The experimental results indicate 
that the algorithm has higher convergence rate, to optimal solutions on benchmark 
graphs, than the original SA. The results also show that the proposed algorithm is 
superior to Jagota’s and Funabiki’s algorithms in light of the solution size on p-
random graphs. 
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Abstract. Recently, many new flow control mechanisms derived from classic 
Kelly model are proposed to solve network congestion problem. They perform 
well in stability, fairness or robustness. However, most of their convergence 
rates are linear since in classic Kelly model, link price is only positive. In 
addition, some need to introduce extra packet header to get price information. 
This paper presents a novel flow control model based on Kelly model in which 
the link price can be negative to improve the convergence rate. Further, The 
proposed model uses two bits of ECN field to feed back price instead of 
introducing new packet header data. Thus it can implement flow control scheme 
achieving exponential convergence in traditional TCP/IP datagram format. NS2 
simulation results show that our model can keep fairness and asymptotic 
stability with more rapid convergence rate.  

1   Introduction 

It is well known that the traditional TCP frame is inefficient in high-speed networks 
and wireless networks. Over the recent years, many new congestion control 
mechanisms were developed based on all kinds of theories, such as optimization 
theory [1], [2], [13], game theory [3], [4], and control theory [5], [6], [7], [8]. In these 
mechanisms, Kelly flow control model [13], based on optimization theory, can 
achieve a global optimal solution by decentralized method. The model provides a 
mathematic analysis method to design distributed congestion control scheme in 
general networks. And because the model gives a direction to construct asymptotic 
stable optimal solution, many new schemes [9], [10], [11], [12] have been evolved. 

In Kelly model, the network flow control problem can be transferred into the 
optimal problem, 

.0over           osubject  t   )(max

:),,(

1

≥≤
=
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N

i
ii

 (1) 

where xi is the host i send rate, Ui(xi) is a strictly concave function, which determines 
rate allocation between hosts. C is link capacity vector and N is the number of users. 
R is the router matrix. 
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Without knowing the information of the router matrix and without corporation 
among hosts or among links, [13] proposes “primal” and “dual” algorithms to solve 
the optimal problem. Many recent researches [9],[11],[12] use the primal algorithm to 
realize the end-to-end congestion control. The primal control model is: 
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y is the link aggregate rate, p is the link price and q is the aggregate price. f(xi,qi) is the 
simple first-order control law:  

).( iii qxwkx −=  (3) 

h(y) is a non-negative, continuous increasing function. One usual form is: 

.][ +−= llll cyp δ  (4) 

we can choose 1/cl or 1/yl as l, and [z]+=max{z,0}. 
Some recent researches take the delay time as price, but they have fairness problem 

such as in [11] and in [15]. And these mechanisms have comparatively long queue 
delay.  REM [16] mechanism uses ECN mark to feedback the price information. It 
can converge to fairness equilibrium and achieve the asymptotic stability. Moreover, 
it has very low queue delay. However, in REM, its price is just positive and its 
convergence rate is linear. In [9], Y. Zhang et al propose to use negative price to 
achieve exponential convergence rate. However, they add new packet header into the 
traditional TCP header.  

To avoid introducing new packet header while keeping rapid convergence rate, in 
this paper, we propose a new flow control model, which uses ECN bits in IP header to 
feed back price information, including negative price. The control model can 
exponentially converge to fairness equilibrium point without adding any new packet 
header to convey price information.  

Our paper is organized as follows: in Section 2, we introduce the effect of negative 
price and give our method to realize the negative price; in Section 3, we give the 
implementation of our flow control model; In Section 4, the simulation results of our 
flow control mechanism is displayed, which validates that our model achieves the 
control objective. Finally, we conclude our method.  

2   Negative Price  

2.1   Effect of Negative Price 

To take insight into the effect of negative price to the network, we consider the 
discrete form of the primal algorithm in Kelly model with delay [12]: 
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where ri is the links sets used by user i, and D denotes the feedback delay. D=1 means 
immediate feedback and D>2 means delayed feedback. From (5) we can note that 
when x(n)<c, that is, the user should increase its rate, the feed back price is zero, so 
the increment is kiwi for every control step. This is a linear increment. In high-speed 
network, [13] and [14] have indicated that linear increment is unsatisfactory. If we 
allow the link can feed back negative price, for every control step, from (5) we can 
see that the increment is  

|)()(|
∈

−−+
irj

jiii DnpDnxwk

 
(6) 

which is exponential increment. Thus, the negative price will change the primal 
algorithm from linear convergence to exponential convergence. The local asymptotic 
stability of Kelly model using negative price has been proved in [9].   

To show the effect of negative price, we consider the single-source and single-link 
case with infinite queue size, that is, no packet losses. In this case, the primal 
algorithm can be transferred into:  

))(,0max()1()( CDnxkwknxnx iiiiii −−−+−=  (7) 

Now we assume a special parameter set: k=0.5, w=10mb/s, C=1,000mb/s, D=1. 
Solving the difference equation (7), we show the result in fig. 1.(a). From fig. 1.(a), 
we can see that it takes 200 steps to converge to its equilibrium point. It is obvious 
that the convergence rate is linear. Now we use the price update law: 

)(/))(()( nycnynp llll −=  (8) 

and the primal algorithm can be transferred into: 

).)(()1()( CDnxkwknxnx iiiiii −−−+−=  (9) 

Solving the difference equation (9), we show the result in fig. 1.(b). From 
fig. 1.(b), we can see that it takes only 10 steps to converge to its equilibrium point. It 
is obvious that the convergence rate is exponential. Thus, introducing negative price 
can improve the classic Kelly model performance. 

However, with Kelly original framework, the negative price will result in 
oscillation, even unstableness under large delay [9]. To keep the asymptotic stability, 
[9] modify the Kelly model by: 
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Let =kw, =k, and qi= 
∈

−
irj

j Dnp )( . We can get: 

)()()()( DnxDnqDnxnx iiii −−−+−= βα  (11) 

[9] has prove that the local asymptotic stability condition of (11) is 0< <2. 
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(a)                                                                       (b) 

Fig. 1. Convergence rate without and with negative price 

2.2   Realization of Negative Price 

However, to get negative price, [9] uses new packet header added into the traditional 
TCP/IP header. It adds a new 20 bytes packet header called MKC header to give users 
the feed back information (IP header has only 20 bytes). It is a going arguable topic 
whether we need to introduce more cost to deal with congestion [15]. However, as to 
the negative price, we can avoid introducing extra header data. In REM, the price can 
be transferred to ECN marks without using extra header. The user can use a series of 
ECN marks to estimate the link price. Nevertheless, REM mechanism can only 
provide positive price because it must transfer the price into the mark possibility, 
which is a limitation to use REM. In this paper, since there are two bits in ECN field 
of IP header, we propose to use one bit to feed back positive price and another bit to 
feed back negative price. By using the mark approach, we can let the user get enough 
price information under the format of IP/TCP datagram, even we use new flow 
control mechanism. 

In REM, if the link price is pl (pl>0), an ECN bit would be marked at each link 
with probability: 

lp−−φ1  (12) 

where  is a global constant, which means choosing a range of prices. The selection 
of  is relative to the parameters setting of the utility function. When =500, the 
curve of (12) is shown as fig. 2.(a). 

After passing all the links in one route, the overall mark probability of the ECN bit 
in one packet is: 

iirj

j
q

p

iP −
−

−=−= ∈ φφ 11  (13) 

The receiver will copy the ECN bits into ACK and send back to the user, so the 
user can estimate the sum of prices from marking statistics. The proportion of ECN 
bit marks provides an estimation of the overall marking probability. To get the mark 
proportion, the user should keep a register to record the recent M ACKs ECN bits, 
from which an estimation can be derived.  
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In our flow control model, we use 2 bits to record the price. When yl>cl, that is, the 
link price is positive, our method is similar to REM. Though REM uses the dynamic 
price update law, as follow discussion, it does not affect using REM mechanism in 
our algorithm. Now we notice the case yl<cl, the link price is negative. To keep the 
absolute value of price pl between 0 and 1, we modify the price update law by: 

llll ccnynp /))(()( −=  (14) 

For the bottleneck links, the negative price should be feed back to users to inform 
the users of increasing rate. However, for the non-bottleneck links, the negative price 
should be ignored so that the user can increase sending rate based on bottleneck link 
negative price only. Therefore, for negative price, when the absolute value of link 
price is big, the probability to mark is small. To realize this, the probability to mark 
another bit in ECN field should be: 

|)|1(1 lp−−−φ  (15) 

When =500, the curve of (15) is shown as fig. 2.(b). 
When the user detects the last M ECN bits, it will calculate two aggregate prices, 

positive price q1i and negative price q2i, based on the two series of ECN bits. If  
q2i >0, then the final price qi = q2i, and if the q2i =0, then the final price qi = q1i 

 

 

Fig. 2.(a) The approximate curve of mark 
probability versus positive price 

 

Fig. 2.(b) The approximate curve of mark 
probability versus negative price 

3   Implementation of Flow Control Model 

Now we consider how to realize the flow control model under traditional TCP/IP 
datagram. In this paper, like many other flow control model such as XCP [21] and 
EMKC [9], the router or the hosts needs to take average rate rather than instantaneous 
rate as control variable.  

The sending rate update law is: 

)()()()( nxDnqnxnx iiii −−+= βα  (16) 
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(16) comes from (11), where )(nxi  is the sending rate, and )(nxi  is the recent 

average rate calculated in sample interval u: 

u
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∈

=  (17) 

si(k) is the size of packet k, and u is the acknowledgement packet set in interval u. 
The link price )(npl  is calculated by: 
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where )(nyl  is the input rate of link l, which is calculated by: 
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v is the link sample rate, si(k) is the size of packet k, and v is the input packet set in 
interval v. Here we use c0l to replace the real capacity cl. c0l is called virtual capacity 
and is slight below cl. By using c0l, we try to empty the queue in router and utilize the 
bottleneck link rather fully. In our implementation, like in [11], we let c0l =0.95cl.  

The sample interval u used in hosts should be equal to the sample interval v used 
in link. Otherwise, there are some inconsistencies in the feedback loop. In our 
realization, we set its value to 100ms. 

When the host sends data, to smooth the burst data, it does not use the received 
ACK to inspire new packet, instead, it keep a sending timer to determine the send 
time. If the current rate is xi(n), and the interval time is u, then in the next interval, the 
sending data should be xi(n) u. And if the packet size is s, the number of user sending 
packets should be: 

snxnm ui /)()( τ=  (20) 

so in next interval, the time space for every packet sending time should be 
u/m(n)=s/xi(n). Thus, after calculating average rate xi(n), we should update sending 

timer value to s/xi(n). When the sending timer times out, the user will send a new 
packet. The data sending method is similar to the “burstiness control” in FAST TCP 
[15] and is mentioned as early in [23]. 

4   Simulation 

Now we evaluate the performance of the new control model in NS2 simulation platform. 
Firstly, we consider the single-link and single-source case, in which the user uses FTP 
flow to send data. We will give the comparison of the effect with negative price and 
without negative price. The simulation parameters are set by: the link capacity 
c=4MB/s, the link delay time T=10ms, the packet size s=1000 bytes, the increment 
coefficient =40kb/s, the decrement coefficient =0.9, the mark base  =500, the virtual 
capacity cl=0.95c, the interval time =100ms and the FTP flow start at time 0.  
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Fig. 3. Rate increase without negative price in 
single-source and single-link case 

Fig. 4. Rate increase with negative price in 
single-source and single-link case 

The result is showed in fig. 3 and fig. 4. From fig. 3, we can see that if the host just 
uses the positive price, the convergence rate is linear. It will take more than 10 
seconds to reach the link capacity. While in fig. 4, the rate is close to link capacity 
less than 2 seconds. Thus in high-speed network, using negative price can improve the 
performance greatly. To compare the new mechanism with TCP protocol, we use 
TCP protocol in the same simulation scene and the result is shown in fig. 5. We can 
see that TCP does not utilize the capacity adequately and the rate oscillates slightly. 

 

Fig. 5. Throughput of TCP in single-link and single-source case 

Now we focus on the fairness of our new flow control protocol under 
heterogeneous delay time. We let two FTP flows go through one single bottleneck.  
The bottleneck link capacity is 4MB/s. One of the FTP delay time is 40 ms and 
another is 60 ms. The FTP flow with short delay time starts at time 0 and the FTP 
flow with long delay time starts at time 10. Other simulation parameters are set the 
same as the above simulation test. The result is showed as fig. 6. From fig. 6, we can 
see that the two FTP flow can converge to the same rate even the FTP flow with long 
delay time starts later. The time to converge to fair equilibrium point is approximately 
10 seconds.  
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Fig. 6. 2 FTP flows using flow control 
mechanism passing one bottleneck link. 

Fig. 7. 2 TCP flows with different delay time 
passing one bottleneck link. 

To address it more clearly, we run TCP protocol in this simulation scene. The result 
is showed as fig. 7. From fig. 7, we can see that TCP can not realize the fairness. The 
FTP flow with long delay time is pressed and can not share the link capacity equally. 

Now we consider more complex simulation scene. In which, 5 flows dynamically 
enter into and leave the network. These flows start at time 0, 10, 60, 90, 120 
respectively, where the flow that starts at 0 ends at time 100, the flow that starts at 
time 30 ends at time 80. Their delay times are 40, 52, 64, 76 and 88 respectively. The 
result is shown as fig. 8.  

From the simulation, we can see it is feasible to realize the negative price by using 
our model, which is profitable because the proposed model uses only 2 bits and can 
be implemented under TCP/IP datagram framework. While the negative price can 
help users converge to fair, efficient equilibrium point with exponential rate.  

 

Fig. 8. 5 FTP flows passing one bottleneck link in dynamic scene 

5   Conclusion 

In this paper, we discuss the effect of introducing the negative price in Kelly model, 
and try to implement it in traditional TCP/IP datagram. By theoretical discussion and 
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simulation results, we indicate that introducing negative price can improve 
convergence rate of flow control model, which is very important in high-speed 
network. To introduce negative price and keep the TCP/IP header unchanged, we use 2 
bits of ECN field in IP header to convey link price, including positive price and 
negative price. The simulation displays that 2 bits of ECN field can carry the sufficient 
price information, and our model is fair, robust and stable irrelative to delay. 
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Abstract. This paper proposes a novel method of classifier selection for 
efficient object recognition based on evolutionary computation and data context 
knowledge called Evolvable Classifier Selection. The proposed method tries to 
distinguish the data characteristics of input image (data contexts) and selects a 
classifier system accordingly using the genetic algorithm. It stores its 
experiences in terms of the data context category and the artificial chromosome 
so that the context knowledge can be accumulated and used later. The proposed 
method operates in two modes: the evolution mode and the action mode. It can 
improve its performance incrementally using GA in the evolution mode. Once 
sufficient context knowledge is accumulated, the method can operate in real-
time. The proposed method has been evaluated in the area of face recognition. 
Data context-awareness, modeling and identification of input data as data 
context categories, is carried out using SOM. 

1   Introduction  

The difficulties of object recognition for robust computer vision are caused by the 
variations in internal object characteristics, viewpoint, viewing distance, illumination, 
etc. Recognizing objects under such variations is one of the ultimate goals in the 
research area of computer vision. Much research has been devoted on this problem. 
However, most object recognition methods today can only operate successfully only 
for restricted images captured under strongly controlled environments [1, 2, 3]. In this 
paper, we discuss about an evolvable classifier selection method based on context-
awareness that can behave in a robust manner under such variations. We focus on the 
variation of illumination in input images, what we call data context, that affect the 
performance of object recognition. However, the proposed method can be readily 
applied or extended to other kinds of variations. It employs the concept of context-
awareness and the genetic algorithm (GA), and determines (selects) a most effective 
structure of classifier system considering the variation of illumination in input images. 
Classifier selection is one approach of classifier combination. Classifier combination 
is expected to produce a superior performance to that of a single classifier system in 
terms of accuracy and reliability [5, 6]. Classifier combination is divided into 
classifier selection and classifier fusion [7]. The classifier fusion approaches can be 
found in the literature of classifier fusion [5, 6, 7], classifier ensemble [7], expert 
mixture [8], etc. Several researchers have studied theoretically the area of fusion [7, 
8].  In classifier selection approaches, input data are partitioned into several regions, 
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and the best classifier is assigned to each partitioned region [7, 9]. Two types of 
classifier selection are the static classifier and the dynamic classifier selections. In the 
static classifier system, the regions are specified first, and the best classifier is 
selected for the region. Another approach is that classifier systems are given, and 
region is selected for each classifier system. In dynamic classifier selection, the 
choice of classifier system is made during run-time [9, 10].  

In this paper, we present a novel classifier selection method, called ECS (Evolvable 
Classifier Selection) aiming at highly efficient object recognition by taking advantage 
of the evolutionary computing and the context-awareness. Similar research can be 
found by [7]. We will deal with image objects the spatial boundaries of which can be 
well estimated in prior, called spatially well-defined object class [11] without loss of 
generality. Face images are in the class of well-defined image objects, the spatial 
boundaries of which can be well estimated in prior. Recently, face recognition 
becomes a popular task in object recognition area [12, 13, 14].  

 

Fig. 1. Face images each face database: For images in the fafb category a different facial 
expression was requested 

The paper is organized as follows. In the section 2, we present the proposed model 
for context-aware evolutionary computation and the overview of the proposed object 
recognition scheme. In the section 3, we discuss about the illumination context 
modeling and illumination identification using Self Organization Map. The adaptive 
and robust face recognition process will be given in the section 4. Finally, we give the 
experimental results and the concluding remarks in the section 5 and 6, respectively.  

2   The Model of Evolvable Classifier Selection  

A classifier system usually has multiple stages each of which consists of several 
competitive action primitives. The action primitives are basic functional elements that 
can be heterogeneous, homogeneous, or hybrid operational entities. The same 
functional elements with different behavior due to different parameters, threshold, etc. 
are treated as different action primitives. For example, the action primitives of object 
recognition can be divided into three stages: preprocessing, feature representation, 
and class decision.  

2.1   The Architecture of ECS  

In the proposed scheme, two types of inputs are used: context data and action data 
inputs as discussed before. We use a single input image as both context and action 
data in this paper. The proposed ECS (Evolvable Classifier Selection) consists of the 



844 M.Y. Nam and P.K. Rhee 

context identification module (CIM), the action control module (ACM), the action 
module (AM), the evolution control module (ECM), and the context knowledge base 
(CKB) (see Fig. 2). 
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Fig. 2. Block diagram of the proposed architecture for object recognition 

The system tries to distinguish the data characteristics of input image (data 
contexts) and selects a classifier system accordingly using the genetic algorithm 
(GA). It stores its experiences in terms of the data context category and the artificial 
chromosome, called action configuration chromosome, so that the context knowledge 
can be accumulated and used later. Each chromosome represents the encoding of the 
structure of an optimal AM for corresponding data context category. Data context is 
identified by the CIM. The ACM searches for a best combining structure of action 
primitives (i.e. classifier system) for an identified data context. The action 
configuration chromosomes of optimal actions are stored in the CKB with the 
corresponding data context category. 

2.2   The Action Mode  

In the action mode, data context is identified by the CIM. The ACM searches the 
action configuration chromosome for the identified data context in the CKB (see , 

 in Fig. 2).  The AM is reconfigured by the ACM ( ), if necessary. Then, the 
reconfigured AM performs its task using the action data ( ), and produces the 
response of the ECS ( ). Whenever the ACM identifies that the data context is 
changed, the system reconfigures the AM. If the ECS measures the performance 
being fell down below a predefined criterion, the ECS activates the evolution mode, 
or it may evolve the system periodically.  
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2.3   The Evolution Mode  

In the evolution mode, the training data are clustered into data context categories by 
the CIM (see  a in Fig. 2). The training data of each data context category are used 
to accumulate the knowledge of the action configuration chromosome of the AM 
( , , ). The evolution process is controlled by the ECM, and the details will be 
discussed in the next session. The determined action configuration chromosome with 
its corresponding data context category is stored in the CKB ( ).  

3   Data Context-Awareness and Context Knowledge Accumulation  

Context data is defined as any observable and relevant attributes that affects system 
behavior, and its interaction with other entities and/or surrounding environment at an 
instance of time [15]. In this session, we will discuss data context modeling, 
identification, and knowledge accumulation for efficient object recognition.  

3.1   Data Context-Awareness  

Data context-awareness is carried out by modeling and identification of context data. 
The context data set should be modeled in association with the input action data 
(context modeling). An input context data need be identified (context identification), 
and used to select (reconfigure) a most effective classifier system for an associated 
action data. We use the same input image as the context data as well as the action data 
here. The ECS controls the classifier system selection (reconfiguration) based on the 
identified data context category. Context modeling can be performed by an 
unsupervised learning algorithm such as SOM, Fuzzy Art, K-means etc. [16, 17].  

3.2   Context Knowledge Accumulation Using GA  

Context knowledge describes a trigger of system action (combined classifier system 
output) in association with an identified context stored in the context knowledge base 
over a period of time [8]. Initially, the proposed system learns and accumulates the 
knowledge of context-action configuration chromosome associations, and stores them 
in the CKB. The knowledge of context-action association denotes that of a most 
effective classifier system for an identified context. The AM configuration is encoded 
by the action configuration chromosome, and the fitness of the GA in the ECM is 
decided. (The chromosome encoding describes all possible combination of classifier 
systems using the given classifier system components.)  

Various approaches using GA for feature selection problem can be found in [18]. GA 
based optimization of classifier components can also be found in adaptive preprocessing 
based recognition [16], and neural network classifier systems [7]. In this paper, all 
possible classifier system combinations are encoded as artificial chromosomes. 
However, GA can hardly be used under dynamically changing environment alone since 
they usually consume too much time to evaluate the population of chromosomes in the 
genospace until finding an optimal solution. The knowledge of an individual context 
category and its associated chromosomes of effective classifier systems are stored in the 
context knowledge base. In addition, once the context knowledge is constructed, the 
system can react to changing environments at run-time.  
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The detail of context knowledge accumulation process is given in the followings.  

Step1. The context data associated application environments are clustered (learned) as data 

context categories by the CIM.  

Step2. The most effective subset of classifier systems of the AM for each identified data 

context is decided by the GA using the associated training action data set as 

follows.  

2.1 Generate a random population of the chromosome.  

2.2 Evaluate the fitness of each chromosome vector of the population.  

2.3 Select only a portion of the population as the population of next generation.  

2.4 Repeat 2.2 and 2.3 until a most effective classifier is reached, or a generation exceeds 

a desired criterion value.  

Step3. The classifier system chromosomes with their associated contexts (the knowledge of 

context-action relations) are stored in the CKB.  

4   Face Recognition Using ECS Method  

 The proposed ECS method has been tested in the area of object recognition. We deal 
with face image objects the spatial boundaries of which can be well estimated in prior. 
We employ the ECS strategy where the face recognition system structure is allowed 
to evolve in accordance with changing quality of input image data, i.e. data context. 
The data sets Inha, FERRET, and Yale were used in our experiments.  

4.1   The Design of ECS Based Face Recognition     

The AM of ECS based face recognition consists of three stages: the preprocessing, 
feature representation, and class decision. We adopt Gabor vectors with different 
weight values of individual fiducial points as the action primitives of feature 
representation. The details of generation of Gabor vector will be discussed later. For 
the simplicity, we adopt non-parametric classification method k-nn's with different 
threshold values as the action primitives of the class decision stage. The architecture 
of face recognition using the ECS is shown in Fig. 3.  

In ECS based face recognition, the input images are used as the action data as well 
as the context data. We assume that the training set of input face image is provided. In 
the action mode, and the data context category of input face image is identified by the 
CIM. If the data context category is the same as the previous one, the ACM activates 
the AM. Finally, the AM produce the recognition result using the action data (input 
face image).  

4.2   Context Modeling   

We used face image of 128 x 128 spatial resolution and 256 gray levels as input 
context data y here (seethe session 3.1).  Three methods of derived context feature 
were investigated here as shown in Fig. 4. In the vertical scanning method, the input 
context data, i.e. 128 x 128 face image is reduced into 6 x 6 images, and the reduced 
image is scanned in the vertical direction first (from top to bottom) and from left to 
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right.  Several types of unsupervised learning methods have been investigated, and 
SOM is selected to be the most promising algorithm for constructing the data context 
model for face recognition. SOM can be used to create an intuitive model of the 
important concepts contained in information [15, 16]. After a sufficient number of 
input vectors have been presented, network connection weights specify clusters, the 
point density function of which tends to approximate the probability density function 
of the input vectors. In addition, the connection weights will be organized such that 
topologically close nodes are sensitive to inputs that are similar. 

AM

CIM ACM

ECM

CKB

Data Context 
Category

Action reconfigurable 
ChromosomeData Context

Category

Input 
Image

Context data

Action data
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(a) The flows of action and context data in the action mode  
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(b)  The flow of action and context data in the evolution mode 

Fig. 3. Two modes of ECS based face recognition: (a) the flow diagram of the action mode, and 
(b) the flow diagram of the evolution mode 

Gabor Wavelet Based Feature Representation  
The proposed face recognition of the AM employs Gabor feature vector, which is 
generated using the Gabor wavelet transform. The kernels of the Gabor wavelets 
show biological relevance to 2-D receptive field profiles of mammalian cortical cells 
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[28].   The feature vector thus includes all the Gabor transform at the fiducial point 

x ,  ))()()(( 21 nxFxFxFV =  . 

 

Fig. 4. The characteristic vector of the Gabor feature space. The characteristic vectors are 
generated from 32 fiducial points. 

4.3   The Chromosome Encoding and Fitness Function of the ECM  

The ECM is implemented by employing the genetic algorithm. The design of the 
chromosome and the fitness function of the GA are discussed in the followings. The 
GA explores the huge search space of action reconfiguration chromosomes to find an 
optimal classifier system structures for an identified data context. The optimality of 
the chromosome, i.e. fitness, is defined by classification accuracy and generalization 
capability. Fig. 5 shows a possible encoding of the chromosome description. 

GFR1 GFR2 GFR2 … GFRn

Fig. 5. Chromosome description of the proposed scheme 

GFR1, GFR2, . . ., and GFRn denote weight values for fidiucial points, and they 
are represented by 4 bits. As the GA searches the genospace, the GA makes its 
choices via genetic operators as a function of probability distribution driven by 
fitness function. The genetic operators used here are selection, crossover, and 
mutation.  

The GA needs a salient fitness function to evaluate current population and chooses 
offspring for the next generation. Evolution or adaption will be guided by a fitness 
function defined in terms of the system accuracy and the class scattering criterionThe 
evolutionary module derives the classifier being balanced between successful 
recognition and generalization capability. The fitness function adopted here is defined 
as follows:  

)()()( 21 VVV gs ηληλη += . (1) 

where )(Vsη  is the term for the system correctness, i.e., successful recognition rate 

and )(Vgη  is the term for class generalization. 1λ  and 2λ are positive parameters that 
indicate the weight of each term, respectively.  
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Let kwww ,, ,21  be the classes and kNNN ,,, 21 be the number of images in 

each class, respectively. Let kMMM ,,, 21 be the means of corresponding classes, 

and avgM  be the total mean in the Gabor feature space. Then, Mi can be calculated,  
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Then,  )(Vgη  can be calculated as follows:  
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5   Experimental Results  

The feasibility of the proposed ECS method has been tested in the area of face 
recognition using Inha, Yale [19], FERET [20] data sets. We used 1000 images from 
100 persons in Inha data set, 60 images from 15 persons in Yale Face data set [19], 
and 2418 images from 1195 persons in FERET data set. The above data sets are 
merged for the context modeling. The data context of the merged data is analyzed by 
the SOM as discussed in the session 4.2. We have 10 images for each person in Inha 
data set.   The first experiment was performed using FERRET data set. First, we 
clustered the images into context models (we investigates six, nine, and twelve cluster 
models here) by SOM. Second, we evolve classifier systems for individual context 
models. The evolution of a best classifier system for each context model is carried out 
by the genetic algorithm using images in the corresponding cluster. The selected 
(evolved) classifier system is described by an artificial chromosome produced by the 
genetic algorithm. We will have six, nine, and twelve corresponding selected 
classifiers in six, nine, and twelve context models, respectively. 

We have experimented three types of context feature vectorization as discussed in 
the session 4.2 in order to investigate the effect of the vectorization methods. Table 1 
shows the performance of successful face recognition resulting of six cluster modeling 
for non-evolutionary face recognition, the system based face recognition with vertical 
scanning, the system with horizontal scanning, the system with hybrid scanning. Here, 
the non-evolutionary face recognition indicates a Gabor based face recognition system 
without using the evolutionary computing method. For the simplicity of experiment, 
we only evolved the feature representation stage described by Gabor based fiducial 
points. Tables 1, 2, and 3 show the experimental results of six, nine and twelve 
category context models, respectively. As you can see in those tables, the vectorization 
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methods used in the context modeling may affect the performance. As the number of 
context models is increased, we can achieve a higher successful recognition rate. The 
best recognition can be found as 96.24% in the proposed face recognition with the 
hybrid scanning when the twelve context model is adopted. 

Table 1. The comparison of successful recognition rates between the non-evolutionary method 
and the proposed method based face recognition method with the vertical, horizontal, and 
hybrid scans when the six context model is adopted 

Data 
context 
category 

Non-
evolutionary 
method 

The proposed 
face recognition 
with the hybrid 
scanning 

The proposed 
face recognition 
with the vertical 
scanning 

The proposed 
face recognition 
with the 
horizontal 
scanning 

Cluster -0 91.10% 94.66% 95.26% 91.20% 

Cluster -1 94.27% 97.45% 93.43% 97.30% 

Cluster-2 92.37% 96.18% 97.31% 96.18% 

Cluster-3 92.57% 96.26% 93.56% 93.32% 

Cluster-4 94.27% 97.45% 97.62% 91.32% 

Cluster-5 88.94% 92.63% 94.77% 95.77% 

Average 91.93% 95.51% 95.51% 94.18% 

Table 2. The comparison of successful recognition rates between the non-evolutionary method 
and the proposed ECS based face recognition method with the vertical, horizontal, and hybrid 
scanning when the nine context model is adopted  

Data context 
category 

Non-
evolutionary 
method 

The proposed 
face recognition 
with the hybrid 
scanning 

The proposed 
d face recognition 
with the vertical 
scanning 

The proposed 
face recognition 
with the 
horizontal 
scanning 

Cluster -0 86.29 82.85 93.27 92.00 

Cluster -1 93.75 96.88 97.96 96.50 

Cluster-2 92.00 97.33 92.00 91.02 

Cluster-3 95.04 96.45 97.48 96.48 

Cluster-4 83.39 92.85 97.83 97.00 

Cluster-5 89.90 94.95 94.25 93.5 

Clsuter6 92.92 97.35 98.58 97.25 

Cluster7 97.45 100.00 97.00 95.00 

Cluster8 94.44 99.15 94.16 93.05 

Average 91.93 96.06 95.78 94.65 
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Table 3. The comparison of successful recognition rates between the non-evolutionary method 
and the proposed ECS based face recognition method with the vertical, horizontal, and hybrid 
scanning when the twelve context model is adopted  

Data context 
category 

Non-
evolutionary 
method  

The proposed 
face recognition 
with the hybrid 
scanning 

The proposed 
face recognition 
with the vertical 
scanning 

The proposed 
face recognition 
with the 
horizontal 
scanning 

Cluster -0 87.14% 95.71% 95.74% 95.39% 

Cluster -1 96.00% 97.33% 92.68% 95.83% 

Cluster-2 97.14% 98.10% 95.92% 100.00% 

Cluster-3 91.30% 94.20% 95.92% 92.63% 

Cluster-4 89.80% 100.00% 98.36% 88.71% 

Cluster-5 87.65% 92.59% 96.72% 95.81% 

Clsuter6 93.33% 97.78% 95.16% 100.00% 

Cluster7 86.17% 89.36% 98.51% 98.73% 

Cluster8 94.95% 98.99% 93.55% 98.20% 

Cluster9 93.33% 97.14% 95.11% 87.50% 

Cluster10 94.62% 96.77% 95.19% 97.84% 

Cluster11 92.31% 97.80% 97.83% 97.50% 

Average 91.93% 96.24 96.05% 95.97% 

6   Conclusion  

In this paper, ECS (Evolvable Classifier Selection), a novel method of classifier 
combination using data context-awareness is proposed and applied to object 
recognition problem. The proposed method tries to distinguish its input data context 
and evolves the classifier combination structure accordingly by Genetic algorithm 
(GA). It stores its experiences in terms of the data context category and the evolved 
artificial chromosome so that the evolutionary knowledge can be used later. The main 
difference of the proposed classifier selection method from other methods is that it 
can select classifiers in accordance with the identified context. In addition, once the 
context knowledge is constructed, the system can react to changing environments at 
run-time. 
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Abstract. Partner selection is an important problem in supply chain
management. The renewable resources suppliers are the most immediate
partners for contractor in construction supply chain and their capacity
will form constraints to project scheduling. The mathematical model for
selecting these suppliers in construction projects is proposed and the
principle to reduce the solution space is discussed. Following that, a
schema with a hybrid genetic algorithm(GA) to solve the problems is
designed wherein chromosome is composed of two parts: one represents
partner selection, the other is an activities chain with precedence rela-
tionship, and different genetic operators are set on them respectively.
Finally, an example is given to show the effectiveness of the algorithm.

1 Introduction

When we design the construction supply chain whose kernel is the main contrac-
tor or the owner in construction project, there is a critical problem facing the
kernel: how to select the appropriate partners. Among these partners, the direct
ones are special subcontractors and the prefabricated parts suppliers who pro-
vide the renewable resources such as the manpower with special skill and mixer
to produce ready mix in construction projects and whose capacity will form
constraints for project scheduling. In reality, there are often many supplier can-
didates to bid for supplying these renewable resources so that project scheduling
is correlated with the selection schema of renewable resource suppliers.

Partner Selection is an important problem in supply chain management and
virtual enterprize on which much work has been focused. In manufacturing indus-
try, people have paid more attention to suppliers selection, and many rules have
been put forward to solve this type of problem. The methods include mathemat-
ical programming, activity based costing approach and weighted point plan[1,2].
There are many similar methods in partner selection of virtual enterprize. Wang
etc. has proposed a method based on activity network analysis in which activi-
ties in project are respectively executed by different partners. And the method
to solve the problem is a soft computing approach which combines genetic algo-
rithm with fuzzy decision making[3,4,5]. In addition, much work has been also
done on partner selection in construction project, but people usually discussed

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 853–862, 2006.
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the problem qualitatively[6,7], their work are about concepts or based on surveys.
Research on construction supply chain occurred just recently. To our knowledge,
there is still no quantitative method to solve this type of problem presented in
the literatures.

This paper will discuss renewable-resource suppliers selection in construction
supply chain based on project scheduling. The next section describes the problem
and defines the mathematical model of the problem as an integer programming.
The basic principle to reduce the solution space is also discussed. The third
section is to design the genetic algorithm which uses a hybrid encoding schema.
Section 4 consists of a numerical example to illustrate the effectiveness of the
algorithm.

2 Problem Description and Mathematical Model

In construction project, the needed renewable resources are usually not produced
or provided by the main contractor. With variety of the requirement, supply of
these renewable resources is more dependent on the special resource suppliers.
For example, ready mix for placement of bridges in cities is supplied by some
commercial ready mix suppliers whose capacity for ready mix is a type of re-
newable resource in fact. To complete a construction project effectively, people
need to select appropriate supplier for each renewable resource to satisfy the
requirement, and to reduce the activities’ cost in project.

…

Ã1

1
2

…

ÃK

1
2

…
 

…
 

Resource Suppliers Renewable Resources Construction Project 

The 1st Res. 

The k-th Res. 

The K-th Res.

…

Ãk

1
2

Activity Network 

Fig. 1. The sketch map of the problem

As Fig.1 shows,we consider a single project which consists of j = 1, 2, · · · , J
activities with a non-preemptive duration of dj periods, respectively. Due to
technological requirement, precedence relationship among the activities enforce
that an activity j = 2, · · · , J may not be started before all its immediate pre-
decessors i ∈ Pj (Pj is the set of immediate predecessors of activity j) have
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been finished. In the description of activity-on-node method, the structure of
the project is a network where the nodes represent the activities and the arcs
the precedence relations. The network is acyclic and numerically labelled, where
an activity has always a higher label than all its predecessors. Without loss of
generalization, we can assume that 1 is the only start activity and activity J is
the only finish activity. K-types of renewable resources supplied by the partners
will be needed during the project. It is assumed that the project needs qjk units
of resource k for activity j during every period of its duration. And the cost of
activity j is vj . Let FTj be the finish time of activity j.

For resource k = 1, · · · , K, there are Ãk suppliers to respond to the invitation
for the tender, and they all promise to supply their resource without delay. The
capacity and unit price of candidate α for resource k are Qkα, Ckα.

In the problem, h is the cost per period of holding completed activities stated
as a percent of activity’s cost and due date of the project is H . Giving H , we
can get the earliest finish time EFj and the latest finish time LFj of activity j
by using CPM. The time parameters in the problem are all integer valued. Vt is
the holding cost for completed activities of the project through period t.

In the mathematical model, we use the following decision variables:
Xjt = 1 for j = 1, · · · , J ; t = EFj , · · · , LFj if activity j is completed in period t,
0 otherwise. Ykα = 1 if candidate α is selected as the supplier of resource k, 0
otherwise. With the above notations, the problem may be stated as follows:

min TV = h

FTJ∑
t=1

Vt +
J∑

j=1

vj (1)

s.t.
LFi∑

t=EFi

tXit ≤
LFj∑

t=EFj

[(t− dj)Xjt], ∀i ∈ Pj , j = 1, · · · , J (2)

LFj∑
t=EFj

Xjt = 1, j = 1, · · · , J (3)

FJ =
LFJ∑

t=EFJ

tXJt ≤ H (4)

Ak∑
α=1

Ykα = 1, k = 1, · · · , K (5)

J∑
j=1

(qjk

t+dj−1∑
t′=t

Xjt′ ) ≤
Ak∑

α=1

YkαQkα, k = 1, · · · , K, t = 1, · · · , FTJ (6)

vj = v
′
j +

K∑
k=1

Ak∑
α=1

YkαCkαqjkdj , j = 1, · · · , J (7)



856 Z. Liu and H. Wang

Vt = Vt−1 +
J∑

j=1

vjXjt, t = 1, · · · , FTJ (8)

Xjt ∈ {0, 1}, ∀j, t; Ykα ∈ {0, 1}, ∀k, α (9)

As formula (1), the objective is to minimize TV , the activities’ total cost of the
project which includes two items. The first item is the sum of holding cost of
the completed activities from the start time of the project to its finish time.
The second is the amount of the activities’ fixed cost. Constraints (2) ensure the
precedence relations can be satisfied. (3) indicates the activity must be executed
within the interval (EFj , LFj) and (4) means that the project can not be finished
after the due date. Constraints (5) are set to ensure that only one candidate is
selected to serve for project for every resource. (6) is the resource-constraint
which guarantees that the per-period availabilities of the renewable resources
are not violated. (7) gives the composition of the activities’ cost which consists
of two parts, the first part, v

′
j , is the part that is not related with the selection

of the partners and is constant in fact, the later is the cost for resources needed
to complete the activity that is related with the selection of suppliers because
different selection will form different price. Finally, (8) illustrates how to get the
holding cost for the completed activities through period t where V0 = 0.

From the model, we can see that there are
∏K

k=1 Ãk combinations for partner
selection that is very large in general. Therefore, the reduction of solution space
is very important.

Theorem. If there are two candidates α1, α2 for resource k with resource ca-
pacity and unit price Qkα1 , Ckα1 , Qkα2 , Ckα2 , Qkα1 ≤ Qkα2 and Ckα1 > Ckα2 , or
Qkα1 < Qkα2 and Ckα1 ≥ Ckα2 , we can get that α2 is prior to α1.

Proof. Assume candidate α1 is selected as the suppliers of resource k. Without
loss of generalization, it’s assumed that the best objective will be reached when
the suppliers for the other resources are α(1), α(2), · · · , α(k−1), α(k+1), · · · , α(K)

respectively, and the scheduling variables related with the activities are X1t1 =
1, · · · , XJtJ = 1.

According to the model, we can transform the objective to the following:

min TV =
J∑

j=1

(h(
LFJ∑

t=EFJ

tXJt −
LFj∑

t=EFj

tXjt) + 1) (10)

In addition, it’s assumed the cost of the activity j is v
(1)
j when candidate α1 is

selected ad the supplier of resource k. Then, the objective is:

TV1 =
J∑

j=1

v
(1)
j (h(tJ − tj) + 1) (11)

If we change the selected candidate of resource k to α2 with the cost of activity
j v

(2)
j (Here, v

(2)
j ≤ v

(1)
j , j = 1, · · · , J).
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In the assumption, we have Qkα1 ≤ Qkα2 . When we select candidate α2
as the supplier of resource k, the set α(1), α(2), · · · , α(k−1), α(k+1), · · · , α(K) as
the suppliers of the other resources and set the scheduling variables as X1t1 =
1, · · · , XJtJ = 1, all the constraints will be also satisfied. In this condition, the
objective will be:

TV2 =
J∑

j=1

v
(2)
j (h(tJ − tj) + 1) (12)

It’s obvious that TV2 ≤ TV1.
If the best objective is TV ∗

2 when candidate α2 is selected as the supplier of
resource k, then we have TV ∗

2 ≤ TV2 ≤ TV1. It means that α2 is prior to α1.
Therefore, we can exclude candidate α1 from the set of candidates for resource

k in construction supply chain.

3 The Solving Framework Based on GA

We can get from the model that if a set of suppliers has been selected to pro-
vide renewable resources for the project, the problem will be transferred to be
a resource-constrained project scheduling problem(RCPSP) with the objective
of minimizing activities’ cost. Therefore, if we consider all the combinations
based on the current candidate set, and compute the objective under each com-
bination, we can get the minimal objective and find the best combination of
supplier candidates for the project. In other word, to select the appropriate
candidates combination, we can turn to solve RCPSP with the objective of
minimizing activities’ cost. In our previous research[8], we have proposed an
improved genetic algorithm to solve RCPSP with the objective of minimizing
activities’ cost wherein we used an activities chain with precedence relationship
as chromosome and the decoding procedure is a serial scheduling schema. In
addition, we designed the related crossover and mutation operators. The pro-
posed GA was demonstrated to be effective based on the results of a computa-
tional study on the updated PSPLIB[9]. Following this, we will extent the above
GA to solve the model (1) ∼ (9). The framework of the algorithm is shown in
Fig. 2.

3.1 Encoding and Decoding

In the problem, there are two types of variables: one is related with the selec-
tion of suppliers, the other is related with the activities. Here, we use a hybrid
chain as chromosome which consists of two parts: the first is entity chain and the
second is activities chain with precedence relationship. The entity chain repre-
sents the selection of the candidates, and it’s divided into K segments and every
segment has Ãk bits. If value of bit l in segment k is 1, candidate l is selected
as the supplier of resource k. The activities chain with precedence relationship
represents the order of activities in project scheduling based on which a serial
scheduling schema is executed to gain a schedule[8].
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Fig. 2. The framework of the algorithm

For example, Fig.3 is an activity network represented by activity-on-node.
The activities require 4-type of renewable resources and there are 3 candidates
for every renewable resource. The following is a hybrid chains: 001|100|010|010‖1
2 3 5 4 7 6 9 8 10 11. Before the mark ‖, 001|100|010|010 represents the selection
for 4-type of resources is 3,1,2,2 and after ‖, 1 2 3 5 4 7 6 9 8 10 11 is an activities
chain with precedence relationship.

The decoding procedure is as the following:

Step 1: Decoding the entity chain to get the selected candidates for resources;
Step 2: Form the new RCPSP with the objective of minimizing activities’ cost

with the parameters of the selected candidates;
Step 3: Based on the above problem, decoding the activities chain using the

serial scheduling schema proposed in [8].
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Fig. 3. An Example Activity Network

3.2 Fitness Function and Selection Scheme

The objective is to minimize the activities’ cost so that a fitness measure is pro-
posed according to the general principle of genetic algorithm: f(s) = TVm −
TV (s) where TVm is a very large constant, and TV (s) is the value of objec-
tive after chromosome s has been decoded. Selection scheme is represented by
stochastic tournament model with elitist preservation.

3.3 Genetic Operators

In the framework, the hybrid chains will be divided into entities chains and
activities chains with precedence relationship. Then, the two series of chains will
be evolved with different genetic operators. The entity chains consist of some
segments which stand for selection schema for renewable resources, so a one-
point crossover is set to exchange the content after some segment k between the
father chromosomes. For example, giving two father chains:

P1: 00100|10000|01000|00010 ; P2: 00001|00100|00010|01000

Choosing k = 2 to exchange the segments after segment 2, we can get the son
chains:

S1: 00100|10000|00010|01000 ; S2: 00001|00100|01000|00010

Similarly, the mutation operator for the entity chains is set to change the schema
of a segment. Consider as an example:

P : 00001|00100|00010|01000

Set k = 3 and change the selected status of candidate 2 to be 1, then the son
chain is:

S: 00001|00100|01000|01000

The genetic operators over the activities chains with precedence relationship are
designed to maintain the precedence relationship when evolving. To know the
details, we can refer to the literature[8]. After executing the genetic operators,
the two series of chains will be aggregated to form a new series of hybrid chains.
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4 A Numerical Example

An example activity network is shown in Fig. 3 and there are 11 activities in
the project in which 4 types of renewable resources are required. The duration,
requirement for the resources and the non-resource cost of the activities are
shown in Table 1.

Assume that there are 3 candidate suppliers for each renewable resource whose
capacity and unit price for each resource is shown in Table 2. Giving h = 0.01
and H = 30.

The algorithm is coded by Matlab 6.5 and run on a Legend 460 P4-2GHz-
256M with Windows XP. In the configuration of parameters of the algorithm,
the preservation scale is 2, the population size is 12, the crossover probability is
Pc = 0.7, the mutation probability is Pm = 0.1 and the tournament scale is 2. In
addition, the computing procedure will stop when the average variance among
the continuous 20-generation is less than 0.01 according to the general principle
of genetic algorithm[10].

As Fig.4 shows, the procedure will stop at the 186th generation. The results
show that convergence is fine. The best objective we get is TV = 371.66 and the
selection schema of candidates for resources is 2,1,1,2.

Table 1. The Parameters of the Activities

Activity Duration k=1 k=2 k=3 k=4 v
′

1 4 4 3 1 5 4.1
2 3 6 2 3 2 2.7
3 2 5 6 1 3 1.8
4 4 3 3 4.5 4 1.8
5 3 2 4 3 3 2.4
6 3 4 2 2 2 2.2
7 3 4 1 1 2 0.8
8 2 6 5 2 2.5 1.8
9 2 2 3 2 1.5 1.0
10 2 2 5 1 2 1.8
11 4 4 7 1 3 3.6

Table 2. The resource parameters of candidate suppliers

Candidate Suppliers k=1 k=2 k=3 k=4
1 Unit Price Ckα 1.5 0.9 0.5 0.4

Capacity Qkα 10 9 6 8
2 Unit Price Ckα 1.2 1.0 0.8 0.35

Capacity Qkα 9 10 12 7
3 Unit Price Ckα 1.8 1.3 0.7 0.45

Capacity Qkα 13 12 8 9
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Fig. 4. The effect of the parameters of activity network on GA

5 Conclusion

Selecting suppliers for renewable resources is an important task in construction
supply chain that has a direct effect on controlling progress, quality and cost of
the construction project. This paper has considered the capacity of the renew-
able resources’ suppliers as constraint for project scheduling and given out the
selection model based on project scheduling with the objective of minimizing the
activities’ cost in project. To solve the problem, a hybrid genetic algorithm was
designed. In practice, people often consider multiple objectives such as quality,
customer service and credit besides progress and cost. This type of problems is
one of which we will focus our mind on in the future.
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Abstract. High speed networks with high delays present a unique environment 
where TCP can not efficiently utilize the full bandwidth. In this paper, we 
present a simple and novel Time Based Congestion Control scheme (TBCC for 
short) that alleviates RTT unfairness while supporting TCP friendliness and 
bandwidth scalability. We provide the general framework for TBCC protocol 
modifications. Then, using a simplified design, we illustrate the scalability of 
TBCC for improving the efficiency, without sacrificing the fairness of TCP. We 
assess the RTT unfairness of TBCC and show that the RTT unfairness of TBCC 
can be firmly guaranteed to be no worse than that of unmodified TCP.  
Compared with similar protocols such as HSTCP and STCP, TBCC can 
guarantee the bandwidth scalability and achieve better fairness. The flexible 
framework of TBCC provides a whole class of design options for improving the 
performance of TCP in high speed networks.  

1   Introduction 

TCP increases its congestion window by one packet per Round-Trip Time (RTT) in 
congestion avoidance phase and reduces it by half at a loss event. In high speed 
networks, the congestion avoidance phase of TCP takes a very long time to increase 
the window size. And the effect of random packet losses on TCP cannot be ignored, 
since they may limit the TCP throughput more than the congestion losses do and may 
lead to a poor utilization of the large available capacity. The window increase rate is 
unnecessarily fixed at only one packet per Round-Trip Time (RTT), which makes 
TCP inefficient in the high speed environment. 

Related Work: Several promising solutions have been put forward for solving the 
problem.  These solutions can be classified into four main categories [1]: a) Tuning 
the network stack. [2], [3], [4] and [5] are some of the examples. Tuning the stack 
improves the performance significantly and is best used in conjunction with other 
solutions mentioned below. b) Opening parallel TCP connections between the end 
hosts ([6], [7], [8], [9], [10]). c) Modifications to the TCP congestion control. This 
category of research modifies the congestion response function of TCP. High Speed 
TCP [11], scalable TCP [12], FAST TCP [13], Bic-TCP [14] and H-TCP [15] are 



864 Y. Xiang et al. 

some of examples in this area. d) Modifications to the network infrastructure or use of 
non-TCP transport protocol. Some schemes go beyond modifications only to TCP and 
use either UDP or rely on support from the network infrastructure. XCP [16], 
Tsunami [17], RBUDP [18], SABUL/UDT [19] and GTP [20] are some of the 
examples. 

In this paper, we propose the TBCC which modifies the congestion response 
function of TCP at the sender-side and requires no additional support from the 
network infrastructure or the receivers. We focus on improving the TCP performance 
on high speed high delay links through a simple time based technique, wherein, the 
increase rate and decrease rate of congestion window are adaptively adjusted based on 
time intervals between two consecutive loss events. Compared with similar protocols 
such as HSTCP and STCP, TBCC can guarantee the scalability and achieve better 
fairness. In HSTCP and STCP, a larger window increases faster than a smaller 
window. Compounded with delay differences, RTT unfairness gets worse as the 
window of a shorter RTT flow grows faster than that of a longer RTT flow. The 
severe RTT unfairness of HSTCP and STCP comes from their adaptability, ironically, 
the very reason that makes them more scalable to large bandwidth [13] [14]. TBCC 
overcomes these limitations. 

The rest of this paper is organized as follows: Section 2 gives model assumptions 
and simplifications. Section 3 provides the general framework for the TBCC scheme. 
In Section 4, we discuss one possible design of TBCC class and presents analyses 
pertaining to it. Conclusions and future work are summarized in section 5. 

2   Assumptions and Simplifications 

To simplify the analysis, various assumptions and simplifications which have been 
made in the analysis are summarized below:  

• We assume that the sender always has data to send (i.e. a saturated sender). The 
receiver always advertises a large enough receiver window size such that the 
send window size is determined by the congestion window size [21]. 

• Since the slow start phase is very short. We focus on congestion avoidance 
mechanisms. The impact of slow start has been ignored. 

 

Fig. 1. The whole network can be considered as a time interval feedback control system 
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• We model congestion avoidance behavior in terms of rounds. A round starts 
with the back-to-back transmission of W packets, where W is the current 
window size. In this model, the duration of a round is equal to the Round-Trip 
time and is assumed to be independent of the window size. Also, it is assumed 
that the time needed to send all of the packets in a window is smaller than the 
Round-Trip time [21]. 

• We consider multiple losses in one window as one loss event. 

3   Time Based TCP: The Framework 

It is challenging to design a protocol that can satisfy all three criteria: RTT fairness, 
scalability, and TCP friendliness. We design TBCC protocol under the following 
criteria [1]: (a) the congestion response function should scale in high speed networks. 
(b) the TBCC flows should be fair to each other when they have the same RTT. (c) 
the unfairness of TBCC flows with different RTTs should be at least no worse than 
the unfairness between unmodified TCP flows with similar RTTs.  (d) The TBCC 
flows should be fair to TCP flows under high loss rates.  

In TBCC, we extend the existing AIMD [22] algorithms of TCP. A TBCC flow 
increases its congestion window by k packets per RTT and decreases it by e*W, where 
W is the current window size when a loss event is detected.  It is the time interval 
between two consecutive loss events instead of window size or current sending rate 
that determine the congestion window increase rate k and decrease rate b.  

Suppose the network is shared by n flows, K= [k1, k2 … kn], E= [e1, e2… en], where, 
K is the increase rates vector and E is the decrease rates vector. The whole network 
can be considered as a time interval feedback control system, which is described in 
Figure 1, where, NT= [t1, t2… tn] is time interval vector. When ki increases or ei 
decreases, it is easier to get a loss event and ti decreases. When ki decreases or ei 
increases, it is more difficult to get a loss event and ti increases. So ti can be 
considered as a decreasing function of ki and increasing function of ei.  Here, we 
simplify the network and describe it by a simple binary function: T=G (K, E). Since 
networks with larger bandwidth and RTTs correspond to longer time intervals. The 
increase rate ki should be an increasing function of time intervals ti: ki =in (ti). And 
the decrease rate ei should be a decreasing function of time intervals ti: ei=de (ti). So 
we get the feedback function: [K, E]=H(NT)=[In(NT), De(NT)], where, 
In(NT)=[in(t1), in(t2), … , in(tn)], De(NT)= [de(t1), de(t2), … , de(tn)]. The primal task 
of TBCC is to design the feedback function.  In addition to satisfy the criteria 
mentioned above, the feedback function H (NT) = [In (NT), De (NT)] should also be 
chosen appropriately to guarantee the convergence of K, E and NT.   

To meet the fairness criteria, the increase and decrease rates of different flows must 
be the same or be asymptotically the same. Consider the single bottleneck model. In 
synchronous loss environment, flows get loss events at the same time and the time 
intervals between losses of these flows are the same, even if they have different 
windows and RTTs.  So these flows’ increase rates and decrease rates, which are 
calculated by the feedback function H (NT), are the same respectively.  In random 
loss environment, suppose the mathematical expectation of the loss rate is p. When 
TBCC flows have the same RTT, their mathematical expectations of time intervals 
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are the same. So the increase rates and decrease rates of these flows are statistically 
equal to each other respectively. When TBCC flows have different RTTs, flows with 
lager RTTs or smaller windows usually have lower throughputs and longer time 
intervals, which leads to lager increase rate and lower decrease rate to compensate its 
throughput. More detailed analysis can be seen in the sections below.  It is confirmed 
that TBCC flows are fair to each other when they have the same RTT and the 
unfairness of TBCC flows with different RTTs is at least no worse than the unfairness 
between unmodified TCP flows with similar RTTs.   

In TBCC, when the time intervals between two consecutive loss events is below a 
predefined threshold t0, the increase rate and decrease rate are equal to that of TCP 
respectively. Since short time intervals correspond to high loss rate or short RTT, 
TBCC behaves exactly the same as TCP does under high loss rates. 

4   A Design Choice 

Several different design options are possible for choosing the appropriate feedback 
function H (NT). Since we want to keep the design as close to that of TCP as possible, 
we only change the increasing method and set the decrease rate ei to a fixed value: 
0.5, which is equal to that of TCP.  In this section, we first analyze the network 
model, then present one possible design of TBCC. We support this design with 
extensive analysis to understand the TBCC behavior. 

4.1   Model Analysis 

Since E is a constant vector, G (K, E) can be simplified as G(K). In this part, we 
analyze the network model G (K) and give the steady-state relationship between T and 
K, where K is fixed.  First, we set the parameters of the single bottleneck model and 
give some assumptions. The maximum bandwidth of a bottleneck link, which is 
shared by n flows ( f1,  f2, …, fn.), is fixed at B(bps). The Round-Trip time (RTT) of 
these flows is set to R1, R2… Rn respectively. The packet size is set to D (bytes).  

In synchronous loss environment, the time intervals between two consecutive loss 
events of all flows are the same: t1=t2=…tn= t.  So the increase rate of these flows is 
the same: k1 = k2= …. = kn = k. The maximum number of packets across the 
bottleneck link per second is B/(8D). Since ei=0.5, the window increment between 
two consecutive loss events is a half of the maximum window size in steady-state. 
When a congestion event is detected, the numbers of packets sent per second by these 

flows are 2
12 /tk R , 2

22 /tk R ,…, 22 / ntk R
 
respectively. Thus, we obtain an equation: 
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The relationship between T and K can be expressed as:  
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We can see that t and k have an inverse relation in synchronous environment.  
In random loss environment, we select a random flow fj, its Round-Trip time is Rj 

and increase rate is kj. The time interval between two consecutive loss events is tj. In 
[25], for random loss model the probability of the packet loss  pi  is given by  
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respectively. And  *
jw  is the statistical equilibrium window. 

For TBCC, *( , )j j jA w R = kj/w
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in the above equation, we can calculated the loss rate as  
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We can see that tj and jk have an inverse relation in asynchronous environment. 

4.2   Our Design 

For our design, the decrease behaviours are equal to that of TCP. In this part, we give 
the increase behaviours by simple feedback functions:   

k = in( tA  )=( tA  /t0 )
c . (9) 

tA = r t + ( 1 - r ) tA . (10) 

where, c and r (0<r<1 ) are predefined constants, tA is weighted average of  t.  So K= 
In(NT)=[ in( tA1 ), in( tA2 ), … , in( tAn ) ]. In this section, a weighted average method is 
used to avoid violent oscillation of t and k. This method limits the oscillation, and 
smoothes the value of t and k. If we choose c and r appropriately, NT and K can 
converge to stable values. This can be confirmed by the analysis and simulation 
below and the transient effect of G(K) is ignored.  

In synchronous loss environment, let the sequence of t, tA and k  are  t(1), t(2), …, 
t(i),…; tA (1), tA (2), …, tA(i),… and  k(1), k(2), …, k(i), … respectively. Suppose the 
initial value of tA is tA (0), then we obtain 
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Substitute the above equation into (9), we have 
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Combining (13) and (14), we obtain that 

1 1

0

1
( 1) (1 ) ( )
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rU
k i r k i

t k i
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The above recurrent formula is convergent, when c and r satisfy certain condition. 
We give the empirical convergence condition by simulation as Fig. 2. When a r is 
given, c < CM. In random loss environment, the process is similar and the 
convergence condition is: c < 2CM. 
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Fig. 2. The convergence condition: c < CM 

To be more compatible with current TCP in high loss rate environment, we set 
k=1.0 when tA < t0. So it behaves exactly the same as TCP does under high loss rates. 

4.3   Response Function 

In this section, following a similar analysis in [14], we present a deterministic analysis 
on the response function of TBCC. Suppose that the loss events of flow fi are 
uniformly distributed with rate p. The total number of packets sent by a flow between 
its two consecutive loss events is 1/p. Let t denote the time interval between two 
consecutive loss events of a flow during steady state. The total number of RTTs 
between two consecutive loss events is t/R.  So the average window size can be 
obtained as follows 

1/ 1

/

p R
w

t R p t
= =  . (16) 

Let R(p) denote the response function of a protocol, which is the average sending 
rate of the protocol in the unit of packets per RTT, in terms of  a loss event rate  p.  

During steady state, t and k are invariant, tA = t. So k and t can be calculated as:      

2
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Combining (17) and (18), we obtain that  
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Combining (19) and (16), we get  
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For TBCC, its response function is  

1
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For HSTCP, STCP, and TCP, their response functions are of form [14]: 
1

( )
d

A
R p

R p
= , where A and d are protocol dependent constants. The value of d is 

between 0.5 and 1 [23]. The value of (A, d) for TCP [24], HSTCP [11], and STCP 

[12] is ( 1.5 , 0.5), (0.15, 0.82), and (0.08, 1), respectively.  Set t0 = 1.5 seconds, 
R=0.1 seconds and c = 3.2. The response functions of TBCC, HSTCP, STCP, TCP is 
shown in Figure 3 in a log-log scale.   

In Figure 3, TBCC shows a similar scalability as HSTCP. In fact, the slope of 
TBCC’s response function is determined by c. A larger c corresponds to a larger 
slope, and the slope of TBCC is no larger than that of STCP and no less than that of 
TCP. The analysis results below indicate that the fairness criterion is firmly 
guaranteed and is not influenced by the slope of TBCC’s response function. So we 
can design the response function more freely to obtain better performances. For 
HSTCP, STCP, and TCP, the RTT unfairness gets worse as the slope gets lager. 
HSTCP and STCP improved throughput and responsiveness over TCP at the cost of 
fairness [13] [14].  

 

Fig. 3. Response Functions of various protocols 
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4.4   RTT Unfairness Analysis 

We consider the RTT unfairness of TBCC under both synchronous loss model and 
random loss model. Let wi, ti, Ti and Ri denote the average window size, the time 
interval between two consecutive loss events, the average throughput and the RTT of 
flow i ( i =1,2) respectively.  

In synchronous loss environment, t1 = t2. Since 1/pi is the total number of packets 
sent by a flow between its two consecutive loss events, 1/pi can be calculated as  

2 21 3 3
( ) ( ) ( )

2 2
i i

i i
i i i

t t
k in t

p R R
= =  . (22) 

Substitute the above equation into (16), we have  

21 1 3 1
( ) ( )

2
i i

i
i i i i i

w t
in t

R p t R t
= =  . (23) 

Therefore the RTT unfairness of the two flows, the ratio of their average 
throughputs, can be calculated as  

21 1 1 1 1 1 2

2 2 2 2 2 2 1

( / )(1 ) ( / )
( )

( / )(1 ) ( / )

T w R p w R R

T w R p w R R

−= ≈ =
−

 . (24) 

where (1- pi) is approximated by 1, since pi is usually far less than 1.It is clear that 
TBCC has the same RTT unfairness as that of TCP under synchronous loss model. 
For TCP, HSTCP and STCP, throughput at the equilibrium point becomes 

proportional to 1/(1 )
2 1( / ) dR R −  and the exponent 1/(1 )d−  is 2.0, 5.56, and ∞  

respectively [14].  
In random loss environment, p1=p2. Consider the equation (6), we can get  

( )

/ 2 / 2
i ii

i i i i i

k in tw

R R p R p
= =  . (25) 

Since
1

i
i i

t
p T

= , we have  

1 1 1 1 1 1 2

2 2 2 2 1

2 2

1
( )

( / )(1 )
1( / )(1 ) ( )

in
T w R p p T R

T w R p Rin
p T

−= ≈
−

 . (26) 

A flow with larger RTT usually achieves lower throughput and in(ti) is an 
increasing function. Suppose R1<R2, then T1>T2. The following inequality can be 
obtained  

1 2

2 1

1
T R

T R
< <  . (27) 
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TBCC successfully limits the RTT unfairness. The throughput of TBCC flows with 
longer RTT or smaller window is partly compensated by larger increase rate. For TCP, 
throughput at the equilibrium point becomes inversely proportional to its round trip time 
[1]. For HSTCP and STCP, the RTT unfairness is worse than TCP under random models 
[2] [3]. So ccompared with TCP, HSTCP and STCP, TBCC can get better fairness.  

Note that, TBCC will satisfy the fairness criteria, if the feedback function in (t) 
satisfies a loose constraint: the feedback function in (t) should be a positive and 
increasing function of t. 

4.5   Alternate Designs 

Since the fairness is well guaranteed, the flexible framework of TBCC provides a 
whole class of design options for improving the performance of TCP in high speed 
networks. Under the framework, we could choose other feedback functions (such as 
logarithmic function) to achieve better performances. The decrease rate can also be a 
function of the time intervals or be set to a smaller value to avoid violent oscillation 
of the congestion window. We are currently in the process of evaluating other 
designs. Details will be made available in a technical report. 

5   Conclusions and Future Work 

In this paper, we have proposed a simple and novel Time Based Congestion Control 
scheme (TBCC) for high speed high delay links. The increase and decrease rate of 
congestion window is adaptively adjusted based on time interval between two 
consecutive losses instead of current window size or sending rate. TBCC modifies the 
behavior of TCP at the sender-side and requires no additional support from the network 
infrastructure or the receivers. Fairiness is well guaranteed and a whole class of design 
options is provided by the TBCC framework. We give one of the designs and support 
the design with extensive analysis. The preliminary analysis results indicate that TBCC 
can utilize the large available bandwidth efficiently and can achieve better fairness in 
high speed environment. Due to lack of space, rounded simulation results have not 
been included in this paper. They will be presented in a subsequent paper. We note that 
a number of other possibilities exist for alternate designs of general TBCC and more 
detailed analysis and simulation remain to be done in the future. 
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Abstract. Benchmarking is a technique that engages and executes a se-
ries of measures to change indexes of the Decision Making Unit (DMU) to
excellent by using the gap analysis information between the DMU and
benchmark. In this paper, a DEA-Benchmarking model based on the
theory of maximum entropy is proposed and the conception of Entropy-
DEA efficiency is defined. According to the optimization model based
on the theory of maximum entropy, the Entropy-DEA efficient DMUs
is regarded as benchmarks, which have more advantages and direction
than DEA efficient DMUs. The measure method and existence prop-
erty of Entropy-DEA efficiency are all analyzed in this
paper.

1 Introduction

DEA proposed by A. Charnes and W. W. Cooper et al. in 1978 is a non-
parametrical optimization technique used to evaluate the relative efficiencies
of DMUs. DEA can identify the relative efficient DMUs in multiple inputs
and multiple outputs system by constructing a frontier which is composed of
excellent DMUs and then measuring efficiency which is relative to that
frontier by using the properties of convexity[6,7,8]. If the DMUs posited on
the frontier, the DMU is denoted as DEA efficient, otherwise the DMU is
inefficient.

Benchmarking is a technique which takes the relative efficient DMUs as study
standard and obtains the improving information by using the comparison analy-
sis between the improving DMUs and the benchmark[3]. The quantitative meth-
ods, such as statistical algorithm and regression analysis are often used when
comparing the proceeding of benchmarking. However, because of the existence
of random errors and approximation of statistical distribution, induce the ab-
sence of the methods mentioned above. The method also lacks of the ability of
dealing multiple inputs and outputs system in gap analysis. The methods can’t
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provide the effective information of reducing the distance between DMU and
benchmarks. The effect of benchmarking is limited by the disadvantages of the
methods mentioned above.

The procession of Benchmarking is introduced in section two. In section three,
the conception of information entropy and the theory of maximum entropy are de-
fined, and theway of constructing aDEA-Benchmarking optimizationmodel based
on the theory ofmaximum entropy is proposed.The measuremethod and existence
property of Entropy-DEAefficiency are all analyzed in this section. The conclusion
and prospect of the research in this field are showed in section four.

2 The Basic Procedure in Benchmarking

Benchmarking is a systemic and durative proceeding to improve the DMUs per-
formance. First, we should identify the research field and corresponding in-
dexes in the procedure comparing the performance of DMUs. Secondly, the
excellent performance benchmarks in the field mentioned above should be se-
lected. At last, we reach the goal of improving DMUs performance and re-
ducing the distance between DMUs and benchmarks by comparing their in-
dexes between improving units and benchmarks. In the course of analysis how
to identify the distance between DMUs and benchmarks is the core of bench-
marking. The DMUs should be evaluated and compared in the view of multiple
inputs and outputs system. The application of DEA to the gap analysis is effi-
cient, which can calculate the relative efficiency of multiple inputs and outputs
DMUs.

3 DEA-Benchmarking Model and Method Based on the
Theory of Maximum Entropy

To apply DEA to benchmarking can identify the unit with excellent performance
as benchmarks in the view of technical and scale efficiency. A comprehensive
evaluation method, DEA-Benchmarking, can be constructed by integrating the
advantage of DEA in the aspect of dealing with multiple indexes and that of
benchmarking in comparing and evaluation. The DEA-Benchmarking method
can identify efficient benchmarks as the goal of the other inefficient DMUs in the
system, identify corresponding benchmarks, and provide more accurate analysis
and evaluation for additive DMUs. It plays an important role to perfect the
function of the system. Two key procedures in the DEA-Benchmarking method
are (1) to identify benchmarks by integrated DEA model and benchmarking; (2)
to identify the improving information of its input and output indexes by using
the gap analysis of DMUs and benchmarks.

The key technique of DEA-Benchmarking is to obtain accurate DMUs’ im-
proving information used to improve DMUs. DEA-Benchmarking model based
on the theory of maximum entropy, with integrated the maximum entropy theory
to DEA-Benchmarking, has been explored in this paper.
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3.1 The Theory of Entropy

According to information theory, entropy is a measure to scale the system’s
degree of out-of-order. To a series of random events, the bigger the uncertainty of
the system is, the bigger output information entropy value is. On the other hand,
the smaller the entropy value is, the more ordered the system is. The necessity
event’s information entropy equal to zero, then equal probable event has the
maximum information entropy. In the view of information science, entropy is a
measure concerning the uncertainty of a system. If there is a random test with n
kinds of states x1, x2, . . . , xn , which have corresponding occurrence probability
denoted by P1, P2, . . . , Pn . Although the event with bigger probability has more
chance to happen, we can’t identify the certain result before the test, which is
the uncertainty and out-of-order property of random events.

Shannon defined the uncertainty as the follows mathematic form:

S = −k0

n∑
i=1

PilnPi (1)

where S is defined as information entropy, k0 is a constant connected with the
units of measurement[1].

The value of uncertainty is connected with the result of test, where an event
probability contribution has the maximum degree of uncertainty. This means
the system is in the most disorder state. Taynes proposed the maximum entropy
theory that if and only if the entropy is maximum values, the event happening
probability is the only unbiased estimator when inducing is based on parts of
the important information[2].

3.2 DEA-Benchmarking Model Based on the Theory of Maximum
Entropy

All aspects of effective information of DMUs can be reflected by using the the-
ory of maximum entropy to construct the weights of DMUs. An objective and
quantitative management method can be provided by integrating the maximum
entropy theory and DEA in benchmarking, which makes the benchmarking pro-
ceeding more effective[4,5].

The core technique of benchmarking is gap analysis, that is, to collect infor-
mation from DMU or out of DMU, compare then, work out a plan and execute it.
The procedure has direct influence on the effect of management and its power. A
DEA-Benchmarking model based on the theory of maximum entropy is proposed
by integrating the theory of maximum entropy and DEA model. The model can
be described as follows:

This article assumes that there are n DMU’s , and each DMU has m kinds
of input indexes and s kinds of output indexes, which are denoted respectively
as Xj = (x1j , x2j , . . . , xmj)T and Yj = (y1j , y2j , . . . , ysj)T , j = 1, 2, . . . , n . The
C2GS2 model of DEA approach to assess the technical efficiency of the DMU-j0
is determined by the following linear programming:
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min θ = VDMUj0

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

n∑
j=1

Xjλj + S− = θX0

n∑
j=1

Yjλj − S+ = Y0

n∑
j=1

λj = 1, λj ≥ 0, j = 1, 2, ..., n

S+ ≥ 0, S− ≥ 0

(2)

If the optimal solution of programming (2) λ∗, S∗+, S∗−, θ∗satisfies that θ∗=1,
then the DMU-j0 is DEA(C2GS2)week efficient. Under the above conditions, if
the optimal solution also satisfies that S∗+ = 0, S∗− = 0, then the DMU-j0 is
DEA(C2GS2)efficient.

The feasible solution corresponding of C2GS2 model is

T =

⎧⎨⎩(X, Y )

∣∣∣∣∣∣
n∑

j=1

Xjλj ≤ X,

n∑
j=1

Yjλj ≥ Y,

n∑
j=1

λj = 1, j = 1, 2, ..., n

⎫⎬⎭ (3)

The problem of multiple objective programming in set T is{
V −min(f1(X, Y ), . . . , fm+s(X, Y ))
s.t.(X, Y ) ∈ T

(4)

where fk(X, Y ) =
Xk, 1 ≤ k ≤ m
−Yk−m, m + 1 ≤ k ≤ m + s

, X = (X1, X2, . . . , Xm)T , Y =

(Y1, Y2, . . . , Ys)T ,

Lemma. The sufficient and necessary condition when DMU-j0 is DEA(C2GS2)
efficient is that(X*,Y*)is the Pareto effective solution of multiple objective pro-
gramming (4).

In practical production and application, though every event has correspond-
ing happening probability, each kind of happening has different value and avail
influence. To bring the subject value and significance into information measure,
we put the weigh entropy into DEA model which can be described as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

min ωT X − µT Y + 1
k

(
m∑

i=1
ωi ln ωi +

s∑
j=1

µj ln µj)

s.t.

⎧⎪⎪⎨⎪⎪⎩
ωi > 0, µj > 0, i = 1, 2, ..., m; j = 1, 2, ..., s
m∑

i=1
ωi +

s∑
j=1

µj = 1

(X, Y ) ∈ T

(5)

where k is a parameter which is bigger than zero.

Definition 1. For a given parameter k > 0, if the optimal solution of program-
ming (4) is denoted as X̄, Ȳ , ω̄i, µ̄j(i = 1, 2, . . . , m; j = 1, 2, . . . , s) , then the
DMU identified by vector (X̄ , Ȳ )is Entropy DEA efficient.
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Theorem 1. If (X̄ , Ȳ ) is Entropy DEA efficient, the DMU must be DEA
efficient.

Proof: Based on the Lemma, we just need to prove that (X̄, Ȳ ) is the Pareto
effect solution of multiple objective programming (4). By using reduction to
absurdity, we assume that (X̄ , Ȳ ) is not the Pareto effect solution of multiple
objective programming (4), then there must be a vector (X ′, Y ′) ∈ T which
satisfies that (

X ′

− Y ′

)
<

(
X̄

− Ȳ

)
(6)

Because (X̄ , Ȳ ) is Entropy DEA efficient, there must be a group of weight vectors

ω̄ = (ω̄1, ω̄2, ..., ω̄m) > 0, µ̄ = (µ̄1, µ̄2, ..., µ̄s) > 0 , and
m∑

i=1
ω̄i+

s∑
j=1

µ̄j = 1 satisfied

the nonlinear programming (5), where (X̄, Ȳ , ω̄, µ̄) is the optimal solution of
nonlinear programming (5), then

ω̄T X̄−µ̄T Ȳ +
1
k

(
m

i=1

ω̄i ln ω̄i+
s

j=1

µ̄j ln µ̄j) ≤ ω̄T X ′−µ̄T Y ′+
1
k

(
m

i=1

ω̄i ln ω̄i+
s

j=1

µ̄j ln µ̄j)

ω̄T X̄ − µ̄T Ȳ ≤ ω̄T X ′ − µ̄T Y ′ (7)

Left-handed multiply weight vector (ω̄, µ̄) into (6), where ω̄ > 0, µ̄ > 0 , then

ω̄T X̄ − µ̄T Ȳ > ω̄T X ′ − µ̄T Y ′ (8)

There is an antinomy between the inequality (7) and (8), so (X̄ , Ȳ ) must be the
Pareto effect solution of multiple objective programming (4), which also means
the corresponding DMU is efficient. �

The Theorem 1 indicates the Entropy DEA efficient DMU must be DEA efficient
DMU, but the contrary proposition is not true. So the Entropy DEA efficient is
a more significant conception than DEA efficient.

3.3 The Measure of Entropy-DEA Efficiency

Although the Entropy DEA efficient has more application significance in ap-
plication than DEA efficient, the DEA model based on maximum entropy (5)
is a nonlinear programming, which brings a lot of inconvenience in calculation.
We introduce Lagrange multiplication operator to discuss the solution of pro-
gramming (5), then the programming (5) can be changed into an equivalent
exponential programming problem which is a measure of DEA efficiency.

We introduce Lagrange multiplication operator λ into programming (5), then
a Lagrange function can be constructed as follows:

Lk(ω, µ, X, Y, λ) = ωT X −µT Y +
1
k

(
m

i=1

ωi ln ωi +
s

j=1

µj ln µj)+λ(
m

i=1

ωi +
s

j=1

µj − 1)
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Because the stationary point condition is
∂Lk

∂ωi
= 0,

∂Lk

∂µj
= 0, we can obtain the

formula as follows:

Xi +
1
k

(ln ωi + 1) + λ = 0 i = 1, 2, ..., m (9)

− Yj +
1
k

(ln µj + 1) + λ = 0 j = 1, 2, ..., s (10)

The other stationary point condition is
∂Lk

∂λ
= 0 , we can draw the criterion

constraint as follows:
m∑

i=1

ωi +
s∑

j=1

µj = 1 (11)

By associating calculate the formula (9), (10) and (11), we can obtain the
formulas as follows:

ωi = Ce−kxi i = 1, 2, ..., m
µj = Cekyj j = 1, 2, ..., s

where C =
1

m∑
i=1

e−kxi +
s∑

j=1
ekyj

Put ωi and µj into the formula of Lagrange function, we get the result :

Lk(ω, µ, X, Y, λ) = ωT X − µT Y +
1
k

[
m∑

i=1
ωi ln(Ce−kxi) +

s∑
j=1

µj ln(Ce−kyj )

]

= ωT X − µT Y +
1
k

[
m∑

i=1
ωi ln C +

m∑
i=1

ωi ln e−kxi +
s∑

j=1
µj ln C +

s∑
j=1

µj ln e−kyj

]

= ωT X − µT Y +
1
k

[
ln C(

m∑
i=1

ωi +
s∑

j=1
µj)− ωT X + µT Y

]
=

1
k

ln C

So the problem of calculate the function Lk is equal to the formula as follows:

max(
m∑

i=1

e−kxi +
s∑

j=1

ekyj ) (X, Y ) ∈ T (12)

Then we can draw the conclusions:

Theorem 2. The solution of (5) is equal to the solution of (12).

Using Theorem 1 and Theorem 2 , we can draw the conclusion below:

Theorem 3. For all k > 0, the ∀(X, Y ) of the solution of programming (12) is
Entropy-DEA efficient, that is DEA efficient.

From now on, we can construct a mapping in JD for DEA efficient DMUs:

H : JD → R+
1

∀(X, Y ) ∈ JD , defineH(X, Y )∆=
m∑

i=1
e−kxi +

n∑
j=1

ekyj as the exponential measure

of DEA efficient DMU (X,Y).
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3.4 The Existence of Entropy-DEA Efficient DMUs

Theorem 4. Assume that(Xj0,Yj0)is the maximum solution to
m∑

i=1
e−kxi+

s∑
j=1

ekyj ,

where (X, Y ) ∈ T̂ = {(X1, Y1), ..., (Xn, Yn)}andX = (X1, X2, ..., Xm)T , Y =
(Y1, Y2, ..., Ys)T , then (Xj0 , Yj0)must be DEA efficient.

Proof: Based on the Theorem 3, we just need to prove (Xj0 , Yj0) is also the
solution of

max(
m∑

i=1
e−kxi +

s∑
j=1

ekyj ) s.t.(X, Y ) ∈ T

In fact, because (Xj0 , Yj0) is the solution of

max(
m∑

i=1
e−kxi +

s∑
j=1

ekyj ) s.t.(X, Y ) ∈ T̂ (∀j = 1, 2, . . . , n)

Then
m∑

i=1

e−kx
(j)
i +

s∑
j=1

eky(j)
r ≤

m∑
i=1

e−kx
(j0)
i +

s∑
j=1

eky(j0)
r (13)

where Xj = (x(j)
1 , x

(j)
2 , ..., x

(j)
m ), Yj = (y(j)

1 , y
(j)
2 , ..., y

(j)
s )

For ∀(X, Y ) ∈ T ,
n∑

j=1
Xjλj ≤ X,

n∑
j=1

Yjλj ≥ Y , because of T̂ ⊂ T , it also means

Xi ≥
n∑

j=1
x

(j)
i λj , Yr ≤

n∑
j=1

y
(j)
r λj , i = 1, 2, ..., m; j = 1, 2, ...s

Based on the convexproperty of function ex, we can draw the conclusion as follows:

e−kXi ≤ e

n

j=1
λj(−kx

(j)
i )
≤ λ1e

−kx
(1)
i + λ2e

−kx
(2)
i + ... + λne−kx

(n)
i

where
m∑

i=1

e−kXi ≤
m∑

i=1

λ1e
−kx

(1)
i +

m∑
i=1

λ2e
−kx

(2)
i + ... +

m∑
i=1

λne−kx
(n)
i (14)
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Calculate the formula (14)+(15) and use the formula (13), we can draw the
following conclusion:
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From the Theorem 4, we know that the solution of programming (12) must be
in the set T̂ = {(X1, Y1), ..., (Xn, Yn)}, which indicates that there at least exist a
DMU in the evaluation DMUs is Entropy-DEA efficient, and the DMU is DEA
efficient. It is an embodiment of relative efficiency of Entropy-DEA efficient.

4 Conclusions

The core of benchmarking needs some accurate quantitative methods to ob-
tain efficient information, so we proposed a DEA-Benchmarking model with the
maximum entropy and defined Entropy-DEA efficiency. The measure and the ex-
istence of Entropy-DEA efficient DMU were also strictly induced in this paper.
The Entropy-DEA efficient DMU is a more complete and objective in the view
of uncertainty of DMUs information, which has more advantage property over
DEA efficient DMUs. In the proceeding of benchmarking, we accept the eval-
uation method based on Entropy-DEA efficiency and select the Entropy-DEA
efficient DMUs as benchmarks for gap analysis between the indexes of DMUs
and benchmarks, which have more accurate and operative property in manage-
ment. The optimization method provides a more efficient means to search in
select DEA efficient DMUs within feasible solution space.

References

1. Fu Z.Y.:Information Theory: Basic Theory And Application. Beijing: Electron In-
dustry Press (2002)35–51

2. Gu, R.Z.: The New Path of Multiple Objective Decision. System Engineering,
Vol. 9,4.(1991) 1–8

3. Zhao, F.: Benchmarking.Beijing: The Textile Press of China, (2004)5–12
4. Robert, K., Niven: The Constrained Entropy and Cross-entropy Functions. Physica

A. Vol. 334,(2004) 444–458
5. Diasparra, M.,Gzyl,H.:Entropic: Approach to Interior Point Solution of Linear Pro-

grams. Applied Mathematics and Computation. Vol. 143,(2003) 339–347
6. Yang, Y.H.: The Quantitative Method in Economy System. Changchun: Jilin science

Technology Press.(2001) 285–327
7. Sheng, S.H.,Zhu,Q.,Wu, G.M.: DEA Theory, Methodology and Application. Beijing:

The Science Press.(1996) 73–144
8. Wei, Q.L.: Data Envelopment Analysis. Beijing: The Science Press.(2004) 148–203



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 883 – 888, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Two Step Approach for the Integrated Production  
and Distribution Planning of a Supply Chain 

Ali Serdar Tasan 

Department of Industrial Engineering, Dokuz Eylul University,  
Bornova, 35100 Izmir Turkey 

serdar.tasan@deu.edu.tr 

Abstract. Since the production and distribution planning is one of the most 
important activities to support the global optimization of supply chains, they 
must be considered in an integrated platform. Most of the integrated 
production-distribution models consider transportation with a fixed per unit 
cost, without routing or transportation capacity issues. The aim of this study is 
to develop an efficient methodology which provides cost savings in logistics 
activities by considering production, inventory and distribution decisions 
simultaneously. Generally, finding optimum solution for such an integrated 
problem is not easy due to its combinatorial nature, especially when vehicle 
routing is taken into account. Therefore, a two step solution methodology is 
proposed in order to cope with these issues.  

1   Introduction 

A supply chain is a network of facilities and distribution options that performs the 
functions of procurement of materials, transformation of these materials into 
intermediate and finished products, and the distribution of these finished products to 
customers [1]. Logistics is the part of the supply chain that plans, implements, and 
controls the efficient, effective flow and storage of goods, services and  
related information from the point of origin to the point of consumption in order to 
meet customers’ requirements [2]. It has been typically seen that logistics costs 
account for nearly 30% of the operating cost of an industry. To obtain cost savings 
in logistics, decisions have to be made by considering the cost elements together. 
Most studies on supply chain management (SCM) consider inventory point of view 
of the chain, is thus analyzed as a series of production-inventory decisions. 
Although it is correct, that approach neglects issues on the transportation between 
nodes of the chain, resulting missing important opportunities for cost savings and 
optimization.  

The aim of this study is to develop an efficient methodology, which provides cost 
savings in logistics activities, by considering production, inventory and distribution 
decisions simultaneously in an integrated manner. Moreover this study concerns with 
shipment consolidation policy, which consolidates different product items produced 
and used at different locations and different times, into single vehicle loads in order to 
get the benefit of the economy of the scale. 
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2   The Integrated Production, Inventory and Distribution Problem 

The integrated production, inventory and distribution problem is concerned with 
coordinating the production, inventory and delivery operations to meet customer 
demand with cost minimization objective. Companies become aware of their supply 
chain performance and the importance of their performance improvement, 
competitive advantage of the production, inventory, and distribution integration [3, 4, 
5, 6, 7, 8].  In the literature, there are many studies for optimizing the integration of 
parts in the integrated production, inventory and distribution problem. Some of these 
studies address, production-distribution coordination [9, 10], and inventory-
distribution coordination [11]. Many models have been studied for production, 
inventory and distribution problems [3, 12, 13, 14]. 

However, most of these integrated production-distribution models consider 
transportation element as a fixed cost, without routing or transportation capacity 
issues. Consideration of these models is only the demand allocation in distribution, 
and they answer only how much product transported from production plants to 
customers. Most of these models with few exceptions do not consider how these 
allocated quantities delivered by the vehicles. In many of these production-
distribution models, the transportation cost per trip is simplified to be proportional to 
the amount of product shipped, instead of a fixed quantity shipped. Thus the optimal 
solution is to ship every item direct from the plants to destination distribution centers 
as soon as it has been produced [15]. 

3   Proposed Methodology 

The aim of the proposed approach is the cost minimization of production, inventory 
and transportation simultaneously, while satisfying the demand requirements. The 
model is developed under the assumptions of; multiple production plants, distribution 
centers (DCs), products and time periods, and each vehicle can visit more than one 
DC during a trip and returns to its base plant at the end of each trip. Generally solving 
such an integrated problem optimally is not easy due to its combinatorial nature, 
especially when vehicle routing is taken into account. To cope with this issue a two 
step solution methodology is proposed in this study. 

In the first step, not only production of plants is allocated to DCs to fulfill demand 
requirements among the time but also vehicles are assigned to plants assuring enough 
vehicle capacity required for shipments from production plants. The second step 
considers with the transportation of the allocated production to the DCs with lower 
transportation cost, involving consolidation and vehicle routing considerations.  

3.1   Mixed Integer Programming Model 

In the first step of the proposed approach a mixed integer programming model is 
developed for determining the production quantities and allocation of this production 
to demands, considering production, inventory and distribution issues. In order to  
 



 A Two Step Approach for the Integrated Production and Distribution Planning 885 

satisfy the simplicity, direct shipments are assumed between production facilities and 
demand centers; the location consolidation and vehicle routing issues are handled by 
the second step of the methodology. Equations (1) to (10) formulate the mathematical 
model for the problem.  
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Equation (1) is the objective function, which is the summation of production cost, 
inventory cost, and transportation cost (assuming direct shipments) and cost for 
vehicle usage. The Mixed Integer Programming model tries to minimize this objective 
function. Equation (2) and (3) are the constraints that provides production satisfies 
demand by determining production quantities as well as quantities hold in inventory 
over time horizon. Equation (4) and (5) are inventory capacity constrains while 
Equation (6) is production capacity constraint. Equation (7) determines the shipment 
from i to j by using a dummy capacity Capp. Equation (8) determines vehicle 
assignment decisions by satisfying vehicles’ loading capacity. Equation (9) satisfies 
each vehicle assigned to only one plant during t. finally Equation (10) assures x and y 
values are binary. In the formulation; I, J, T, V, W are the sets of production plants, 
DCs, time periods, vehicles, product items respectively. ai,w(t) is unit production cost  
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and hj,w(t) is inventory holding cost of product w at ith production plant during t. lj,w(t) 
is inventory holding cost of product w at jh DC during t and cd is transportation cost 
per unit distance. cv is cost of assigning vehicle v and Capv is shipping capacity of 
vehicle v. dsi,j is  distance from i to j and dj,w(t) is demand of jth DC for product w 
during t. PRi,w is production capacity of product w at ith plant. schi,w is maximum and 
scli,w is minimum level of inventory of product w at ith plant respectively. sdhj,w is 

maximum and sdlj,w is minimum level of inventory of product w at jth DC.   
The decision variables in the proposed mixed integer programming model are; 

pi,w(t) is production quantity and sci,w(t) is inventory of product w at ith plant during t. 
sdj,w(t) shows inventory of product w at jth DC during t and xi,j(t) shows if there is 
shipment between i and j during t. qi,j,w(t) denotes quantity of product w transported 
from i to j by v during t and yi,v(t) shows assignment of v to i during t. 

3.2   Genetic Algorithm Based Vehicle Routing 

This step uses the outputs of the first step as inputs and decides how the allocated 
product quantities transported to the DCs with vehicle routing consideration. Due to 
genetic algorithm’s efficiency on solving the combinatorial problems, genetic 
algorithm (GA) based method is used to develop an efficient solution algorithm.  
Execution of this step is done by using GA Based Routing Application (GABRA) 
[16], which is continuously developing vehicle routing tool based on GA.  

Genetic Algorithms  
GA belongs to evolutionary algorithms which are based on Darwin’s mechanics of 
the natural selection process. The Theory of Natural Selection, proposed by the 
British naturalist Charles Darwin, states that individuals with certain favorable 
characteristics are more likely to survive and reproduce and consequently pass their 
characteristics on to their offsprings. In nature, the genetic inheritance is stored in 
chromosomes, made of genes. Once in a while a mutation causes a change in the 
chromosomes. Due to natural selection, the population will gradually improve on 
the average as the number of individuals with the favorable characteristics 
increases. The GAs were invented by John Holland and his colleagues in the early 
1970s [17]. The idea behind GA is to model the natural evolution by using genetic 
inheritance together with Darwin's theory. For more information, readers can refer 
to [18, 19, 20]. 

4   Illustrative Example 

In order to illustrate the proposed methodology, an example with 3 production 
facilities and 36 DCs, where production facilities produce 3 different products with 10 
time period is used. In the example, products are shipped by   8 vehicles with different 
capacities.  The locations of the production facility and DCs are shown in the Fig. 1, 
where production facilities illustrated with circles and DCs with triangles. 
Additionally, the demands of DCs for different type of products as well as other 
variables related to production facilities and DCs change over time periods. 
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Fig. 1. Locations of the production facilities and DCs with their corresponding coordinates and 
routes from Facility 3 to served DCs during 4th time period 

In the first step of the proposed methodology a mixed integer programming model 
is formulated using the data and solved by LINGO software. Following, the solution 
from this step is used as the input for the proposed GABRA model. As an example of 
the solution, two routes for the shipments from facility 3 at the 4th time period and the 
vehicle routes are found and shown in Fig 1. Similarly, all shipments from all 
facilities to DCs for all periods are calculated with their routes. In this study 
permutation type genetic representation, roulette wheel selection method, alternating 
edges crossover operator and reciprocal exchange mutation operator are used in the 
proposed methodology.  

5   Conclusion 

In this study, a methodology, which considers with production, inventory and 
distribution issues of a supply chain, is proposed. In addition to this integrated frame, 
routing and consolidation considerations are also taken into account. The originality 
of the study based on the concerned supply chain environment, which involves multi 
products, heterogeneous transportation vehicles with various capacities, as well as 
vehicle routing consideration. Due to the combinatorial nature of these kinds of 
problems, especially for vehicle routing considerations, optimally solving such an 
integrated problem is very difficult even for small sized problems. And much of real 
world problems can be modeled by huge sized models, in order to reflect their 
structure by developed models realistically. To deal with the combinatorial nature of 
this problem, a two step integrated methodology is proposed in this study. 
Additionally, an illustrative example is modeled and solved using the proposed 
methodology.  

In conclusion, according to the results of various trials, proposed approach gives 
good quality solutions to the integrated production, inventory and distribution 
problem including routing considerations with heterogeneous vehicles. Furthermore, 
the structure of the proposed two step approach enables to handle huge sized 
problems, which represents most of the real world logistics systems. 
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Abstract. In many complicated constrained optimization problems, intelligent 
searching technique based algorithms are very inefficient even to get a feasible 
solution. This paper presents an enhanced heuristic searching algorithm to solve 
this kind of problems. The proposed algorithm uses known feasible solutions as 
heuristic information, then orients and shrinks the search spaces towards the 
feasible set. It is capable of improving the search performance significantly 
without any complicated and specialized operators. Benchmark problems are 
tested to validate the effectiveness of the proposed algorithm. 

1   Introduction 

Intelligent algorithms such as evolutionary algorithms [1]-[6], ant colony algorithms 
[7] and immune algorithms [8], etc., have been widely used to solve complicated 
constrained optimization problems in recent years. In many real-world problems, the 
feasible space is much smaller than the search space. For this reason, solving 
complicated constrained problems using such methods would be inefficient [1],[2]. 

In most cases in actual optimization problems, getting one feasible solution is not 
difficult. Based on this information, this paper presents an enhanced heuristic search 
(EHS) algorithm to solve constrained optimization problems. Multi-point searching 
and elitist reserve scheme are used in the algorithm in order to guarantee the diversity 
of the solutions and the convergence of the algorithm. Theoretic analysis and 
simulation results indicate that this algorithm has higher efficiency than normal 
searching methods. 

2   Problem Statement 

The constrained optimization problem considered in this paper is formulated as 

 { }
{ }
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where the objective function ( )f  and constraints ( )jg  may possess various complex 

forms. The feasible space is defined by F . S  defines the initial search space. 
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Without loss of generality, we assume that ⊂ . Then, for arbitrary solution X , 

we define the candidate solution as ∈cX S , the feasible solution as ∈feaX F  and the 

infeasible solution as ( ) ( )∈ ∧ ∉ufea ufeaX S X F . We define the feasible reference 

solution rX  which provides heuristic information to start search. 
To estimate the difficulty of generating feasible solutions, we define η  as: 

 η = S F . (2) 

where S  is the number of candidate solutions, and F  is the number of feasible 

solutions. By 1η  it means an intelligent algorithm is difficult to get feasible 

solutions. The work in this paper is to construct a search algorithm to solve the 
problem (1) for arbitrary η . 

3   Theoretical Description 

Suppose that one or more feasible reference solutions can be obtained (e.g., operating 
parameters of industrial processes and power supply networks). Based on this 
information, a new candidate solution could be generated towards feasibility and 
optimality, by dealing with the following two cases. 

(i) The candidate solution is an infeasible solution. The candidate solution selects a 
reference solution randomly as heuristic information orienting the search of next 
candidate solution approaching F. The search stepsize is adaptively set according 
to the degree of infeasibility of the candidate solution. 

(ii) The candidate solution is a feasible solution. Then it will be guided towards the 
best reference solution with an adaptive stepsize. A large stepsize is chosen if the 
number of the feasible solutions occupy a large portion in the population, in order 
to avoid premature of the search process. Otherwise, a small stepsize is used in 
favor of local search ability. 

The search process of the algorithm is described in detail as follows. Without loss 

of generality, we select the thi  candidate solution { }, , ,(1), (2),..., ( )c c c
i k i k i kx x x n=c

i,kX , 

( 1,2,..., )i N= during the thk  iteration as an example. N  is the population size. The 

thj  feasible reference solution { }, , , ,(1), (2),..., ( )r r r r
j k j k j k j kx x x n=X  is used to guide 

c
i,kX  to move. The distance between c

i,kX  and ,
r
j kX  is defined by (3): 
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After one iterative step, the thp  element of c
1i,k+X  is calculated by (4): 

 , 1 , , 1 1( ) ( ) ( 1) ( ) ( ), 1c c
i k i k i k kx p x p k p d p p nϕ α+ + += + + ≤ ≤ . (4) 

where , 1( ) [0,1]i kα + ∈ is a random number. We adjust the value of , 1( )i k pα +  until 

, 1( )c
i kx p+  satisfies the condition: , 1( ) ( ) ( )c

i i k ix p x p x p+≤ ≤ , where ( )ix p  and ( )ix p  
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are the upper and lower boundaries of the decision variable ( )ix p  respectively. ( )ϕ  

is the search stepsize and adjusted by 

   
( ) ( / 0.8) 10 ( / 0.2) 10

( 1) ( ) ( / 0.8) 10 ( / 0.2) 10

( )

fea ufea ufea fea

fea ufea ufea fea

k if Count N N or Count N N

k k if Count N N or Count N N

k otherwise

ϕ ϕ
ϕ ϕ ϕ

ϕ

+ ∆ ≥ > ≥ >
+ = − ∆ < > < > . (5) 

where feaN  and ufeaN  are the number of the feasible candidate solutions and the 

infeasible candidate solutions, respectively; ( )Count  is a function denoting the times 

that the value of the expression in the bracket remains true up to this iteration; ϕ∆  is 

the increment of ϕ .  

4   Simulations 

The effectiveness of the proposed algorithm has been verified by a set of benchmark 
problems [1] listed in the Appendix of this paper. Three feasible reference solutions 
are known initially in each benchmark problem. 

The simulation parameters are set as follows: 50N = , the search stepsize 
[1.0,3.0]ϕ ∈  with (0) 2ϕ = , and 0.08ϕ∆ = . The algorithm will stop if the candidate 

solution is not improved obviously during 100 continuous iterative steps. 
The convergence of the first benchmark problem [1] is shown in Fig. 1.  

 

Fig. 1. The convergence curves of the first model for one and three reference solutions 

In order to validate that the algorithm is insensitive to the initial feasible reference 
solutions, different initial reference solutions are tested in the simulations. The 
convergence rates of the second and the third benchmark problems with different 
number of reference solutions are similar to that of the first problem, and are omitted 
for the limitation of the paper’s length.  
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Table 1. Known feasible reference solutions and their fitness 

1,1
rX =(0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,1,1,1,0.5); 1f =-1 

2,1
rX =(0.6624,0.5532,0.3992,0.4009,0.5469,0.2142,0.3767,0.2028,0.4433,0,0,0,0.4385);

2f =2.5316 
G1
: 

3,1
rX =(0.6655,0.5593,0.5808,0.4301,0.4420,0.3454,0.7835,0.1088,0.4254,0,0,0,0.4738);

3f =2.2096 

1,1
rX = (580,1361,6000,182,295,218,286,395); 1f =7941.0 

2,1
rX = (580,1396.7,5166.5,182,295.99,218,285.77,395); 2f =7143.2 

G2
: 

3,1
rX = (579.86,1350.2,5996.5,182,295.14,218,286.83,395); 3f =7926.6 

1,1
rX = (0,0,0,0,0,0,0); 1f =1183.0 

2,1
rX = (1.3581,0.24432,-0.096835,0.00030777,-0.20318,-1.461,0.36611); 2f =1157.4 

G3
: 

3,1
rX = (0.18066,1.8137,0.22965,1.656,0.022634,-1.4212,1.0768); 3f =904.4 

Table 2. Statistical results obtained by our EHS against HM, SR and SMES 

Fun g1 g2 g3 
best EHS 

HM 
SR 
SMES 

-15.000 
-15.000 
-15.000 
-15.000 

7049.251 
7149.9 
7054.316 
7051.903 

680.636 
680.91 
680.630 
680.632 

mean EHS 
HM 
SR 
SMES 

-15.000 
-15.000 
-15.000 
-15.000 

7049.322 
8163.6 
7559.192 
7253.047 

680.801 
681.16 
680.656 
680.643 

worst EHS 
HM 
SR 
SMES 

-15.000 
-15.000 
-15.000 
-15.000 

7049.368 
9659.3 
8835.655 
7638.366 

681.224 
683.18 
680.763 
680.719 

We compare our algorithm with three other existing algorithms: SMES [1], SR 
(stochastic ranking) [6] and HM  (homomorphous maps) [1]. The feasible reference 
solutions and their corresponding fitness values f  are shown in Table 1 and the 
simulation results are shown in Table 2. 

The benchmark problem in [9] is also tested by extending the size of the initial 
search space to 10, 50 and 100 times respectively while the feasible space maintains a 
constant size. The curves in Fig.2 show the relationship between the iterations and the 
convergence speed under the four cases. The same parameters are set in this 
simulation. 

As is shown in Fig.2, the EHS algorithm demonstrates very good robustness 
against the change of search space size. 
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Fig. 2. Performance comparision by extending different sizes of the initial search space 

5   Conclusions 

A simple but effective algorithm for solving complicated constrained optimization 
problems is proposed in this paper. It can deal with such kind of problems with 
complicated feasible spaces for which most of the existing searching algorithms are 
difficult to even get a feasible solution. Benchmark problem simulation results 
show that the proposed algorithm is able to find optimal (or near-optimal) solutions 
quickly. 
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Appendix: Test Function Suite 

In the following formulas, x∗  and ( )f x∗  are the global optimal solution and the 

corresponding objective function value, respectively. 

g1: 
4 4 13

2

1 1 5

min ( ) 5 5i i i
i i i

f x x x x
= = =

= − −  

1 2 10 11. . 2 2 10 0s t x x x x+ + + − ≤ , 1 3 10 122 2 10 0x x x x+ + + − ≤ , 1 108 0x x− + ≤  

    2 3 11 122 2 10 0x x x x+ + + − ≤ , 2 118 0x x− + ≤ , 3 128 0x x− + ≤  

4 5 102 0x x x− − + ≤ , 6 7 112 0x x x− − + ≤ , 8 9 122 0x x x− − + ≤  

0 1 ( 1,...,9,13)ix i≤ ≤ = , 0 100 ( 10,11,12)ix i≤ ≤ =  

( ) 15f x∗ = − , (1,1,1,1,1,1,1,1,1,3,3,3,1)x∗ = . 

g 2: 1 2 3min ( )f x x x x= + +  

4 6. . 1 0.0025( ) 0s t x x− + + ≤ , 5 7 41 0.0025( ) 0x x x− + + − ≤ , 8 51 0.01( ) 0x x− + − ≤  

3 8 3 5 51250000 2500 0x x x x x− + + − ≤ ,   2 7 5 2 4 41250 1250 0x x x x x x− + + − ≤  

1 6 4 1833.33252 100 83333.333 0x x x x− + + − ≤  

1100 10000x≤ ≤ , 1000 10000 ( 2,3)ix i≤ ≤ = , 10 1000 ( 4,...,8)ix i≤ ≤ =  

( ) 7049.25, (579.19,1360.13,5109.92,182.0174,295.5985,217.9799,286.40,395.5979)f x x∗ ∗= = . 

g 3: 2 2 4 2 6 2 4
1 2 3 4 5 6 7 6 7 6 7min ( ) ( 10) 5( 12) 3( 11) 10 7 4 10 8f x x x x x x x x x x x x= − + − + + − + + + − − −  

2 4 2
1 2 3 4 5. . 127 2 3 4 5 0s t x x x x x− + + + + + ≤ ,   2

1 2 3 4 5282 7 3 10 0x x x x x− + + + + − ≤  
2 2

1 2 6 7196 23 6 8 0x x x x− + + + − ≤ ,                 2 2 3
1 2 1 2 2 6 74 3 2 5 11 0x x x x x x x+ − + + − ≤  

10 10 ( 1,...,7)x i− ≤ ≤ =                          ( ) 680.6300573f x∗ = , 

(2.330499,1.951372, 0.4775414, 4.365726, 0.6244870,1.038131,1.594227)x∗ = − − . 
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Abstract. In this paper, we consider the node based bottleneck im-
provement problem for multicut (NBBIM). The objective is to upgrade
a set of nodes with minimum cost such that there is a feasible multicut
whose maximum weight is not more than a given value D in the upgraded
network. We first show that the problem is NP-hard and MaxSNP-hard
for K ≥ 2 on general directed graphs, where K is the number of source-
terminal pairs. Then we present two polynomial algorithms for a special
case of problem (NBBIM) on directed MSMT trees.

1 Introduction

Many recent studies have focused on network improvement problems in a node
based upgrading model [6,7,8,3,4]. The aim is to enhance the performance of a
given network by restrictively modifying some nodes. In a node weighted network
G = (V, E, c), the cost to upgrade a node subset S ⊆ V is c(S) =

∑
v∈S c(v),

where c(v) is the cost to upgrade the node v. Three nonnegative integers w0(e) ≥
w1(e) ≥ w2(e) are given for each edge e, where wi(e) represents the weight of the
edge if exactly i of its endpoints are upgraded. The edge weight function resulted
from upgrading S is wS(e) = wi(e) for each e = (u, v), where i = |{u, v} ∩ S|.

Recently, Guan et. al. [4] considered the node based bottleneck improvement
problem for the multicut (NBBIM for simplicity). Given a connected network
G = (V, E) with positive weights w(e) on all edges and a set of ‘source-terminal’
pairs {(si, ti)}, i = 1, · · · , K, a multicut is a subset X of edges whose removal
disconnects each pair of source-terminal. Given a value D, a multicut X ⊆ E
is said to be feasible with respect to D if maxe∈X w(e) ≤ D. Thus, the purpose
of problem (NBBIM) is to upgrade a set S of nodes with minimum cost such
that there is a feasible multicut with respect to D in the upgraded network. We
mainly considered the problem for a directed MSMT tree defined below [4].

Given an undirected tree T = (V, E) satisfying Vs ∪ Vt ⊇ Vl, where Vs is the
set of sources, Vt is the set of terminals and Vl is the set of leaves of T , we
assume that there are no edges connecting two sources or two terminals. We
call
−→
T = (V,

−→
E ) an orientated tree of T if it satisfies the conditions as follows:

(i) each source si ∈ Vs has only out-arcs and each terminal tj ∈ Vt has only
in-arcs; (ii)

−→
T is a union of directed paths (not necessary disjoint) from each

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 895–900, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. A directed MSMT tree

source to all its reachable terminals (not necessary from every source to every
terminal) and each arc of

−→
E must be lied on one of such paths (See Fig. 1). We

call
−→
T = (V,

−→
E ) a directed tree with multiple sources and multiple terminals

(MSMT tree for simplicity) and we omit the arrow over T and E in the sequel.
In this paper, we first show that the problem (NBBIM) is NP-hard and

MaxSNP-hard for K ≥ 2 on general directed graphs. We have proposed a gen-
eral algorithm with time complexity O(K ·n+2K ·(K2+n)) for problem (NBBIM)
on directed MSMT trees in [4], which is a polynomial algorithm when the num-
ber K is upper bounded by a given value. Thus we turn to consider a special
case of problem (NBBIM) on directed MSMT trees and propose two polynomial
algorithms with time complexities O(n2 log n) and O(n2), which only concern
the number n of nodes and are irrespective of the number K.

Given a value D, we can partition the edge set E into four subsets accord-
ing to how many endpoints of the edge must be upgraded in order to de-
crease its weight to be below the threshold D [4]. An edge e is uncritical if
w0(e) ≤ D, 1-critical if w0(e) > D ≥ w1(e), and 2-critical if w1(e) > D ≥ w2(e).
Finally, an edge e is said to be useless if w2(e) > D. Denote by E1 and
Eu the set of 1-critical and useless edges, respectively. To simplify the nar-
ration, we make two assumptions [4]. Assume without loss of generality that
w0(e) > D for any edge e ∈ E and mine∈Psiti

w2(e) ≤ D for each pair of
source-terminal (si, ti), i = 1, 2, · · · , K, where Psiti is the path from source si to
terminal ti.

In the remainder of the paper, the organization is as follows. We first ana-
lyze the complexity of problem (NBBIM) on general directed graphs in Section
2. Then we present polynomial algorithms for problem (NBBIM) on directed
MSMT trees when there are no 2-critical edges in Section 3. Conclusions and
further research are given in Section 4.

2 Complexity of Problem (NBBIM) on Directed Graphs

To consider the complexity of problem (NBBIM) for general directed graphs, we
need to introduce a minimum multicut in node version. Given a connected graph
G = (V, E) with positive weights c(v) on all nodes v and a set of ‘source-terminal’
pairs {(si, ti)|i = 1, · · · , K}, a minimum node multicut is a set of nodes with
minimum weights whose removal disconnects each pair of source-terminal. Note
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that the node multicut herein may contain sources and terminals themselves.
Obviously, the set of sources and the set of terminals are two node multicuts.

Note that in directed graphs, the node version of the multicut problem can
be easily reduced to the edge version [2]. Given a directed graph G = (V, E),
construct an auxiliary graph H as follows. For each node v, add a new node v′

and an arc from v to v′ with weight c(v). The arcs of G coming from v are now
coming from v′ and the arcs coming into v remain the same; these arcs are given
large weight M , say M := c(V ). The set of sources remains the same, while
the set of terminals becomes V ′

t := {t′i}. As above, we can assume without loss
of generality that an optimal cost or approximate edge multicut in H does not
include any edge of weight M , and hence there is a one-to-one weight-preserving
correspondence of such cuts with the node multicuts in G. For the unweighted
case, we can replace the weight-M edges by M parallel edges of weight 1 (or
parallel paths, if we want a simple graph).

Obviously, if all the edges are 1-critical in the input network, then the problem
(NBBIM) reduces to the minimum node multicut problem in directed graphs.
Recall that minimum (edge) multicut is known to be NP-hard and MaxSNP-
hard for K ≥ 2 in directed graphs [1]. Therefore, based on the reduction from
the node version of the multicut to the edge version, we can easily conclude that

Lemma 1. The problem (NBBIM) is NP-hard and MaxSNP-hard for K ≥ 2
in general directed graphs, where K is the number of source-terminal pairs.

Next we mainly consider the problem (NBBIM) for the directed MSMT tree
when there are no 2-critical edges, and propose two polynomial algorithms.

3 Algorithms in the Case of Without 2-Critical Edges

Assume that there are no 2-critical edges in this section. Recall that if there
are only 1-critical edges, we proposed a polynomial algorithm for the problem
(NBBIM) in directed MSMT trees. Thus we intend to reduce the case of without
2-critical edges to the case of only 1-critical edges. Now introduce some concepts.

For any v ∈ V , let parent(v) := {u|(u, v) ∈ E} and child(v) := {u|(v, u) ∈
E}. A descendent (an ascendant) of a node v is defined as any other node
reachable from (to) that node, that is, the node’s children (parents) and all their
descendants (ascendants). Given a directed MSMT tree T , for any v ∈ V , a
source (terminal) subtree rooted at v, denoted by T s

v (T t
v), is induced by v and

all its ascendants (descendants). For the node 8 in Fig. 1, the node set of source
subtree T s

8 is {8, 3, 1, s2, s3, s4} and of terminal subtree T t
8 is {8, 13, 14, t3, t4}.

For any node v ∈ V , let parent-edge(v) := {e = (u, v)|u ∈ parent(v)} and
child-edge(v) := {e = (v, u)|u ∈ child(v)}. A node v is said to be feasible if either
parent-edge(v) ⊆ E1 or child-edge(v) ⊆ E1, and infeasible otherwise. Notice that
if v is feasible, then upgrading v can make all the paths Psitj (∀si ∈ T s

v , ∀tj ∈ T t
v)

traversing v have an edge with upgraded weight not more than D. In Fig. 2,
the edges labelled with Eu are useless, and other edges are 1-critical. Then the
infeasible nodes are {3, 8, 9, t3, s4}, which are shown in bold letters.
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In this section, we consider the problem (NBBIM) for the directed MSMT
tree when there are no 2-critical edges. We present two polynomial algorithms
for two cases according to whether there is a general cost for each node or not.

3.1 In the Case of General Cost on Each Node

Now we present a polynomial algorithm to solve problem (NBBIM) when there
is a general cost on each node. The main idea is as follows. Based on the auxiliary
graph H obtained for the MSMT tree T in Section 2, we first construct another
auxiliary graph H2, then find the minimum s-t cut for H2.

Algorithm 1. (Algorithm in the case of general cost on each node)
Input: an MSMT tree T = (V, E), its auxiliary graph H and the set VI of

infeasible nodes. Output: a set V ′ of nodes with the minimum upgrading cost.
Step 1: If VI �= ∅, go to Step 2; else go to Step 3.
Step 2: For any infeasible node v ∈ VI , do
If there is an infeasible node u ∈ parent(v), then add an arc (u′, v′) to H;
else if there is an infeasible node u ∈ child(v), then add an arc (v, u) to H;
else choose any node u ∈ parent(v), s.t., (u, v) ∈ Eu [u ∈ child(v), s.t., (v, u)

∈ Eu], add an arc (u′, v′) [(v, u)].
Assign each added arc a large weight M . Denote the resulting graph by H1.
Step 3: Add an ingoing node s0 and an outgoing node t0, add an arc from s0

to each source si ∈ Vs and an arc from each terminal t′i ∈ V ′
t to t0. Each added

arc is given a large weight M . The obtained graph is denoted by H2.
Step 4: Find the minimum s0 − t0 cut, denoted by E′, for H2. Then V ′ :=

{v|(v, v′) ∈ E′} is the minimum cost upgrading set for the MSMT tree.

Note that all the added arcs in H1 and H2 have sufficiently large weights
so that they cannot belong to a minimum cut in H2. Thus the minimum cut
E′ in H2 corresponds to a minimum node multicut V ′ in T . Furthermore, all
the auxiliary graphs H , H1 and H2 do not contain directed cycles. Then we
can find the minimum s − t cut in O(|E||V | log(|V |2/|E|)) operations by the
algorithm presented in [5]. For the given MSMT tree T = (V, E), let n := |V |
and m := |E|. Then H has 2n nodes and m + n arcs. In H1, at most 2m arcs
are added. In H2, two more nodes and |Vs| + |Vt| ≤ n arcs are added. As a
result, H2 has O(n) nodes and O(3m + 2n) arcs, and the minimum cut can be
obtained in O((3m + 2n)n log(n2/(3m + 2n))) operations, that is, O(n2 log n),
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since m = n−1 in a tree. Furthermore, all the auxiliary graphs can be constructed
in O(n) operations. Thus the complexity of Algorithm 1 is O(n2 log n).

For example, A minimum s0 − t0 cut for the auxiliary graph H2 correspond-
ing to Fig. 2 is E′ := {(2, 2′), (13, 13′), (14, 14′), (t5, t′5)} and the minimum cost
upgrading set is V ′ := {2, 13, 14, t5}.

3.2 In the Case of Unit Cost on Each Node

We assume there is a unit cost on each node in this subsection. If there are only
1-critical edges, the problem (NBBIM) reduces to the Minimum Cardinality
Node Multicut (MCNM) problem, in which we need to find a set S of nodes
with minimum cardinality |S| whose removal disconnects each pair of source-
terminal. Therefore, in the case that there are no 2-critical edges, we can similarly
obtain the minimum cardinality upgrading set according to the algorithm for the
problem (MCNM) in [4]. We also first introduce some concepts.

For each node v and any node u ∈ T t
v, the depth of u from v is defined to be

the number of edges in the path from v to u. Specifically, the depth of v from v
is 0. For any node v, let t(v) := Vt ∩T t

v be the set of reachable terminals from v.
For each node v, the farthest common (feasible) ascendant (denoted by fca and
fcfa, respectively) of all its reachable terminals tj ∈ t(v) is the (feasible) node
x ∈ T t

v of largest depth from v that lies on each path from v to tj . Specifically,
if fca(v) = v1 and v1 is infeasible, then fcfa(v) =

⋃
u∈child(v) fcfa(u). In the

example given in Fig. 2, fcfa(s3) = s3 and fcfa(s4) = fcfa(8) ∪ fcfa(4) =
{13, t4, t5}. Thus, the set of farthest common feasible ascendants is Vfcfa :=
{2, 1, s3, 13, t4, t5}.

Notice that the set Vfcfa is a feasible upgrading set, but a subset of Vfcfa

may still be a feasible one. Thus in Algorithm 2, we find a minimal feasible set
from the set Vfcfa. More precisely, if a node v can be removed from Vfcfa such
that the remaining node subset is still a feasible upgrading set, then v is deleted.

Algorithm 2. (Algorithm in the case of unit cost on each node)
Input: an MSMT tree T = (V, E) and the set Vfcfa.
Output: a set Vc of nodes with the minimum cardinality.
Step 1: Let V := Vfcfa and Vc := ∅.
Step 2: While V �= Vc, do
Choose arbitrarily a node v ∈ V \Vc.
Let V ′ := (V \v) ∩ T t

v . If
⋃

v′∈V ′ t(v′) ⊇ t(v), then let V := V \v; else put
Vc := Vc ∪ v.

Take the MSMT tree shown in Fig. 2 as an example. We can obtain the min-
imum cardinality upgrading set Vc := {2, 13, t4, t5} by Algorithm 2. Obviously,
1 ≤ |Vc| ≤ K, where K is the number of source-terminal pairs. Furthermore, Al-
gorithm 2 can be done in O(K ·n) operations, which can be relaxed to O(n2). In
fact, the node multicut Vc obtained from the algorithm is a minimum cardinal-
ity one by the primal-dual relationship between the minimum cardinality node
multicut problem and the maximum cardinality node-disjoint path problem [4].
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4 Conclusion and Further Research

In this paper, we consider the node based bottleneck improvement problem for
multicut. We first show that the problem (NBBIM) is NP-hard and MaxSNP-
hard for K ≥ 2 on general directed graphs. Then we consider a special case of
the problem on directed MSMT trees when there are no 2-critical edges. We
obtain an O(n2 log n) algorithm when there is a general cost on each node, and
present an O(n2) algorithm when there is a unit cost on each node. The two
algorithms only concern the number n and are irrespective of the number K.

Although we have solved the problem (NBBIM) on directed MSMT trees when
there are no 2-critical edges, it is still a promising problem when there are only
2-critical edges. As other research topics, we can consider other improvement
strategies for other cases of multicut problems, such as improving the multicut
with upgrade costs on edges or under other node based upgrading models. All
kinds of improvement problems can be considered on the directed or undirected
graphs, especially on the trees.
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Abstract. In this paper, a novel technique called Fourier smoothing
technique, which can be used to improve any global optimization algo-
rithm, is presented. This technique uses a properly truncated Fourier
series as the smoothing function to approximate the objective function.
This smoothing function can maintain the overall shape or basic shape
of the objective function but eliminate its finer details. Thus it can elim-
inate many local minima but preserve the global minima, and make the
search of optimal solution more easier and faster. To demonstrate effi-
ciency of this technique, we integrate this technique into a simple op-
timization algorithm: Powell direct method. The simulation results in-
dicate this smoothing technique can improve the Powell direct method
greatly.

1 Introduction

If a function f(x) has many local minimum points, looking for its global min-
imum point is a very difficult task. In recent years different kinds of effective
global optimization algorithms have been proposed. For examples, evolutionary
algorithms (e.g., [1]∼ [4]), filled function algorithms (e.g., [5]∼[6]) and tunneling
algorithms (e.g., [7]) etc. In this paper a new technique called Fourier smoothing
technique is presented. It can be used to any optimization algorithm to enhance
its efficiency and performance. In this technique, a properly truncated Fourier se-
ries is as the smoothing function and used to approximate the objective function.
The smoothing function can maintain the overall or basic shape of the primary
function but eliminate its finer details. Thus it can eliminate many local minima
but preserve the global minima, and make the search of optimal solution more
easier and faster.

2 Smoothing Function

When we consider a global optimization problem of the following form:

min{f(x) | x ∈ [ak, bk]n}, (1)
� This work was supported by the National Natural Science Foundation of China

(60374063), and SRF for ROCS, SEM.
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where the domain of f(x) we are interested in is a bounded closed set V =
[ak, bk]n. Denote ck = bk − ak for k = 1, 2, ..., n and x

c = (x1
c1

, ..., xn

cn
) Define

Zm =
1

c1c2 · · · cn

∫
· · ·

∫
︸ ︷︷ ︸

V

f(x) exp(−2πim · x
c
)dx. (2)

Then the Fourier series of function f(x) is

f(x) ∼
∑
m

Zm exp(2πim · x
c
), (3)

where the sum is taken for all m = (m1, ..., mn) with integer entries([8]). We use
a part of points generated so far to calculate the Fourier coefficients by some
numerical methods such as Monte Carlo method ([9]), Number-theoretic method
([9]), etc. The Monte Carlo method calculates Zm in the following way. If we
take N independent samples x1, x2, ..., xN of x, an unbiased estimator for Zm is
its sample mean:

Z̄m =
1
N

N∑
k=1

f(xk) exp(−2πim · x
k

c
), (4)

where xk = (xk
1 , xk

2 , ..., xk
n) for k = 1, 2, ..., N and xk

c = (xk
1

c1
, ...,

xk
n

cn
) By the

Strong Law of Large Numbers in probability theory, Z̄m converges to Zm with
probability one as N → +∞ ([9]). Define the smoothing function by the following
way

ft(x) =
∑

m=(m1,...,mn)
max{|mk|}≤λ

Z̄m exp(2πim · x
c
), (5)

where λ is a positive integer parameter and Z̄m is defined by formula (4). If we
denote bm(x) = Z̄m exp(2πim · x

c )+ Z̄−m exp(2πi(−m) · x
c ) for m = (m1, ..., mn)

with
0 < max{mk|mk ≥ 0, k = 1, ..., n} ≤ λ

and
b0(x) = Z̄0 exp(2πi0 · x

c
),

then

bm(x) =
1
N

N∑
k=1

2f(xk) cos(2πm · x− xk

c
) (6)

for m �= (0, ..., 0), and

b0(x) =
1
N

N∑
k=1

f(xk). (7)

ft(x) =
∑

m=(m1,...,mn)
max{mk|mk≥0,k=1,...,n}≤λ

bm(x). (8)
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3 Improving Powell Direct Method by Smoothing
Technique

The smoothing technique can be integrated into any optimization algorithm
to improve it. To demonstrate the improvement, in this subsection we use the
smoothing technique to improve Powell direct method (briefly denoted as PDM)
[10] as an example. The improved algorithm is called Smoothing Powell direct
method (briefly denoted as SPDM).

Algorithm 1 (Powell direct method—PDM)

1. (Initialization). Given an initial point x1 ∈ Rn, denote ei =

i︷ ︸︸ ︷
(0, ...0, 1, 0, ..., 0)

for i = 1, ..., n. Let di = ei for i = 1, ..., n, and k = 1.
2. (Line search). Find λk such that

min
λ∈R

f(xk + λdk) = f(xk + λkdk)

and denote
xk+1 = xk + λkdk, fk+1 = f(xk+1)

for k = 1, ..., n. Denote f1 = f(x1).
3. If k=n, go to step 4; otherwise, let k = k + 1, go to step 2.
4. If stop criterion is satisfied, let x∗ = xn+1, stop; otherwise, go to step 5.
5. Denote

∆ = max
i=1∼n

(fi − fi+1) = fm − fm+1, f̄ = f(2xn+1 − x1)

6. If
f1 − 2fn+1 + f̄ ≥ 2∆

let x1 = xn+1, f1 = fn+1, k = 1, go to step 2; otherwise, go to step 7.
7. Let

di = di+1, (i = m, m + 1, ..., n− 1), dn = xn+1 − x1

Find λ̄ such that

f(xn+1 + λ̄dn) = min
λ∈R

f(xn+1 + λdn).

Let
x1 = xn+1 + λ̄dn, f1 = f(xn+1 + λ̄dn)

k = 1, go to step 2.

Algorithm 2 (Smoothing Powell direct method—SMP)

First phase
1. Generate a set of uniformly distributed points {Z1, ..., ZN} in [ak, bk]n by the

uniform distribution on [ak, bk]n or uniform design methods in ([9],[2], [11]),
and calculate the initial smoothing function ft(x) by formulas (6)∼ (8).
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2. Using the best point among the points Z1, ..., ZN as the initial point, we
optimize the current smoothing function ft(x) by Powell direct method until
the best solution found can not be improved further.

3. Modify the smoothing function by using the new points generated to get a
new smoothing function, go to step 2.

4. If the several successive best solutions got in step 2 can not be improved,
then stop; otherwise, go to the second phase.

Second phase
5. Optimize the original function by Powell direct method using the final point

got in step 2 as the initial point until the best solution can not be improved
further.

4 Simulation Results

Test problems

F1(x) = −
n∑

i=1

sin(xi) sin20
(

i× x2
i

π

)
,

where n = 100, xi ∈ [0, π], i = 1 ∼ 100, F1min = −99.51.

F2(x) =
1
n

n∑
i=1

(x4
i − 16x2

i + 5xi),

where n = 100, xi ∈ [−5, 5], F2min = −78.33.

F3(x) = 1 +
n∑

i=1

x2
i

4000
−

n∏
i=1

cos(
xi√

i
),

where n = 30, xi ∈ [−600, 600], i = 1 ∼ 30, F3min = 0.

F4(x) = −20 exp

⎛⎝−0.2

√√√√1
n

n∑
i=1

x2
i

⎞⎠− exp

(
1
n

n∑
i=1

cos 2πxi

)
+ 20 + e,

where n = 30, xi ∈ [−32, 32], i = 1 ∼ 30, F4min = 0.

F5(x) = n · A +
n∑

i=1

(x2
i −A cos(ω · xi)),

where A = 10, ω = 2π, n = 30, x = (x1, ..., xn), x1, ..., xn ∈ [−5.12, 5.12],
F8min = 0.

F6(x) = π
n{10 sin2(πyi) +

n−1∑
i=1

(yi − 1)2[1 + 10 sin2(πyi+1)]

+(yn − 1)2}+
n∑

i=1
u(xi, 10, 100, 4),

where yi = 1 + 1
4 (xi + 1),
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u(xi, a, k, m) =

⎧⎨⎩
k(xi − a)m, xi > a,
0 xi ∈ [−a, a],
k(−xi − a)m, xi < −a,

n = 30, xi ∈ [−50, 50], i = 1 ∼ 30, F3min = 0.
These test functions are all multimodal functions, where the number of local

minima increases exponentially with the problem dimension ([3]). These test
problems are challenging enough for performance evaluation. For example, the
test function F1 has 100! local minima and the test function F2 has 2100 local
minima.

Results and comparison
To identify any improvement due to smoothing technique, in simulations we
use the Golden section method as the line search method for both PDM and
SPDM, and use the same initial points on same test function for both PDM and
SPDM. When solutions found in 30 successive iterations after 500 iterations can
not be improved, the execution of both algorithms is stopped. We performed
50 independent runs for each of PDM and SPDM on each test function and
recorded: The best function value found in 50 runs, denoted as Fmin, the mean
best function value in 50 runs, denoted as Fmean, the worst one among the 50
best function values found in 50 runs, denoted as Fmax, the standard deviation
of the 50 best function values found in 50 runs, denoted as std, and the mean
CPU time (minutes) used on each function in 50, denoted as CPUmean. The
results are given in the Tables 1 and 2.

It can be observed from Table 1 that, as a local optimization method, PDM
can not find a close-to-optimal mean best solution for most problems, and only
for test function F2 it can find a close-to-optimal mean best solution. However,
for all test functions, its improvement, SPDM, can find close-to-optimal mean
best solutions. Moreover, the standard deviations of solutions found by SPDM
are smaller or much smaller than those of solutions found by PDM. It can also
be seen from Table 2 that both the best and worst solutions obtained by SPDM
for each test function are very close to optimal ones. This illustrates that even
for PDM, a local optimization method, its improvement by smoothing function
method, SPDM, is very efficient and stable. Although SPDM uses more CPU

Table 1. Comparison of mean best solution, standard deviation and mean CPU time
for PDM and SPDM

Fmean std CPUmean

SPDM PDM SPDM PDM SPDM PDM
F1 -99.4632 -84.5451 4.26×10−14 0.3710 616.58 578.17
F2 -78.3323 -78.3323 6.09×10−14 6.70×10−14 249.55 233.38
F3 6.70×10−9 0.5937 1.89×10−9 0.4268 51.044 80.597
F4 2.29×10−4 11.7765 2.26×10−5 8.5217 43.857 69.508
F5 1.98×10−5 29.5547 3.87×10−6 0.4755 36.115 58.075
F6 1.16×10−14 2.8039 7.78×10−15 0.9169 196.65 242.99
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Table 2. Comparison of the best and worst optimal solutions found by PDM and
SPDM in 50 runs

Fmin Fmax

SPDM PDM SPDM PDM
F1 -99.4632 -85.7981 -99.4632 -84.0456
F2 -78.3323 -78.3323 -78.3323 -78.3323
F3 2.9727×10−9 0.0544 1.1512×10−8 3.1174
F4 1.7156×10−4 2.7957×10−7 2.8771×10−4 19.3325
F5 1.0936×10−5 27.8169 3.0733×10−5 29.8488
F6 1.4021×10−15 1.1202×10−15 2.8115×10−14 3.1094

time than PDM for F1 and F2, SPDM is unnecessary to use so much time
because it has found the optimal solutions in much fewer than 500 iterations.
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Abstract. Approximate dynamic programming (ADP) was developed for solv-
ing large-scale optimization problems, and function approximation is an impor-
tant method in the dynamic programming scheme. Continuous quadratic pro-
gramming relaxation (CQPR) and the integral parts of the solutions to CQPR 
are two intuitionistic heuristics as function approximations in ADP for solving 
quadratic knapsack problems (QKPs). We propose a rule of ordering variables 
to sort the first variable to be solved in ADP, and develop a heuristic which 
adaptively fixes the variables according to the solution to CQPR of convex 
QKPs based the rule. By using the rule and heuristics, we propose a sorted ADP 
heuristic scheme for QKPs.  

1   Introduction 

The quadratic knapsack problem (QKP) consists minimizing a positive quadratic 

function subject to a linear capacity constraint. Denote by Tx  transpose of a vector x , 
QKP can be formally defined as follows. 

0

0

1
QKP( , , )       min           ,

2
                            s.t.           , ,

T T

T

n b

b

+

≤ ∈ +

n

c x Qx c x

p x x Z
 (1) 

with ( )
ij n n

q ×=Q  is the symmetric quadratic coefficient matrix, ( )1
,  ,  

T

n
x x=x  is 

the decision vector, and ( )1
,  ,  

T

n
c c=c is the linear coefficient vector. Vector 

( )1
, ,

T

n
p p=p with 0

i
p >  for 1,  ,  i n= and scalar 

0
0b >  construct a linear 

capacity constraint. This paper focuses on convex QKP in which Q  is positive 
semidefinite. 

QKP may represent many practical situations such as capacity planning problems 
[1], and appears as a subproblem in several applications of set covering problem and 
complier design [2]. Current practical approaches for solving QKP are branch and 
                                                           
*  Supported by Program for New Century Excellent Talents in University of China (Grant No.: 

NCET-04-0570), NSFC (Grant No.: 70571073) and the Specialized Research Fund for the 
Doctoral Programme of Higher Education (Grant No.: 20050358002). 
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bound algorithms [3]. These approaches can obtain the exact solution of QKP, but 
they are of little use if the size of QKP is large or QKP appears as a subproblem 
within general constrained quadratic programming. QKP can be solved by dynamic 
programming theoretically. However, because of their storage requirement and com-
putation complexity, dynamic programming is usually impractical for large-scale 
problems. Many methods such as function approximation and Lagrangian multiplier 
methods have been proposed to contribute diverse ADP methodologies [4].  

In this paper, we try to construct a sorted ADP heuristic scheme, which is based on 
ADP and a rule of ordering variables we have developed for sorting the first variable 
to be solved in ADP, and propose a new heuristic which adaptively fixes the variables 
according to the solution of CQPR.  

2   The Sorted ADP Heuristic Scheme 

We propose a rule of ordering variables to construct sorted ADP heuristic scheme. 

2.1   ADP Concepts 

To reformulate 
0

QKP( , , )n b c  in Eq. (1) as a dynamic program, we consider the sub-

problem QKP( , , )k b ′c , which includes the first k variables with the right-hand side b 

and k-dimensional vector ′c . Denote by ( , , )F k b ′c  the optimal value of 

QKP( , , )k b ′c , * *

1
( , , ) ( , , )OPT

k
x k b x x′ =c  an optimal solution to QKP( , , )k b ′c . De-

note by { }( , ) | 0
k k k

D k b x x b p= ≤ ≤  the set of possible integer values of vari-

able
k

x , where  is the floor operation. Taking the minimum of the preceding objec-

tive values gives the optimal value ( , , )F k b ′c  to the subproblem QKP( , , )k b ′c . Thus 

dynamic programming recursion can be stated as a “forward sweep” process  

( ) { }
1

2

11 1 1 1
(1, )

1
1, , min ,

2x D b

F b q x c x
∈

′ ′= +c  (2) 

2

( , )

1
( , , ) min { ( 1,  ,  ) },

2

where ,   for 1,  ,  1,   and 2,  ,  ,

k

k k kk k k k
x D k b

i i ki k

F k b F k b p x q x c x

c c q x i k k n

∈

′ ′′ ′= − − + +

′′ ′= + = − =

c c
 (3) 

where ( )
1
,  ,  

T

k
c c′ ′ ′=c , ( )

1
,  ,  

T

k
c c′′ ′′ ′′=c . Using 

* 2

( , )

1
arg min{ ( 1,  ,  ) },

2k

k k k kk k k k
x D k b

x F k b p x q x c x
∈

′′ ′∈ − − + +c  (4) 

the optimal solution can be constructed in a bottom-up fashion 

* *( , , ) ( ( 1, , ), ),
k k

OPT OPT

k
x k b x k b p x x′ ′′= − −c c  (5) 
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with * ,   1, , 1
i i ki k

c c q x i k′′ ′= + = −  for 2, ,k n= .  The basic idea behind ADP is to 

approximate ( , , )F k b ′c  and construct an upper bound solution through Eqs. (3-5).  

2.2   Rule of Ordering Variables 

We develop a rule to order variables to sort the first variable to be solved in ADP, 
according to their profit-to-weight ratios.  

Denote by QP( , , )k b ′c  the CQPR of the QKP( , , )k b ′c , which replaces ∈ +

n
x Z  by 

∈ +

n
x R  in Eq. (1), which can be efficiently solved by using the Lemke algorithm [5]. 

Let 1

1
( , , ) ( , , )H

k
k b x x′ =x c  be the optimal solution to QP( , , )k b ′c , 

1
( , , )H k b ′c  be 

the corresponding objective value .  Let
1 1

( , , ) ( , , )
k

f x x H k b ′= c . If all variables of 

the solution 1 ( , , )H k b ′x c  are integral, then let 1( , , ) ( , , )HOPTx k b k b′ ′=c x c , the rule 

terminates with an optimal solution. Otherwise, let 

not integral( , , ) { |  , 1, , }
i

S k b i x i k′ = =c  and, let s  be the size of ( , , )S k b ′c .  For 

( , , )i S k b ′∀ ∈ c , let L

i
r  be the augment of the function value when saving one unit 

resource, and U

ir  be the decrease of the function value when expending one unit re-

source, then  

( ) ( )( ) ( )( )
( ) ( )( ) ( )( )

1 1

1 1

, , , , , , , , ,

, , , , , , , , ,

L

i i k i k i i i

U

i i k i k i i i

r f x x x f x x x p x x

r f x x x f x x x p x x

= − −

= − −
 (6) 

where  is the ceil operation, Denote by L

i
z  and U

i
z the normalization of L

i
r and 

U

i
r as follows. ( U

i
z  can be obtained similarly.) 

( , , )

( , , ) ( , , )

                     if   for ( , , ),

min
,   otherwise.

min

1

{ }

max { } { }

L L L

i i j

L L

i iL

i L L

i i

i S k b

i S k b i S k b

z r r j S k b

r r
z

r r

s

′∈

′ ′∈ ∈

′= = ∀ ∈

−
=

−
c

c c

c,

 (7) 

Taking the balance of the smallness of L

i
r and U

i
r , the index of the first decision vari-

able to be solved can be determined by ( , , )arg min { }l u

i S k b i it z z′∈∈ +c . 

2.3   The SADP-H Scheme 

The basic idea of ADP heuristic scheme is to estimate ( , , )F k b ′c in Eq. (3) by an 

upper bound ( , , )H k b ′c . By applying the rule of ordering variables, we construct the 

SADP-H scheme. We denote by Hx  the corresponding solution of ( , , )H k b ′c , details 

of the SADP-H scheme are described in Fig. 1.  
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{ }
( , , )

 1. Using the rule of ordering variable to calulate  

 2. Exchange parameters ,   and  of 
 3. Calculate ( , ),  and calculate ( 1, ,

arg min .

 and that of  .

k k

l u

i i
i S k b

t k

Step

Step q c p
Step D k b H k b p x

t z z

x x
′∈

′
′− −

∈ +
c

* *

*

*

,  

),  for ( , ).

            Apply Eqs. (4-5)  and calculate   ,  for 1, , 1,

            ,  1 and update ,  .

 4. If ( 1),  calculate  and output   Otherwi

.

;

k

k i i ki k

k k

x D k b

x c c q x i k

b b p x k k A G

Step k x

′ ∀ ∈
′ ′← + = −

′ ′← − ← −
=

c

se go to  1.Step

 

Fig. 1. Main steps of SADP-H scheme 

2.4   A Heuristic 

Denoted by H1, H2 the objective value of CQPR and that of the integral parts of the 
solutions to CQPR, respectively, for more details of H1, H2, see [6]. The basic idea of 
adaptively fixing the variables is to adaptively reduce the number of variables (H3) by 
the rule of ordering variables we have proposed. By applying the above rule, we can 

calculate 
t

x  and let 3
H

t t
x x= , update 3 ,   for  ,  ( , , ).H

i i ti t
c c q x i t i S k b′′′ ′= + ≠ ∀ ∈ c  

Let 
3
( , , )H k b ′c  denote the corresponding objective value of 3 ( , , )H k b ′x c . Thus, we 

get the upper bound solution of QKP( , , )k b ′c  by 

3 3 3 3

3 2

( , , ) ( ( 1, , ), ),    2, , ,

(1, , ) (1, , ).

H H H H

t t t

H H

k b x k b p x x k n

b b

′ ′′= − − =

′ ′=

x c c

x c x c
 (8) 

3   Numerical Results 

In this section, numerical results are provided for evaluating SADP-H scheme for 
QKPs. The test QKPs in our experiments are both randomly generated as well as the 
literature [6], we also construct uncorrelated (UC), weakly correlated (WC) and 
strongly correlated (SC) random problems, and set computing time and solution qual-
ity as the performance criteria. In all computational studies, given problem size n, 10 
test instances for each type problem (UC, WC and SC) were randomly generated, and 
we set 0ε =  for heuristic H1, and report CPU computation times in seconds and 
perform all calculations in double-precision arithmetic. All computational experi-
ments were conducted on a Dell PowerEdge 1500SC (1266MHz, dual processor) with 
Microsoft Visual C++ 6.0.  

For small size problems (10 variables), we compare H2, H3, SADP-H1, SADP-H2, 
and SADP-H3 with the optimal solution obtained by dynamic programming (DP). The 
solution quality and computing time of these six approaches are shown in Table 1. We 
record the gaps between the optimal objective values OPT to QKP and the objective 

value ( )v X  resulting from our approaches, as ( )( ) 100v X OPT OPT− × . For large-
scale QKPs, we compare the performance of the five approaches expect for DP, and 
report computational results for QKPs with 100 variables, shown in Table 2. For these 
large-scale QKPs, we report the gaps calculated by the optimal objective value to QP 
instead of OPT. 
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Table 1. Six approaches performance and comparison for QKPs with 10 variables 

Criteria Type DP H2 H3 SADP-H1 SADP-H2 SADP-H3 

UC 0 13.07 1.35 1.02 3.17 1.14 
WC 0 17.10 2.75 1.62 4.97 1.82 Mean of gap 
SC 0 14.78 1.64 1.26 3.69 0.83 
UC 4.32 0.05 0.05 0.05 0.06 0.08 
WC 6.32 0.05 0.04 0.05 0.06 0.08 

Mean of 
computing 

time SC 2.62 0.05 0.05 0.05 0.05 0.08 
 

Table 2. Five approaches performance and comparison for QKPs with 100 variables 

Criteria Type H2 H3 SADP-H1 SADP-H2 SADP-H3 
UC 45.13 9.44 9.27 19.03 7.06 
WC 59.86 13.86 12.50 29.52 6.90 Mean of gap
SC 30.50 3.81 3.80 13.33 2.56 
UC 0.12 0.62 18.35 12.86 83.66 
WC 0.12 0.65 19.72 14.41 107.39 

Mean of 
computing 

time SC 0.14 1.31 33.18 29.01 256.10 
 

The results in Table 1 show that the computation time of H2 or H3 is much shorter 
than that of dynamic programming, and H3 is a promising heuristic in terms of both 
solution quality and computation time. As shown in Table 2, H3 can solve large-scale 
QKPs in short computing times. SADP-H3 is the leading approach for solving large-
scale QKPs in terms of solution quality. In addition, in comparison with the results of 
ADP-H in [6], on average, SADP-H can achieve higher solution quality at the cost of 
more computation time. 

The above observations are confirmed by statistical tests. Table 3 summarizes all 
pairwise comparisons on computing times and gaps between the five approaches, 
respectively, by applying a paired 2-tailed t-test for all randomly generated QKPs 
with 100 variables. In Table 3, “ ” indicates that there is no significant difference 
between the corresponding row and column approaches, while “>>” (“<<”) indicates 
that the corresponding result to the row approach is significantly larger (smaller) than 
the corresponding result to the column approach at the 0.01 significance level, and 
“>” (“<”) indicates the same comparison at the 0.05 significance level.  

Table 3. Approaches comparison on computing time (gap) for QKPs with 100 variables 

 H3 SADP-H1 SADP-H2 SADP-H3 
H2 << (>>)  << (>>) << (>>) << (>>) 
H3  << ( ) << (<<) << (>>) 

SADP-H1   >> (<) << (>>) 
SADP-H2    << (>>) 
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4   Conclusions 

Based on the numerical results, it can be concluded that: (1) the heuristic which adap-
tively fixes the variables according to the solution of CQPR for large-scale QKP is 
surprisingly strong. (2) SADP heuristic scheme is encouraging. It is flexible as it 
works with an arbitrary heuristic.  
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Abstract. Optimum multiuser detection (OMD) in direct-sequence code-
division multiple access (DS-CDMA) communication systems is an NP-
complete combinatorial optimization problem. The first contribution of this 
paper is the theoretical investigation of the OMD problem. Its fitness landscape 
is specified by a set of neighborhoods of all points of the search space. The 
number and the distributions of local optima are studied in detail. Investigation 
results give hints how to choose the modification operators and design more 
efficient random search heuristics for this problem. Then an efficient iterated 
local search algorithm is proposed for multiuser detection and simulation results 
show that it can provide rather good performance for cases where other 
algorithms perform poorly. 

1   Introduction 

From a combinatorial optimization viewpoint, the optimum multiuser detection 
(OMD) [1] in direct-sequence code-division multiple access (DS-CDMA) 
communication systems is an NP-complete problem [2]. Random search heuristics 
(RSH) are useful methods for such problems and many RSH multiuser detectors have 
been studied which exhibit better performance than other linear or nonlinear ones. 
Earlier works on applying RSH to OMD problem can be found in [3][4][5].The 
essence of OMD is to search for possible combinations of the users’ entire transmitted 
bit sequence that maximizes the logarithm likelihood function (LLF) derived from the 
maximum likelihood sequence estimation rule [1], which is called fitness function or 
objective function in the RSH multiuser detectors[3][4][5]. Comparing with so much 
emphasis on the implementation details and the performance analysis of these 
algorithms, little attention has been paid on the analysis of statistical characteristics of 
the OMD problem in terms of combinatorial optimization. 

Combinatorial optimization is concerned with finding “optimal”, i.e., minimal or 
maximal values of a cost function. Local optima thus play an important role since 
they might be obstacle on the way to the optimal solution [6]. The number of local 
optima is a measure for the “ruggedness” of landscape [7]. On the other hand, the 
distributions of local optima provide the key information of jumping out the local 
optima and moving towards the global optimum. In this paper we formulate the 
fitness landscapes   [8][9] of OMD problem by specifying a set of neighborhoods of 
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all points in the search space and taking the LLF as the objective function. Then we 
analyze the characteristics of local optima in the fitness landscapes, including the 
number of local optima and their distributions. Based on the analysis results, we 
propose an efficient iterated local search (ILS) [10][11] multiuser detector and 
compare its performance with others. 

The remainder of this paper is organized as follows. In Sect.2, we state the OMD 
problem and construct its fitness landscape. Local optima properties of the fitness 
landscape are analyzed in Sect.3 by statistical analysis. In Sect.4, we propose an 
efficient iterated local search algorithm and compare its performance with other 
multiuser detection algorithms. A short conclusion is given in Sect.5. 

2   System Model 

Assume a binary phase shift keying (BPSK) transmission through an additive-white-
Gaussian-noise (AWGN) channel shared by K active users in a synchronous DS-
CDMA system. The baseband received signal can be expressed as 

1

( ) ( ) ( )
K

k k k
k

r t A b s t n t
=

= +  . (1) 

where kA  is the signal amplitude of the thk user, kb  is the transmitted bit of the 

thk user, ( )ks t is the normalized signature waveform of the thk user, ( )n t is the 

white Gaussian noise with power spectral density 2σ . The sufficient statistics for 

demodulation of the transmitted bits b  are given by K  matched filter outputs [12] 

y = RAb + n  . (2) 

where 1 2[ , ,..., ]T
Ky y y=y , 1 2[ , ,..., ]T

Kb b b=b . A is the K K× diagonal matrix 

whose diagonal element is the thk user’s signal amplitude kA . K K×∈R  is the 

signature correlation matrix of the signature waveform. n  is the Gaussian noise 
vector with zero mean and autocorrelation matrix 

2[ ]TE σ=nn R  . (3) 

The optimum multiuser detection problem is to generate an estimation sequence 

1 2[ , ,..., ]T
Kb b b

∧ ∧ ∧ ∧
=b   to maximum the objective function  

( ) 2 T Tf =b y Ab - b Hb  . (4) 

where H = ARA . It means to search 2K  possible bit sequences exhaustively and is 
proven to be NP-complete in [2]. 
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3   Local Optima Properties of the OMD Problem 

The fitness landscape of the OMD problem is dynamic because of the varieties of 
signal to noise ratio ( SNR ) and the spreading factor. Our main purpose is to find out 
the corresponding changes of local optima and track it in order to design efficient 
modification operators for RSH algorithms.  

First we study the properties of local optima under different spreading factors. 
Without loss the generality the packet size M is set to 1. The number of active users is 
10, 20 and 50 ( 10, 20, 50K = ). The spreading factor is 31, 63 and 127 

( 31, 63,127SF = ). The load of the systems concerned is L K SF=  and SNR  is set 

 

Table 1. Number of local optima N for different systems, 6SNR =  

Cases
31SF =

10K =
31SF =

20K =
31SF =

50K =
63SF =

10K =
63SF =

20K =
63SF =

50K =
127SF =

10K =
127SF =

20K =
127SF =

50K =

L K SF= 0.32 0.65 1.64 0.16 0.32 0.79 0.08 0.16 0.39 

N (
4

10× ) 0.40 3.17. 47.51 0.12 0.47 24.01 0.02 0.08 1.81 
 

 
 

 

Fig. 1. Distributions of local optima in different systems, 6SNR = , (a) 20K = , 63SF = ; 
(b) 20K = , 31SF = ; (c) 50K = , 63SF = ; (d) 50K = , 31SF =  
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Table 2. Number of local optima N for different SNR . 50K = , 63SF = . 

SNR /dB 2 4 6 8 10 

N (
4

10× ) 23.90 25.44 24.01 23.23 22.12 

 

to 6. For each system 4
10  instances are randomly generated to investigate the local 

optima properties. Since the global optima are not known for the problems in the 
analysis, the transmitted bits b are used instead which are likely to be the global 
optima of the instances, at least if the SNR  is not too small. Table 1 gives the number 
of local optima N in different systems. 

From Table 1 we can see that the local optima of the OMD problem increase with 
the load of systems. In other words, if the spreading factor is constant, the local 
optima increase with the number of users. By using curve fitting techniques, the 
number of local optima is approximated as 

62.48 10 2KN −≈ ×  . (5) 

We can see that the local optima increase exponentially with the number of users K  in 
the same spreading factor case. Therefore, it becomes harder and harder to find out 
the optimum as the increase of users. Fig.1 gives the histograms of local optima (not 
including global optima) in four systems. 

Then we investigate how the varieties of SNR  affect the properties of local optima. 
The number of active users is 50 and the spreading factor is 63. Table 2 shows the 
number of local optima is in the same order as the SNR changes. It proves that the load 
of systems is the key factor which determines the number of the local optima. 

4   Efficient Iterated Local Search for the OMD Problem 

With the conclusions derived from the local optima properties, we propose an efficient 
ILS algorithm for the OMD problem. The algorithm can be outlined as follows. 

1) The output of the conventional detector (CD) is taken as the initial search 

point, { }( ) 1, 1 K
sign ∈ − +=b y . Perform local search and produce the local 

optima Lb which is associated with b . The algorithm producing local optima is 

the optk −  local search proposed by Lim [5]. 

2) Flip m  bits of Lb  to generate a new start b . m  is decided as follows. 

( )2round( , )m µ σ=  . (6) 

Here ( )20,σ  is the distribution function of local optima of the system studied, 

round(X) is a function which rounds the elements of X  to the nearest integers. There 
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is litter probability that m  is greater than K  which is the length of solution vector. If 

this case happens, perform the function ( )2round( , )µ σ  until 1 m K≤ ≤ . Then 

perform local search to produce new local optimum Lb . 

3) Repeat the second step until the pre-assigned number of iterations is met. 
Consider synchronous DS-CDMA systems with perfect power control and random 

binary sequences with length 63L = are employed as spreading sequences. For 
asynchronous DS-CDMA systems, each symbol within the observation window can 
be considered as originated from a different synchronous user [11]. Therefore an 
asynchronous system is interpreted as an equivalent synchronous system and the ILS 
algorithm is available too.  

The bit error rate (BER) performance of the conventional detector (CD), 
evolutionary programming detector (EP) [3], optk −  detector [5], parallel interference 

cancellation (PIC) [13] and the proposed ILS is illustrated in Fig.3 by the curves of 
BER versus SNR . The number of users is 20 and 50 ( 20, 50K = ) in Fig.3 (a) and (b) 
respectively. It is obvious that ILS detector outperforms other detectors in BER 
performance. 

 
Fig. 2. BER against SNR  performance of ILS, optk − , EP, PIC and CD for 63SF = . (a) 

20K =  and (b) 50K = . 

5   Conclusions 

This paper studies the local optima properties of the fitness landscape of OMD 
problem and proposes an efficient iterated local search multiuser detector. Using 
curve fitting techniques, we find that local optima increase exponentially with the 
load of active users. The local optima are approximately subject to Gaussian PDF, 
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especially the number of users is large. The iterated local search multiuser detector 
which takes into account these properties can provide good performance for cases 
where other ones perform poorly. 
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Abstract. The goal of this paper is to solve an optimal consumption-
investment problem with fuzzy financial coefficients. A multi-objective
fuzzy decision-making model for consumption-investment problem is pro-
posed, based on the uncertainty in some economic factors, to maximize
the consumption utility and to maximize the total profit in investment
and to minimize the risk in investment. The fuzzy optimal consumption-
investment strategy is characterized by maximizing the satisfactory grade
of the decision-maker. Finally an effective algorithm is proposed to solve
the problem and a numerical example shows the effectiveness and feasi-
bility of this method.

1 Introduction

In practice, there is uncertainty in the financial market and consumable market,
and one individual usually can not get the complete market information. The op-
timal consumption and investment problem under uncertain financial conditions
has become a favorite topic in finance engineering.

Recently there has been many studies on optimal consumption-investment
strategies with specific assumptions on the stochastic market conditions. Bren-
nan et. al. [1] studied consumption and portfolio choice problems in settings with
uncertain inflation. Leyva et. al. [2] solved an optimal consumption-investment
problem in the context of an incomplete financial market. Clausa et. al. [4] con-
sidered the consumption and investment problem for a power utility investor in
a continuous-time dynamically complete market with stochastic changes in the
opportunity set. In addition, fuzzy characteristic is also a quite important token
of the uncertain environment in financial market [7]. And a few papers have
considered the portfolio problem under fuzzy factors [5, 6].

In this paper, we mainly focus on the decision-making model for the individual
consumption-investment problem with fuzzy financial coefficients and propose an
algorithm to obtain the optimal consumption-investment strategy.

The organization is as follows. In Sec.2, we establish the multi-objective fuzzy
decision-making model for individual consumption-investment problem, and de-
fine the fuzzy optimal solution to the model by maximizing the satisfactory
grade of the decision-maker. An effective algorithm for the problem is proposed
in Sec.3, and a numerical example is given to illuminate the algorithm in Sec.4.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 919–924, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 The Multi-objective Fuzzy Optimal Strategy

Suppose that there are one kind of non-risk portfolio and n kinds of risk port-
folios in a financial market, in addition there are m kinds of consumables in
a consumption market. One can consume and invest in two markets simulta-
neously. Let the total income be W̃ , the revenue rate of non-risk portfolio be
r0, the expected revenue rate and risk rate of the i-th risk portfolio be r̃i and
σ̃i (i = 1, · · · , n), respectively. Moreover, let the price and the least demand
bound of the j-th consumable be ãj and w̃j (j = 1, · · · , m), respectively. Note
that r̃ = (r̃1, · · · , r̃n), σ̃ = (σ̃1, · · · , σ̃n), ã = (ã1, · · · , ãm), w̃ = (w̃1, · · · , w̃m) are
fuzzy vectors and W̃ is a fuzzy number. Suppose the consumption utility function
U is a quadratic differential concave function on the quantity of consumables.

There are three aims to make a decision, to maximize the consumption utility
and the total investment profit, and to minimize the total investment risk. Thus,
we can obtain the multi-objective fuzzy decision-making model to individual
consumption-investment problem as follows, where the fuzzy coefficients depend
on some uncertain economic factors.

max
x0,x1,··· ,xn,y1,··· ,ym

U(y)

max
x0,x1,··· ,xn,y1,··· ,ym

R̃(x) = r0x0 +
n∑

i=1

r̃ixi

min
x0,x1,··· ,xn,y1,··· ,ym

Ω̃(x) =
n∑

i=1

σ̃ixi (1)

s.t.
m∑

j=1

ãjyj +
n∑

i=0

xi = W̃ ,

yj ≥ w̃j , j = 1, · · · , m,

xi ≥ 0, yj ≥ 0, i = 0, · · · , n, j = 1, · · · , m,

where variables xi and yj express the money of the i-th portfolio and the quantity
of the j-th consumable, and x = (x0, · · · , xn) and y = (y1, · · · , ym).

Now us analyze the properties of the fuzzy optimal strategy to problem (1).
Firstly we introduce some symbols for convenience. For each membership

grade λ ∈ [0, 1], let [el(λ), eu(λ)] be the λ-level set of fuzzy number ẽ. Suppose
Coe(λ) = {(r, σ, w, a, W )|e ∈ [el(λ), eu(λ)], e ∈ {r, σ, w, a, W}}. For any given
λ ∈ [0, 1], problem (1) can be transformed into the following problem:

max
x,y,r,σ,w,a,W

U(y)

max
x,y,r,σ,w,a,W

R(x) = r0x0 +
n∑

i=1

rixi

min
x,y,r,σ,w,a,W

Ω(x) =
n∑

i=1

σixi (2)
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s.t.
m∑

j=1

ajyj +
n∑

i=0

xi = W,

yj ≥ wj , j = 1, · · · , m,

x ≥ 0, y ≥ 0, (r, σ, w, a, W ) ∈ Coe(λ).

Denote the feasible region of problem (2) by Set(λ).
It is quite difficult to optimize all the three objectives simultaneously. Hence

the optimal values of the programs with just one objective will give the bounds
to the optimal value of problem (2). More precisely, we have six mono-objective
programs. We only list two programs below and omit four other programs, in
which we replace U(y) in problems below with R(x) and Ω(x), respectively.

max
(x,y,r,σ,w,a,W )∈Set(λ)

U(y), min
(x,y,r,σ,w,a,W )∈Set(λ)

U(y).

Denote by Uu
λ , U l

λ, Ru
λ, Rl

λ, Ωu
λ and Ωl

λ the optimal values, respectively.
Note that in most practical applications there is a situation that the invest-

ment profit contradicts the investment risk, and that the investment profit has
some relationship with the investment risk: high profit always comes with high
risk, low investment always brings low profit. So it is the key to decision mak-
ing that how to deal with the relationship between risk and profit. Usually, a
rational investor that avoids risk and seeks profit would choose an equilibrium
point between profit and risk. Thus, according to invest mentality and the op-
timization theory of fuzzy programming problems [3], we introduce the concept
of satisfactory grade to describe the behavior of the decision-maker.

Definition 1. For any given membership grade λ ∈ [0, 1], β(x, y, r, σ, w, a, W ) =
min{β1, β2, β3} is called as the satisfactory grade of the decision-maker for the
strategy (x, y) with coefficients (r, σ, w, a, W ) ∈ Coe(λ), where β1 =U(y)−Ul

λ

Uu
λ
−Ul

λ

, β2 =
R(x)−Rl

λ

Ru
λ−Rl

λ

, β3 = Ωu
λ−Ω(x)

Ωu
λ−Ωl

λ

.

For any λ ∈ [0, 1], to maximize the satisfactory grade, we transform problem (2)
into problem (3) as follows:

max
x,y,β,r,σ,w,a,W

β

s.t. βk ≥ β, k = 1, 2, 3, (3)
(x, y, r, σ, w, a, W ) ∈ Set(λ).

Denote the optimal solution of problem (3) as (x∗
λ, y∗

λ, r∗λ, σ∗
λ, w∗

λ, a∗
λ, W ∗

λ ), and
the corresponding consumption-investment strategy as S(λ) = (x∗

λ, y∗
λ). Then we

obtain a fuzzy set S̃ with membership function S(λ) as below [3]:

S̃ =
∫

S

λ

S(λ)
, for each λ ∈ [0, 1].

Hence, we define the fuzzy set S̃ as the fuzzy optimal strategy for individual
consumption-investment problem (1) with the optimal condition that maximizes
the satisfactory grade of the decision-maker.
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3 An Effective Algorithm for the Fuzzy Optimal Strategy

In this section, we propose an effective method for the fuzzy optimal consumption-
investment strategy. First, based on the conclusion in [8], we can conclude that

Theorem 2. For any membership grade λ ∈ [0, 1], the optimal objective values
of problems (3) and (4) are the same.

max
x,y,β

β

s.t. β1 ≥ β,

{r0x0 +
n∑

i=1

ru
i (λ)xi −Rl

λ}/{Ru
λ −Rl

λ} ≥ β,

{Ωu
λ −

n∑
i=1

σl
i(λ)xi}/{Ωu

λ −Ωl
λ} ≥ β, (4)

m∑
j=1

al
j(λ)yj +

n∑
i=0

xi ≤Wu(λ),

m∑
j=1

au
j (λ)yj +

n∑
i=0

xi ≥W l(λ),

yj ≥ wl
j(λ), j = 1, · · · , m; x ≥ 0, y ≥ 0.

Proof. Let β∗ and β̂ be the optimal values of problems (3) and (4), respectively.
If (x, y, β, r, σ, w, a, W ) is a feasible solution of problem (3), then we have

m∑
j=1

al
j(λ)yj +

n∑
i=0

xi ≤W ≤Wu(λ),
m∑

j=1

au
j (λ)yj +

n∑
i=0

xi ≥W ≥W l(λ).

Thus (x, y, β) is also a feasible solution of problem (4),therefore β∗ ≤ β̂.
On the other hand, suppose that (x̂, ŷ, β̂) is an optimal solution of problem

(4), then we only need to show that there are a0
j ∈ [al

j(λ), au
j (λ)] and W 0 ∈

[W l(λ), Wu(λ)] such that (x̂, ŷ, β̂) is a feasible solution to problem (5) below:

max
x,y,β

β

s.t. β1 ≥ β,

{r0x0 +
n∑

i=1

ru
i (λ)xi −Rl

λ}/{Ru
λ −Rl

λ} ≥ β,

{Ωu
λ −

n∑
i=1

σl
i(λ)xi}/{Ωu

λ −Ωl
λ} ≥ β, (5)

m∑
j=1

a0
jyj +

n∑
i=0

xi = W 0(λ),

yj ≥ wl
j(λ), j = 1, · · · , m; x ≥ 0, y ≥ 0.
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If
m∑

j=1
al

j(λ)yj +
n∑

i=0
xi ≥ W l(λ), let a0

j = al
j(λ), j = 1, · · · , m. Otherwise, it

follows from the Mean Value Theorem that there exists a0
j ∈ [al

j(λ), au
j (λ)] (j =

1, · · · , m) satisfying W l(λ) ≤
m∑

j=1
a0

jyj +
n∑

i=0
xi ≤Wu(λ).

Consequently, we have β∗ = β̂. �
Summarized from above, we describe an effective algorithm for solving fuzzy
consumption-investment problem as follows:

Step1: For any given membership grade λ ∈ [0, 1], calculate the values
rl(λ), ru(λ), σl(λ), σu(λ), al(λ), au(λ), wl(λ), wu(λ), W l(λ) and Wu(λ).

Step2: Solve the six programs including (3)-(4), and obtain the bounds Uu
λ ,

U l
λ, Ru

λ, Rl
λ, Ωu

λ and Ωl
λ.

Step3: Solve the problem (5), and obtain the optimal solution s(λ).

Now us analyze the complexity of this algorithm. For any membership grade
λ ∈ [0, 1], there are six programs to solve in Step2, and one program in Step3.
Furthermore, in practice, we just need to consider some finite useful membership
grades, such as λ = 0.7, 0.8, 0.9, 1, etc. So this method is really effective.

4 Numerical Example

According to the algorithm above, we calculate the following example.
Suppose that in model (1), the certain coefficients are chosen as r0 =

0.05, U(y) = 0.2y1 + 0.4y2 + 0.2y3, and all the fuzzy coefficients are triangular
fuzzy numbers, W̃ = (160, 180, 200), r̃1 = (0.1, 0.2, 0.3), r̃2 = (0.2, 0.3, 0.4), σ̃1 =
(0.2, 0.3, 0.4), σ̃2 = (0.2, 0.4, 0.6), ã1 = (1.5, 1.6, 1.7), ã2 = (1.9, 2.1, 2.3), ã3 =
(1.6, 1.8, 2.0), w̃1 = (8, 10, 12), w̃2 = (3, 4, 5), w̃3 = (7, 8, 9). And the symbol
ẽ = (e1, e2, e3) denotes that the membership function of fuzzy number ẽ is

µẽ(t) =

⎧⎪⎪⎨⎪⎪⎩
1, t = e2,
(t− e1)/(e2 − e1), t ∈ [e1, e2],
(t− e3)/(e2 − e3), t ∈ [e2, e3],
0, t ∈ (−∞, e1) ∪ (e3, +∞).

When λ = 1, we have the form of program (2) as

max 0.2y1 + 0.4y2 + 0.2y3

max 0.05x0 + 0.21x1 + 0.3x2

min 0.3x1 + 0.4x2 (6)
s.t. 1.6y1 + 2.1y2 + 1.8y3 + x0 + x1 + x2 = 180,

y1 ≥ 10, y2 ≥ 4, y3 ≥ 8, x0 ≥ 0, x1 ≥ 0, x2 ≥ 0.

Then the calculate results to program (6) are Uu = 32.0952, U l = 5.2, Ru =
42.36, Rl = 0, Ωu = 56.48, Ωl = 0, and the optimal strategy to program (6) is
S(1) = (x0, x1, x2, y1, y2, y3) = (0, 0, 70.6, 10, 37.619, 8), β = 0.5.
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When λ = 0.9, we have the form of program (2) as

max 0.2y1 + 0.4y2 + 0.2y3

max 0.05x0 + r1x1 + r2x2

min σ1x1 + σ2x2

s.t. a1y1 + a2y2 + a3y3 + x0 + x1 + x2 = W, (7)
y1 ≥ w1, y2 ≥ w2, y2 ≥ w2, x0 ≥ 0, x1 ≥ 0, x2 ≥ 0,

r1 ∈ [0.19, 0.21], r2 ∈ [0.29, 0.31], σ1 ∈ [0.29, 0.31], σ2 ∈ [0.38, 0.42],
a1 ∈ [1.59, 1.61], a2 ∈ [2.08, 2.12], a3 ∈ [1.78, 1.82], w1 ∈ [9.8, 10.2],
w2 ∈ [3.9, 4.1], w3 ∈ [7.9, 8.1], W ∈ [178, 182].

The results to program (7) are Uu = 32.8392, U l = 5.1, Ru = 44.7156, Rl =
0, Ωu = 60.5825, Ωl = 0, and the optimal strategy to program (7) is S(0.9) =
(x0, x1, x2, y1, y2, y3) = (0, 0, 77.356, 9.8, 3.9, 8.4590), β = 0.536.

Similarly, we could calculate the optimal strategy to program (2) with any
given membership grade λ ∈ [0, 1].

5 Conclusion

In this paper,we consider the optimal consumption-investment problemwith fuzzy
economic coefficients. Based on the satisfactory grade of the decision-maker, we
define the fuzzy optimal strategy for individual consumption-investment. And an
effective method is given to solve the problem and the numerical example shows
the effectiveness and feasibility of the method.
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Abstract. The interesting auxiliary algorithm for simplex method by
Luh and Tsaih (Computers and Operations Research 29 (2002)) and its
modified version by B. J. Chaderjian and T. Gao (Computers and Opera-
tions Research 30 (2003)) present an effective method to start an initial ba-
sic feasible solution from an interior feasible solution. We modify the algo-
rithm in the above reference. By using QR decomposition, a much smaller
(n−m−k)×(n−m−k)matrix, in stead of a n×n matrix, is handled in kth

iteration. The QR factors at each iteration can be obtained from its pre-
decessor cheaply by an updating process. This substantially improve the
efficiency of the algorithm proposed by Luh and Tsaih.

1 Introduction

Numerous improvements have been added to the simplex method to make it
more competitive with the interior point method over the past two decades[1,2,3].
Recently, Luh and Tsaih [4] present an effective method to start an initial basic
feasible solution from an interior feasible solution. B. J. Chaderjian and T. Gao
[5] propose its modified version. Numerical results on some randomly generated
problems show that the method can lead to good starting feasible solutions near
the optimal points for the simplex method. In this work, we offer some further
improvements to the method.

Hsing Luh and Ray Tsaih [4] consider the linear programming problem

min cT x

s.t. Ax ≥ b, x ≥ 0 .

where x = (x1, x2, . . . , xn)T ∈ Rn, A ∈ Rm×n, c = (c1, c2, . . . , cn)T ∈ Rn,
b = (b1, b2, . . . , bm)T ∈ Rm. The paper presents a new effective search direction
based on the interior point method to start an initial basic feasible solution.
Bruce J. Chaderjian, Tangan Gao [5] provide a correction of a mathematical
error, and modify the auxiliary algorithm proposed by Hsing Luh and Ray Tsaih.
Numerical results on some randomly generated problems show that the method
in [4] and its modified version in [5] can lead to good starting feasible solutions
near the optimal points for the simplex method. Even though the algorithm is
efficient, however, the algorithm can be modified obviously.
� This work was supported by the NSF of China (10371017) and NSF of HDU

(KYS091504025).
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We follow the notations used in [4]. In Step 5 of the Theorem the direction v is
defined as: ∀i ∈ Ωk

1 , Ai.g
(k) ≥ 0 and ∀j ∈ Ωk

2 , g(k) ≥ 0 then v = g(k), where Ωk
1 =

{i|Ai.x
(k) = bi} and Ωk

2 = {j|x(k)
j = 0} , the indices of the binding constraints

at x(k). Otherwise, let v = [I − AT
q (AqA

T
q )−1Aq]g(k), where Aq = [a1, . . . , aq]T ,

wherea1, . . . , aq is a largest set of linearly independent vectors in the set{AT
i., ej |i ∈

Ωk
1 , j ∈ Ωk

2}.
However, the condition ∀i ∈ Ωk

1 , Ai.g
(k) ≥ 0 might be too strict to hold. The

algorithm has not any guarantee with it. Thus, the direction used in the process is
mostly v = Mg(k), where M = [I−AT

q (AqA
T
q )−1Aq]. This direction v is actually

the same direction of M(−c) if the set of vectors {Ai., ej|i ∈ Ωk
1 , j ∈ Ωk

2} are lin-
early independent. To see this, notice that h(k) =

∑
i∈Ωk

1
Ai.

T +
∑

i∈Ωk
2

ej = AT
q 1,

where 1 is denoted a column vector, of appropriate dimension, with each compo-
nent equals 1. Therefore, v = Mh(k) = [I−AT

q (AqA
T
q )−1Aq]AT

q 1 = 0, and hence

v = Mg(k) = M h(k)−c
||h(k)−c|| = − 1

||h(k)−c||Mc. Thus, the possibility of v = −Mc = 0
cannot be ruled out which would lead to the failure of Step 6. In addition,
although computational performance on some random test problems are encour-
aging, there lacks the guaranty for the finiteness of the auxiliary algorithm. The
conclusion that x(k) is an optimal solution if and only if x(k+1) = x(k) (see Theo-
rem 1 in [4]) is valid only for g(k) = h(k)−c

||h(k)−c|| . Unfortunately, as discussed above,
the mostly used direction is M(−c). Obviously, v = −Mc = 0 does not implies
that the current point x(k) is an optimal solution. Moreover, the direction used
in the proposed method is in general the projection −[I−AT

q (AqA
T
q )−1Aq]c. It is

too expensive if we handle the matrix (AqA
T
q )−1 directly. The algorithm can be

significantly improved if we handle a much smaller system in stead of (AqA
T
q )−1.

From the discussion above, we know that the process of generating a basic
feasible solution from an interior point can be improved further. In this note , we
present a modified auxiliary algorithm. The new algorithm begins at an interior
feasible point, or any feasible solution on the surface of the polytope, and produce
a basic feasible solution. An alternative approach using QR decomposition is
constructed for computing the projection. In stead of (AqA

T
q )−1, we handle a

much smaller system.

2 An Modified Auxiliary Algorithm for Simplex Method
by QR Decomposition

We are concerned with the linear programming problem in the standard form

min cT x (1)
s.t. Ax = b, x ≥ 0 .

and its associated dual problem

max bT y (2)
s.t. AT y + z = c, s ≥ 0 .

where c, x, z ∈ Rn, b, y ∈ Rm, A ∈ Rm×n with m < n, rank(A) = m.
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Assume now that the QR factorization of AT (AT has full column rank)
is known as AT = QR, where Q is an n × n orthogonal matrix, and R an
n ×m upper-triangular matrix with nonzero diagonal entries. Partition Q and
R respectively into

Q = [Q1, Q3], R =
[
R11
0

]
, (3)

where Q1 and Q3 are, respectively, n×m and n× (n−m) matrices, and R11 an
m×m nonsingular upper-triangular matrix. Then it follows that

AT = Q1R11 . (4)

Using the preceding natation, it is easy to obtain the following result.

Lemma 1. The orthogonal projection of any n-vector v into N(A), the null
space of A, equals

p = Q3Q
T
3 v . (5)

Now consider the dual problem (2). Denote by N a subset of the n indices, of
s, and define B ≡ {1, . . . , n} \ N . Assuming the cardinality of N and B more
precisely by

N = {N1, . . . , Nk} and B = {B1, . . . , Bn−k} . (6)

Then problem (2) can be written as

max bT y

s.t. AT y + INzN + IBzB = c, (7)

zN , zB ≥ 0 .

Assume now that n × (m + k) matrix [AT , IN ] has full column rank, where
0 ≤ k < n−m, and the QR factorization of [AT , IN ] is known as [AT , IN ] = QR.
Partition Q and R into

Q = [Q1, Q2, Q3], R =

⎡⎣R11 R12
0 R22
0 0

⎤⎦ , (8)

where, respectively, Q1, Q2, Q3 are n×m, n× k, n× (n−m− k) matrices, R11
and R22 are m ×m, k × k nonsingular upper-triangular matrices. Then, using
the preceding notation, the orthogonal projection of any n-vector v into the null
space of

[AT , IN ]T (9)

can be expressed by (5).
Therefore, the orthogonal projection, �x, of −c into the null space of (9) can

be expressed by �x = −Q3Q
T
3 c . Reordering components of �x in accordance

with the ordered set N, B leads to its permuted version below:[�xN

�xB

]
≡
[

IT
N

IT
B

]
�x =

[
IT
N

IT
B

]
(−Q3Q

T
3 c) = −

[
IT
NQ3

IT
BQ3

]
QT

3 c . (10)
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Since QT
3 IN = 0, and hence �xN = 0. The only part needed in subsequent

computations will be�xB = −IT
BQ3Q

T
3 c. Note that QT

3 c = QT
3 (IBcB +INcN ) =

QT
3 IBcB , thus we have

�xB = −(QT
3 IB)T QT

3 IBcB . (11)

On the other hand, the same orthogonalization converts the left hand sise of (7)
into the following matrix:

U = QT [AT , IN , IB ] =

⎡⎣QT
1 AT QT

1 IN QT
1 IB

QT
2 AT QT

2 IN QT
2 IB

QT
3 AT QT

3 IN QT
3 IB

⎤⎦ =

⎡⎣R11 R12 QT
1 IB

0 R22 QT
2 IB

0 0 QT
3 IB

⎤⎦ . (12)

When k = n−m, the preceding discussions will still apply if Q3 is viewed as empty.
Tableau (12) is termed triangle form ( of the equality constraint (7), associated
with B and N). In particular, a triangular form is termed canonical if k = n−m
or else QT

3 IBcB = 0. The following results indicate that the subvector�xB of the
permuted projection can be determined from the associated triangular form.

Lemma 2. �xB = 0 if and only if the triangular form (12) is canonical. In the
other case, �xB can be computed utilizing the south-east (n−m− k)× (n− k)
matrix of (12).

Proof. Clearly, if k = n−m, [AT , IN ]T is a n×n matrix with full column rank,
and hence the projection of −c into the null space of (9) vanishes. If 0 ≤ k <
n − m, by (11), QT

3 IBcB = 0 implies �xB = 0. Assume conversely �xB =
−IT

BQ3Q
T
3 c = 0. Since it is also holds that �xN = −IT

NQ3Q
T
3 c = 0, we have

Q3Q
T
3 IBcB = 0. Premultiplying by cT

BIT
B its two sides gives cT

BIT
BQ3Q

T
3 IBcB =

‖ QT
3 IBcB ‖2 = 0, implying QT

3 IBcB = 0. Comparing (11) and (12) leads to the
other half of the theorem.

Assume now that N is empty (k = 0) and B = {B1, . . . , Bn} ≡ {1, . . . , n}.
Let (12) be the associated triangular form. In this case, Q2 = ∅ and hence
Q = [Q1, Q3]. (12) and (11) are

U = QT [AT , I] =
[

QT
1 AT QT

1
QT

3 AT QT
3

]
=

[
R11 QT

1
0 QT

3

]
(13)

and
�xB = �x = −(Q3Q

T
3 )c, (14)

respectively. Obviously it holds that �xB �= 0. If �xB ≥ 0, together with
�xB �= 0, then program (1) is unbounded below. Suppose now that�xB �≥ 0. We
take�xB as search direction. Starting from any nonbasic primal feasible solution
, say, a relative interior solution x0 > 0 on the face of dimension n−m, we move
along �xB until hitting the boundary. Thereby, a subscript t is determined such
that α = (x̄B)t/(�xB)t = min{−(x̄B)j/(�xB)j | (�xB)j < 0; j = 1, . . . , n} .
Consequently, the boundary point reached on a face of dimension n−m − 1 is
x̂B = x̄B + α�xB . Then, we update N and B by bring Bt from B to N , and
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form a new x̄B from x̂B conformably. Note that the only element Bt that the N
includes is now represented by N1 (k=1). The first iteration is thus complete.

We carry out a second iteration by computing the orthogonal projection of −c
into the null space of the coefficient matrix of current active constraints, i.e.,
Ax = b, xN1 = 0 and move along it from the new point until reaching a point
on some face of dimension n −m− 2. Such iterations are continued until �xB

vanishes with a canonical form reached, which means a vertex is reached, or
otherwise �xB ≥ 0, detecting unboundedness of (1). The system handled in the
proposed method is the south-east (n−m− k)× (n− k) matrix of (12), which
is much smaller than (n×n) matrix, especially when m is large. Moreover, each
triangular form, except for k = 0, can be obtained from its predecessor cheaply.
Assume that for some k satisfying 1 ≤ k ≤ n −m, the (k − 1)-th iteration has
been done. Denote by (12) the triangular form, and by Bt the index chosen from
B to N . Then the next triangular form results from (12) by bring the t-th column
of QT IB to the end of QT IN , and then eliminating the (m+k+2) through n-th
entries of this column via a single Household transformation if k < n − m. It
is such a simple doing that makes the preceding process a promising one. The
pricipal steps of the iteration process are stated below.

Modified Auxiliary Algorithm
Let x0 be a interior solution to (1). This auxiliary algorithm produces a basic
feasible solution, or detects unboundedness of (1).

1. Set k = 0, N = ∅, B = {1, . . . , n}.
2. Determine Household transformations P1, . . . , Pm such that Pm · · ·P1A

T is
upper-triangular. Denote Pm · · ·P1[AT , IN , IB] by (12).

3. Stop if QT
3 IBcB = 0.

4. Compute �xB by (11).
5. Stop if �xB ≥ 0.
6. Determine t such that α = −(x̄B)t/(�xB)t = min{−(x̄B)j/(�xB)j |

(�xB)j < 0; j = 1, . . . , n}
7. Update x̄ by x̄B = x̄B + α�xB.
8. Update B and N by bringing Bt from B to the end of N , and rearrange

columns and components of (12).
9. Set k = k + 1.
10. Stop if k = n−m.
11. Update (12) by eliminating the (m + k + 2) through n-th entries of the

column, indexed by Nk, via Householder transformation.
12. Go to Step 3.

Clearly, the preceding procedure terminates within n − m iterations. Based
on the precious discussions, we have:

Theorem 1. The auxiliary algorithm terminates at either
1. Step 3 or 10, producing a canonical form and a primal basic feasible solu-

tion; or
2. Step 5, detecting lower unboundedness of (1).
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3 Conclusion and Future Work

The modified auxiliary algorithm proposed in this paper only concentrate on the
process of producing a basic feasible solution from an interior feasible solution,
since it can be easily cooperated with the simplex method if an interior feasible
point is available. Obviously, any primal feasible solution x0 can be used to get
the auxiliary algorithm started. In fact, the number of iterations will less than
n−m if x0 is a a boundary point of the polytope, since N �= ∅ in this case.

As was suggested in [5] that the steepest descent direction −c would provide
another choice for the initial search direction if x0 is an interior feasible point. We
can use −c as the initial search direction and then start the auxiliary algorithm
after the boundary is hit.

The modified auxiliary algorithm has been experimentally implemented with
a group random test problems. The computational results seem promising. We
shall test it with the test problems used in NETLIB for further comparisons.
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Abstract. Visible/Near-infrared reflectance spectroscopy (Vis/NIRS) was 
applied to variety discrimination of juicy peach. A total of 75 samples were 
investigated for Vis/NIRS using a field spectroradiometer. Chemometrics was 
used to build the relationship between the absorbance spectra and varieties. 
Principle component analysis (PCA) was executed to reduce numerous 
wavebands into 8 principle components (PCs) as variables of stepwise 
discrimination analysis (SDA). After execution of SDA through variables 
selection with 21 samples as validation set, the final results shown an excellent 
performance of 100% varieties discrimination which was better than the one only 
predicted by using partial least squares (PLS) model. The results showed the 
potential ability of Vis/NIRS coupled with SDA-PCA algorithm to discriminate 
the varieties of juicy peach. The analysis model was rapid, objective and 
accurate. 

1   Introduction 

In the Chinese fruit markets, as an important fruit, juicy peach is favored by many 
consumers. There are many varieties about juicy peach. Each variety has different 
efficacy and quality. However the study on variety discrimination is still seldom. 
Routine methods used to identify the variety of fruits are based on appearances and 
interior qualities. But these ways are somewhat subjective and biased and others are 
destructive methods which are involved a amount of considerable manual work. In this 
study, a method for variety discrimination of juicy peach was developed.  

Recently, Visible and near-infrared spectroscopy (Vir/NIRS) technique is widely 
applied in many fields[1, 2] include the variety discrimination as its advantages like 
low cost, non-destruction, limited sample preparation and using in grading system. 
Optical method based on Vis/NIRS has been evaluated for non-destructive estimation 
of the internal attributes [3, 4]. As internal attributes are the important characteristics 
for variety discrimination [5], Vis/NIRS technique was applied availably in it.  

The goal of the present study was to propose a novel method to discriminate 
varieties of juicy peach qualitatively and non-destructively by using Vis-NIRS 
technique coupled with chemometrics. 

                                                           
*  Corresponding author. 
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2   Material and Methods 

2.1   Fruit Samples and Vis-NIRS Analysis 

Juicy peach samples were purchased at some local supermarkets. A total of 75 samples 
of 3 varieties included Mengyin juicy peach (from Shandong province in China), 
Fenghua juicy peach and Jinhua juicy peach (both from Zhejiang province in China) 
were divided into two groups both in PLS and PCA-SDA process: 54 samples for 
calibration and 21 samples for validation of the calibration performed.  

All the 75 samples were scanned at opposite two positions along the equator 
(approximately 180°) by an average of 30 times in the range of 325-1075nm at 1.5cm-1 
interval using a spectrophotometer (FieldSpec Pro FR A110070) Trademarks of 
Analytical Spectral Devices, Inc. equipped with a 150W halogen lamp as light source. 
The distance between sample’s surface and lamp was 230mm meanwhile it between 
spectral probe and sample was 80mm. The visual angle of the spectrograph was 25°. 
Data were collected over the spectral range from 401-1000nm which means that the 
first 75 and the last 75 wavelength values were taken out because some noise which 
will affect the accuracy of data process appeared in these wavebands. Spectral data 
were converted into absorbance which is defined as the logarithm of the reciprocal of 
the reflected(R) energy (log (1/R)) and stored as ASCII datum for further data process. 
Thus, a total of 600 data points were collected for each sample. ASD View Spec Pro 
software was used to execute these processes mentioned above. 

2.2   Chemometrics 

Pre-process of the optical data. Original spectral data has much noise and other 
influences which will affect the establishment of model and the final predictive results. 
So the absorbance wavebands were then pre-processed using moving average 
smoothing (MAS), S. Golay 1st-Der, S. Golay 2ed-Der and multiple scatter correction 
(MSC) respectively. It had been proved that the high frequency noise could be 
eliminated by MAS. Meanwhile the light always travels the different path and distances 
both between surfaces of sample, lamp and spectral device as the scattering. A shorter 
light path related to a higher relative reflectance value, since less light was absorbed. So 
a parallel translation of the spectra was happened. That’s why the S. Golay Der and 
MSC were tried to eliminate this disturbance as many as possible. All of the 
pre-processes and calculations were carried out using the Unscrambler V9.2 software. 

Partial Least Squares Regression Analysis (PLS). PLS was introduced by Wold and 
Krishnaiah [6] and is commonly used in chemometrics when the predictor matrix is 
poorly conditioned. PLS regression is one of the standard calibration methods where 
the response variables (X-data) are projected onto a small number of latent variables 
(LV) that is used to explain most of the variation in both predictors and responses to 
simplify the relationship between X and Y for predicting with the smallest number of 
LVs. These LVs provide good predictive models for new responses, and LVs that 
explain predictor variation which are well represented by the observed values of the 
predictors [7]. PLS regression method is always used for application with response 
variables and multi-collinear predictor.  
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Principal components analysis (PCA). As reflectance data has many wavebands, these 
variables need to be simplified by variable reduction in order to make them more easily 
to interpreted. PCA [8] is a well-known reduction technique: 

ETPX += −1
.  (1) 

Where X is the N×K spectral data matrix, T the N×A matrix of score vectors, P the 
K×A matrix of loading vectors, E the N×K residual matrix, N the number of objects, K 
the number of variables (which in our case is the number of wavenumbers), and A is the 
number of components calculated (principal components, PCs). The first principal 
component describes the greatest contribution amount of spectral information. In this 
paper, with the first 8 PCs, it is possible to extract more than 95% of the desired 
variance. So, before the calibration, the spectra variation of the data was analyzed by 
principal component analysis (PCA) and defective spectral was eliminated. 

Stepwise discrimination analysis (SDA). The SDA is a linear discrimination method 
based on F-test for the significance of the variables. In each step one variable will be 
selected on the basis of its significance. Fisher [9] founded discriminant analysis (DA), 
and then it was ameliorated and evolved as SDA. With its satisfactory results in 
discriminating with different sedimentary environment, SDA was commonly applied in 
numerous fields such as socio-economics, medicine, psychology and geosciences. 

3   Results and Discussion 

Before further data processing, several pre-processes were applied separately and also 
combined. After compared with the final predictive results, the pre-process with 3 
segments of Moving Average Smoothing and S. Golay 1st-Der (average number of 
leftside and rightside set as 1) is the best one.  

3.1   Partial Least Squares Regression Analysis (PLS) 

PLS model was build by calibration set and validation set. The correlation of 
calibration between Vis/NIRS measurements and the varieties was high with value of 
0.962, with standard error of calibration (SEC) of 0.224. When the model was used to 
predict the unknown samples in the prediction set, prediction result was good (r= 
0.847), standard error of prediction (SEP) 0.460 with a bias of 0.022, with nine factors 
(LVs). The discrimination result about discrimination of varieties was presented in 
Table1.  

3.2   Principle Component Analysis (PCA) 

Clustering of varieties. PCA was applied to enhance the feature of variety and reduce 
dimensionality. Each kind of samples was numbered individually. After pre-process, 
PCA was performed to obtain major principle components (PCs) on the spectral data. A 
resultant plot of discrimination could be created with first two PCs (PC1 as X-axis and 
PC2 as Y-axis). Although the PCs plot could display the clustering of varieties from 
multiple wavebands qualitatively, it is hard to achieve discrimination in this study as 
the PCs plot is shown in Fig. 1. So SDA was used for further data analysis based on 
PCs. 
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Fig. 1. Clustering of the PCA model with PC1 and PC2. 1- Fenghua juicy peach, 2- Jinhua juicy 
peach, and 3- Mengyin juicy peach. 

PCs obtained in PCA. The PCs as the new response variables (X-data) were used to 
replace the original spectral absorbance data in order to make the process of SDA 
more simple, feasible and efficient. These PCs were orthogonal reciprocally and 
ranged by its contribution such as PC1 means the most important PC in this model 
and PC2 take second place. Fig.2 shows the contribution rate of the first 8 PCs. It was 
observed that these principal components are enough to explain more than 95% of the 
data variance. 

     

Fig. 2. Ability of explained variance of the first 8 PCs(Left: calibration, Right: validation) 

3.3   The Stepwise Discrimination Analysis (SDA) Prediction Model 

After the process of PCA, there was a matrix that contains 75 rows (as sample) and 8 
columns (as 8 PCs) came into being. Imported this matrix into DPS software and 
defined as data-block in the software. The critical value Fa=1.90. The discrimination 
effects and results of prediction set are showed in Table 1.  

The Stepwise Discrimination Analysis (SDA) in DPS needed to set the predicting 
samples as the number 0, and set other reality validation samples as the number of 1, 2, 
and 3 based on different varieties (i.e. 1 for ‘Fenghua juicy peach’, 2 for ‘Jinhua juicy 
peach’, and 3 for ‘Mengyin juicy peach’). 21 unknown samples selected random were 
predicted by this model. The result was present in Table 1. The recognition rate is100 % 
and posterior validated possibility is excellent too (Table 1). 
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3.4   The Comparison Between SDA-PCA and PLS 

By analyzing these two results shown in Table 1 based on SDA-PAC and PLS model 
individually, it could be made a conclusion easily that although PLS arithmetic was 
applied in numerous fields successfully, the SDA-PCA model was better than it in 
this study. The results predicted by SDA-PCA model are same as known numbers 
absolutely, but some results predicted by PLS have made a wrong discrimination or 
can not be judged to which variety easily. For example, the result predicted by PLS in 
line 9 of left Table1 is 2.709 but it’s hard to charge that whether this sample is belong 
to variety 2 or 3. In addition, the result also predicted by PLS in line 5 of right Table 1 
is 2.173, but the true variety number of this sample is 3, so the PLS model has made a 
wrong discrimination.  

Table 1. Prediction results for unknown samples by SDA-PCA and PLS model. 1- Fenghua juicy 
peach, 2- Jinhua juicy peach, and 3- Mengyin juicy peach. A: Predictive sort number, B: 
Posterior probability, C: Deviation, D: Variety number. 

SDA-PCA PLS SDA-PCA PLS 
D

A B A C 
D

A B A C 

1 1 0.96689 1.14 0.313 2 2 0.92479 1.871 0.356 

1 1 0.99983 1.136 0.308 2 2 0.93844 2.49 0.321 

1 1 1 0.884 0.352 2 2 0.99989 2.051 0.258 

1 1 0.99282 1.297 0.333 3 3 0.99986 3.192 0.603 

1 1 1 0.623 0.402 3 3 0.95966 2.173 0.409 

1 1 0.99999 0.876 0.384 3 3 0.48921 2.489 0.296 

1 1 0.9997 0.991 0.355 3 3 0.99998 3.455 0.701 

2 2 0.98634 2.334 0.423 3 3 0.99045 2.948 0.377 

2 2 0.97425 2.709 0.385 3 3 0.99973 2.936 0.353 

2 2 0.84957 2.181 0.297 3 3 1 3.464 0.534 

2 2 0.93963 2.664 0.33      
 

4   Conclusion 

This study has shown that by using a set of juicy peach samples, Vis/NIRS 
spectroscopy coupled with SDA-PCA algorithm has demonstrated the ability to predict 
the peaches which were belong to different varieties with sufficient accuracy and 
non-destructive. After treated with pre-process, two algorithm model established by 
PLS and SDA-PCA were used to predict the varieties of unknown peach samples. PLS 
model is not suitable in this study because of its bad predictive ability and PCA model 
without SDA also failed to discriminate as the PCs plot couldn’t distinguish the 
varieties intuitively. So the SDA-PCA model was proposed by the advantage of 
variable selection. The final results based on SDA-PCA model showed an excellent 
performance with high discrimination rate of 100%. Further study includes optimizing 



936 D. Wu, Y. He, and Y. Bao 

and standardizing this technique and making it industrialization. Meanwhile the 
number of peach samples needed to be expanded. More fundamental researches are 
also required to provide a physical-chemical background of spectroscopy. 
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Abstract. This paper discusses the single-machine large-scale resch-
eduling problem with efficiency and stability as criteria, where more dis-
ruptions arise during the execution of schedule. A rolling strategy is
driven by disruption events and the reactive partial rescheduling (PR) is
adopted at each disruption. Two types of PR sub-problem are designed
respectively for the procedural and the terminal PR-horizons. A local
search algorithm is used to solve the PR sub-problems. Computational
results show that the rolling PR can greatly improve the schedule stabil-
ity with little sacrifice in schedule efficiency and consistently outperforms
the rolling RSR.

1 Introduction

A deterministic initial schedule is often produced in advance in order to direct
production operations and to support other planning activities. However, un-
foreseen disruptions, such as rush orders, excess processing time, and machine
breakdown etc, will arise during the execution of such an initial schedule. Un-
der such dynamic environments, a new feasible schedule should be generated by
rescheduling the unfinished operations.

Three types of reactive rescheduling strategies were used in the existing lit-
eratures [1]. Full rescheduling (FR), where all unfinished jobs are rescheduled
to satisfy certain objective. Right-shift rescheduling (RSR), where all unfinished
jobs are just slid to the right as far as necessary to accommodate (absorbing
idle time) the disruption. Compromising FR and RSR, PR can provide a trade-
off between solution quality and computational cost through considering only
partial unfinished jobs.

The practical solution of rescheduling problem requires satisfaction of two
often conflicting objectives: (1) to retain schedule efficiency, i.e. to keep the
schedule performance less degraded as possible as we can, and (2) to minimize
the cost impact of the schedule deviation. Wu et al. [2] addressed the rescheduling
problem with efficiency and stability, where only one disruption occurs.
� Partly supported Science Research Foundation of Shandong University at Weihai

(XZ2005001).
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In order to deal with large-scale scheduling problems, Wang et al. [3] explored
a rolling horizon scheduling strategy. In this paper, we extend this rolling strategy
to deal with the large-scale rescheduling problem with efficiency and stability for
single machine subject to more disruptions.

2 Single-Machine Rescheduling with Efficiency and
Stability

Consider a single-machine scheduling problem with release time to minimize the
makespan. There are n jobs to be scheduled. A job denoted as i has a release
time ri, a processing time pi, and a tail qi. These three parameters of each job
are known a priori. For a solution S of this problem, the makespan, which is
denoted as M(S), is defined as follows:

M(S) = max
i∈S

(bi + pi + qi), (1)

where bi is the beginning time of job i in S. This problem is NP-hard [4].
A minimal makespan initial schedule S0 can be generated without considering

any disruptions. After a disruption occurs, at the moment u, when the machine
returns to service, the release time of each unfinished job is updated as follows:

ri
′ = max (u, ri). (2)

In this paper, the stability of schedule is measured by the schedule deviation
based on the initial schedule, which is denoted as, i.e. D(S)

D(S) =
∑
i∈S

|bi − b0
i |, (3)

where b0
i is the beginning time of job i in S0.

The rescheduling problem is to minimize (1) and (3). An optimization prob-
lem with such dual objectives can be converted into a single overall objective
problem. Let the criteria be

min
S

J(S) = D(S) + M(S). (4)

This single objective problem is also NP-hard [2].

3 PR Sub-problem at Each Disruption

For large-scale problems with more disruptions, FR strategy is neither beneficial
nor needed because many operations are probably rescheduled more than one
time. RSR strategy simply shifts the unfinished operations to the right without
any consideration of objective optimality. Therefore, PR strategy will be a good
alternative.
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Definition 1. The new schedule obtained through the previous rescheduling is
referred to as the original schedule of the current rescheduling.

In the following, we use t to represent the rescheduling moment driven by a
disruption. Obviously, the original schedule of the first rescheduling, when t = 1,
is exactly the initial schedule. In this paper, at each disruption PR strategy
decomposes all the unfinished jobs into two portions: the first portion is from
the beginning jobs of the original schedule, which constitute the PR sub-problem
and are totally rescheduled with respect to a certain criteria. Meanwhile RSR
strategy is performed for the jobs of the remaining portion. Let N be the set of
all jobs. Let N̆t be the set of finished jobs at t and S̆(t) be the partial schedule
of the original schedule for N̆t. Let N ′

t be the set of unfinished jobs at t, then
N = N̆t

⋃
N ′

t. At t, the moment when the machine return to service is denoted
as ut, the duration of the disruption is denoted as Dt.

Definition 2. At t, the set of unfinished jobs involved by a PR sub-problem is
referred to as a PR-horizon, denoted as Nt. The size of PR-horizon refers to the
number of jobs in Nt, denoted as |Nt|.
At t, let Ñt be the set of the remaining jobs in N ′

t except for Nt, i.e. N ′
t =

Nt

⋃
Ñt. The number of jobs in Ñt is denoted as |Ñt|. The global rescheduling

consists of the PR for Nt and the RSR for Ñt. The global new schedule consists
of the local new schedule for Nt and the latter new schedule for Ñt.

Definition 3. Let the partial original schedule for Ñt be S0(Ñt), a RSR solu-
tion SR(Ñt) for Ñt is referred to as the �t-RSR solution to S0(Ñt) if the first
unfinished job in Ñt is shifted to the right by �t.

In a general way, the original schedule at t is the new schedule at t− 1, denoted
as S(t − 1), where the beginning time of job i is denoted as bi(t − 1). The
partial schedule of S(t − 1) for Nt is denoted as S(Nt), whose completion time
is denoted as C(t− 1). After PR, the new schedule for Nt is denoted as Sp(Nt),
whose completion time is denoted as Cp(t). The beginning time of job i in
Sp(Nt) is denoted as bp

i (t). If Cp(t) > C(t − 1), the delay for PR-horizon is
�Cp(t) = Cp(t)−C(t− 1), else if Cp(t) ≤ C(t− 1), the delay �Cp(t) = 0. Let
the �Cp(t)-RSR solution for Ñt be Spr(Ñt). Therefore, at t, the new schedule
S(t) consists of Sp(Nt) and Spr(Ñt). At t, two types of criteria for PR sub-
problem are defined as follows based on PR-horizon Nt respectively locating in
the midst or the end of the original schedule:

min
Sp(Nt)

Jt = {
∑
i∈Nt

|bp
i (t)− bi(t− 1)|+ |Ñt|[�Cp(t)]}, |Ñt| > 0. (5)

min
Sp(Nt)

Jt = {
∑
i∈Nt

|bp
i (t)− bi(t− 1)|+ M(S(t))}, |Ñt| = 0. (6)

(5) is designed for Nt locating in the midst of the original schedule. The objective
of PR sub-problem is to minimize both the delay �Cp(t)) and the schedule
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deviation. Since the consideration of the delay for PR-horizon would make the
new schedule inserted by less idle time, it is reasonable to use the number of
later jobs as the weight for the delay in case more idle time greatly puts off later
jobs. When Nt locates in the end of the original schedule, the job set Ñt is empty
and we directly consider the makespan in PR sub-problem (6).

4 Rolling PR Based on Local Search Algorithm

When more disruptions occur during the processing procedure, PR is driven by
disruption events in a rolling mechanism. Let l be the number of disruptions,
the rolling PR is performed as follows:

Step 1. Minimize the makespan of the problem to generate the initial schedule
S0 without considering any disruption, denote S(0) = S0, let t = 1;

Step 2. Implement the original schedule S(t − 1) until a disruption occurs,
when the moment is noted as dt;

Step 3. For a specified disruption duration Dt, calculate the moment ut for
the machine returning to service, ut = dt + Dt, the release times of unfinished
jobs in N ′

t are updated according to (2) (after the disruption, the interrupted
job is resumed and included into N ′

t);
Step 4. The first kt jobs from the beginning of S(N ′

t) are included into
the PR-horizon, Nt, note the completion time of S(Nt), C(t − 1), calculate the
number of jobs in Ñt, |Ñt| = n − (|N̆t| + |Nt|) (Here kt is the specified size of
PR-horizon);

Step 5. If t �= l and |Ñt| > 0, the PR sub-problem is solved according to (5)
and the solution Sp(Nt), the completion time Cp(t) as well as the delay �Cp(t)
can be obtained. The new schedule Spr(Ñt) is the �Cp(t)-RSR solution to the
original schedule for Ñt. Thus the new schedule is S(t) = S(N̆t) + Sp(Nt) +
Spr(Ñt); If |Ñt| = 0, the PR sub-problem is solved according to (6) and the
solution Sp(Nt) can be obtained. Thus the new schedule is S(t) = S(N̆t) +
Sp(Nt), which is exactly the original schedule of the next rescheduling. Let t =
t + 1. If t ≤ l, go to Step 2, else go to Step 6;

Step 6. The new schedule S is exactly the last new schedule, i.e. S = S(l).
Calculate the schedule makespan M(S) and the schedule deviation D(S), the
overall objective J(S) defined as (4) can be obtained.

In this paper, since the size of PR sub-problem is limited, a local search
algorithm based on all-pair exchange of jobs can be used to solve the PR sub-
problems. The algorithm proceeds as follows:

Step 1. The initial solution Ss(Nt) for local search is obtained by SPT [5]
for kt jobs from PR-horizon Nt with the updated release times. The objective
function value Js

t was calculated according to (5) or (6);
Step 2. Let the solution of PR sub-problem be Sp(Nt) = Ss(Nt), its objective

function value is Jp
t = Js

t , where the job in the ith position is denoted as i.
Do for (i = 1; i < k; i + +)
For (j = i + 1; j < k + 1; j + +)
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Exchange the positions of job i and j, then obtain the schedule Se(Nt), whose
objective function value is denoted as Je

t . If Je
t < Jp

t , then Sp(Nt) = Se(Nt),
Jp

t = Je
t ;

Step 3. If Jp
t < Js

t , update Ss(Nt) = Sp(Nt), go to Step2, or else go to Step4;
Step 4. Sp(Nt) is the solution of the PR problem, stop.

5 Computational Results and Analysis

In the following testing, the initial schedule was generated by use of Schrage’s al-
gorithm [6]. All procedures were coded in C language and ran on a computer with
Pentium 4-M CPU 1.80GHz. Three disruptions would occur during a run. The
durations of disruptions range from five percent to ten percent of the processing
time of the initial schedule. We assumed that the disruption would not occur
among the last twenty jobs because the rescheduled jobs is too few to make
rescheduling trivial in those cases.

Problems were randomly generated using a format similar to that used by
Wang et al. [3]. The range parameter ρ is used to control how rapidly jobs are
expected to arrive for processing. When ρ value is 0.20, jobs arrive rather rapidly
so that almost no idle time exists in the initial schedule. However, the situation
when ρ value is 2.00 is the reverse. Therefore, the problems with these three
ρ values actually represent three situations where different amount of idle time
exists in the initial schedule. We used a RSR solution as a baseline where our
approach is compared. Testing was conducted to compare rolling PR with rolling
RSR for each problem. The percentage improvements of rolling PR over rolling
RSR were calculated as (RSR-PR)/PR. The size of PR-horizon was specified to
be four types, which are 10-job, 20-job, 30-job, and 40-job. Figure 1 presents the
average improvement percentage of efficiency (indicated by (D)) and stability
(indicated by (M)). It is obviously shown that the schedule stability for PR
was largely improved over that for RSR though the improvements of schedule
efficiency was trivial in most cases. The improvements obviously get larger as the
size of PR-horizon increases. The computational results also indicate that the

Fig. 1. Average improvement percentage of rolling PR over rolling RSR
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Fig. 2. CPU time of rolling PR for 200-job problems with 1.00 range parameter

improvements of schedule stability are larger when more idle time exists in the
initial schedule. Figure 2 presents CPU time paid by rolling PR under different
sizes of PR-horizon. It indicates that more CPU time should be paid for larger
improvements achieved by rolling PR with larger PR-horizons.

6 Conclusions

Aiming at large-scale unfinished jobs and more disruptions during the execu-
tion of initial schedule, the rolling PR strategy driven by disruption events is
adopted in this paper. The new schedule is required to satisfy dual objectives: ef-
ficiency and stability. Computational results show that the rolling PR can greatly
improve the schedule stability with little sacrifice in schedule efficiency and con-
sistently outperforms the rolling RSR. The rolling PR strategy is effective for
large-scale dynamic rescheduling problems with more disruptions.
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Abstract. This paper presents a Sudoku solver based on the energy-
driven neural-network (NN) model, called the Q’tron NN model. The
rules to solve Sudoku are formulated as an energy function in the same
form as a Q’tron NN’s. The Q’tron NN for Sudoku can then be built
simply by mapping. Equipping the NN with the proposed noise-injection
mechanism, the Sudoku NN is ensured local-minima free. Besides solving
Sudoku puzzles, the NN can also be used to generate Sudoku puzzles.

1 Introduction

Sudoku, also known as Number Place, is a logic-based placement puzzle. The
puzzle is most frequently a 9×9 grid made up of 3×3 subgrids (called “regions”).
To resolve a Sudoku puzzle successfully, each cell finally will contain a number
from 1 through 91 subject to the constraints described below. Initially, some cells
already contain numbers, known as “givens”. The goal is to fill in the empty cells,
one number in each, so that each column, row, and region contains the numbers
1 through 9 exactly once. Fig. 1 gives an instance of Sudoku puzzle.

The Sudoku was published anonymously by Garns (1979), who created the puz-
zle at age 74, and then promptly relegated to obscurity. It became popular in Japan
starting somewhere between 1984 and 1986 under the name “nanpure,” or Num-
ber Place. (Even today, in many Japanese publication, the puzzle is called Number
Place, written in English.) The puzzle received a large amount of attention in the
United States and Europe in 2005 after a regular Sudoku puzzle began appearing
in the London Times. Sadly, Garns died in 1989 before getting a chance to see his
creation as a worldwide phenomenon [10].

The general problem of solving Sudoku puzzles on n2 × n2 boards of n × n
blocks is known to be NP-complete [11]. This gives some indication of why
Sudoku is difficult to solve, although on boards of finite size the problem is
finite and can be solved by a deterministic finite automaton that knows the
entire game tree. The popularity of Sudoku stimulated many Sudoku solvers
to be born [17,18]. Most of Sudoku solvers were developed using ‘algorithmic’
approaches. For examples, it can be solved graph theoretically by translating the
problem into a graphic search problem [4,19,20], or solved logically by reducing
the problem into SAT [9]. Besides, building a Sudoku puzzle is another challenge.
A proper Sudoku puzzle should contain a unique solution.
1 Each cell can also be filled any one from nine different symbols, e.g., a through i.
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Fig. 1. An instance of Sudoku puzzle

Fig. 2. (a) The Q’tron NN model; (b) The abstract Q’tron NN

Ironically, we found no neural network (NN) in this wonderland. Does solving
Sudoku go beyond the capability of neural networks? The answer would be true
if an effective local-minima escaping mechanism to keep NN’s from being stuck
at infeasible states does not exist. Specifically, to solve a constraint satisfaction
problem, such as Sudoku, using an energy-driven NN, the NN can report a vaild
solution usually when it has reached a global minimum of its corresponding
energy landscape. This is because that any violation of constraints described by
the rules is not tolerable.

This paper describes the technique to build a Q’tron (a shorthand of quan-
tum neuron) NN to solve the underlying problems of Sudoku effectively, includ-
ing puzzle resolution and puzzle generation. The Q’tron NN model, which is
a significantly extended version of the Hopfield NN model [5,8], features in its
local-minima escaping capability [6,13]. By constructing the NN as a known-
energy system [13,14], it was shown that the bounded noise spectra for Q’trons
in the NN can be systematically determined and, by injecting such pieces of ran-
dom noise into Q’trons persistently, the NN will settle down if and only if it has
reached a state whose energy is low enough. Roughly speaking, the NN seem-
ingly knows whether or not an energy valley can be an acceptable solution by
measuring its energy value2. Such an approach is considerably different from the
concept of simulated annealing, which is, in fact, a known-temperature approach.

2 In fact, an NN’s energy is never measured. Instead, each Q’tron measures the force
apply onto it.
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Using that approach, the noise spectra for neurons are controlled by the current
temperature of the system, which, in turn, is controlled by a carefully speci-
fied cooling schedule. Typical representatives of known-temperature approach
include Boltzmann [1,2], Cauchy [7] and Gaussian Machines [3]. Further more,
the known-energy property allows a Q’tron NN to function as an associative
memory, i.e., feeding the piece of information available to the NN, a robust re-
call will then be responded by the NN provided that an admissible association
is possible. This implies that we can interact with it the in a question-answer
mode.

The organization of this paper is as follows: Section 2 gives a brief overview
on the Q’tron NN model and describes the concept of known-energy systems.
Section 3 presents the details to build the Q’tron Sudoku solver. Section 4 de-
scribes the operation modes of the Sudoku NN. We will show how the Sudoku
NN can function versatilely to fulfill different requests, such as to solve a puz-
zle or to generate a puzzle. Section 5 demonstrates some experimental results.
Finally, a conclusion is drawn in Section 6. Java applet and source code of the
Q’tron Sudoku solver are now available at http://www.cse.ttu.edu.tw/twyu/
qtron/Sudoku.

2 The Q’tron NN Model

The basic processing element of a Q’tron NN is called a Q’tron, a shorthand of a
quantum neuron, which is schematically shown in Fig. 2(a). Let µi represent the
ith Q’tron in a Q’tron NN. The output-level of µi, denoted as Qi ∈ {0, 1, ..., qi−1}
with qi (≥ 2). The actual output of µi, called active value, is aiQi, where ai > 0
is the unit excitation strength, called active weight. In a Q’tron NN, for a pair of
connected Q’trons µi and µj , there is only one connection strength, i.e. Tij = Tji,
and Tii < 0 usually. The noise-injected stimulus Ĥi for the Q’tron µi is defined
as:

Ĥi = Hi + Ni =
n

j=1

Tij(ajQj) + Ii + Ni, (1)

where Hi denotes the noise-free net stimulus of µi, which apparently is equal
to the sum of internal stimuli, namely,

∑n
j=1 Tij(ajQj), and external stimulus

Ii. The term Ni denotes the piece of random noise fed into µi, and n denotes
the number of Q’trons in the NN. In case that P (Ni = 0) = 1, i = 1, . . . , n,
the Q’tron NN is said to run in simple mode; otherwise, it is said to run in full
mode.

At each time step only one Q’tron is selected for level transition subject to
the following rule:

Qi(t + 1) = Qi(t) + ∆Qi(t), (2)

with

∆Qi(t) =

⎧⎨⎩
+1 Ĥi(t) > 1

2 |Tiiai| and Qi(t) < qi − 1;
−1 Ĥi(t) < − 1

2 |Tiiai| and Qi(t) > 0;
0 otherwise

(3)
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2.1 The Application Model

To make a Q’tron NN versatilely accessible, each Q’tron can either be operated
in clamp mode, i.e., its output-level is clamped fixed at a particular level, or in
free mode, i.e., its output-level is allowed to be updated according to the level
transition rule specified in Eq. (2). Furthermore, the Q’trons in an NN are cate-
gorized into two types: interface Q’trons and hidden Q’trons, see Fig. 2(b). The
former provides an interface for user’s interaction, whereas the latter is func-
tionally necessary to make the NN to a known-energy one3. We will assume that
hidden Q’trons are always free unless otherwise specified. Interface Q’trons op-
erated in clamp-mode are used to feed the available or affirmative information (a
question) into the NN. The other free-mode interface Q’trons, on the other hand,
are used to perform association to retrieve the missing or uncertain information
(an answer).

2.2 System Energy — Stability

The system energy E embedded in a Q’tron NN, called Liapunov energy, is
defined by the following form:

E = −1
2

n∑
i=1

n∑
j=1

(aiQi)Tij(ajQj)−
n∑

i=1

Ii(aiQi) + K; (4)

where n is the total number of Q’trons in the NN, and K can be any suitable
constant. It was shown that, to run a Q’tron NN in simple mode, the energy
E defined above will monotonically decrease with time [13,14] and, hence, is
stable. Therefore, if a problem can be reformulated as one that minimizes an
energy function in the above form, then a Q’tron NN to solve the problem
can be built simply by mapping4. Hopefully, the NN will autonomously solve
the problem once it reaches a local/global minimum. However, the monotonic
decrease nature of energy also implies that the Q’tron NN running in simple
mode performs a greedy search. In case the overwhelming majority of local-
minima of the NN corresponds to poor or, even worse, illegal solutions to the
underlying problem, then the NN will be useless almost.

2.3 Known-Energy Systems

A Q’tron NN is said to be a known-energy system if, letting all Q’trons free,
it will settle down with probability one onto a state whose energy lies within a
prespecified low-and-known range, e.g., E∗ ≤ E ≤ E∗ + 1

2 (∆
2 )2 where E∗ is the

least possible energy of the system5, and ∆
2 (≥ 0) is called a solution qualifier

3 The Sudoku solver does not need any hidden Q’tron. An example that needs hidden
Q’trons can be found in [16].

4 To solve a problem using the Q’tron NN model, the values of qi’s and ai’s usually
can be determined intuitively from the problem’ nature, and the values of Tij ’s and
Ii’s are obtained by mapping the problem’s cost function to Eq (4).

5 E∗ can be a energy value that is less than or equal to that of a global minimum.
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[13], provided such a state does exist. Suppose that a state with energy lying
within [E∗, E∗ + 1

2 (∆
2 )2] always corresponds to a satisfactory and/or legal solu-

tion. Then, the NN settles if and only if it has found an appropriate solution.
Typical constraint satisfaction problems have such a known-energy property,
such as the Sudoku solver to be described in the next section, and, hence, can be
solved based on the known-energy concept [12,13,14]. However, many combina-
torial optimization problems, e.g., TSP and knapsack problems, are intrinsically
‘unknown’ in energy. The method to convert them into known-energy ones and,
then, solved by incorporating with a solution refining scheme were described
in [15].

2.4 Bounded Noise Spectra

To make the known-energy systems realizable, they must be able to escape from
the local-minima corresponding to unsatisfactory and/or illegal solutions only.
To this end, each Q’tron is allowed to have a bounded noise spectrum only, i.e.,
Ni ∈ [N−

i ,N+
i ]. The values of N−

i and N+
i for each Q’tron can be systematically

determined based on the value of the solution qualifier, i.e., ∆
2 . For example, if

the energy function of a Q’tron NN is in an integer-programming type [13], we
will have

N−
i = −N+

i = max
(

0,
1
2
|Tiiai| − ∆

2

)
. (5)

One convenient way for computer simulation is to generate only bang-bang noise.
In this way, the distribution of noise is specified by the so-called noise ratio
specification (NRS) of a Q’tron. It is defined as:

NRSi = P (Ni = N−
i ) : P (Ni = 0) : P (Ni = N+

i ) (6)

with P (Ni = N−
i ) + P (Ni = 0) + P (Ni = N+

i ) = 1, where NRSi represents the
NRS of µi, and P (Ni = x) represents the probability that Ni = x is generated.
Clearly, if a Q’tron NN runs in simple mode, then NRSi = 0 : 1 : 0 for all i. We
will assume that P (Ni = N−

i ) �= 0 and P (Ni = N+
i ) �= 0 for all i if a Q’tron

NN runs in full mode.

3 The Sudoku Solver

In this section, we describe how to build a Q’tron Sudoku solver based on the
known-energy concept. Let’s start with the puzzle representation.

3.1 Puzzle Representation

We will use a 9×9×9 Q’tron cube to represent the Sodudo puzzle, and use µijk

to denote its ijkth Q’tron, where i, j, k ∈ {1, . . . , 9}. Let Qijk ∈ {0, 1} (hence,
qijk = 2) represent the output of µijk, and let Qijk = 1 (=0) represent that the
cell in the ith row and the jth column of the puzzle is (not) filled with the kth

symbol. Since this is a pure constraint satisfaction problem, we don’t associate
with each Q’tron with a cost. Hence, let aijk = 1 for all i, j, k ∈ {1, . . . , 9}.
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3.2 Sudoku as an Integer Program

Based on the Q’tron representation defined above, the Sudoku rules can be
described as the following integer program:

9∑
j=1

Qijk = 1, for all i, k ∈ {1, . . . 9} (7)

9∑
i=1

Qijk = 1, for all j, k ∈ {1, . . . 9} (8)

3∑
i=1

3∑
j=1

Q3m+i,3n+j,k = 1, for all m, n ∈ {0, 1, 2} and k ∈ {1, . . . 9} (9)

9∑
k=1

Qijk = 1 for all i, j ∈ {1, . . . 9} (10)

where Eq. (7) to (9) require that each of the nine symbols must appear in
each row, each column and each 3 × 3 subregion of the puzzle exactly once,
respectively, and Eq. (10) requires that each cell must be filled with exactly one
symbol.

3.3 Energy Function

By above, the Sudoku solver can then be one that minimizes the following energy
function:

ESudoku = Erow + Ecol + Ergn + Esym (11)

Erow =
1
2

9∑
i=1

9∑
k=1

⎛⎝ 9∑
j=1

Qijk − 1

⎞⎠2

(12)

Ecol =
1
2

9∑
j=1

9∑
k=1

(
9∑

i=1

Qijk − 1

)2

(13)

Ergn =
1
2

2∑
m=0

2∑
n=0

9∑
k=1

⎛⎝ 3∑
i=1

3∑
j=1

Q3m+i,3n+j,k − 1

⎞⎠2

(14)

Esym =
1
2

9∑
i=1

9∑
j=1

(
9∑

i=1

Qijk − 1

)2

(15)

Clearly, when a Sudoku puzzle is resolved, we must have ESudoku = 0 or, more
loosely, 0 ≤ ESudoku ≤ 1

2 (∆
2 )2 as long as 0 ≤ ∆

2 < 1. To solve combinatorial
optimization problems, ∆

2 , called a solution qualifier, is an important factor to
tune the solution quality. However, we don’t have any flexibility to ‘tune’ the
constraints of Sudoku. Therefore, we set ∆

2 = 0 for simplicity.
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3.4 The Q’tron NN Construction

The energy function of the Sudoku cube is in the following form:

Ecube = −1
2

9∑
i=1

9∑
j=1

9∑
k=1

9∑
l=1

9∑
m=1

9∑
n=1

(aijkQijk)Tijk,lmn(almnQlmn)

−
9∑

i=1

9∑
j=1

9∑
k=1

Iijk(aijkQijk) + K (16)

Mapping Eq. (11) to Eq. (16), all parameters for the Sudoku solver can then be
determined. In summary, qijk = 2, aijk = 1, Iijk = 4, and

Tijk,lmn = −δil − δjm − δkn − δ(i−1)/3,(l−1)/3δ(j−1)/3,(m−1)/3 (17)

for all i, j, k, l, m, n ∈ {1, . . . , 9}. In Eq. (17), integer division is used in subscripts,
and δij is the Kronecker delta function defined by

δij =
{

0, i �= j
1, i = j

Furthermore, since ESudoku is in integer-programming type, the noise spectrum
for each Q’tron can thus be determined from Eq. (5). Hence, N+

ijk = 2 and
N−

ijk = 2 for all i, j, k ∈ {1, . . . , 9}. We here have implicitly assumed that ∆
2 = 0.

4 The Operation Modes of Sudoku Solver

It can be shown that, to run the Sudoku solver in full mode with all Q’tron being
set free, all states corresponding to a valid Sudoku configuration are stable, and
all others are not. This implies that we have stored all valid configurations of
Sodudo puzzle into the solver and, hence, allows us to perform recall in an
associative sense.

4.1 Sudoku Solver as an Associative Memory

Suppose that the Sodudo solver is now in an arbitrary stable state. Now, consider
a simple recall case. Suppose that we now want to recall a valid configuration of
Sodudo puzzle with a single cell being set to a particular symbol, e.g., we need the
cell in the ith row and the jth column to contain the kth symbol. A lazy method is to
just clamp µijk to level one, and set all other Q’trons free. Due to persistent noise,
such an action will pump the system energy to very high and, hence, will render the
system to become unstable immediately unless that the ijth cell alreadyhas the kth

symbol in it. Consequently, Sodudo solver will settle down (with probability one)
if and only if a successful recall has been done (refer to [14] for rigorous proof).

Although the lazy method is workable, its convergent behavior will be also
lazy. A more effective method, called the diligent method, is to clamp all available
information relative to that clamped cell to the solver. For example, we can set
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Fig. 3. To generate a valid Sudoku configuration by clamping an arbitrary (a) row, (b)
column, and (c) 3×3 subregion, diligently

Fig. 4. Experimental results of Sudoku solver ran (a) in simple mode, (b) in full mode

Q’trons µ·jk’s, µi·k’s and µij·’s, where · ∈ {1, . . . , 9}, and µi′j′k’s such that
(i′ − 1)/3 = (i− 1)/3 and (j′ − 1)/3 = (j − 1)/3, to clamp mode. Among them,
only µijk is clamped to level one, and the others are clamped to level zero. And,
all the other Q’trons are set free. In the following, the diligent method will be
used to feed cells’ information into the Sudoku solver.

4.2 Puzzle Resolution

Sudoku puzzle resolution is a straightforward implication of the above discussion.
Given a Sudoku puzzle, we can solve it by clamping all of the given symbols dili-
gently as was described in the last subsection. The solver will then respond with a
legal solution when it settles down provided that the given puzzle is not unsolvable.

4.3 Puzzle Generation

There are 6, 670, 903, 752, 021, 072, 936, 960valid Sudoku configurations for the st-
andard 9×9 grid [21]. Any valid Sudoku configuration can become aproper Sudoku
puzzle, i.e., its solution is unique, by masking some of its cells blank conscientiously.
First of all, we can generate a valid Sudoku configuration by freeing all Q’trons
of the Sudoku solver, initializing its state arbitrarily and, then, running it in full
mode. A valid Sudoku configuration will then be resulted when the solver settles
down. Without losing the randomness nature, one can also arbitrarily select a row,
a column or a 3 × 3 region and clamp the nine Q’trons in it diligently with nine
different symbols for speed up, as shown in Fig. 3.
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After a valid Sudoku configuration is generated, any Sudoku construction algo-
rithm that ensures properness of the puzzle [21] can then be applied to determine
the cells of ‘givens’ and, hence, the blanks. This final task can also be done by in-
teracting with our Q’tron Sudoku solver iteratively. Specifically, we can determine
whether a given Sudoku puzzle is proper by running the Sudoku solver under dif-
ferent initial conditions on free Q’trons multiple times, e.g., 10 times. If all of the
tests get the same solution, then the given puzzle has high probability to be proper.
There are two possible approaches based on the above such a properness test. One
is in forward sense, while the other is in backward sense. The former starts from
a small number of blank cells, which are randomly selected, and then marks more
cells as blanks iteratively until it fails in the properness test. Contrarily, the later
starts from a larger number of blank cells, and then changes some of them as givens
iteratively until it passes the properness test.

5 The Experiments

Several experiments were performed on a digital computer, Pentium IV, to verify
the effectiveness of the Q’tron Sudoku solver. Fig. 4(a) shows an experimental
result obtained by running the solver in simple mode. In the figure, the symbols
with dark background represent the givens of a Sudoku puzzle, which was gener-
ated by the solver itself, and the symbols in the other cells represent the solution
reported by the solver when it settles down. Clearly, the solver is malfunctioned
in the noise-free mode. More than that, solving the same puzzle with different
initial conditions on free Q’trons, we did not get any legal solution on 1000 tests.
Oppositely, Fig. 4(b) shows a legal solution obtained by running the solver in full
mode with NRS = 1 : 1 : 1 for all Q’trons. In this instance, the solution is ob-
tained within one second. This shows the local-minima-free escaping capability
of the Q’tron NN approach.

6 Conclusions

This paper describes the details on building a Sudoku solver using the Q’tron
NN model. The Q’tron NN model features in its local-minima escaping capa-
bility by incorporating it with a persistent noise-injection mechanism. In par-
ticular, if a problem can be formulated as an integer program in a standard
form, then all of parameters of the Q’tron NN, including the bounded noise-
spectra for Q’trons, can be systematically determined, and the so-built Q’tron
NN will be a known-energy system. Sudoku is intrinsically such a problem.
Hence, the Q’tron-NN strategy is readily applicable. As a known-energy sys-
tem, the Q’tron Sudoku solver can thus serve as a versatile associative memory.
This will allow us to interact with it in a question-answer sense. Hence, be-
sides solving Sudoku puzzles, the Q’tron Sudoku solver can also be used for
puzzle generation. Some experiments were demonstrated in the paper for verifi-
cation. More information relevant to the Q’tron NN researches can be found at
http://www.cse.ttu.edu.tw/twyu/qtron.
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Abstract. In order to discover and manage enterprise businesses effectively, 
enterprise decision makers need to understand enterprise business processes 
from various aspects using sophisticated process simulation and analysis tools. 
Based on ABM technology (Activity-Based Management), this paper presents 
intelligent business process analysis concepts and metric measurement models 
for six kinds of process flows within manufacturing enterprises: activity flow, 
product flow, resource flow, cost flow, cash flow, and profit flow. The proposed 
process flow analysis approach has been developed as a dynamic enterprise 
process analysis tool within a process simulation and optimization environment.  

1   Introduction 

Dynamic modeling and simulation of enterprise systems has been an active research 
topic of research for more than two decades [1]. There are a number of approaches, 
such as CIM-OSA [2], GRAI-GIM [3] and ARIS [4], which have been focused on the 
description of the enterprise model: describing the enterprise organization, its 
resources, business processes, functions and product data information model. The 
objective of research on enterprise business process simulation and optimization are 
to create an optimized enterprise model for instructing enterprise operation and 
management. Using process simulation and optimization technologies, computer-
aided solutions can be obtained economically. Enterprise dynamic modeling has been 
the recent research focus for the development of flexible systems.  

How do we analyze and evaluate enterprise processes effectively? This is 
important to enterprise process simulation and optimization. In different modeling 
environments, we usually have different information needed to analyze because of the 
different context of the meta-model [5]. The different managers take care of the 
different process characteristics of the enterprise system in different domains. An 
outstanding enterprise system should provide the analysis functions of various flows 
during process execution to assist enterprise decision-makers to understand their 
enterprise and make reasonable decisions.  

Generally speaking, there are essentially three kinds of approaches to the 
monitoring and analysis of process execution. The first and simplest one consists of 
providing simple reports from the process execution database. Users can typically 
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access reports showing basic process statistics. A more sophisticated approach takes 
care of OLAP-style analysis. In this technique, execution data are periodically 
collected into a data warehouse, and users are offered a number of different ways to 
look at the data, including possible multidimensional analysis views. The third and 
most intriguing approach to process execution analysis involves the use of business 
intelligence, to provide users with explanations of process behaviours of interest as 
well as predictions on running and even yet-to-be process executions. The adoption of 
business intelligence causes a shift from the passive system behaviour of the previous 
two approaches to an active one, where it is up to the system to provide the user with 
information about problems and their causes. Some scholars call it business process 
intelligence (BPI) [6]. 

This study systematically introduces the six flows occurring during enterprise 
process execution: activity flow, product flow, resource flow, cost flow, cash flow, 
and benefit flow as based on ABM [7], and the related business process intelligent 
analysis functions. Activity flow is the primary flow in the enterprise process, and 
other flows can be derived according to the execution of activity. The rest of this 
paper is focused on the implementation of process flow analysis tool with BPI within 
a process simulation and optimization environment. It can be used for enterprise 
business reengineering and enterprise diagnosis. 

2   ABM-Based Process Flow Analysis Technologies  

When the business environment has changed, business information must change 
quickly with it. The TCM (Total Cost Management) [7] approach is based on the 
belief that an in-depth understanding and the continuous improvement of the business 
process are the driving forces behind effective management of costs. Today, 
ABC/ABM is widely adopted to address the above issues because they provide a 
complete picture of the profits and costs of doing business than traditional cost 
accounting methods.  

Business Process Analysis is the foundation for business process improvement. In 
order to realize Business Process Analysis, an integrated enterprise process model 
framework should be determined first.  Based on traditional ABC solutions, we offer 
the integrated capabilities in data management, analysis, cooperative control, and 
behaviour description. In our proposed solution, evolved from the SADT and 
COSMOS models and referenced with CIM-OSA, the proposed enterprise model is 
constructed to be a multi-dimensional framework containing the view dimension, the 
generality dimension, and the lifecycle dimension [8]. In the view-dimension, an 
enterprise can be effectively described from five aspects: process, infrastructure, 
behaviour, cooperation and information.  

EM = <PM, IM, BM, CM, IFM> . (1) 

where PM: Process Model; IM: Infrastructure Model;  BM: Behavior Model;  
           CM: Cooperation Model; IFM: Information Model. 
PM is the core of the enterprise model. It is a partial set of business activities with 

the relative resource supports, inputs, outputs, and controls.  It can be described as: 

PM =< A, P, R, Control, Support, Input, Output>. (2) 
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where A={a1,a2,…,am} is a set of activities; P= {Product1,Product2,…,Productj} is a 
set of products; R={r1,r2,…,rk }is a set of resource types; Control is the tangible and 
intangible control relationships; Support is the relationship of resources for an 
activity, and Support⊆A×R; Input is the relationship of input products to an activity, 
Input⊆A×P; Output is the relationship of output products to an activity, Output⊆A×P. 

 Output 
(External Outputs) 

Inputs 
(External Inputs) 

Resources 

Outputs 
(Mid-productions) 

Output OR Activity  

 

Fig. 1. A Process of Manufacturing Planning 

Based on the proposed model framework, an example of the process of 
manufacturing planning is illustrated as Figure 1, which sequenced by three activities: 
Planning for Monthly MPS, Verifying, Examine and Approval, and with the supports.  

2.1   Activity Flow 

Activity flow represents the execution order of activities in the enterprise process life 
cycle. Execution order of activities includes activities time order and the structural 
relationship of activities. The latter can be defined in the structure of the process 
model. The former could be illustrated within the Gantt chart.  

Activity flow embodies the parallelism among activities in enterprise processes, 
such as structure parallelism and run-time parallelism. Activity flow is the baseline of 
enterprise business processes. Other stream information can be derived from it. 
During process simulation, all activities are in initial state while initiating activity flow 
and other flow information. When an activity’s input conditions or timing constraints 
are satisfied, its activity state changes to ready state. All activity ready events are 
stored in the activity ready pool. All activities of which has got their required 
resources will be activated, and their behaviour functions will be run. Each activity’s 
real duration can be created by random-number-generator according to the defined 
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duration and its probability distribution. The whole process of activity execution has 
been created within the activity flow. Activity flow analysis can be used to support 
enterprise concurrent engineering and computer supported cooperative work in 
business management. 

2.2   Information Flow  

Product Flow. Like activity flow, product flow has two aspects. From the vertical 
aspect of the enterprise process, i.e., from the beginning to the end of one process, 
product flow indicates the generation relations between products. From the horizontal 
aspect, i.e., upon the input or output of one activity in the enterprise process, product 
flow shows its product heap state.  

Definition 1. For Producti P,  the queue of continually varying product quantity is 
called the product heap quantity queue for Producti in its product lifecycle. 

The product heap quantity queue in the horizontal product flow can be used to 
study “Zero Inventory” and “JIT”. It reflects the attainability of the cooperative 
degree/balance between producer activity and consumer activity of a product. The 
generation of product’s tree structure can be referred from the sub-process model by 
process tracking. It serves as a producing history supporting quality improvement and 
the tracking of products. 

Data Flow. Data flow is a time sequence to describe the data changes in the behaviour 
model and database or file system. It is ordered by time and used to verify process 
execution. Similar to the product flow, the data used and generated by the activities 
from start to stop of a process execution forms a horizontal data flow which can be 
used for analyzing the structure of the behaviour model. The data at one particular 
point varying over time is called a vertical data flow for analyzing the function of the 
behaviour model in an enterprise model. In reality, enterprise supply chain 
management is a spread of product flow and data flow management. 

2.3   Resource Flow 

Resource flow is the resource usage varying with time in the execution of enterprise 
processes. The resource consumption is defined in the specification of resource 
related with an activity. Thus resource flow can be calculated on the basis of activity 
flow. The difference between information flow and resource flow is that resources 
only support activity operations, but not be consumed and processed as information. 
Therefore, resource flow only focuses on the horizontal aspect, i.e., to calculate the 
consumption of all kinds of resources in an enterprise process at some time. 

Definition 2. For resource r R, ActsSupported(r)={x|x A <r,x> Supporting} is 
called Relative activity set of resource r. 

Definition 3. For a A, activity cloning set of activity a at t is: 

ActiveClone(a, t) = {LT (ISet(a)) |  LT (ISet(a))  t LT (ISet(a)) + d (a)} (3) 

where d(a) is the duration of activity a; ISet(a) is the input product set of activity a; 
LT is the last completion time of the products in ISet(a) of activity a. We use LT to 
represent an element of activity cloning. 
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Definition 4. At time t, the consumption of resource r occupied by activity a A: 

ResUsed (a,r,t)=card(ActivitClone (a,t)) *NUsed(a,r) (4) 

where card(ActivitClone(a, t)) is the cardinal number of ActivitClone(a, t), i.e., the 
number of the elements in the set; NUsed(a,r) is the consumption of resource r when 
activity a runs once. 

Definition 5. The consumption of resource r for all r R in process ps at time t is: 
n 

NumOfRes (ps,r,t) =  ResUsed (ai, r, t) 
i=1 

(5) 

where N=card(ActsSupported(r)), i.e., the number of activities related to resource r; ai 
is ith activity related to resource r. The discrete order of the resource consumption 
varying with time is called the resource flow for r.  

2.4   Cost Flow 

Cost flow is a time order of the expense in a business process, such as salary, rent of 
machine and workshop and so on. In general, cost flow may be divided into resource 
usage cost and source product cost. It is used to show the consumed cost during the 
life cycle of a process.  

Definition 6. For r R�ResUnitCost: R R+ is the unit cost relation on R. It is 
signed as ResUnitCost(r). 

Definition 7. The effective cost of r, r R, related to process ps in [t1,t2], can be 
calculated as follows: 

t2 

Cost(ps,r,t1,t2)=ResUnitCost(r)×  NumOfRes (ps,r, t)dt 
t1 

(6) 

where NumOfRes(ps,r, t) is the usage of resource r in process ps. It could be got from 
formula (5). 

Definition 8. Total Resource Cost is the cost consumption for all kinds of resource 
supporting activities during the execution of ps in [t1�t2] can be calculated as: 

n 

TResCost(ps, t1, t2 )= Cost(ps, ri, t1, t2 ) 
     i=1 

(7) 

where n=card(R) is the cardinal number of resource set related to process ps, i.e., the 
number of resource classes defined in process ps; Cost is the cost of one kind of 
resource used in process ps in [t1,t2]. 

Definition 9. Source product set in process ps is : 

SPS(ps)={p|p p IN ps) ¬ ∃a (a A a, p Output))} (8) 

For partial order set <A P, Input Output>, SPS is the maximal set of source 
products in process ps. 

Definition 10. For source product sp in process ps, sp  SPS, there is a mapping 
function SProdCost: P R+, which is called unit cost function of source product, 
signed as SProdCost(sp). 
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Definition 11. In [t1,t2], Source Product Cost in process ps can be calculated using the 
formula: 

m 

SouCost(ps,t1,t2)= SProdCost(spi )×NPurc ( ps, spi, t1, t2) 
     i=1 

(9) 

where m=card(SPS); spi SourceProducts in process ps; NumPurc (ps,spi,t1,t2) is the 
purchase quantity of source product spi in [t1, t2], it is a statistical value. In the 
simulation environment, source products are created by the generator of random 
numbers according to the specific distribution of source product arrival frequency. 

Definition 12. Process Effective Cost in [t1�t2] can be calculated as follows: 

ProCost(t1,t2) = SouCost(ps,t1,t2) + TResCost(ps,t1,t2) (10) 

In process execution (via simulation or enactment), the consumption of source 
products and resource is recorded and collected, process effective cost can be 
calculated and thus cost flow is generated. 

2.5   Cash Flow 

Cash flow is the amount of cash varying with time in the process execution. A 
complete enterprise process model should consist of various sub-processes such as the 
main production plan, product design, manufacturing, finance management, human 
management, material purchase and product sales and so on. To analyze features of 
cash flow, a sale sub-process must be part of the process model. The end products in 
this sub-process are goods. In the specification of goods, the sale price must be 
specified.  

Definition 13. The goods set in the process sale is a set of all end products, which can 
be described as:  

Gds(Sale)={ p| p p ¬ ∃a (a A a, p Input))} (11) 

For partial order set <A P, Input Output>, Gds(Sale) is its maximal number set 
in process sale. 

Definition 14. To any goods p Gds, there exists a mapping relation, Price: P R+, 
which is called Goods price function and let it be denoted by Price(p). 

Definition 15.  In [t1, t2], the sale income of process ps can be calculated by: 
m 

Income(ps,t1,t2 ) = Price(pi )×NSale ( ps,t1, t2, pi) 
     i=1 

(12) 

where k=card (Gds); pi Gds; NSale(ps,t1,t2,pi) is the sold amount of goods pi in 
[t1,t2], which can be calculated from simulation or execution.  

2.6   Profit Flow 

Definition 16. To process ps in [t1, t2], enterprise Profit can be calculated by:  

Profit(ps,t1,t2)= Income(ps, t1, t2)– ProCost(ps,t1, t2) (13) 
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where Income (ps, t1,t2) is the sale income in process ps in [t1,t2]; and ProCost(ps, 
t1,t2) is the cost of process ps in [t1,t2]; They can be calculated by formula (10)&(12). 

In this way, dividing execution time of enterprise process into n time sections and 
calculating profits in each section, we can get cash flow in the enterprise process, as 
shown in Figure 6. Cash flow prediction is the key for the enterprise to make 
investment decisions and process reengineering. For a candidate investment project or 
a process to be improved, its economical lifecycle needs to be estimated first. Then it 
is necessary to calculate income and expenditure in each time section throughout its 
lifecycle. The balance in each time section forms cash flow for the investment. 

During enterprise process execution, in addition to the investment and outcome for 
the process, enterprise profits are affected by the elements from outside 
circumstances, such as management and revenue policies. Therefore, profit flow, 
which describes actual profits for the enterprise, can be inferred from cash flow within 
outside effects. Its figure is the same as cash flow, except for external elements in the 
processes. With the progress in modern accounting, the calculation of profit flow is 
changing. It can be described in the behavior model. 

3   Implementation and Applications  

3.1   Architecture of Flow Analysis Tool with BPI 

Based on the proposed process flow analysis techniques, a business process 
intelligence (BPI) analysis system containing six kinds of process flow reports and 
process flow analysis tools were implemented in an enterprise process simulation and 
optimization environment at the Software Engineering Institute of BeiHang University 
in China. It contains the calculations of the various flows such as activity flow, 
product flow, resource flow and cost flow, and the analysis of the various flows for 
the enterprise. Based on these tools, business process intelligence can be used to 
analyze the measurement data of the various flows and evaluate the enterprise process 
according to the enterprise decision model and the specified features to determine the 
direction for approaching the optimal solution of the enterprise process. 
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Fig. 2. Architecture of Business Process Intelligent Analysis 
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In Fig. 2, the Architecture of the Business Process Intelligent Analysis is divided 
into two aspects: Business process flow analysis is one of the basic functions 
implemented in the process simulation environment, which is responsible for metric 
data computation of process execution and process flow analysis and reporting. It 
needs the support of the dynamic PERT/CPM technique [9] to implement tasks 
scheduling and to forecast the duration of each activity in future. Another part is the 
business process intelligence which could help the managers to optimize process 
parameters and provide model learner and selection functions. 

3.2   Business Process Flow Analysis (BPFA) 

In the first part, Process metric computation is responsible for calculating the metric 
information of the process during process simulation. It provides data for process flow 
analysis and reporting.  

The dynamic PERT/CPM technique uses a compound number compounded by one 
deterministic number and one non-deterministic number to define the duration, the 
earliest start time and the latest start time of activities in process models. During the 
process execution, the non-deterministic compound factor i will be adjusted to 
approach to the real and exact value and used to calculate the earliest start time and 
the latest start time of future activities to forecast future events [9]. It supports process 
flow analysis-OLAP.  

Process flow information statistics reporting is responsible for business statistics of 
process flow and for reporting the features according to the aforementioned flow 
definitions. It contains the following six flow statistics functions: activity flow, 
product flow, data flow, resource flow, cost flow, cash flow, and benefit flow. 

Commercially Available OLAP Tools is the function of explanations and 
predictions on a wide variety of process flow metrics and behaviors. The underlying 
technology is data mining and the application of dynamic PERT/CPM. In order to 
implement the goal, we refer to reference [3] and analyze the classification of 
business process analysis and prediction problems from scope, focus and status. 

Process analysis refers to the problem of detecting “interesting” behaviors of one 
or more process executions and of providing explanations for the situations in which 
such behaviors typically occur. Process prediction refers to the problem of providing 
analysts with information about the outcome of a running process instance, or even 
information about instances yet to be started, such as how many orders will be placed 
tomorrow or what will be the predicted total order value.  

There are essentially two kinds of metrics that can be analyzed or predicted: 
generic and user-defined. Generic metrics are applicable to any process, and are 
needed in many analysis scenarios. On the other hand, user-defined metrics can relate 
aspects that are specific to a particular process or to a group of processes, and cannot 
be easily generalized. 

Analysis on business process execution can be targeted or untargeted. In targeted 
analysis, we ask BPI to explain why a process metric has a certain value. In some 
cases, users are interested in finding “interesting” patterns in data that may be 
indicative of some characteristics of the process that they were not aware of.  

Predictions about active instances are useful for various purposes. For example, 
they may indicate the likely outcome of the process execution or the expected 
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completion time. If the prediction for an instance is such as it would not complete in 
time, then a specified user can be informed, so that he can try to correct the problem. 
In practical scenarios, this involves making telephone calls to the supplier asking him 
to speed up the delivery. However, even if it is not possible to react to an exception in 
order to avoid it, exception prediction information can still be used to take actions to 
reduce the damage caused by the exception. 

3.3   Business Process Intelligence (BPI) 

BPI based on Process Optimization could provide an enterprise with an intelligent 
measure for business evaluation. It is composed of model optimizer, process 
evaluator, feature generator, feature selector, and parameter attribute generator.  

Model optimizer is the core technology. It contains model learner, parameters 
optimizer, and model selector. Model selector is used to assists the managers to 
select the most reasonable enterprise process model. In order to give a reasonable 
explanation for the metric information or future predication, it needs to discuss the 
task, metric scope, focus of prediction and status of the instances subject to the 
prediction with the relative data mining technology according to the decision 
model. It uses random generator to generate the parameter values for model learner 
according to the description files created by the Parameters attribute generator. 
Model learner receives the training set prepared by process evaluator as input. It 
applies its algorithm, a kind of Fletcher Reeves method to learn a model from this 
data set. Using this algorithm, it can learn to approach the local optimal  
solution (LocBest) along the direction of seeking optimization, and the local worst 
solution (LocBad) in the opposition direction. The area from LocBest to LocBad is 
taboo for the next seeking optimum, and it called a Tabu-Area. Parameter  
optimizer uses an expanded Tabu Search algorithm [8] to implement global 
optimization. In this algorithm, using the concept of Tabu-Area can speed up the 
process of seeking optimum. Using Tabu Search algorithm, we can get the track of 
model learn.  

Process evaluator is the base to assist enterprise managers to analyze, evaluate and 
optimize business processes. It analyzes the metrics data generated by process 
simulation, and generates a total process evaluation value for business process 
according to the business features and decision model. Feature selector provides the 
definition/selection function of business process feature. After feature selection, only 
some of them like duration, activity’s resource usage, and requestedDeliveryDate 
were found as the subset of relevant features. Feature generator is responsible for the 
generation of the feature attributes of process model, such as activity’s duration, 
product’s arriving-ratio. Here, the statistical process control (SPC) methods can be 
used to determine the process capability of sustaining stable levels of variability. The 
features can be predicted according to the value computed by process evaluator. 
Feature generator passes them back to create the training set. The attribute features in 
training set can be chosen by feature selector. Parameter attribute generator is used 
for generate parameter attribute description files in canonical format and map it into 
the specific formats required by the data mining algorithms. 
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4   Conclusions and Perspectives 

This paper proposes intelligent business process analysis concepts, techniques, and 
architecture of extended business process flow analysis tool. The main contributions 
of this paper include:  

-  the metric measurement models for six kinds of process flows, and 
- an approach that makes business process intelligence available to enterprise 

decision makers.  

As an application software support tool, it can be effectively used for supporting 
business process intelligent analysis and business process reengineering in small and 
medium size enterprises. It is especially important in those application domains where 
the enterprise environment changes frequently. Our ongoing efforts are underway to 
address more functions for the proposed system in the simulation of a complex and 
large size enterprise processes. Our future works are to combine ontology [10], event 
queuing theory and cooperative schedule strategies with multi-agent technology [11]. 
Basic idea is to embed simulation algorithm and cooperation model into process 
model. The simulation of enterprise process will be implemented with a kind of the 
cooperative simulation of multi-agent systems among the sub-process models and 
agent-based process simulation in the sub-process model. 
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Abstract. A new technique for multi-objective PSO (Particle Swarm Optimiza-
tion) based on fitness sharing and online elite archiving is proposed. Global best 
position of particle swarm is selected from repository by fitness sharing, which 
guarantees the diversity of the population. At the same time, in order to ensure 
the excellent population, the elite particles from the repository are introduced 
into next iteration. Three well-known test functions taken from the multi-
objective optimization literature are used to evaluate the performance of the 
proposed approach. The results indicate that our approach generates a satisfac-
tory approximation of the Pareto front and spread widely along the front. 

1   Introduction 

Many real-world problems belong to multi-objective optimization (MO) problems. 
Different with single-objective optimizations, competing goals give rise to a set of 
compromise solutions, generally denoted as Pareto-optimal. In the absence of prefer-
ence information, none of the corresponding trade-offs can be said to be better than 
the others. What's more, MO problems always have large and complex search space. 
So using traditional methods to solve MO problems may result in high time-complex, 
thus, designing new efficient optimization algorithms become imminent and realistic. 

Evolutionary algorithms have been proved very efficient in solving MO problems. 
In Ref.[1], [2], surveys of the existing variants and techniques for EAs are provided. 
Nearly all algorithms are able to find good approximations of the true Pareto front but 
the distribution of the obtained solutions vary among different methods [3], [4]. 

In the last years, several new nature-inspired algorithms have been developed. Par-
ticle swarm optimization (PSO) mimics the social behavior of flocks of birds to guide 
swarm of particles towards the most proved very efficient in solving a plethora of 
problem in science and engineering [5], [6]. Comparing with GA, PSO needs few 
parameters and has faster convergence rates. Although previous work has been done 
to deal with MO problems using PSO [7], [8], [9], [10], the research on PSO for MO 
problems is insufficient. In this article a new PSO technique for MO problems is pro-
posed. Our approach integrates well-known online archiving techniques and fitness 
sharing from evolutionary algorithms into PSO. The results show that our approach 
generates satisfactory approximation of the Pareto front with evenly distributed solu-
tion along it. 
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The rest of this article is organized as follows: in Section 2 and Section 3, the over-
views of the MO problem and PSO are given respectively. In Section 4, the imple-
mentation details of our method are briefly described, and the different comparison 
methods are sketched and preliminary results are reported in Section 5. Finally, the 
paper closes with some concluding remarks. 

2   Multi-objective Optimization Problem 

The multi-objective optimization problem can be expressed as follows: 

( ) ( ) ( ) ( )( )
( )

1 2
min , , ,
. . 0, 1, 2, ,

q

i

z f x f x f x f x
s t g x i m

= =
≤ =

. (1) 

Where nx R∈ is the decision vector belonged to the feasible region S, which is de-
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A decision vector 
1

x S∈ is called Pareto-optimal if there does not exist another 

2
x S∈ that dominates it. Finally, and objective vector is called Pareto-optimal if the 

corresponding decision vector is Pareto-optimal. 

3   Particle Swarm Optimization 

PSO has been proposed by Kennedy and Eberhart in 1995 [11]. Years of study on the 
dynamics of bird flocking has resulted in the possibilities of utilizing this behavior as 
an optimization tool. In PSO system, multiple candidate solutions coexist and collabo-
rate simultaneously. Each solution candidate, called a “particle”, flies in the problem 
space looking for the optimal position to land. A particle, as time passes through, 
adjusts its position according to its own “experience”, as well as according to the 
experience of neighboring particles. 
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Suppose the dimension of the searching space is D, the number of particle is n. 

Vector ( )1 2
, , ,

i i i iD
x x x x=  represents the position of the ith particle. 

( )1 2
, , ,

i i i iD
P p p p= is the best position (pBest) of the ith particle searched by now and 

the whole particle swarm’s best position (gBest) is represented as ( )1 2
, , ,

g D
P g g g= . 

Vector ( )1 2
, , ,

i i i iD
v v v v=  is the position change rate of the ith particle. Each particle 

updates its position (“flies”) according to the following formulas: 

( ) ( ) ( ) ( )1 2
1 () ( ) ( ) () ( ) ( )

ij ij ij ij j ij
v t w v t c rand p t x t c rand g t x t+ = × + × × − + × × − . (2) 

( ) ( ) ( )1 1
ij ij ij

x t x t v t+ = + + . (3) 

Where 
1 2
,c c are positive constant parameter called acceleration coefficients. ()rand  

is a random function with the range [0,1]. w , called inertia weight, is a user-specified 
parameter. A large inertia weight pressures towards global exploration while a smaller 
inertia weight pressures towards fine-tuning the current search area. Proper selection 
of the inertia weight and acceleration coefficients can provide a balance between the 
global and the local search. Equation (2) is used to calculate the particle’s new veloc-
ity according to its previous velocity and to the distances of its current position from 
its own best historical position and its neighbors’ best position, and the particle flies 
towards a new position according to Eq. (3). The performance of each particle is 
measured according to a predefined fitness function, which is usually proportional to 
the cost function associated with the problem. This process is repeated until user-
defined stopping criteria are satisfied [12]. 

4   Proposed Approach and Implementation Details 

PSO can not be immediately applied to MO problems, because there are essential 
distinctions between multiple and single-objective optimization problems. The suc-
cessful application of GA in MO problems and the similarity between PSO and GA 
reflect that PSO is likely a method to deal with MO problems. However, there is a 
great distinction between PSO and GA. In GA, chromosomes share the information, 
which causes the whole community moves gradually into a better area, while in PSO 
the information is sent out by the best particle which is followed by other individuals 
to quickly converge to a point. Therefore, it may easily cause the swarms to converge 
to the local area of Pareto front if the PSO is applied directly to MO problems. It is 
obviously that the important part in multi-objective particle swarm optimization 
(MOPSO) is to determine the best global particle (gBest) for the population.  

Coello et al.’ proposal is based on the idea of having a global repository in which 
every particle will deposit its flight experiences after each flight cycle. Additionally, 
the updates to the repository are performed considering a geographically-based sys-
tem defined in terms of the objective function values of each individual. This tech-
nique is inspired on the external file used with the Pareto Archive Evolution Strategy 
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(PAES) [7]. However, their approach only belongs to off-line elite archiving, and the 
elite of the archive has not been used to produce new particle in evidence because of 
its off-line mechanism. Therefore, in this paper a new MOPSO approach based on 
fitness sharing and online elite archive is proposed. 

The main idea of fitness sharing is to distribute a population of individuals along 
a set of resources [14], [15]. Along with process of the iteration, the number of non-
dominated in external repository also increase�at the same time, they have  
distributing characteristic in objective space. In order to spread the individuals 
along the Pareto front, the fitness sharing has been introduce to our approach. Fit-
ness sharing will help to our algorithm to maintain diversity between solutions, 
particles within high populated areas in the objective space will be less likely to be 
follow. 

Fitness sharing adjusts individual’s fitness through a fitness sharing function, 
which is defined as: 

( ){ share share
1 ,( )
0, otherwise

ij ij
ij

d dSh d
α

σ σ− <= . (4) 
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The modified fitness '

i
f of an individual i can be gained from dividing the individ-

ual’s raw fitness by the niche count: 

'
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The technique of online elite archive for MOPSO is explained as follows: 

Definition. Supposed that the particles is represented as 1 2, , , N

t t t
x x x at the tth itera-

tion, i

t
p  is the number of particles dominated i

t
x , the rank of i

t
x  is defined as 

1i i

t t
R p= + . 

After the tth cycle, the population of the particles is marked with P(t) and the re-
pository with M(t). Firstly, having a fitness sharing assigned for each particle in the 
repository, particles form the repository which will guide to the others into the next 
cycle will be chose as gBest to be followed. They will be chosen according to a sto-
chastic universal sampling method Roulette Wheel. Particles with higher levels of 
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fitness will be selected over the less fit ones. This will allow them to explore places 
less explored in the search space. Secondly, execute the t+1 cycle: update the posi-
tions and velocities of the particles which form new population marked with P’(t); 
According to the definition, calculate the ranks of the whole particles including P’(t) 
and M(t) and rank them form 1. Select N particles corresponding to less N ranks to act 
as the next evolutional population P(t+1). If there are particles which have same rank 
compete to turn into next iterative, select the particles which have fewer particles 
surrounding their vicinity. Finally, the repository is updated with the particles whose 
rank is 1. In this way we maintain the repository as the Pareto front found so far, in 
the case where the number of the particles with the rank=1 is more than the size of the 
repository, we discard redundant particles with worst fitness sharing. 

It is obviously that using online elite archive technique the elite from repository 
provide the gBest position for population in reason and participate in the next evolu-
tionary population effectively. Which is explained particularly with Fig. 1. 

1

2

3
4 5

5’

f1

f2

 

Fig. 1. The situation for lose the optimal solution and next population becoming bad 

Suppose that there is population with ten particles, after the tth cycle, the distribut-
ing of particles in objective space is showed in Fig.1. In the repository there are five 
particles which tabs are from 1 to 5. It is intuitively clear that the density of the area 
which including the particle 1 and particle 2 is less than the ones including particles 3, 
4 and 5, therefore, the fitness of particles 1 and particle 2 are greater according to 
fitness sharing. Assume that the particle 1 is be selected to act as the gBest position in 
terms of Roulette Wheel, then the next population after one iteration may lose the 
optimal solution and become bad if adopt off-line elite archiving. 

For instance, to the particle 5, it is closer the real Pareto front than the particle 1, 
however, it will flight to the new position marked with 5’ which is close to particle 1. 
The solution corresponding to new position 5’ of particle 5 is dominated by the ones 
corresponding to particle 4. In the worst case where the particle 3 and particle 4 also 
close to the particle 1 like particle 5, the new solutions corresponding to particle 3 and 
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4 will be dominated by original solution, although they are not able to store in reposi-
tory they will turn into next cycle acted as new particles if using off-line elite archiv-
ing. Which result in the bad population in next iteration and it is insignificance. 

In order to overcome the above mentioned shortcoming, the elite from the reposi-
tory is introduced into next evolutionary population using online elite archiving tech-
nique, that is, when executing the t+1 cycle the new population marked with P’(t) 
updated by Eq. (2) and (3) will combine the population in M(t) to produce the excel-
lent particles for next iteration. Thus, the particle 3, 4 and 5 are reserved into next 
iteration in Fig. 1. In a word the badness particle has been eliminate in terms of online 
elite archiving thereby the algorithm can rapidly converge to the Pareto optimal front 
and spread widely along the front. 

Our approach based on fitness sharing and online archiving is as followed: 

Input:    the multi-objective optimization problem 
Output:  the non-dominate of the archiving M(t) 
Step1:    t = 0. 
Step2: Initialize the population P(t). Initialize an array of particles 

( )( )0 1 2
, , 1, 2, ,i

i i in
x x x x i N= = with random positions and initialize the speed of 

each particle with 0. Evaluate each of the particles in P(0), and store the position of 
the particles that represent non-dominated vectors in the repository M(0). 

Step3:   If 
1

i

t
x − is dominated by i

t
x , the position of i

t
x is viewed as the pBest posi-

tion of particle i after each flight cycle, otherwise the pBest position of particle 

i hold the line, that is , the pBest position is the position of
1

i

t
x − .Find the gBest posi-

tion from repository according to fitness sharing. 
Step4:   Update the positions and velocities of the particles according to Eq. (2) 

and (3), which form new population P’(t). 
Step5:   Form next population P(t) according to online elite archive technique 

and update the repository with the particles whose rank is 1. 
Step6:   Evaluate each of the particles in P(t). 
Step7:   While maximum number of cycles has not been reached do t = t+1, and 

goto Step3. 

5   Test and Comparison 

We have test our approach using three test functions proposed in [16]: ZDT1, ZDT2 
and ZDT3. They have 30 variables and two objectives. Functions ZDT1 has convex 
Pareto front, ZDT2 has a non-convex Pareto front and ZDT3 has a non-convex and 
discontinuous Pareto front. We have compared them against two well knows tech-
niques in MO literature. The techniques are: MOPSO [13], NSGA-II [3]. 

For this paper we have performed two set of experiments. In the first set of ex-
periments we have set the heuristics to find only 30 non-dominated solutions per run, 
and in the second set 100 non-dominated solutions. To compare and obtain statistics 
for each test function, we performed 30 runs for each technologies used.  
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Set the parameters of our approach as the following:
1 2

1.0c c= = , 0.729w = . The 

value of       is specified in each set of experiments. In the first set the value is 0.04 
and in the second set the value is 0.01.The parameters used by MOPSO in [13] are: a 
mutation rate of 0.5, 30 division for its adaptive grid, and a real number representa-
tion. NSGA-II used: a crossover rate of 0.8, a mutation probability of 1/x, where x is 
the number of variables for the given problem, and a real number representation with 
tournament selection. 

The graphical results using our approach are showed in Fig. 2 to Fig. 4, the ante-
rior figures with 30 non-dominated solutions and the latter figures with 100 non-
dominated solutions. It is obviously that algorithm can rapidly converge to the 
Pareto optimal front and spread widely along the front even if using a small size 
repository. 

 
(a) 30 non-dominated solutions                       (b) 100 non-dominated solutions 

Fig. 2. Pareto front obtained by our approach for function ZDT1 

 
(a) 30 non-dominated solutions               (b) 100 non-dominated solutions 

Fig. 3. Pareto front obtained by our approach for function ZDT2 

share
σ
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(a) 30 non-dominated solutions                (b) 100 non-dominated solutions 

Fig. 4. Pareto front obtained by our approach for function ZDT3 

Fig. 5 shows the graphical with 30 non-dominated solutions using MOPSO in [13] 
for three test functions and the results show the algorithm concentrates all its solutions 
in a very small portion of the Pareto front.  

 

 
     (a) ZDT1           (b) ZDT2                               (c) ZDT3 

Fig. 5. The graphical with 30 non-dominated solution using MOPSO in [13] for test functions 

To measure performance of our approach against the MOPSO and NSGA-II tech-
niques we chose S metric. In Table 1 to 6 we can observe the statistical results after 
executing each technique 30000 times.  

As we can observe form Table 1 to Table 3, in the case where there are 30 non-
dominated solutions in the repository, the consuming time of NSGA-II is more than 
the one of the else algorithms for all test functions. From a statistical point of view, 
for the ZDT1 test function, the performance of our approach is better than NSGA-II, 
even if MOPSO has the better values for the S metric, this is due to the fact that 
MOPSO is concentrating all its solutions in a very small portion of the Pareto front, 
not necessarily due to a better set of dispersed solution (see figure 5). For the ZDT2 
and ZDT3 test function, a very similar situation as that presented with the ZDT1 test 
function can be observed. In the latter three tables, for 100 non-dominated solutions in 
the repository statistics show that all methods are very competitive for three test  
functions. 
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Table 1. Statistical results obtained from function ZDT1 with 30 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)   

 MOPSO 3.35694 0.03265 3.62460 2.87562 0.95634 
NSGA-II 11.23695 0.35631 16.35872 8.36549 4.01395 

Ours 10.36954 0.26314 12.36216 9.62318 1.35976 

Table 2. Statistical results obtained from function ZDT2 with 30 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)   

 MOPSO 2.36957 0.13654 2.83612 1.98936 0.86357 
NSGA-II 8.96513 0.49635 10.62351 7.26396 3.95136 

Ours 7.92365 0.40268 9.36147 6.23956 1.42310 

Table 3. Statistical results obtained from function ZDT3 with 30 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)   

 MOPSO 1.76235 0.05369 2.16320 1.52394 0.63942 
NSGA-II 7.56349 1.13692 9.01653 7.03264 4.06987 

Ours 7.96531 0.95873 8.62341 6.73652 1.56923 

Table 4. Statistical results obtained from function ZDT1 with 100 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)   

 MOPSO 3.12654 0.06395 3.31569 2.92346 1.77856 
NSGA-II 3.05892 0.04958 3.12596 2.98562 6.25896 

Ours 3.06954 0.05126 3.20143 2.98236 3.15864 

Table 5. Statistical results obtained from function ZDT2 with 100 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)   

 MOPSO 2.43598 0.12695 2.76315 2.25634 1.82563 
NSGA-II 2.48653 0.13050 2.81324 2.16935 6.55632 

Ours 2.44069 0.13008 2.69856 2.26891 2.96314 

Table 6. Statistical results obtained from function ZDT3 with 100 non-dominated solutions 

S metric 
Algorithm 

Avg Std Max Min 
Average Time (s)  

 MOPSO 3.75562 0.12403 3.95117 3.42653 2.05691 
NSGA-II 3.56987 0.11563 3.78563 3.36954 8.23640 

Ours 3.49635 0.11264 3.56921 3.12953 3.69102 



 Multi-objective PSO Algorithm 973 

6   Conclusion 

We have proposed an approach to incorporate the concepts of online elite archiving 
and fitness sharing to multi-objective optimization using PSO. The proposed tech-
nique had been tested using several multi-objective test functions and compared 
against two other multi-objective algorithm, From our results, we conclude that online 
elite archiving technique can reduce the computational cost without decreasing the 
quality of the results in a significant way. On the other hand, using a small size in the 
repository, algorithm can rapidly converge to the Pareto optimal front and spread 
widely along the front.  
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Abstract. Traditional theories and principles on supply chains management 
(SCM) have implicitly assumed homogenous cultural environment characteris-
tics across the entire supply chain (SC). In practice, however, such an assump-
tion is too restrictive due to the dynamic and non-homogenous nature of organ-
isational cultural attributes. By extending the evolutionary platform of cultural 
algorithms, we design an innovative multi-objective optimization model to test 
the null hypothesis – the SC’s performance is independent of its sub-chains cul-
tural attributes. Simulation results suggest that the null hypothesis cannot be 
statistically accepted. 

1   Introduction and Research Motivation 

The globalization, dynamics, and frequent variations of customer demands on today‘s 
markets increase the needs of companies to form supply chains (SCs) and collabora-
tive business partnerships [1],[2]. SCs are networks of autonomous business entities 
that collectively procure, manufacture, and distribute certain products in order to 
respond efficiently to customer demands and minimize the cost of all participating 
business entities. To achieve this, SC systems must coordinate and optimize the entire 
chain operations. In reality, however, SCs are often operating in dynamic and non-
homogenous cultural environments. Therefore, current SCM systems need to adopt 
adaptive learning features and reasoning behaviour to reflect the dynamic changes. 

This study is motivated by the fact that the paradigm of a Culture Algorithm (CA) 
naturally contains adaptive components in which the belief space can be used to store 
cultural attributes to influence the dynamic non-homogenous environment of the 
associated SC (residing in the population space) in a self-adaptive way. In section 2, 
we briefly review CAs and the Dempster-Shafer theory. Section 3 proposes a new 
approach that integrates belief functions and CAs with a Distributed Multi-objective 
Genetic Algorithm (DMOGA). A hypothetical scenario- inspired from the trading 
agent competition for Supply Chain Management (http://www.sics.se/tac) (TAC SCM) 
-is presented and simulation results are given for validation of the proposed approach. 

2   Literature Review 

Several systems were developed to model the SCs complexity using a GA, for exam-
ples Truong and Azadivar [3] have integrated GAs into a hybrid optimization model, 
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while others use GAs and Pareto Optimal techniques [4]. Furthermore, Al-Mutawah, 
Lee, and Cheung have developed a Distributed Multi-objective Genetic Algorithm 
(DMOGA) to solve the SC optimization problem in [5]. One common limitation of 
DMOGA and other typical multi-objective optimization GAs is the inheritance proc-
ess which restricts offspring experiences to the experiences transferred from their 
parents, thus ignoring the influence of other external sources. In real world problems, 
particularly in a distributed environment, SCs data are collected from heterogenous 
cultures, implying the need to co-opt other sources of influence as well. Measurement 
of the fitness values based on the individual’s objective function alone is inadequate 
thus prompting the need to incorporate cultural variables. 

2.1   Cultural Algorithms  

CAs were developed by R.G. Reynolds to model the evolution of culture [6]. Rey-
nolds defined culture as a group of beliefs that are acquired from a group of members, 
and subsequently influence the patterns of behaviour that are practiced by various 
members of the population. CAs were developed to model the evolution of the cul-
tural component over time as it learns and acquire knowledge. Based on this approach 
we used CAs to drive a self-adaptation process within the DMOGA in Dynamic SCs. 

2.2   Dempster-Shafer Theory (DS) 

A means of quantitatively manipulating evidence was developed by Arthur Dempster 
in the 1960’s, and refined by his student Glen Shafer [7]. The frame of discernment 
Θ is the set of mutually exclusive propositions of interest. Defined on the set of all 
subsets of Θ is the belief function (bf) that associates with every subset of Θ a de-
gree of belief that lies within the interval [0,1] given that the bf must satisfy two con-
ditions: ( ) 0bf  and  0 ( ) 1

A

bf A . 

The DS method to calculate the total belief degree is termed belief (Bel) which 
measures the total evidence that support a hypothesis A without any ambiguity. The 
motivation for using DS theory is to provide a well-principled framework for combin-
ingevidence from heterogenous sources with respect to competing hypotheses, where 
the SC attributes form the evidences whilst the cultural aspects form the hypothesis. 

⊆

=
AB

bf(B)Bel(A)  . (1) 

3   The Proposed Cultural Algorithm Based DMOGA Approach 

The DMOGA approach utilizes GAs optimization technique, and decomposes a three 
sub chains SC into three subpopulations (supplier, manufacturer and retailer), each of 
which uses a local GA to optimize its attributes configuration (i.e. cost, sell price, 
time and capacity, quantity) based on an objective function (OBJ): 

( )−= ostComponentCiceComponentsMaxOBJ plier Prsup
 . (2) 

( )−= ingCostManufacturiceoductMaxOBJ ermanufactur PrPr  . 
(3) 
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( )+−= CostInventoryDeliveryiceSaleMaxOBJ tailer )(PrRe
 . 

(4) 

Furthermore, a matchmaker model forms a population consisting of the best indi-
viduals of all subpopulations. The matchmaker population builds an individual com-
prising three segments each of which corresponds to an attribute configuration of a 
subpopulation. The matchmaker then runs a GA with crossover operation that ex-
changes segments rather than bits to optimize the entire SC configuration with the 
following OBJ: 

( )++−= CosttailerManufacSupplierdCustomerBiMaxOBJ tailer )Re.(Re
  (5) 

Accordingly, DMOGA produced good results as reported in [5]. The execution time 
is reduced as the three subpopulations run in parallel as threads and distribute the proc-
ess of computing the optimal solution. Given that each sub chain possesses its own 
OBJs and constraints (e.g. capacity and time), the DMOGA reduces the conflicts of this 
multi-objective problem using the matchmaker model to a rational rate. The diversity of 
the sub chain culture, however, points out a doubt that is associated with the efficiency 
of this approach, as individuals might be influenced by external sources such as organ-
isational culture. The goal of this paper is to use CAs to improve the efficiency of the 
DMOGA in identifying the optimal configuration of a dynamic SC. Prior analysis 
showed that the CA approach worked best in complex environment akin to SCs [8], [9]. 

The use of CAs based DMOGA (CA-DMOGA) can be approached by defining the 
problem as finding the most efficient sub chain configuration in a population of pos-
sible configurations. The sub chains configuration can be differentiated from each 
other depending on which sub chain segments are being used more by the match-
maker model. Here the population space (SP) of the CA contains the three subpopula-
tions (see Fig. 1.  next page). For the acceptance function () we have implemented a 
decision tree (DT) to classify the matchmaker population based on the sub chains 
attributes (e.g. product type). Consequently, the DT generates rules and its corre-
sponding confidence values. In our approach the highest confidence rules value is 
selected and normalized to comply conditions (1) and (2) of DS theory.  These nor-
malized values are then voted as bf to the belief space (BS) to adjust the current be-
liefs. The influence function () calculates a belief degree using equation (3) according 
to the new voted beliefs. 

 

 

Fig. 1. Conceptual Model of a CA combined with DMOGA 
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Each sub chain compute a new fitness value based on both the OBJ and Bel values, 
and subsequently select the best fitness individual to create a new population for the 
next iteration until the maximum generation number is reached. The following is the 
pseudo code of the CA-DMOGA approach 

Begin 
n=0; 
Initialize Subpopulation (n); //for all 3 sub chains 
Initialize Belief Space (n);  
Repeat Until Maximum Generation Number 
  Evaluate Subpopulation(n); //Rank based on OBJ 
  Run Matchmaker Model(n); // match the 3 sub chains 
  Accept Subpopulation (n) into Belief Space; 
  Adjust Belief Space(n); // update beliefs 
  Influence Subpopulation(n) into Population Space; 
  I=0; 
  For I IN n loop 
    fitness value = RankOBJ + RankBel; 
  End For loop;  
  n=n+1; 
  Select Subpopulation(n) from Subpopulation(n-1) 
Repeat 
end.  

4   Implementation and Results 

To judge the performance of the CA-DMOGA approach, we ran it on a simulated data 
of a hypothetical SC composed of three sub-chains. The output of this supply chain is 
three different personnel computers (PCs). Each PC is classified according to their 
capabilities, i.e. (Low, Med and High). There are 6 different manufacturers to assem-
ble PCs, 6 retailers to store and distribute the PCs and two suppliers for supplying 
each component (e.g. Hard disk and memory). 

4.1   Parameters Settings 

The GA parameters are set according to the simulation values used in [5]. We ran-
domly generated preferences for 50 customers. The simulation is implemented using 
the Evolver Optimizer1 tool. Each generation was executed five times to assure results 
reliability. Furthermore, we ran the simulation with two test cases, A and B. Case A 
associates cultural variables using bf, whilst case B ignores the cultural aspects, i.e. 
depends only on individuals objective function ranking. 

4.2   Results 

The CA-DMOGA produced good results to acquire optimal or near-optimal solutions. 
Table 1 shows the observations for two performance variables i) the fitness value 
progress through generations, and ii) the individual organisms (chromosomes) fitness  
 

                                                           
1http://www.palisade.com 
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Table 1. Observation of Case A and Case B for Manufacturers 

Case Manufacturer GA Progress (i) Value of Current Population (ii) 
A 

 

B 

value. Figure (i) has two lines: the straight (red) line indicates the best achieved value 
after 1000 generations, and the curved (black) line indicates the average of all valid 
solutions. In case A the two lines are merging faster than case B where cultural as-
pects were ignored. Figure (ii) shows the fitness value of all individuals where it is 
obvious that individuals in case A have almost the same fitness values, whilst in case 
B there is a clear variation in the fitness values. We obtained the same observations 
for both retailers and suppliers. 

5   Conclusion and Future Works 

The results have proved the hypothesis that there is a positive correlation between 
cultural aspects and SCs attributes. Hence, the GAs learning process is faster when it 
incorporates cultural variables measurements in case A. We suggested an alternative 
extension to improve the original DMOGA approach – and subsequently other typical 
genetic based implementation of Multi-objective optimization, - to measure heteroge-
nous cultural aspects with uncertainty in a dynamic SC. We applied the DS theory to 
handle uncertainties derived from organizational unit inter-relationships, and a CA to 
improve the Inter-evolutionary process. We proposed a method to construct the bf by 
measuring the confidence of the revealed patterns in a transaction level, to measure 
the cultural variables. To further improve the algorithm, our future initiatives include 
measuring the relationship between organization culture, and organization attributes 
and their effects on organizational performance using the CA-DMOGA approach. 



980 K. Al-Mutawah, V. Lee, and Y. Cheung 

Furthermore, we intend to incorporate Electronic Supply Chain (e-SC) organizations 
as case studies to identify how these organizations perform toward changes in organ-
izational culture. 
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Abstract. In this paper, we have developed the MHDA scheme for data
association. This scheme is important in providing a computationally fea-
sible alternative to complete enumeration of JPDA which is intractable.
We have proved that given an artificial measurement and track’s con-
figuration, MHDA scheme converges to a proper plot in a finite number
of iterations. Also, a proper plot which is not the global solution can
be corrected by re-initializing one or more times. In this light, even if
the performance is enhanced by using the MHDA, we also note that
the difficulty in tuning the parameters of the MHDA is critical aspect
of this scheme. The difficulty can, however, be overcome by developing
suitable automatic instruments that will iteratively verify convergence
as the network parameters vary.

1 Introduction

Generally, there are three approaches in data association for MTT : non-Bayesian
approach based on likelihood function[1], Bayesian approach[2,4,3], and neural
network approach[5]. The major difference of the first two approaches is how
treat the false alarms. The non-Bayesian approach calculates all the likelihood
functions of all the possible tracks with given measurements and selects the
track which gives the maximum value of the likelihood function. Meanwhile,
the tracking filter using Bayesian approach predicts the location of interest us-
ing a posteriori probability. These two approaches are inadequate for real time
applications because the computational complexity is tremendous.

As an alternative approach, Sengupta and Iltis[5] suggested a Hopfield neural
network probabilistic data association (HNPDA) to approximately compute a
posteriori probability βt

j , for the joint probabilities data association filter
(JPDAF)[7] as a constrained minimization problem. This technique based on
the use of neural networks was also started by comparison with the traveling
salesman problem(TSP). In fact βt

j is approximated by the output voltage Xt
j

of a neuron in an (m + 1)× n array of neurons, where m is the number of mea-
surements and n is the number of targets. Sengupta and Iltis[5] claimed that the
performance of the HNPDA was close to that of the JPDAF in situations where
the numbers of measurements and targets were in the ranges of 3 to 20 and 2

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 981–990, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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to 6, respectively. The success of the HNPDA in their examples was credited to
the accurate emulation of all the properties of the JPDAF by the HNPDA.

However, the neural network developed in [5] has been shown the two prob-
lems. First, the neural network developed in [5] has been shown to have improper
energy functions. Second, heuristic choices of the constant parameters in the en-
ergy function in [5] didn’t guarantee the optimal data association.

The outline of this paper is as follows. In section 2 the Hopfield neural network
used in [5] is briefly reviewed and some comments are made on the assumptions
which used to set up the energy function in [5]. Then, the modified scheme of
HNPDA is proposed as an alternative data association method for MTT. Finally,
we present our simulation results in Section 4, and conclusions in Section 5.

2 Review of the Energy Function in the HNPDA and
Comments

Suppose there are n targets and m measurements. The energy function used in
[5] is reproduced below.

EDAP =
A

2

m∑
j=0

n∑
t=1

n∑
τ=1τ �=t

Xt
jX

τ
j +

B

2

n∑
t=1

m∑
j=0

m∑
l=0l �=j

Xt
jX

t
l +

C

2

n∑
t=1

(
m∑

j=0

Xt
j − 1)2

+
D

2

m∑
j=0

n∑
t=1

(Xt
j − ρt

j)
2 +

E

2

m∑
j=0

n∑
t=1

n∑
τ=1τ �=t

(Xt
j −

m∑
l=0l �=j

ρτ
l )2. (1)

In [5], Xt
j is the output voltage of a neuron in an (m+1)×n array of neurons

and is the approximation to the a posteriori probability βt
j in the JPDAF[7]. This

a posteriori probability, in the special case of the PDAF[7] when the probability
PG that the correct measurement falls inside the validation gate is unity, is
denoted by ρt

j . Actually, PG is very close to unity when the validation gate size
is adequate. In (1), A,B,C,D, and E are constants.

In the HNPDA, the connection strength matrix is a symmetric matrix of order
n(m + 1). With the given energy function EDAP in (1), the connection strength
W tτ

jl from the neuron at location (τ, l) to the neuron at location (t, j) is

W tτ
jl =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−[C + D + E(n− 1)] if t = τ and j = l “self feedback”,
−A if t �= τ and j = l “row connection”,
−(B + C) if t = τ and j �= l “column connection”,
0 if t �= τ and j �= l “global connection”.

(2)

The input current It
j to the neuron at location (t, j), for t = 1, 2, . . . , n, and

j = 0, 1, . . . , m, is

It
j = C + (D + E)ρt

j + E
(
n− 1−

n∑
τ=1

ρτ
j

)
. (3)
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Clearly from (2)and (3), the input current It
j but not the connection strength

T tτ
jl depends on the ρt

j s, which are computed form the measurements that com-
prise the input data. Ironically, in the neural network for the TSP[9], only the
connection strengths depend on the input data which, in this case, are the dis-
tances between pairs of cities.

In order to justify the first two terms of EDAP in (1), the authors of [5]
claimed that the dual assumptions of no two returns form the same target and
no single return from two targets are consistent with the presence of a domi-
nating Xt

j in each row and each column of the (m + 1) × n array of neurons.
However, these assumptions are not constraints on the values of the βt

j ’s in
the original JPDAF. Those assumptions should be used only in the generation
of the feasible data association hypotheses, as pointed out in [7]. As a mat-
ter of fact, there could be two βt

j ’s of comparable magnitude in the same row
and in the same column as shown in Chapter 4 of [8]. Therefore, the pres-
ence of a dominating Xt

j in each row and each column is not a property of the
JPDAF.

The third term of EDAP is used to constrain the sum of the Xt
j ’s in each

column to unity i.e.
∑m

j=0 Xt
j = 1. This constraint is consistent with the re-

quirement that
∑m

j=0 βt
j = 1 in both the JPDAF and the PDAF[10]. Therefore,

this constraint, by itself, does not permit us to infer whether the βt
j ’s are from

the JPDAF, or from the PDAF. The assumption used to set up the fourth term
is that this term is small only if Xt

j is close to ρt
j , in which case the neural net-

work simulates more closely the PDAF for each target rather than the intended
JPDAF in the multitarget scenario. Finally, the fifth term is supposed to be min-
imized if Xt

j is not large unless for each τ �= t there is a unique l �= j such that
ρτ

l is large. Unfortunately, this constrained minimization may not be possible as
shown in [8]. This is consistent with the heuristic nature of the derivation of the
energy function in [5], which could lead to the problems in the implementation
of the HNPDA as discussed next.

3 Modified Scheme of HNPDA

3.1 Modification of Energy Equation

In Hopfield network, when the operation is approaching the steady state, at
most one neuron gets into the ON state in each row and column and the other
neurons must be in the OFF state. To guarantee the this state, we add the
following constraints additionally for Hopfield network :

Es =
1
2

m∑
j=1

n∑
t=0

n∑
τ �=t

ωjtωjτ +
1
2

n∑
t=1

m∑
j=1

m∑
l �=j

ωjtωlt. (4)

By summing (4) and (10) in [11], we get the final energy equation for Hopfield
network:



984 Y.W. Lee and C.W. Lee

EHDA =
A

2

m∑
j=1

n∑
t=0

n∑
τ �=t

ωjtωjτ +
B

2

n∑
t=1

m∑
j=1

m∑
l �=j

ωjtωlt +
C

2

n∑
t=1

m∑
j=1

(ŵjt − wjt)2

+
D

2

n∑
t=1

(
m∑

j=1

ŵjt − 1)2 +
F

2

m∑
j=1

(
n∑

t=0

ŵjt − 1)2 +
G

2

n∑
t=1

m∑
j=1

rjtŵjt. (5)

The first two terms of (5) correspond to row and column inhibition and the
third term suppressed the activation of uncorrelated part( i.e. if ωjt = 0, then
ω̂jt = 0). The fourth and fifth terms biased the final solution towards a nor-
malized set of numbers. The last term favors associations which have a nearest
neighbor in view of target velocity.

3.2 Transformation of Energy Function into Hopfield Network

A Hopfield network with m(n + 1) neurons was considered. The neurons were
subdivided into n + 1 target’s column of m neurons each. Henceforward we
will identify each neuron with a double index, tl(where the index t = 0, 1, . . . , n
relates to the target, whereas the index l = 1, . . . , m refers to the neurons in each
column), its output with Xt

l , the weight for neurons jt and lτ with W tτ
jl , and

the external bias current for neuron tl with It
l . According to this convention, we

can extend the notation of the Lyapunov energy function[12] to two dimensions.
Using the Kronecker delta function

δij =
{

1 if i = j,
0 if i �= j,

(6)

The Lyapunov energy function[12] can be written as

EHDA =
A

2

∑
l

∑
j

∑
t

∑
τ

δlj(1− δtτ )Xt
l X

τ
j +

B

2

∑
l

∑
j

∑
t

∑
τ

δtτ (1− δlj)

(1 − δot)Xt
l X

τ
j +

C

2

∑
l

∑
j

∑
t

∑
τ

δtτδlj(1 − δot)Xt
l X

τ
j − C

∑
l

∑
t

ωjt(1− δot)Xt
l +

C

2

∑
l

∑
t

ω2
jt(1− δot) +

Dn

2
−D

∑
l

∑
t

(1− δot)Xt
l

+
D

2

∑
l

∑
j

∑
t

∑
τ

δtτ (1− δot)Xt
l X

τ
j +

Fm

2
− F

∑
l

∑
t

Xt
l

+
F

2

∑
l

∑
j

∑
t

∑
τ

δljX
t
l X

τ
j +

G

2

∑
l

∑
t

rjt(1− δot)Xt
l . (7)

We also can extend the notation of the Lyapunov energy function[12] to two
dimensions:

E=− 1
2

∑
l

∑
j

∑
t

∑
τ

W tτ
jl Xt

l X
τ
j −

∑
l

∑
t

It
l X

t
l . (8)
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Fig. 1. Example of Hopfield network for two targets and three plots

By comparing (8) and (7), we get the connection strength matrix and input
parameters each :{

W tτ
jl =−[A(1− δtτ )+Cδtτ (1−δot)+F

]
δlj −

[
B(1 − δlj) + D

]
δtτ (1− δot),

It
l =(Cωjt + D − G

2 rjt)(1 − δot) + F.
(9)

Here we omit the constant terms such as Dn+Fm
2 + C

2

∑∑
ω2

jt(1−δot) . These
terms do not affect the neuron’s output since they just act as a bias terms during
the processing.

Using the (9), the connection strength W tτ
jl from the neuron at location (τ, l)

to the neuron at location (t, j) is

W tτ
jl =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−[(C + D)(1− δot) + F ] if t = τ and j = l “self feedback”,
−(A + F ) if t �= τ and j = l “row connection”,
−(B + D)(1− δot) if t = τ and j �= l “column connection”,
0 if t �= τ and j �= l “global connection”.

(10)

Fig.1 sketches the resulting two-dimensional network architecture as a directed
graph using the (10). We note that only 39 connections of possible 81 connections
are achieved in this 3× 3 neurons example. This means that modified Hopfield
network can be represented as a sparse matrix. In Fig.1, we also note that there
are no connections between diagonal neurons.

With the specific values from (9), the equation of motion for the MTT becomes

dSt
l

dt
= −St

l

so
−
∑

τ

∑
j

[
{A(1− δtτ ) + Cδtτ (1− δot) + F}δlj

−{B(1− δlj) + D}δtτ (1− δot)
]
Xτ

j

+(Cωjt + D − rjt

2
G)(1− δot) + F. (11)
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The final equation of data association is

dSt
l

dt
= −St

l

So
−A

n∑
τ=1,τ �=t

Xτ
l −B(1 − δot)

n∑
j=1,j �=l

Xt
j −D(1 − δot)(

m∑
j=1

Xt
j − 1)

−F (
m∑

τ=1

Xτ
l − 1)− C(1 − δot)(1− ωjt)− rjt

2
(1 − δot)G. (12)

The parameters A, B, C, D, F and G can be adjusted to control the emphasis
on different constraints and properties. A larger emphasis on A, B, and F will
produce the only one neuron’s activation both column and row. A large value of
C will produce Xt

l close to ωjt except the duplicated activation of neurons in the
same row and column. A larger emphasis on G will make the neuron activate
depending on the value of target’s course weighted value. Finally, a balanced
combination of all six parameters will lead to the most desirable association. In
this case, a large number of targets and measurements will only require a larger
array of interconnected neurons instead of an increased load on any sequential
software to compute the association probabilities.

3.3 Computational Complexity

The computational complexity of the modified Hopfield data association
(MHDA) scheme, when applied to the target association problem, depends on
the number of tracks and measurements and the iteration numbers to be reached
stable state. Suppose that there are n tracks and m measurements. Then accord-
ing to the (12) for data association, the computational complexity per iteration of
the MHDA method require O(nm) computations. When we assume the average
iteration number as k̄, the total data association calculations require O(k̄nm)
computations. Therefore, even if the tracks and measurements are increased ,
the required computations are not increasing exponentially . However JPDAF as
estimated in [5] requires the computational complexity O(2nm) , so its compu-
tational complexity increases exponentially depending on the number of tracks
and measurements.

4 Simulation Results

4.1 Data Association Results

To exactly test the data association capability of the MHDA method, predefined
targets and measurements value are used to exclude any effects due to miss
detection that are moderately occurring in real environment. An example of
three targets and seven measurements is depicted in Fig. 2. In Fig. 2, large circles
represent track gates and symbol * means plots of measurements and small circles
on the some measurement’s plots represent the plots of measurements which
are associated with tracks by MHDA. During the iteration, Fig. 3 and 4 show
how the distance and matching energy change respectively. In this example, the
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Fig. 2. Diagram of Hopfield network for three targets and seven plots

0 50 100 150 200 250 300
0

5

10

15

20

25

Iteration Number

D
is

ta
nc

e 
E

ne
rg

y

Fig. 3. Distance energy convergence for three targets and seven plots
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Fig. 5. RMS errors in X axis for target 8 : — MHDA · · · HNPDA

0 5 10 15 20 25 30 35 40
0.02

0.04

0.06

0.08

0.1

0.12

Time (k=40)

P
os

iti
on

 E
rr

or
[k

m
]

0 5 10 15 20 25 30 35 40
0

0.02

0.04

0.06

Time (k=40)

V
el

oc
ity

 E
rr

or
[k

m
/s

ec
]

Fig. 6. RMS errors in X axis for target 9 : — MHDA · · · HNPDA

association pairs are track 1 and measurement 4, track 2 measurement 2 ,and
track 3 and measurement 6. Note that the results of data association is correct
with respect to nearest neighbor. In the simulation, the constants A = 50, B =
50, C = 100, D = 1000, F = 1000and G = 100 appeared to be suitable for this
scenario. So was selected to be 1 s.

4.2 Sequential Tracking Results

The crossing, parallel and maneuvering targets whose initial parameters are
taken from target 1,2,3,4,8 and 9 respectively in Table 1 in [11] are tested. In
Fig. 5 and 6, the rms estimation errors for the maneuvering targets are shown.
HNPDA can not track the dog leg maneuvering targets but the constant accel-
eration target. Table 1 summarizes the rms position and velocity errors for each
target. The rms errors of the HNPDA about maneuvering targets have not been
included since it loses track of one of targets. The performance of the MHDA is
superior to that of HNPDA in terms of tracking accuracy and track maintenance.
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Table 1. RMS Errors in case of ten targets

Position error Velocity error Track maintenance
Target (km) (km/s) (%)

i HNPDA MHDA HNPDA MHDA HNPDA MHDA
1 0.048 0.044 0.024 0.021 95 98
2 0.051 0.048 0.028 0.018 95 98
3 0.065 0.044 0.021 0.018 85 98
4 0.049 0.041 0.020 0.018 93 98
5 0.041 0.044 0.018 0.018 100 100
6 0.042 0.043 0.021 0.018 100 100
7 0.040 0.040 0.018 0.018 100 100
8 - 0.295 - 0.118 0 53
9 0.058 0.047 0.027 0.022 100 100
10 0.037 0.039 0.011 0.012 100 100

5 Conclusions

In this chapter, we have developed the MHDA scheme for data association. This
scheme is important in providing a computationally feasible alternative to com-
plete enumeration of JPDA which is intractable. We have proved that given an
artificial measurement and track’s configuration, MHDA scheme converges to a
proper plot in a finite number of iterations. Also, a proper plot which is not the
global solution can be corrected by re-initializing one or more times. In this light,
even if the performance is enhanced by using the MHDA, we also note that the
difficulty in tuning the parameters of the MHDA is critical aspect of this scheme.
The difficulty can, however, be overcome by developing suitable automatic in-
struments that will iteratively verify convergence as the network parameters vary.
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Abstract. A new chaotic simulated annealing mechanism with transient chaotic 
neural network is proposed as an optimization algorithm, called Two-phase an-
nealing method in transient chaotic neural network model (TPA-TCNN), and 
applied for the channel assignment problem. We use Kunz’s benchmark test, a 25 
cells channel assignment problem, to demonstrate TPA-TCNN algorithm. 
Comparing with the Chen and Aihara’s transient chaotic neural network model 
and the chaotic neural network model generated by injecting chaotic noise into 
the Hopfield neural network (DCN-HNN), the TPA-TCNN model has a higher 
searching ability and lower computing time in searching the global minimum. 

1   Introduction 

Recently, various neural network algorithms have been considered for the channel as-
signment problems. Although these neural networks guarantee convergence to a stable 
equilibrium point due to their gradient descent dynamics, the main drawback is that 
they suffer from the local minimum problems when applied to the CAP. 

To alleviate the shortcomings of the conventional networks described above, Aihara 
et al [1] created a chaotic neuron network (CNN). The efficiency and solution quality 
were both superior to the traditional Hopfield network. However, the convergence 
problems have not yet been satisfactorily solved. Then Chen and Aihara [2] developed 
a transiently chaotic neural network (TCNN) for solving combinatorial optimization 
problems. A salient feature of the TCNN model is that the chaotic neurodynamics are 
self-organizing in order to escape local minima. 

Another approach for solving combinatorial optimization problems is the injection 
of chaotic noise into the network. Hayakawa et al [5] used the logistic map with dif-
ferent values of the bifurcation parameter as noise, and some values of the bifurcation 
parameter were found to offer better optimization ability. 

In this paper, a new chaotic simulated annealing mechanism (TPA-TCNN) is pro-
posed to solve the CAP .Comparing with the Chen and Aihara’s TCNN and 
DCN-HNN; the TPA-TCNN model has a higher searching ability and lower computing 
time in searching the global minimum. 

2   Problem Description 

The channel assignment problem (CAP) must satisfy the three constraints:  

(i) Co site Constraint (CSC): any pair of frequencies assigned to a cell should have a 
minimal distance between frequencies. 
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(ii) Co channel Constraint (CCC): for a certain pair of radio cells, the same frequency 
cannot be used simultaneously. 

(iii)Adjacent Channel Constraint (ACC): the adjacent frequencies in the frequency 
domain cannot be assigned to adjacent radio cells simultaneously. 

Gamst defined the compatibility matrix C=( ijc ), which is an symmetric ma-

trix, where n is the number of cells in the mobile network and ijc  is the minimum 

frequency separation between a frequency in cell i and cell j. The number of channels 
needed for each cell is presented by the demand vector D=( id ), where 

3   The Neural Network Model 

3.1   Transiently Chaotic Neural Network (TCNN) Model 

The TCNN model is defined as below: 

btiyei tv /)(1
1)( −+

= . (1) 

))(())(()()1( 0
,1

ItvzItvwtyhty ii

n

ijj
ijijii −−+⋅⋅+⋅=+

≠=

α . (2) 

 

)()1()1( tzrtz ii −=+ . (3) 

The parameters shown above are defined the same as in [2]. 
With some chosen parameters and initial neuron states, equation (1), (2) and (3) 

altogether determine the dynamics of the TCNN. A sufficiently large value of z is used 
such that the self-coupling is strong enough to generate chaotic dynamics to search for 
global minima. Clearly, when iz =0, the TCNN is reduced to the Hopfield neural net-

work, and when the value of iz  is fixed, the TCNN is equivalent to CNN.  

3.2   Chaotic Simulated Annealing with Decaying Chaotic Noise (DCN-HNN) 

The neural network with chaotic noise is defined as follows: 

( 1) ( ) ( ) ( ( ) ))i i ij j i i
j

y t hy t w v I z t hα γ+ = + + + − . (4) 

( ) /

1
( ) ( ( ))

1 i
i i u t

v t f u t
e ε−= =

+
. (5) 

( 1) ( ) ( )(1 ( ))i i iz t a t z t z t+ = − . (6) 

0( 1) (1 ) ( )a t a t aβ β+ = − + . (7) 

01 1 /h a= − . (8) 

Where γ  is the positive scaling parameter for the chaotic noise, 9.21 0 ≤≤ a . 0< β <1 is 

a decay rate.  
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3.3   Two-Phase Annealing Method in TCNN Model (TPA-TCNN) 

The dynamics of the TCNN can be classified into two phases, depending on the value 
of iz .The first phase is the “chaotic searching phase” with transiently chaotic dynamics 

for a relatively large z. the second phase is the “stable convergent phase” with con-
vergent dynamics similar to the Hopfield neural network for a relatively small z. 

In Chen’s TCNN model, iz varies according to ( 1) (1 ) ( )i iz t r z t+ = − , which damps 

exponentially and could be called as exponential annealing method. Wang Ling [6] 
proposed a new damping method: ))](1(ln[/)()1( 1 tzretztz −⋅+=+  to control 

the damping speed of 
iz .It helps to enhance the chaotic dynamics and short the con-

verging time, and can be called as the logarithmic annealing method. 
iz  could also 

varies as 2)()1( rtztz −=+ ,called linear annealing method.  

To utilize the advantage of the methods above, a new annealing mechanism called 
two-phase annealing method consisting of the logarithmic annealing phase and the 
linear annealing phase is proposed. The logarithmic annealing method is used in the 
“chaotic searching phase” and the linear annealing method is used in the “stable con-
vergent phase”. It can take enough time to make use of the chaotic dynamics to escape 
the local minima, and converging as quickly as possible. The TPA-TCNN model is 
defined by the following equation: 
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Where d is the dividing point, and 1r , 2r are the damping factors of 
iz in the model. 

4   Simulation Results 

In this section, the implementation of the three algorithms used in CAP is discussed. 
The interconnection weight is defined as follows: 

1 2(1 ) ( 1) (1 ) ( 1)ijpq ip ip jq jq ii ip jq ipw A B c B cδ δ δ α δ α= − − − − − − − . (12) 

And I
ij
can be defined as: 

iij AdI = . (13) 
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=
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Fig. 1. Time evolutions of objective function in simulation of TPA-TCNN model for the Kunz 
testing problems 
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(a) Comparability matrix C 

 

(b) Demand vector D 

Fig. 2. Comparability matrix and a demand vector for the Kunz testing problems 

Table 1. Results of 100 different initial conditions on Kunz’s benchmark test problem 

 TCNN DCN-HNN TPA-TCNN Results in[10] Results in[9] 

GM 81% 70% 90% 62% 9% 

NI 381.57 410.49 356.38 279.9 294 

 

Benchmark problem of mobile systems consisting of 25 cells in [4] is used to 
evaluate the TCNN, DCN-HNN and TPA-TCNN in this paper. Kunz’s test problem is a 
practical CAP derived from traffic density data of an actual 24×21 km area around 
Helsinki, Finland. The compatibility matrix and demand vector are shown in Fig. 2. 
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The number of channels is taken to be a fraction of the 73 channels available for the 
entire 25 regions. The results are shown in table1.Fig.1 shows the time evolutions of the 
continuous energy function in TPA-TCNN model. 

Table 1 summarizes the assignment results and shows the convergence rate com-
pared with recently reported results. The assignment results show that the TPA- TCNN 
has a better performance in searching the global minimum then other algorithms. 
(GM=Rate of reaching the global minimum, NI=Number of iterations required for the 
network to converge). 

5   Conclusions 

In [3], Chen and Aihara showed that TCNN has a global attracting set, which encom-
passes all the global minima of an objective function when certain conditions are sat-
isfied, thereby ensuring the global searching of TCNN. Despite the small search region 
of TCNN, it has a strong global searching capability. The searching ability of  
DCN TCNN is also discussed in [7]. 

Terence Kwok and A. Smith proposed a unified framework for chaotic neu-
ral-network approaches to combinatorial optimization in [8].That is, they proposed a 
modified and more general form of the computational energy E, defined as: 

),,()(
1

2

1
0

1
iiji

i

x

i
iij

i j
iij IxHdfxIxxE

i ωξξ
τ

ω ++−−= −  (14) 

Equation (14) could be simply described as HopE E H= + , where HopE is the energy 

function of Hopfield neural network and H is the additional term. HopE is a common 

term ,and the methods different from each other according to various H. In Chen’s 

TCNN model, ( )
( 1)

2CA i i
i

t
H x x

λ= − , which is a quadratic form. In DCN TCNN model, 

−=
i

ii txtH )()(ηη
, which is linear in form. Terence Kwok and A. Smith suggested 

that may be the reason for the different searching ability of the two methods. But it has 
not been proved yet. Many researchers have applied these methods to various NPC 
problems, and got different conclusions. We think, is due to the selecting of the pa-
rameters. The criterion of the parameter selecting and the evaluation of the neural 
network models will be the subject of future research. 
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Abstract. This paper addresses a capacitated production planning (CPP) 
problem with outsourcing. Specially, the outsourcing problem considered in this 
paper has the following features: (1) all demands are met by production, 
inventory, outsourcing, and sale loss without postponement or backlog; (2) The 
goal of the solution to this problem is to minimize the total cost covering the 
production, setup, inventory holding, sale loss, and outsourcing activities; (3) 
different from previous studies which usually involved some special 
assumptions on the cost function for these activities, the cost function structure 
we consider in this paper are arbitrary and time-varying; and (4) we consider a 
general problem situation where the production, inventory, and outsourcing 
have a capacity limitation. It is likely that there is no solution in the model due 
to the consideration of such general cost functions and many constraints, hence 
we employ a Bellman/Ford algorithm for checking feasible solutions of the 
problem and resulting in a feasible solution region. After that, a proposed 
algorithm is applied for searching a global optimal solution with in the feasible 
solution region.  

1   Introduction 

In general, there are four strategies to cope with the capacitated production planning 
(CPP) problem in their production planning: (1) the customer demands are met on 
time by production or inventory, (2) the demands are met by postponement or backlog 
(i.e., the demands are met in the future), (3) the demands are un-met (i.e. giving up 
the market opportunity), and (4) the demands are met by “paying” an extra cost 
through outsourcing. Nowadays more and more firms prefer to take the outsourcing 
strategy due to its potentially high promise.  

The outsourcing problem is complex and has considerable implication to business 
firm. During the past several years, outsourcing has emerged to be an important 
management issue. It is claimed that philosophically, outsourcing suppliers can 
achieve high quality but low cost because they are specialized in relatively a 
professional and business category. This claim has led many firm’s managers to enter 
into various types of sub-contracts with their outsourcing suppliers. Some firms have 
achieved success with their outsourcing strategies, but others have experienced dismal 
failures (Rochester and Dougles, 1990; 1993). One explanation for this uncertainty on 
outsourcing is the lack of decision models and tools to help managers systematically 
analyze an outsourcing decision.  
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In the CPP problem without consideration of outsourcing, Wagner and Whitin 
(1958) did the first study on un-capacitated model with an )( 2TO  algorithm. Since 

then, extensive studies have been reported. A dynamic programming shortest path 
algorithm with constant production capacity and concave production and inventory 
holding cost functions has been shown to be polynomial solvable in )( 4TO  time by 

Florian and Klein (1971). Recently, Van Hoesel and Wagelmans (1996) showed that 
this bound can be improved to be )( 3TO . Florian et al. (1980) showed that the 

general capacitated lot sizing problem is NP-hard. Liu (2004) presented a pseudo 
polynomial with )( 2TDO  for the CPP problem with the most general cost function 

structure without outsourcing.  
There are a few studies on the outsourcing CPP problem using analytical 

approaches. Lee and Hsu (2004) proposed a framework of outsourcing capacity 
planning for an IC design house, which does not reach the level of algorithms. Liu et 
al. (2005) considered an outsourcing model with special cost functions structure and 
showed that the model can be resolved in strongly polynomial time. Yang et al. (2005) 
proposed an optimal production-inventory-outsourcing policy with an independent 
stochastic demand, but they have not discussed the cost function structure.  

Let us call an outsourcing CPP problem with the cost function being arbitrary the 
general outsourcing CPP problem in this paper. The study presented in this paper was 
to formulate a general outsourcing CPP model and allowed sale loss problem. The 
goal of the study is to tradeoff among such activities as production, inventory, 
outsourcing, and sale loss, and to minimize the total cost aggregated from these 
activities. The remainder of this paper is organized as follows: In section 2, the 
general outsourcing model will be formulated. In section 3, a dynamic programming 
approach is presented for searching a global optimal solution in a feasible solution 
space. Section 4 concludes the paper.   

2   A General Outsourcing Model 

The outsourcing problem can be stated that each demand td  must be entirely 

delivered at a period t  at expense of the outsourcing cost. In other words, a demand 
must be satisfied by production and/or inventory from previous periods and/or 
outsourcing and/or sale loss. Note that the outsourcing here also includes the 
utilization of additional internal capacities of a company, e.g., acquiring additional 
personnel and facilities. In this paper, for our general outsourcing CPP model, we 
consider that demands, capacities, and cost functions are all time-varying, and can be 
linear, concave, convex, or arbitrary form. Further, we consider not only production 
capacity but also inventory capacity as potential limiting factors, and we set limits on 
different outsourcing levels. The total cost of production activities over a set of 
periods needs to be minimized.  

The following notation will be used throughout this paper. 

T    : The number of periods indexed from 1 to T  

td    : The demand at period t  

tc     : The production capacity at period t  
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tb        : The inventory capacity at period t  

tO       : The upper level of outsourcing quantity at period t  

tO       : The lower level (the minimum level) of outsourcing quantity at period t  

tL        : The upper level of sale loss quantity at period t  
)(⋅tp    : The production cost function at period t  

)(⋅th     : The inventory cost function at period t  

)(⋅tm    : The outsourcing cost function at period t  

)(⋅tz     : The sale loss cost function at period t  

tX        : The production level at period t  

tO        : The outsourcing level at period t  

tL         : The sale loss level at period t  

tI          : The inventory level at the end of period t  

In the above, tX , tO , tL , and tI  are decision variables, Tt ,...,2,1= . We make the 

following assumptions. 

�� The outsourcing strategy is taken under contract with alliance companies, and 
each alliance company has limited capacity which should be constrained by an 
upper bound and a lower bound of outsourcing quantity at period t ;  

�� Sale loss are allowed, and the upper bound is td  at period t ; 

�� All cost functions can be linear, concave, convex, or arbitrary;  

�� (4) 0≥td , Tt ,...,2,1= ; 

�� Without the loss of generality, the inventory levels at both the initial time and 
the end of the period T are 0. 

The general outsourcing model can be formulated below: 

[ ]
=

+++
T

t

tttttttt LzOmIhXpMinimize
1

)()()()(                             (1) 

subject to:     tttttt dLOXII −++=− −1     Tt ,...,2,1=                  (2) 

tt bI ≤≤0                   Tt ,...,2,1=                  (3) 

ttt OOO ≤≤                 Tt ,...,2,1=                  (4) 

tt LL ≤≤0                   Tt ,...,2,1=                  (5) 

tt cX ≤≤0                   Tt ,...,2,1=                  (6) 

00 == TII                                             (7) 

In the above, expression (1) represents the minimization of the total cost aggregated 
from the setup, production, holding, sale loss, and outsourcing activities. The 
constraints (2) represent the material balance with which to determine the inventory 
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levels from the previous decision. The inventory level is within the lower and upper 
bounds by constraints (3). The constraints (4) represent that any outsourcing level 
cannot exceed the lower and upper bounds within that period, which is given based on 
the outsourcing supplier capacity. The constraints (5) represent that the sale loss 
quantity is less than the upper bounds within that period. The constraints (6) represent 
that the production quantity is less than the maximum production capacity within that 
period. Finally, without the loss of generality, the constraints (7) represent the fifth 
assumption. 

3   Algorithms Development 

3.1   Model Transformation 

In the above model, i.e., expressions (1) - (7), there are four kinds of variables, 
namely tX , tI , tO  and tL . Among them, the three kinds of decision variables tX , 

tO  and tL  should be associated with one kind of variables in order to solve the model 

more effectively. Let us define a new decision variable tV  for tO  and tL , i.e., 

ttt LOV += . This new variable is called the middle virtual production level (MVPL) 

hereafter in this paper. Let )( tt Vξ  be the cost of MVPL at period t , where  

tttt LOVO +≤≤ , we have )}()({min)(
},min{

ttttt
tOtVtOtO

tt OmOVzV +−=
≤≤

ξ . The original 

model of the problem can be transformed into the following equations: 

[ ]
=

++
T

t

tttttt VIhXpMinimize
1

)()()( ξ                     (8) 

subject to:         ttttt dVXII −+=− −1      Tt ,...,2,1=                 (9) 

tt bI ≤≤0               Tt ,...,2,1=                 (10) 

tttt LOVO +≤≤          Tt ,...,2,1=                 (11) 

tt cX ≤≤0               Tt ,...,2,1=                 (12) 

00 == TII                                         (13) 

Let us define a new decision variable tQ  for tX  and tV , i.e., ttt VXQ += . This new 

variable is called the virtual production level (VPL) in this paper. Let )( tt Qµ  be the 

cost of VPL at period t , where ttttt LOcQO ++≤≤ . We have 

)}()({min)(
},min{},0max{ ttttt

tctQtXtOtt XpXQQ +−=
≤≤

ξµ . The above model can be 

transformed into the following equations: 

[ ]
=

+
T

t

tttt IhQMinimize
1

)()(µ                            (14) 

subject to:        tttt dQII −=− −1          Tt ,...,2,1=                 (15) 
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tt bI ≤≤0                Tt ,...,2,1=                 (16) 

ttttt LOcQO ++≤≤       Tt ,...,2,1=                 (17) 

00 == TII                                          (18) 

3.2   Feasible Solutions Checking 

Due to relatively more constraints in the above model, not all tI  which lies in range 

from 0 to tb  are feasible solutions; or it may happen that none of tI  is a feasible 

solution. It should be useful to find a so-called actual feasible solution region, denoted 
as tΩ , as the searching for an optimal solution within tΩ . This can reduce the 

searching space and improve the efficiency of the algorithm. It is also understood that 

tΩ  is represented by a lower bound and an upper bound. The upper bound of tI , 

namely tu , can be checked and obtained by using Bellman/Ford algorithm; similarly, 

the lower bound of tI , namely tl , can be done using Bellman/Ford algorithm as well. 

For more details about how to check the feasible solutions in a region, we refer the 
reader to Liu (2004).  

3.3   A Dynamic Programming Approach 

For the above model of the problem, i.e., equation (14)-(18), we propose a dynamic 
programming approach to searching the global optimal solution within tΩ . Let )(If t  

be the minimum total costs of production, inventory, outsourcing and sale loss from 
period 1 to t , such that the inventory level at the end of period t  is I . Note that I  is 
bounded by its lower bound tl  and its upper bound tu . By definition, we have the 

following recursive equation: 

{ })()()(min)( 1),(),( ttttItUPPQItLOWt dQIfQIhIf +−++= −≤≤
µ                       (19) 

where   ),max(),( 1−−+= ttt udIOItLOW                              (20) 

),min(),( 1−−+++= ttttt ldILOcItUPP                         (21) 

which are the minimum and maximum production levels at t  so that the inventory 

level at period t  is I . The initial condition is 0)0(0 =f . The optimal solution 
corresponds to )0(Tf . The complexity of the algorithm is )( 2TDO  as well. 

4   Conclusion and Future Work 

This paper presented a general outsourcing model. Due to various constraints on the 
production, inventory, sale loss, and outsourcing levels, the actual feasible solution 
space would be rather smaller compared with the theoretical feasible solution space. 
This situation may offer an opportunity in the sense that an actual feasible solution 
region can be developed first, and then the searching for an optimal solution can be 
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performed over that region. After a series of model transformation, an algorithm for 
searching a global optimal solution is proposed. The algorithm has the same 
computational complexity as the one presented by Liu (2004), but in this paper, the 
model includes outsourcing case. Specialized outsourcing models may be solved with 
more efficient algorithms in the future. 
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Abstract. Airline companies usually implement revenue management to increase 
profits. The revenue management can be performed through seat inventory man-
agement. The current system to book seats is first-come first-served. This ap-
proach tends to sell low-price seats because low-price requests often appear ear-
lier. It also results in low revenue. In this paper, an expected dynamic probability 
method and a case-based seat allocation system are proposed to enhance the per-
formance of the seat inventory management. Extensive studies are conducted to 
compare the performance of first-come first-served method, expected dynamic 
probability method, and case-based decision support system. The result indicates 
that the case-based seat allocation system outperforms the other methods. 

1   Introduction 

Revenue is one of the most important indices for the management of airline industry. 
The practical situations of the revenue management in airline companies are compli-
cated. Many dimensions have to be considered such as customer behavior, demand 
forecasting, control system, revenue factors, variable cost factors, fare products, prob-
lem scale, and problem interfaces. Besides these dimensions airline companies also 
own two characteristics, i.e. high fixed cost and perishable products. However, seat 
selling is nearly the only revenue. Therefore every airline is dedicated to develop 
various strategies to raise the performance of seat selling. Donaghy et al. (1995) re-
ported that revenue management has been successfully adopted by the airline industry 
after deregulation in the late 1970’s. With introducing revenue management airline 
companies actually raised the net profit. For example, American Airline earned a net 
profit of 450 million to 500 million in 1989 and United Airline made 100 million to 
200 million net profits in 1990. 

In the open literature, airline revenue management problems can be classified as 
forecasting, overbooking, pricing and seat inventory control. In this paper, we concern 
the issues on seat inventory control to implement the revenue management. Seat in-
ventory control is to allocate the seats with respect to several fare classes in order to 
reach maximal revenue. The past works were interested in finding the optimal  
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allocation. Many researchers have proposed their ideas such as Brumelle et al. (1990), 
Weatherford (1991), Sun (1992), Wollmer (1992), Weatherford et al. (1993), Shayke-
vich (1994), Young and Van Slyke (1994), Bodily and Weatherford (1995), Robison 
(1995), Belobaba and Rpbison (1996), Brumelle and Walczak (1997), Kleywegt and 
Papastavrou (1998), Li and Oun (1998), Subramanian et al. (1999), Lautenbacher and 
Stidham (1999). These works focused on applying operations research-based tools to 
obtain optimal solutions for seat inventory control. Too many mathematical tech-
niques sometimes may be not suitable for the real case applications. Therefore we 
intend to propose a heuristic instead of optimal solutions in this paper.  

McGill and Van Ryzin (1999) indicated that in the forty years airline revenue man-
agement has evolved from low level inventory control methods to advanced informa-
tion systems. To meet the requirement of advanced information system, an artificial 
technique, case-based reasoning (CBR) is applied in this research. Case-based reason-
ing decision support systems lately are applied to many application areas. Malek 
(1998) developed a case-based reasoning operation system for the plastic moulding 
injection process. Göker et al. (1998) developed a case-based CAD/CAM help-desk 
support system, HOMER. Göker and Roth-Berghofer (1999) for computer aided de-
sign in Mercedes-Benz. Although there were some successful applications of CBR 
proposed, the application of CBR to seat allocation for the airline industry is still 
interesting and no effort was ever done. 

2   Problem Definition 

It can be mastered for airline companies to make the most effective use of seat alloca-
tion through controlling booking conditions, which involves assigning the total num-
ber of fixed seats with the goal of finding out appropriate passengers to make the 
whole benefit maximum. The optimal distribution of seat inventory management is 
considered as a booking control strategy to decide whether the request is accepted or 
not when the booking demand is achieved. Because the booking requests of different 
fare classes can be provided at the same cabin seats, how to allocate the booking 
number of passengers from different fare classes is the main problem to be studied in 
the research. The booking process has been viewed as a single time period in the past, 
in which the total demand quantity of each fare class was considered as a single vari-
able; that is, only the possible accumulated demand sum from a certain fare class 
before the close of booking was considered. The existence of the uncertainty hidden 
between each different fare class has been ignored. This type of question is dealt 
with by dynamic planning in Lee and Hursh’s strategy model, but when the scope 
of problems becomes too big, the solutions are usually not so easy to be found. 

CBR is used in this research to solve the decision problem of seat allocation. The 
decision whether or not to accept the request is based on the booking information in 
the past and of the time being. The role of the airline company has been changed from 
passively selling tickets to passengers to actively deciding whether or not to sell the 
tickets. A decision system of seat allocation has been well built to provide a reference 
for solving related problems in realistic cases faced by the airline companies. 

The main focus in this research is on the seat allocation problem for a single leg. 
When each fare level is fixed and the number of cabin seats is known, the seat alloca-
tion problem is investigated without considering the influences of other competitive 
companies. It is hypothesized that the booking demand is of specific environment and 
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seasons, which does not have periodical changes and the factor of season is excluded 
in this research. The hypotheses for controlling the booking for a single leg are: 

1. The booking demand of each fare class is independent, and the demand probabil-
ity is known. 

2. Only the interior seat allocation planning of a single airline company is consid-
ered; the influences of other competitive companies are not taken into considera-
tion. 

3. The influence of passengers’ number is not considered for the changing expenses. 
4. If a booking request is declined, it is considered as a benefit loss. The possibility 

of rebooking will not be taken into consideration; that is, the rebooking will be 
considered as a new booking request. 

2.1   Current Operation System 

The case study company in this research is a well-known airline in Taiwan. It was set 
up in 1989. Up to date this company cooperates with foreign airlines in order to raise 
global competition. The current seat allocation policy they are using to deal with the 
passenger requests is by the first come first served rule (FCFS). The booking process 
is operated by professional staffs. The demand of any passenger, any fare class will be 
accepted as long as any available seat remaining. In other words, the current system 
rejects the requests only when there is no seat available. This system is able to control 
the seat allocation effectively however it is possible to cause loss if the staffs make 
the wrong decisions. Moreover, FCFS tends to make low revenue. To prevent from 
the man-made errors and low revenue, an expected dynamic probability method and a 
case-based seat allocation system are developed in this paper. 

3   Decision Model for Airline Seat Management 

Two heuristic methods are developed in this research. One is the expected dynamic 
probability method (EDP) and the other is the case-based seat allocation system 
(CBSAS)  

3.1   Expected Dynamic Probability Method 

The EDP requires two types of information to accept or reject a request. The first is 
the request information of each period and the other is the information of available 
seat(s). A formula is used to decide whether each request should be accepted or re-
jected and the formula is as follows: 

11
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where  

n  denotes period, 

s  denotes a seat, 
n

iF  denotes the revenue of request i at period n, 
1−n

sf  denotes the revenue of seat s is still available at period n-1. 
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Therefore the formula represents the revenue of a request must be greater than the 
revenue of not selling this seat at the next period. The request distribution can be 
described by probabilities for each period. Considering fares and probabilities to-
gether produces expected revenue. This formula actually is using the expected reve-
nue to make decisions to accept or reject the requests. 

3.2   Case-Based Seat Allocation System 

To promote the revenue of seat allocation for the case study company, CBSAS is 
developed. The system is depicted as Figure 1. And the procedure of CBSAS is con-
stituted of four steps. The first step is case representation. The second step is cases 
retrieve. The third step is case adaptation and the last step is case storage. The detailed 
description of the steps is reported as follows.  
 

I. Case representation II. Case retrieve

IV. Case storage III. Case adaptation

Features collection 
and data analysis

Market
decision

Cases

Cases Data-base

Similarity 
computing

Most three similar 
cases finding

Marketing decision 
generating

Voting ruleDecision storage

CasesCases List of 
candidates

 

Fig. 1. Configuration of CBSAS 

3.2.1   Case Representation 
Each case is represented by five features, namely, period, fare class, arrival rate, 
available seats, decision. For example a case base is shown in Table 1. 

Table 1. Case representation 

Period Fare class Arrival rate Available seats Decision 
20 3 2 100 Accept 
15 2 1 30 Accept 
3 1 1 0 Reject 
1 3 5 6 Accept 

3.2.2   Cases Retrieve 
When a request shows, the CBSAS searches similar cases in the case base to make a 
decision whether the request should be accepted or rejected. As to how to measure the 
similarity, an idea comes from distance is proper. The shorter the distance between 
two cases is, the more similar the two cases are. Therefore distance is used to measure 
the similarity. Euclidean distance ( )jiij CQS ,  between the request case and each case 

in the case base is calculated respectively.  
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where 

ikQ  the kth feature of request i, 

jkC  the kth feature of case j in the case base, 

k  index of features. 

3.2.3   Case Adaptation 
Similarities from the request to each case in the case base are calculated in the last 
step. The most three similar cases are retrieved. Then the voting rule is used to make a 
decision whether the request is to be accepted or not. The request is accepted if at 
least two decisions of the most three similar cases are “Accept” and vice versa.  

3.2.4   Case Storage 
Once the decision of the request has been made, it is also stored into the case base for 
the future use. 

4   Numerical Experiments 

Two scenarios are used to evaluate the proposed EDP and CBSAS. The first scenario 
is referred to the example in Lee and Hersh (1993). The second scenario is the real 
data from the case study company. 

4.1   Scenario 1 

The example from Lee and Hersh (1993) assumes four fare classes: 200, 150, 120, 
and 80. The number of booking period is 5. The request probability at each period is 
given in Table 2. 

Ten simulations are executed. The results of each simulation and the average are 
shown in Table 3. The performance of current system is used as the benchmark. The 
percent improvement of EDP to FCFS and CBSAS are 12.4% and 16.9% respectively. 
It is evident that the proposed methods earn more revenue than the current system. 

Table 2. Request probability at each period 

Period Pk (t) 1 2 3 4 5 
P1

n 0.15 0.14 0.10 0.06 0.08 
P2

n 0.15 0.14 0.10 0.06 0.08 
P3

n 0.00 0.16 0.10 0.14 0.14 
P4

n 0.00 0.16 0.10 0.14 0.14 
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Table 3. Simulation result by using example of Lee and Hersh (1993) 

# FCFS EDP CBSAS EDP(%) CBSAS(%) 
1 38410 44110 43740 0.148399 0.138766 
2 38050 41530 43820 0.091459 0.151643 
3 39010 42770 44570 0.096386 0.142528 
4 38310 42720 45150 0.115114 0.178543 
5 38040 44290 45250 0.164301 0.189537 
6 37800 41500 45350 0.097884 0.199735 
7 38790 43230 44490 0.114462 0.146945 
8 37070 43130 44480 0.163475 0.199892 
9 39140 42710 44990 0.091211 0.149463 
10 38080 44060 45440 0.157038 0.193277 
Avg. 38270 43005 44728 0.123973 0.169033 

4.2   Scenario 2 

This example comes from the real data of the flight from Taipei to Hong Kong. There 
are two fare classes, 13800 and 10100. The number of booking periods is 6. The re-
quests are summarized from the real data and modeled as four types of probability 
distribution. 

Type 1: The request probability increases along with the booking period and the 
probability at each period is shown in Table 4. 

Type 2: The request probability decreases along with the booking period and the 
probability at each period is shown in Table 5. 

Type 3: The request probability increases first and then decreases. The request prob-
ability of each period is shown in Table 6. 

Type 4: The request probability decreases first and then increases. The request prob-
ability of each period is shown in Table 7. 

Table 4. Type 1 request probability 

Period Pk (t) 1 2 3 4 5 6 
P1

n 0.035 0.071 0.069 0.072 0.067 0.064 
P2

n 0.235 0.245 0.262 0.271 0.267 0.265 

Table 5. Type 2 request probability 

Period Pk (t) 1 2 3 4 5 6 
P1

n 0.051 0.123 0.154 0.134 0.147 0.156 
P2

n 0.242 0.232 0.227 0.181 0.179 0.177 
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Table 6. Type 3 request probability 

Period Pk (t) 1 2 3 4 5 6 
P1

n 0.128 0.053 0.048 0.044 0.039 0.036 
P2

n 0.243 0.276 0.284 0.284 0.276 0.268 

Table 7. Type 4 request probability 

Period Pk (t) 1 2 3 4 5 6 
P1

n 0.043 0.002 0.037 0.059 0.053 0.057 
P2

n 0.261 0.057 0.198 0.279 0.263 0.281 

Table 8. Average revenue of each types of request probability 

Average revenue FCFS EDP CBSAS 
Type 1 3200940 3273830 3556880 
Type 2 3270870 3355600 3594250 
Type 3 3397410 3481030 3659000 
Type 4 3190580 3246080 3501750 

 

The average revenue of each type is shown in Table 8. Both EDP and CBSAS per-
form better than the FCFS (the current system). In these numbers, it seems that no big 
gaps between FCFS v.s. EDP and FCFS v.s. CBSAS. However the result simply 
represents one flight. There are six flights each day. Therefore the annual revenue will 
be a meaningful number. It also indicates that the proposed EDP and CBSAS are 
effective. 

In this paper, EDP and CBSAS are proposed to deal with the seat allocation prob-
lem in airline industry. Through the numerical validation, the proposed EDP and 
CBSAS are effective. In other words, both two methods earn more revenue than the 
current system. 

5   Conclusion and Future Directions 

Seat allocation directly relates to airline companies’ benefits; therefore, how to pro-
mote passengers’ demands and revenue management skills to increase the company’s 
profits is a crucial issue. In order to make the passenger load factor and profit-gaining 
capacity higher, it is necessary to analyze the passengers’ demands actively and con-
trol the seat allocation effectively. The research proposes two novel solutions for seat 
allocation planning, namely EDP and CBSAS. Through extensive numerical experi-
ments, the proposed EDP and CBSAS are shown to be effective. 

Several directions for future investigations can be suggested: 1. This research is 
based on a single-leg model; multi-leg problems can be further studied. 2. Only  
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passengers of personal tickets are studied in the research. For further research, pas-
sengers of group tickets and those who purchase several tickets at the same time are 
suggested to be studied. 3. Building a database of passengers for research and analysis 
to study the customer’s choice and purchasing model is recommended for effective 
airline yield management. 4. Magnificent results can be expected by applying the 
process of CBR proposed in the research to other industries. 
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Abstract. Case-based reasoning (CBR) is frequently applied to data mining 
with various objectives. Unfortunately, it suffers from the feature weighting 
problem. In this framework, similar case retrieval plays an important role, and 
the k-nearest neighbor (k-nn) method or its variants are widely used as the 
retrieval mechanism. However, the most important assumption of k-nn is that 
all of the features presented are equally important, which is not true in many 
practical applications. Many variants of k-nn have been proposed to assign 
higher weights to the more relevant features for case retrieval. Though many 
feature-weighted variants of k-nn have been reported to improve its retrieval 
accuracy on some tasks, few have been used in conjunction with the neural 
network learning. We propose CANSY, a  feature-weighted CBR with neural 
network for symbolic features. 

1   Introduction 

Case-based reasoning (CBR) is frequently applied to data mining with various 
objectives. CBR has common advantages over other learning strategies. It can be 
directly applied to classification without additional transformation mechanisms and 
has strength in learning the dynamic behavior of the system over a period of time. 
Unfortunately, it also has shortcomings to be applied to real world tasks. It suffers 
from the feature weighting problem. In this framework, similar case retrieval plays an 
important role, and the k-nearest neighbor (k-nn) method or its variants are widely 
used as the retrieval mechanism. However, the most important assumption of k-nn is 
that all of the features presented are equally important, which is not true in many 
practical applications. When CBR measures the distance between cases, some input 
features should be treated more important than other features.  

Many variants of k-nn have been proposed to assign higher weights to the more 
relevant features for case retrieval. Though many feature-weighted variants of k-nn 
have been reported to improve its retrieval accuracy on some tasks [1],[2],[3], few 
have been used in conjunction with the neural network learning until Shin et al. 
proposed a hybrid approach of neural network (NN) and CBR named as MANN 
(Memory And Neural Network based learning) [4],[5],[6],[7]. We propose a CANSY, 



 Feature-Weighted CBR with Neural Network for Symbolic Features 1013 

an augmented MANN in symbolic domain. Value Difference Metric (VDM) 
presented by Stanfill and Waltz [8] is also augmented in this research. In various 
industries, we can survey customers’ characteristics and preferences via questionnaire 
whose answers have symbolic features. Also, contextual data such as identity, 
location, entity has symbolic features. So, we adopted a modified VDM, which Scott 
Cost and Steven Salzberg [9] introduced, as the distance measure in symbolic 
domains. 

2   MANN: A Numeric Feature Weighting Algorithm Using  
a Trained Neural Network 

MANN adopts neural network and memory to realize an analogy to the human 
information processing system. After being trained, the neural network keeps its 
knowledge in the connection weights among the neurons. The neural network is 
expected to contain the intrinsic nature of the training dataset completely, and once 
the network is trained properly the training dataset itself is not utilized any more. 
However, the thinking process of human brain is apparently aided by the memory (the 
training dataset in the machine learning case) as well as the connection weights 
between neurons. In data mining ‘memory’ is realized in the form of database, which 
can store, query, and retrieve large amounts of data in a short time. Now database is 
the fundamental information resource in corporate information systems. It means that, 
with proper case retrieval methods, we can easily benefit from the abundant database. 
The approach uses the k-nearest neighbor (k-nn) method for case retrieval in CBR 
settings. k-nn assumes that each case x = {x1, x2, …, xn, xc} is defined by a set of n 
features, where xc is x’s class value (discrete or numeric). 

Given a query q and a case library L, k-nn retrieves the set K of q’s k most similar 
(i.e., of least distance) cases in L and predicts their weighted majority class value as 
the class value of q. Distance is defined as 
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3   Value Difference Metric (VDM) 

In domains with symbolic features, the “overlap” metric is usually used, counting the 
number of features that differ [10]. However, it is observed that the overlap metric 
gives relatively poor performance in their learning tasks in symbolic feature domains. 
A new powerful metric for measuring the difference between two instances in 
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domains with the symbolic features was proposed which was called value difference 
metric (VDM) by Stanfill and Waltz [8]. VDM takes into account similarity of feature 
values. The value difference metric is defined by (3). 
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X and Y are two instances. xi and yi are values of the ith feature for X and Y. N is the 
number of features and n is the number of classes. fi and g indicate the ith predicate 
feature and the class feature, respectively. cl is one of possible classes. D(condition) is 
the number of instances in a given training dataset which satisfy the condition. d(xi ,yi) 
is a term for measuring the difference overall similarity between feature values xi and 

yi. The term 
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==  is the likelihood that an instance with xi of ith feature 

value will be classified as class cl. d(xi, yi) has a small value if two values give similar 
likelihoods for all possible classes and this means that two values are similar. Though 
Stanfill and Waltz used the value of k=2 in their equation, Cost and Salzberg observed 
that experiments indicated that equally good performance is achieved when k=1. We 
also used the value of k=1 for simplicity. 

w(xi, yi) measures the strength with which the ith feature constrain the values of the 
class. This measure represents the importance of each feature in classification. In our 
paper, we remove this term in order to give the same weight to features because the 
classification information is not given in clustering tasks. Our value difference metric 
in this paper is 
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4   CANSY : Feature-Weighted CBR with Neural Network for 
Symbolic Features 

The learning system is consisted of three processes. The first process is evaluating the 
feature weight sets, which is extracted from the trained neural network. Before 
training the neural network, all of the symbolic features are transformed into binary 
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features, which has d original inputs (xi, i=1,…,d), E transformed binary input nodes 
(bi, i=1,…,E), M hidden nodes (zi, i=1,…,M), and c output nodes (yi, i=1,…,c). Every 
output node represents one of possible values of the target feature, namely one of 
target classes. The number of output nodes is the number of possible values of the 
target feature. 

When training of a neural network is finished, we obtain the feature weight set 
from the trained neural network using four feature weighting methods. The four 
feature weighting methods are Sensitivity, Activity, Saliency, and Relevance. Those 
methods calculate importance of each feature using the connection weights and 
activation patterns of nodes in the trained neural network. 

 Sensitivity 
Sensitivity of an input node is calculated by removing the input node from the trained 
neural network. A measure of sensitivity of an input feature is the difference of the 
error when the feature is removed and when it is left in place. The Sensitivity of an 
input feature xi is given by 
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where P0 is the normal prediction value for each training instance by the trained 
neural network and Pi is the modified prediction value when the input i is removed. L 
is the set of training data and n is the number of training data. 

 Activity 
Activity of a node is measured by the variance of activation level for training data. 
When activity value of a node varies large according to its input value, the activity of 
the node is high. The activity of a hidden node zj is given by 
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where var() is the variance function. The activity of a binary input node bl is defined 
as 
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and the activity of an input node xi is given by 
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where ni is the number of values of xi input feature. 

 Saliency 
The saliency of a weight is measured by estimating the second derivative of the error 
with respect to the weight. They used the saliency measure to prune neural networks 
iteratively: that is, train to a reasonable error level, compute saliencies, delete  
low saliency weights, and resume training. The saliency of a binary input node bl is 
given by 
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and the saliency of a input node xi is given by 

ixb li nSaSa
il∈

= . (14) 

 Relevance 
It is reported that the variance of weights into a node is a good predictor of the node’s 
relevance and that the relevance of a node is a good predictor of the increase in error 
expected when the node’s largest weight is deleted. The relevance of a hidden node zj 
is given by 

( )
=

⋅=
c

k
jlkjj wwR

1

2 var . (15) 

and the overall relevance of a binary input node bl is 

jjll RwR ⋅= . (16) 

and the relevance of an input node xi is given by 

ixb li nRR
il∈

= . (17) 

The second process is constructing VDT (Value Different Tables) from the instances 
in the case base according to VDM, which defines the disances between different 
values of a given feature. For each feature, the value difference matrix is derived 
statistically based on the instances in the training dataset according to (18).  
In fact, (18) is a simpler form of (8). 
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Where V1 and V2 are two possible values for the feature and n is the number of 
classes. C1i is the number of times V1 was classified into class i and C1 is the total 
number of times value 1 occurred. The term C1i/C1 is the likelihood that an instance 
will be classified as class i given that its ith feature has value V1. Thus (18) computes 
overall similarity between two values by finding the sum of the difference of the 
likelihood over all classifications. 

The third process is case-based reasoning using feature weights extracted from the 
trained neural network and VDT constructed by VDM. If a query is given, the 
distances between the query and the cases is  

=∆
N

i

r
iii xqwxq ),(),( δ . (19) 

where q is the query and x is a case from the case base, , qi and xi are the ith feature 
values of q and x, respectively. The system classifies the new instance following the 
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closest cases from the case base. wi  is the weight of the ith input feature. δ(qi,xi) is 
the distance between two values qi and xi of the ith input feature. r is usually set to 1 
or 2 according to the case bases. In this paper, we set r = 1 for all of our experiments. 

If a query is not contained existing case base, it becomes new case. Knowledge 
update manager (KUM) adds new case to case base and train neural network for new 
case. KUM takes the role of providing new cases for on-line learning. Old cases may 
just take unnecessary storage space in case base and delay searching similar cases. In 
a dynamic situation like manufacturing, old cases may even hinder CBR from correct 
prediction. 

5   CANSY : Validation 

To validate our system, we apply our methods to two datasets from the UCI machine 
learning repository. In this experiment, we created a neural network with one hidden 
layer. To train it, we applied the gradient descent algorithm with momentum & 
adaptive learning rate, which is implemented in MATLAB. Sensitivity, Activity, 
Salience and Relevance methods are used and for calculating the distance between 
two symbolic features. We compare the performance of our methods to that of the 
simple k-nearest neighbor (k-nn) algorithms without feature weighting. The 
experiments are repeated 10 times for each dataset and in every experiment. We 
evaluate the performance of all methods according to k, the number of nearest 
neighbors which, in our experiments, takes odd numbers from 1 to 15. Table 1 shows 
the experimental settings for the problems. 

Table 1. Datasets and neural network settings 

 Datasets Neural Network 

Problem 
Training 
Instances 

Test 
Instances 

Attributes 
Output 
Classes 

# of 
Hidden 
Nodes 

Training 
Goal 

Monk’s-
1 

124 432 6 2 2 0.01 

Voting 
Records 

300 135 16 2 4 0.01 

5.1   Monk’s Problem 

The learning task is to generalize a binary classification, robots belong either to this 
class or not, with a subset of all 432 possible robots give classes. The domain has 
been partitioned into a train dataset and test dataset. The neural network has 2 hidden 
neurons. Table 2 shows the experimental results. ‘Uniform’ column shows the errors 
of the CBR without feature weighting, that is, pure k-nn. Because we experiment with 
uniform method once, ‘Uniform’ column has no variance. The next four columns 
show the mean errors and the variances of the errors of the four method of the CBR 
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with the proposed symbolic feature weighting. Figure 1 shows the prediction accuracy 
of the feature weighting methods according to k. In this problem, the proposed 
weighting methods show better prediction accuracy than uniform method. The 
difference in the prediction accuracy of the four feature weighting methods-the 
Sensitivity, Activity, Saliency, and Relevance, is very small and the trend in the 
change of the errors according to k is also similar. 

Table 2. The Monk’s-1 problem – Mean errors and variances of weighting 

K Unifor
m 

Sensitivity Activity Saliency Relevance 

1 0.1296 0.0576±0.025
0 

0.0215±0.021
3 

0.0231±0.021
6 

0.0234±0.0219 

3 0.1759 0.1086±0.011
4 

0.0826±0.013
0 

0.0829±0.013
9 

0.0824±0.014
7 

5 0.2083 0.1273±0.016
0 

0.1012±0.008
1 

0.1014±0.008
6 

0.1016±0.010
2 

7 0.2269 0.1410±0.006
1 

0.1306±0.007
7 

0.1306±0.007
5 

0.1303±0.007
6 

9 0.2315 0.1435±0.012
7 

0.1289±0.012
0 

0.1308±0.012
9 

0.1306±0.013
8 

11 0.2315 0.1630±0.004
3 

0.1660±0.001
6 

0.1662±0.001
5 

0.1662±0.001
5 

1
3 

0.2546 0.1667±0.000
0 

0.1667±0.000
0 

0.1667±0.000
0 

0.1667±0.000
0 

1
5 

0.2500 0.1667±0.000
0 

0.1667±0.000
0 

0.1667±0.000
0 

0.1667±0.000
0 

 

Fig. 1. The Monk’s-1: Classification accuracy of feature weighting methods 

5.2   Congressional Voting Records Database 

This is the 1984 United States Congressional Voting Records Database. This data set 
includes votes for each of the U.S. House of Representatives Congressmen on the 16 
key votes. All of the instances are classified into one of 2 classes, democrat or 
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republican. We repeated the experiment 10 times and in every experiment and divided 
the 435 instances into a training dataset and a test dataset of 300 and 135, respectively. 
Table 3 is the experimental results. The neural network had 4 hidden neurons 

Table 3. The Voting Records database – Mean error of feature weighting methods 

K Uniform Sensitivity Activity Saliency Relevance

1 0.0615 0.0201 0.0556 0.0172 0.0563 0.0168 0.0541 0.0178 0.0533 0.0143

3 0.0474 0.0117 0.0407 0.0106 0.0415 0.0062 0.0415 0.0062 0.0415 0.0062

5 0.0526 0.0118 0.0393 0.0093 0.0400 0.0080 0.0378 0.0107 0.0378 0.0107

7 0.0541 0.0111 0.0385 0.0104 0.0393 0.0086 0.0385 0.0109 0.0393 0.0105

9 0.0563 0.0157 0.0400 0.0112 0.0385 0.0115 0.0385 0.0104 0.0393 0.0099

11 0.0578 0.0147 0.0385 0.0120 0.0378 0.0128 0.0385 0.0115 0.0393 0.0121

13 0.0578 0.0125 0.0385 0.0120 0.0385 0.0120 0.0393 0.0105 0.0393 0.0105

15 0.0593 0.0126 0.0393 0.0105 0.0393 0.0105 0.0393 0.0105 0.0400 0.0112
 

 
We can see that the four feature weighting methods outperform the pure k-nn in 

every datasets. Especially, when k is greater than 3, the difference in the prediction 
accuracy between the pure k-nn and proposed weighting method is very large. Figure 
2 shows the prediction accuracy of the feature weighting methods according to k. 

  

Fig. 2. The Voting Records: Classification accuracy of feature weighting methods 
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In pure k-nn, the prediction accuracy changes according to change of k. On the 
contrary, the four feature weighting methods prevent the decay of the prediction 
accuracy with the increase of k. The difference in the prediction accuracy of the four 
feature weighting methods is very small and the trend in the change of the errors 
according to k is also similar as you can see in Figure 2.  
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Abstract. The face images are varying environment database from external 
illumination. Therefore we propose parallel cascade face detector. We define 
context image illumination and distinguish context using unsupervised learning. 
Many unsupervised method is available to distinguish varying illuminant images.  
This approach can be distribution face image and we can make the classifier for 
face image context. Therefore, in this paper, we parallel classifier that is strutted 
cascade classifier of two methods.  In first classifier, we use sub-sampling feature 
extraction and in second classifier we use wavelet transformation method. We 
achieved very encouraging experimental results. Our method is enhancement 
varying illumination environment. 

1   Introduction  

Captured images are dynamic from CCD and PC Camera, so we propose the method 
that is robust changing illumination images.  In this paper context is defined face 
illumination. As environment context changes, it is identified by the multiple context 
fusion, and the detection scheme is restructured. The detection scheme is restructured 
to adapt to changing environment and to perform an action that is appropriate over a 
range of the change. In this paper, propose method is to explore the possibility of 
environment-insensitive face detection by adopting the concept of parallel context 
classifier. Much research has been done to solve this problem [1,2 3,5,6].  

Recently, the concept of context-awareness has been applied for robust face 
detection under dynamically changing environments [7]. In this paper, we propose 
parallel cascade classifier for the adaptive detection scheme using illumination, color, 
texture information. We employ K-means for the context modeling and awareness. 
Because K-means is the highest performance other unsupervised methods. This 
method is suitable to distinguish face images because that is uniformity distributed 
shape. It provides the capacity of the high level attentive process by the environment 
context-awareness in face detection.  

The outline of this paper is as follows. In section 2, we will present the architecture 
of the proposed parallel cascade face detector. Proposed face detector system will be 
discussed in section 3 and 4. We will give experimental results in section 5. Finally, 
we will give concluding remarks. 

2   Context Based Cascade Face Detection Architecture 

In this session, we present environment modeling and identification using multiple 
contexts such as context from illuminant clustering. 
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2.1   Illumination Context-Awareness 

Environment context is analyzed and identified using the K-means. It is hybrid 
method of supervised and unsupervised learning method. The idea is to train the 
network in two separate stages. First, we perform a statistical method to determine the 
Gaussians' parameters (j, j). In the second stage, the multiplicative weights wkj are 
trained using the regular supervised approach. Input pattern is vectorized for image 
size of 20x20 sizes, input node had mosaic of size of 10x10 pixels. 10x10 images is 
converted 1x100 vectors.  

2.2   Parallel Cascade Face Detection Architecture 

Fig. 4 shows context based face detection architecture. Context is divided five 
clusters. A Bayesian classifier is produced for each illumination context. We have 
modeling four Multi class based Bayesian classifiers are made in five groups for face.  

2.2.1   First Classifier Modeling 
We extract face feature by sub-sampling that is made vector sum of 2 x 2, 3 x 3, 4 x 4 
and 5 x 5 subset for face image size of 20 x 20.  

We extracted 54-dimensional feature from facial images using sub-regions. Face in 
search window is encoded to 54-dimensional vector which including hierarchical 
intensity information. 

 

Fig. 1. A first classifier in cascade for face detection 

2.2.2   Second Classifier Modeling  
We also take advantage of the information of frequency domain using Haar wavelet 
transform. It is organize the image into sub-bands that are localized in orientation and 
frequency. In each sub-bands, each coefficient is spatially localized. We use a wavelet 
transform based on 3 level decomposition producing 10 sub-bands. Generally, low  
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frequency component has more discriminate power than higher. Also too high 
component has some noisy information. Then we use 3 level decomposition of Haar 
wavelet transform. The K-means is used for the texture context-awareness using Haar 
wavelet transform.   

Table 1 and Table 2 are clustering result by using FART when feature extracting 
method is used gray law label value and Haar wavelet.  

 

Fig. 2.  A second classifier in cascade for face detection 

Table 1. FART clustering result by using gray label features 

Table 2. FART clustering result by using Haar Transform features 

We used context modeling following database (as shown table 1). We distinguish 
FERET database structure to 3 layer illumination image. Next we have clustering, and 
we integrated nine clusters to six cluster. 
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Fig. 3. K-means clustering results 

Fig. 3 shows K-means clustering results in FERET face image database. We can 
see that data each cluster is equality. Therefore we decide that clustering algorithm is 
K-means.   

3   Proposed Face Detection Schema 

The specific task we are discussing in this paper is a robust face detector which is 
adaptive against changing illumination environments. The system consists of the 
multi-resolution pyramid, parallel cascade dace detector, finally detector results 
combination using cluster correlation. Clustering is made by k-means for varying 
illuminant face images.  

In this paper, we proposed method, parallel cascade Bayesian classifier as shown in 
Fig. 1. The details will be discussed in the following. 

In the proposed method, the feature space for face detection with multiple scales 
and varying illumination condition has been partitioned into subspaces properly so 
that face detection error can be minimized. However, the partitioning of multiple 
scales is very subjective and ambiguous in many cases. The multi-resolution pyramid 
generates face candidate region. Pyramid method based face detection is attractive 
since it could accumulate the face models by autonomous learning process. In our 
approach, the face object scale is approximated with nine steps. In this module, 20×20  
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windows are generated. A tradeoff must be considered between the size of multiple 
scales, view representation of the object and its accuracy.  Finally, multi-context 
based Bayesian is in a multi classifier structure by combining several Bayesian 
classifiers. Each Bayesian classifier is trained using face images in each environment 
context category. Face candidate windows are selected using the multi-context based 
Bayesian classifiers, and finally face window is filtered by the merging process. 

In the learning stage, the candidate face regions are clustered into 4 face models, 
6 face-like non-face models, non-face models using combined learning algorithm 
[10], the threshold parameters of multiple Bayesian classifiers are decided.  
Initially, seed appearance models of face is manually gathered and classified for 
training the detector module. The detector with prior classes is trained by the initial 
seed data set. 

4   Multiple Context Based Bayesian Classifiers 

We show that illumination context based Bayesian face modeling can be improved by 
strengthening both contextual modeling and statistical characterization. Multiple 
Bayesian classifiers are adopted for deciding face and non-face. 

Initially, seed appearance models of face is manually gathered and classified for 
training the appearance detector module. Each detector, Bayesian classifier here, with 
prior classes is trained by the training data set [11, 12]. Training set of faces is gathered 
and divided into several group in accordance with illumination contexts. Multi-
resolution pyramid consists of nine levels by an experiment, and the offset between 
adjacent levels is established by four pixels. Each training face image is scaled to 
20x20 and normalized using the max-min value normalization method, and vectorized. 
Since the vectorization method affects much to face detection performance, we have 
tested several vectorization methods and decided 54 dimensional hierarchical 
vectorization methods. 

Modeling of Face and Nonface 
We assume that distributions of face and nonface samples form the shape of Gaussian 
distribution. The likelihood of face and nonface can be modeled as multivariate 
normal distribution as (1).  
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x is the d-dimensional feature, i is the covariance matrix of the samples, and µi is the 
d-dimensional mean vector.  

Choosing Face-Like Nonfaces and Post Processing 
We choose face-like nonface samples from 23 natural images. The method choosing 
face-like nonface samples is based on squared Mahalanobis distance from face class. 
In post processing, we eliminate overlapped face windows as the number of 
neighborhoods. We can preserver the location with more number of detection, and 
remove locations with less detections 
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Fig. 4. Proposed face detection system architecture 

5   Experiment 

We used face images from feret database, and training image has size of 20x20. In 
this paper, vectorization use two methods from sub sampling and 3 levels Haar 
wavlet. The experiment has been performed with images captured in various 
environments 1000 images are captured. Fig.5 shows face detection in real-time 
image by using the proposed parallel cascade face detectors and single context-based 
Bayesian methods. 

Face detection result shows Table 3-4. Images have size of 320 x 240 pixels and 
encoded. Each face is normalized into a re-scaled size of 20x20 pixels and each data  
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is preprocessed by histogram equalization and max-min value normalization. Table 3 
shows that the result of face detection between multi context-based Bayesian and 
single context based Bayesian in our lab gray images. Table 4 shows that the result of 
face detection between multiple context based Bayesian and single context based 
Bayesian in FERET fafb dataset. 

 

Fig. 5.  Examples face detection in color image 

Table 3. The face detection our lab gray images 

Method Total Image Accept Rate False Accept Rate 

Context-based 
Cascade 
Bayesian 

1000 980 22 

Single Context 
Model 1000 905 46 

Table 4. Face detection result in FERET dataset normal images 

Method Total Image Accept Rate 
False Accept 

Rate 

Context-based 
Cascade Bayesian 

1196 1194 8 

Single Context 
Model 1196 1130 40 

Table 5 shows that the result of face detection between multiple context based 
Bayesian and single context based Bayesian in FERET fafc dataset include dark 
illuminant image.  
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Table 5. Face detection result in FERET dataset dark images 

Method Total Image Accept 
False Accept 

Rate 
Context-based 

Cascade Bayesian 
194 193 1 

Normal Context 
Model 194 130 45 

From Tables, we know that propose method is good face detection performance 
other method. In this experiment, illuminant images were considered. We classified 
varying illumination images into the image including a partially lighted face, good 
images into that including a nearly uniformly lighted face.  Our proposed method is 
high performance more than other method, and is robust low resolution image and 
low lighting face images. Fig. 6 shows ROC graph in CMU 117 face images.  
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Fig. 6. ROC curve 

6   Concluding Remarks 

In this paper, we proposed a parallel cascade detection scheme by feature-based 
method with the capability of context-awareness. We define context that has been 
resolved by K-means because K-means clustering has the highest performance. That 
is clustering to priority probability in experimental result. For high performance face 
detection in varying environment, we proposed parallel cascade face detector. Parallel 
face detector is made integration single cascade face detector. And single face  
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detector is construct two classifiers, they are sub-sampling based Bayesian face 
detector and wavelet based face detector. We can enhancement the face detection rate 
and reduce false detection rate.  
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Abstract. Aircraft Maintenance Review Board Report (MRB Report) is neces-
sary one of the most important Continuing Airworthiness documents. Determi-
nation Maintenance interval in MRB Report depends mainly on experience and 
there isn’t a rigorous and quick method. The paper proposes a multi-stage 
framework for determination maintenance interval using case-based reasoning 
(CBR), which uses fuzzy generalized nearest-neighbor matching (FNN) to re-
trieve case and fuzzy Group decision making to determine attributes’ weight. An 
example illustrates the proposed approach and the average relative error is under 
3.21%. Finally the developed civil aircraft CBR-MRBR decision support system 
is described. The method enriches the MRB Report developing method.  

1   Introduction 

Continuing Airworthiness documents require, when the aircraft Type Certificate is 
issued, the presenter should produce MRB Report. MRB Report is approved by the 
Regulatory Authority in establishing initial scheduled maintenance tasks and intervals 
for new types of aircraft and/or Power Plant. In the literatures, there are a few papers 
about how to determine maintenance tasks in civil aircraft MRB Report [1][2]. The 
method to determine maintenance tasks is mainly based on Maintenance Steering 
Group (MSG) logic method. The method to determine maintenance intervals mainly 
relies on the engineer experience. Most new products are improved from old ones, their 
structures, functions, working conditions, function failure and failure effects have 
certain similarities, and some products have standard systems. There isn’t maintenance 
knowledge in the developing new aircrafts. Therefore analysts consult the experience 
of resemble aircrafts. The kind of idea is the same as case-based reasoning (CBR). CBR 
is a method of solving a new problem by using or adapting solutions to old problems. 
So the paper proposes to determine maintenance interval using CBR. 

The paper is organized as follows. A multi-stage framework for determining in-
tervals using CBR is briefly described in Section 2. In the section also, every stage 
about case representation, selection and adaptation & retention is presented in detail. 
An instance is given in Section 3. Section 4 describes the developing CBR-MRBR 
decision support system. Finally, some conclusions and future works are drawn in 
Section 5. 
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2   The Proposed Framework to Determine Maintenance Interval 

The method for determining the scheduled maintenance tasks of Systems/ Power Plants 
(including components and APU's) MRB Report uses a progressive logic diagram. This 
logic is the basis of evaluating each maintenance significant item (MSI) including 
system, sub-system, module, component, accessory, unit, part, etc. Principally, the 
evaluations are based on the item's functional failures and failure causes. After deter-
mining the maintenance tasks, we propose a multi-stage framework based on CBR as 
shown in Fig.1. 

 

Fig. 1. A multi-stage framework for case-based reasoning decision analysis 

2.1   Stage 0: Case Representation 

Maintenance interval cases include plenty of MSG analysis knowledge. It is difficult to 
describe the whole knowledge in detail during case representation. Therefore we 
mainly research “task and object” based analogical case and pick up main attributes 
concerned with maintenance intervals. These attributes are divided into two classes:  

maintenance object knowledge: MSI NO., MSI name, structure, manufacturer, 
function.  

maintenance task knowledge: 
Task category: Lubrication or Servicing; Operational or Visual Check; Inspection 

or Functional Check; Restoration; Discard. 
Failure Effect Category (FEC): 5-evident safety; 6-evident operational; 7-evident 

economic; 8-hidden safety; 9-hidden economic. 

These attributes should be preprocessed, such as one qualitative attribute has one 
kind of description. The MSI name is the case name and the case is stored in hierarchy, 
which is expressed as: 

Case= (P1, P2 …Pi… Pm; I) . (1) 

Where )I;a,...a,...a,a(P c
i

c
in

c
ij

c
2i

c
1ii =  represents ith case, n is the total number of attrib-

utes in a case; c
ija  is the jth attribute value of the retrieved case i; c

iI  is the interval 

attribute value of the ith retrieved case. 
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2.2   Stage 1: Case Selection 

Stage 1 is concerned with the selection of relevant cases, which is a key step and hotspot 
matter of CBR research. ‘Task and object’ based analogical search includes case retrieval 
and selection, among which the well known methods for case retrieval [3][4][5][6][7] 
are: Nearest Neighbor, induction, knowledge guided induction and template retrieval. 
Nearest Neighbor is the most widely used in CBR applications. Considering the 
non-linear similarity, aircraft complexity and human fuzzy thought, we propose a fuzzy 
generalized nearest-neighbor (FNN) matching to compute case similarity. 

2.2.1   FNN Method to Determine Interval Similarity 
Through plenty of data computations, we find, when computing attribute similarity, 
that there is a strengthened favorable effect when the attribute is important and the 
similarity measure on this attribute is high; there is an strengthened adverse effect when 
similarity measure is low and weight is important; it weakens the weighted similarity 
measure to prevent an unimportant attribute from dominating the overall similarity 
when the similarity measure on this attribute is high. Therefore, a Non-linear similarity 
formula is shown below. 

kc
i

t
iii )]a,a(sw[l ⋅=  . (2) 

Where wi is normalized for denoting the importance of the ith attribute towards the 

determination of overall similarity; )a,a(s c
i

t
i is pair-wise similarity measure of the ith 

attribute of target problem T and an case C. (low, medium, high) and (light, medium, 

important) are linguistic terms defined on )a,a(s c
i

t
i  and wi, respectively. The mem-

bership functions for the linguistic terms of )a,a(s c
i

t
i  and wi are shown in Fig.2. k is the 

exponent of the distance function for the corresponding target and retrieved attribute 
values. k value is shown in table 1. 

)( sµ )( wµ

ws

 

Fig. 2. Membership functions of the linguistic terms of the similarity measure(s) and weight(w) 

Table 1. k value 

Rule  j If    wi; )a,a(s c
i

t
i  Then k 

1 important; high 1 
2 important; low / light; high 4 
3 others 2 
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(1) Calculation )a,a(s c
i

t
i  

)MINMAX(

aa
1)a,a(s

ii

c
i

t
ic

i
t
i −

−
−=  . (3) 

For quantitative/numerical attributes, t
ia  and c

ia  are the ith attribute of the target 

problem and the old case, respectively. MAXi and MINi are the maximum and mini-
mum values of the ith attribute respectively. For qualitative/symbolic attributes, 

)a,a(s c
i

t
i  can be represented using the formula: 

==
otherwise,0

aa,1)a,a(s
c
i

t
ic

i
t
i  . (4) 

(2) Determination weight wi 

The attribute weights can be determined by experts. To reflect all the options of the 
experts including, Administrator, Operator and Manufacturer, this study uses the 
fuzzy group decision making weighting method. The fuzzy weights of the attribute 
can be determined as follows: 

∀=
∀=

==∀=
==

k,i},wmax{w
k,i},w{geomeanw

3p,p~1k,i},wmin{w
n~1i],w,w,w[w

ikir

ikim

ikil

irimil

~

i

 . (5) 

Where n denotes the total number of attributes, p represents number of experts, wik is 
the weight of attribute i judged by expert k, wil denotes the minimum weight of attribute 
i judged by all of the experts, wim represents the average weight of attribute i judged by 
all the experts, and wir is the maximum weight of attribute i judged by all the experts. 

Next we should ‘defuzzify’ the fuzzy weight numbers into crisp values based on the 

concept of the Chen and Hwang method [8][9]. The crisp score of a fuzzy number 
~

iw  

is expressed as follows: 

]w,w,w[w rml

~

i = , 0<wl<wm<wr. The membership triangular function for 
~

iw  is 

defined as follows: 

=µ )x(~

iw

ml
lm

l wxw,
)ww(

)wx( ≤≤
−

−

rm
rm

r wxw,
)ww(

)wx( ≤≤
−

−

 

. 

(6) 
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The right score is determined using: 

)]x()x(u[supR ~

iw
max

x
S µ∧=  . (7) 

The left score is determined using: 

)]x()x(u[supL ~

iw
min

x
S µ∧=  . (8) 

Where a maximizing set and a minimizing set are: 
≤≤−=µ

otherwise,0
1x0,x1)x(min .

≤≤=µ
otherwise,0

1x0,x)x(max .

the total crisp score of 
~

iw  is determined using: 

2

L1R
w SS'

i
−+=

 
 (9) 

Next wi
` should be standardization disposal using: 

=

=
n

1i

'
i

'
i

i
w

w
w  . (10) 

(3) Overall similarity assessment 
Similarity measures along qualitative attributes and quantitative attributes are aggre-
gated to obtain a synthetic similarity. Aggregation of similarity measures of quantita-
tive attributes is formulated as 

=

==
3

1j
j

3

1j
jj

c
i

t
ii

v

lv

))a,a(s,w(f  . (11) 

∈

=
Ai

c
i

t
iiA ))a,a(s,w(f)C,T(S  . (12) 

For each rule, vj is determined by aggregating the truth values (i.e., membership val-
ues) of all linguistic terms through algebraic product, such as the first rule expression is  

))a,a(s()(v c
i

t
ihighiimportant1 µ⋅ωµ=  . (13) 

If wi is important and )a,a(s c
i

t
i  is high, then v1=1. 

f(·) is a nonlinear function of wi and )a,a(s c
i

t
i  . 

lj is the weighted similarity measure adjusted by the user under the conditions pre-
scribed in the premise of the jth rule. 
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SA(T,C) is an overall quantitative attributes similarity of the target problem T and an 
old case C, A is the set of quantitative attributes. 

Aggregation of similarity measures of qualitative attributes is formulated as 

=
⋅=

h

1i

c
i

t
iiL )a,a(swS  . (14) 

Where h is the total number of qualitative attributes. 
The total similarity assessment function is then reformulated as 

S(T, C) =SL+SA(T, C) . (15) 

2.2.2   “Task and Object” Based Analogical Case Selection 
Case selection can be processed using the formula as: 

S(T, C) , 0 1 . (16) 

Where  is the similarity threshold value. The subset of “task and object” based ana-
logical cases can be changed by varying the value of . The maintenance task and 
object of the selected cases must be just the same as the target case, otherwise we omit 
the selected cases. 

2.3   Stage Two: Case Adaptation and Retention 

There are various ontological classifications of case adaptation methods based on dif-
ferent criteria [10][11][12], each adaptation method has its applicable qualification, it is 
difficult to provide a general guideline for formulating case adaptation rules. For 
maintenance interval matter, null adaptation applies if the retrieved case matches en-
tirely with the target problem, which is a special instance. In most circumstances it is 
about imperfectness match and several cases are worthy references, so we adopt 
compositional adaptation policy. 

After selecting similar cases using the above mentioned FNN methods, the similarity 
of target problem and case can be considered as the similarity of interval between target 
problem and case. Therefore, the interval of target problem can be received by re-
solving attribute similarity formulation (3). However, formulation (3) cannot be re-
solved when there is only one the most similar case. Therefore, for the selected similar 
cases, another method is adopted to calculate attribute similarity via formula (17), and 
then case similarity S(T,Cj) is calculated. 

t
i

c
i

t
ic

i
t
i

a

)aa(
1)a,a(s

−−=  . (17) 

Formulation (17) can be rewritten as adaptation formulation (18). 

=

=
=

)jC,T(S
jI

jI

n

1j jI
n

1'I

c  . (18) 
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where Ij is the interval calculated by the jth case, c
jI  is the maintenance interval of the 

jth case, S(T,Cj) is the similarity between target problem T and case Cj. The interval is 
disposed using formula (19): 

I=INT(
500

I`

+0.5)×500 (19) 

The premise applying formula (19) shows that the task interval is 500 multiple which 
is in favor of the maintenance task pack. The formula can be changed with the actual 
need. 

Table 2. Partial cases originality data 

C NO. MN EM ED ET EB EB EC F 
 l l l l a a a l l 

1 7220 Fan section CFM1 CFM56-5B8 21600 6 5250 1F+4L,9H 6 
2 7220 Fan section CFM1 CFM56-5B9 23300 6 5250 1F+4L,9H 6 
3 7220 Fan Section CFM1 CFM56-5A4 22000 6 4995 1F+3L,9H 6 
4 7220 Fan Section CFM1 CFM56-5A5 23500 6 4995 1F+3L,9H 6 
5 7220 Fan Section CFM1 CFM56-5B5 22000 6 5250 1F+4L,9H 6 
6 7220 Fan Section CFM1 CFM56-5B6 23500 5.9 5250 1F+4L,9H 6 
7 7220 Fan Section CFM1 CFM56-5B4 26500 6 4995 1F+3L,9H 6 
8 7220 Fan Section CFM1 CFM56-5B4 27000 5.7 5250 1F+4L,9H 6 
9 7220 Fan Section CFM1 CFM56-5B1 30000 5.5 5250 1F+4L,9H 6 
10 7220 Fan Section  CFM1 CFM56-5B2 31000 5.5 5250 1F+4L,9H 6 
11 7220 Fan Section CFM1 CFM56-5B3 33000 5.4 5250 1F+4L,9H 6 
12 7231 Fan module IAE V2500-A1 25000 5.4 5074 1F+3L,10H 6 
13 7220 Fan Section CFM1 CFM56-7B18 19500 5.5 5257 1F+3L,9H 6 
14 7220 Fan Section CFM1 CFM56-7B20 20600 5.4 5257 1F+3L,9H 6 
15 7220 Fan Section CFM1 CFM56-7B24 24200 5.3 5257 1F+3L,9H 6 
16 7220 Fan Section CFM1 CFM56-7B26 26300 5.1 5257 1F+3L,9H 6 
17 7220 Fan Section CFM1 CFM56-7B27 27300 5.1 5257 1F+3L,9H 6 
18 7220 Fan Section CFM1 CFM56-5-A1 25000 6 4995 1F+3L,9H 6 
19 7220 Fan Section GE CF34-8C1 12670 4.9 2335 1F,10H 9 
20 7220 Fan Section GE CF34-8C5 13690 4.9 2335 1F,10H 9 
21 7221 Fan wheel RR AE3007A 7580 5.3 1608 1L,14H 9 
22 7220 Fan Section CFM1 CFM56-7B22 22700 5.3 5257 1F+3L,9H 6 

Case NO.-C; MSI NO.-NO.; MSI Name-MN; Engine Manufacturer -EM; Engine Designa-
tion-ED; Engine take off thrust (lb)-ET; Engine Bypass ratio-EB; Engine Basic weight (lb)-EB; 
Engine Compressor stages-EC; FEC-F; l -qualitative attribute; a -quantitative attribute  

3   Experiments 

We have validated above methods using many tests. Now taking fan section in ATA72 
(engine) as an example. At first one of maintenance tasks is determined as: detailed in-
spection of fan blades, that is, the maintenance task and object are “detailed inspection” 
and fan blade, respectively. The original data of partial retrieved cases are shown in Table 
2; these cases are the same maintenance task category and object as the target problem. 
We selected =0.90. Table 3 lists the CBR results of many tests. The average relative 
error is under 3.21%, then the interval is disposed using formula (19) and maintenance 
tasks are packed, so the result is reliant according to Table 3 and the maintenance interval 
error is entirely rational and receivable for the aircraft preliminary MRB Report. 
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Table 3. Test results 

Test Case similarity CBR Interval Relative Error (%) 
1 0.9733 1027.484 2.748 
2 0.9619 1039.6626 3.966 
3 0.961 1015.9854 1.599 
4 0.9453 1032.708 3.271 
5 0.9827 1017.6354 1.764 
6 0.9637 1037.8217 3.782 
7 0.9541 1048.1826 4.818 
8 0.9541 1030.2155 3.022 
9 0.9541 1039.1991 3.92 

Average relative error (%) 3.21 

4   System Realizations 

Using above CBR methods, we develop CBR-MRBR decision support system. The 
developing tool is Visual C++, Data Base (DB) uses Microsoft SQL Server and Case 
Base (CB) includes many air types’ data. The structure of CBR-MRBR is shown in 
Fig.3.  

 

Fig. 3. CBR-MRBR Structure 

System working process is as follows: in the prophase, the engineer and analyzer 
build MSI database, similar aircraft Case Base and Knowledge Base (KB) including 
MSG analysis knowledge; in the middle phase, the integration reasoning machine 
(IRM) determines MSI maintenance tasks using the knowledge in the KB and DB, then 
retrieves in the CB, and reasons to receive the satisfying maintenance interval, so de-
velops the preliminary System MRB Report and stores the case in the Case Base. In the 
anaphase, CBR-MRBR creates or prints MRB Report and all kinds of forms according 
to users’ requirements. What’s more, alone with aircraft application data gathering, 
maintenance interval modeling is done which is stored in the model base (MB) and 
used to amend the maintenance interval previously. It forms a closed loop of producing 
MRB Report. Fig.4 is the interface of maintenance task result and Fig.5 is the interface 
of determination intervals. 
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Fig. 4. Maintenance task result 

5   Conclusions and Future Works 

The paper proposed a multi-stage framework for determination maintenance intervals 
in aircraft MRB Report using CBR, which uses fuzzy generalized nearest-neighbor 
matching (FNN) to retrieve case and fuzzy Group decision making to determine at-
tributes’ weight. What’s more, we adopted compositional adaptation policy to adapt 
cases. The approach applies especially to the detailed design period of developing new 
aircrafts without prototypes. 

We illustrated the proposed approach in Engine fan section. The average relative 
error is under 3.21%, which is receivable for the aircraft preliminary MRB Report. 
Later we developed the CBR-MRBR decision support system, which realized the in-
telligence of computer-aided MRB Report and improved the efficiency of MRB Report 
job. 

What’s more, the maintenance tasks and intervals generated by the CBR-MRBR 
system should be submitted to the aircraft Industry Steering Committee for review and 
approval.  

Future work will be focused on developing the whole MRB Report using CBR. The 
information needed to determine optimum intervals is ordinarily not available until the 
aircraft is put into service. The difficulty of establishing "correct" intervals for main-
tenance tasks is essentially an information problem and an issue that persists 
throughout the operating life of the equipment. 
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Fig. 5. Determine interval result 
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Abstract. Object detection is very important to service robots. Many tasks for 
service such as delivery, cleaning, and health-care for elderly people are 
strongly related to objects. Conventional approaches for object detection are 
mainly based on the geometric models, because they have been applied to static 
environments. In indoor environments having uncertainty, they have limitation 
in some situations where interesting objects are occluded by other ones or small 
in the scene. Context information can be helpful to overcome these uncertain 
situations. In this paper, we adopt objects as context information to allow for 
service robots to predict the probability of interesting objects through observed 
ones. For this, an object relationship model based on Bayesian network (BN) 
and integration method are proposed. Experimental results confirm that the pro-
posed method predicts the objects very well. 

1   Introduction 

The studies of object detection and scene understating using visual sensors for service 
robot are important. Conventional approaches mainly used in industrial environments 
mainly obtain the information from images based on predefined geometric models, so 
they have shown limitations in uncertain situations when objects are occluded by 
other ones or small [1]. Since the service robots reside in human environments such as 
home and office, it is very important to manage them. Knowledge-based approaches 
can be a good choice to manage these uncertain situations, because they can give 
robots context information to resolve the uncertainty. Bayesian network (BN) is well 
known as a good method to represent the degree of uncertainty of some facts in a 
probabilistic framework [2]. There are many relevant works as follows. 

Table 1. Relevant works 

Researcher Year Context Modeling method 
Socher 2000 Voice Bayesian network 

Luo 2003 Location Bayesian network 
Song 2005 Object Bayesian network 

In this paper, BN model is adopted to represent the relationship between objects 
and the probability of object being present for object detection for service robots. It 
can help service robots to detect objects. 
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2   Bayesian Network Modeling 

Bayesian network is the DAG (directed acyclic graph) model to evaluate the belief of 
variables using the dependency between them based on the Bayes’ rule. The nodes 
represent random variables while the edges denote the dependencies of them. The two 
nodes linked by an edge have the joint probability distribution respectively, in which 
the parent has prior probability, and the child has the conditional probability in the 
context of parent’s states. 

In many applications, BN has shown a good performance, but it is also known that 
the modeling process of BN has difficulties in several perspectives such as complex-
ity of modeling according to scalability of domain and eliciting parameters for condi-
tional probability [2]. For this, in the mid 1990’s, Laskey et al. proposed the modular-
ized design method under object-oriented paradigm for modeling military situation. 
They proposed the approach to integrate pre-designed Bayesian networks for the 
situations by integration methods like noisy-min [3]. 

We propose a novel BN structure based on a common-cause structure, binary-cross 
conditional probability table (CPT) setting method, and the method integrating the 
basic BNs with high-level BN using virtual nodes for object relationship modeling. 

3   Object Relationship Modeling 

To make object relationship, it is required to define the criteria of their relationship. 
Activities can be used for explaining the purposes of objects existence. Activity the-
ory supports this idea. Our modeling process is composed of two stages: object-stage 
and activity-stage. In object-stage, the basic relationships called primitive BNs are 
defined between objects. They are small relatively, so it is easy to make them. Next 
stage, they are integrated for extending the object relationships if it is needed for rea-
soning. Fig. 1 shows the overall process of modeling. 

Object Level

Virtual node

Activity

Object

Defining Object Object Modeling Defining Activities Integration

Object stage Activity stage

Activity Level

Primitive
Activity

Object Level

Virtual node

Activity

Object

Defining Object Object Modeling Defining Activities Integration

Object stage Activity stage

Activity Level

Primitive
Activity

 

Fig. 1. Modeling Process 

After explaining about the service robot and the domain in this section, the pro-
posed BN model will be described. 
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3.1   Service Robot 

We construct the BNs in the environments of 15 places and 29 objects. The environ-
ments are summarized in Table 2. 

Table 2. Service environment 

Category Contents 

Places (15) 
Lecture room, Meeting room, Seminar room, Computer room, Prof. of
fice, Admin. office, Guard office, Lab., Hallway, Stair,  Hall, Elevator,
 Toilet, Former Toilet, Rest room 

Objects (29) 

Table, Side Chair, Castor Chair, Lectern, Cabinet, Bookcase, Garbage 
can, Sink, Seat toilet, Wall clock, Air conditioner, Telephone, Desktop
 PC, Notebook PC, Mouse, LCD Monitor, Keyboard, Beam Projector, 
Projection Screen,  Audio, Speaker, Microphone, Wall white board, Ca
stor white board, Partition, Curtain, Water bucket, Door, Window 

The proposed BN models in this paper are used for predicting the probability of 
registered objects by the discovered ones. When the robot executes detection, he can 
decide whether it is needed to try further detection. 

3.2   Activity Theory 

Activity theory gives us theoretical background of our idea that uses activity as the 
criterion of defining objects relationship. Vygosky suggested the simple activity 
model ‘subject-tool-object’ in 1920s. It helps us to explain why the objects (tools) 
exist together, because they are used for the same purpose (activity). Activity also has 
the property that can be subsumed by other activities like goals. This property can be 
also used to make the relationship and promote us to use hierarchical structure (tree 
shape) for modeling. 

3.3   Object Stage: Primitive Bayesian Network 

The primitive Bayesian networks are tree structures that each node has one parent and 
binary state, and they are composed of four kinds of basic nodes: activity node ( )A ,

class node ( )C , object node ( )O , and virtual node ( )V . The summary for every node 

and the hierarchical relations are as follows. 

• Virtual node: k jV Observed Object= , Adjusting relationship between objects 

• Object node: 1 2 1 1 2 1can include{ , ,... , } { , ,... , }j l l w wO Object Object Object Object V V V V− −∪ ,

Representing observed objects or probability of target objects 
• Class node: 1 2 1 1 2 1can include{ , ,..., , } { , ,... , }i n n m mC C C C C O O O O− −∪ , Criterion of de-

tailed object relationship 
• Activity node: 1 2 1 1 2 1can include { , ,..., , } { , ,... , }p n n m mA C C C C O O O O− −= ∪ , Root node, 

Criterion of primitive activity BN 
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We define the relationship of objects as four types. They are described as follows: 

• Equality: ( | ) ( | )P X Y P Y X=
• Part-of: ( | ) ( | ) 1P Y X P X Y= =
• Inequality: ( | ) ( | ) ( | , ) ( | ), ( | )P X Y P Y X and P Z X Y P Z X P Z Y≠ ≠
• Independence: ( | ) ( ) ( | ) ( )P X Y P X or P Y X P Y= =

Equality relationship means that influences between two objects are equal. Part-of 
relation is the special case of equality. This is the case one object is the part of other 
one like door and door handle. Inequality relationship is the case that two objects have 
different influence to each other. That is, one object is necessary condition for the 
other one. In general the objects that are used with many other objects are necessary 
condition for another one, because they have little information according to informa-
tion theory. Independence relationship means that there is no influence between ob-
jects, so it is not under consideration. Structures mentioned above are shown in Fig. 2. 

Class

ObjectA ObjectB

Object

ObjectA ObjectB

Include Include

Class

ObjectA ObjectB

v.ObjectB

Equality Part-of Inequality

Fig. 2. Defined structures (v means virtual node) 

We set the value of CPT of the BN model as follows. 

,j i( | ) 1 (child parent is thestateof parent)
i

j i
parent

P child parent =
(1)

( | ) ( | )yes yes no npP child parent P child parent= (2)

In this way, we can keep the probability distributions of all nodes uniformly after 
belief-updating without evidences. This is important for prediction. Next formula 
explains about this.  

Suppose α represent the probability of P(Childyes|Parentyes) and assign 1- α to 
P(Childyes|Parentno) (following to formula 1 ) then we can maintain the probability of 
all nodes as (0.5, 0.5) in the case that there are no evidences in the network having the 
uniform prior probability of activity node. This method allows us to just decide the 

( | ) ( | ) ( )

( | ) ( )

0.5 (1 ) 0.5
0.5  ( we can use the same formula for ( | ) )

yes yes yes

yes no no

yes

no

P Child Parent P Child Parent P Parent

P Child Parent P Parent

P Child Parent

α α

=
+

= × + − ×
=
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value called as ‘influence value’ P(Childyes|Parentyes) to express the degree of rela-
tionship. If the influence value of child node has large one, it means it has large influ-
ence to other nodes belonged to the same class. This method is called binary-cross 
probability setting due to their formation when they are represented in the CPTs. 

3.4   Activity Stage: Integration 

If primitive BNs can be properly combined together, it becomes easier to extend and 
represent the object relationship. For this, we propose the method for integrating 
primitive BNs properly with high-level BNs (Activity BNs). This is efficient to make 
object relationship in the view point of reusability. Fig. 3 (left) shows the overall 
models. 

Evidence Probability of ObjectEvidence Probability of Object  

<PrimitiveBNs> 

 ComputerWorking; Studying; Sitting; 

</PrimitiveBNs> 

<ActivityRelation> 

 Presenting ComputerWorking 0.8; 

 Presenting Studying 0.7; 

 Studying Sitting 0.7; 

</ActivityRelation> 

 

Fig. 3. Left: Overall models. Right: scripts for integration (presenting) 

ActivityRelation describes the Activity BN structure. The values of root nodes of 
Primitive BNs are used for influence value of virtual nodes, the leaves of activity 
BNs. The process of inference is as follows.  

1. Compute P(root node | Evidence) of primitive BNs 
2. Construct activity BN following to the scripts in the Activity Relation 
3. Make virtual nodes that have influence value computed in step 1 as the child 

of corresponding activity nodes in the activity BN 
4. Set the evidence to virtual nodes and update the belief 
5. Set the prior probability of primitive BNs with the new values of activity 

nodes. (Priornew= 0.5 + ActivityactivityBN – of v.ActivityactivityBN, is influence 
value) 

6. Inference the value of interesting object 

4   Experimental Results 

Experiments are carried out to verify the performance of the proposed BN model in 
five different places (Computer room, Laboratory, Rest room, Conference room, and  
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Seminar room). We use BN model that represents the presenting-activity for detecting 
beam-projector existing in Conference room. It is designed by composing 5 primitive 
BNs: ComputerWorking, Audio working, Projecting, Studying and Sitting. 

We assumed that the service robot would move from place to place and the  
objects are detected randomly, and recorded the values and hit rates to predict the 
probability of target objects being present in each place. Fig. 4 shows the results.  

Fig. 4. Accuracy rates at each place 

The probabilities of the beam-projector being present in each place were observed 
under a threshold of 70% (this value is the best one of our experiments) until the robot 
was able to find five objects. The overall results shows 87.25% of accuracy, that is 
reasonable, but it denoted also that a false-positive error is likely to occur in similar 
environments (especially Computer room) that contain many objects related to a 
beam-projector. 

5   Conclusion 

In this paper, we proposed the BN model for predicting target object when the service 
robot acts in indoor environment and the method to integrate them for making a large 
scale BN for efficient design. For efficient design, we design BN by combining small 
BNs for overall structure, and propose binary-cross parameter setting method. The 
experiments show the proposed BN has good performance. 

For the future works, we will devise ensemble method of the results from diverse 
BNs for improving the performance, and study a way to make primitive BN relation-
ship dynamically according to the situation. 
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Abstract. In this paper, we propose an intelligent middleware framework based 
on the concept of the autonomic computing. Because decisions for optimizing a 
system are highly dependent on the status of the system in the near future, pre-
dictions of the status can boost up the performance of system. Bayesian net-
works that are frequently used in the domain of user modeling are adopted as a 
diagnosis engine. Since there are many different kinds of behavioral patterns, it 
is impossible to model all of them into a single model. A Bayesian network is 
learned for each typical behavioral pattern. Experimental results show that the 
proposed method offers a promising way of intelligent middlewares. 

1   Introduction 

Component-based applications are independent of component’s location and flexible 
in the change of its structure. When a user makes use of a process or takes a service 
from a server using internet at distributed environment, a middleware organizes a 
component set of applications for a user on real time to satisfy user’s request. Mean-
while, it can optimize components structure of an application for improvement of the 
performance according to a user’s environment. Such a process is called as autonomic 
computing [1], which is a skill for the development of an adaptive application reflect-
ing immediately to changing system and updating its function by component insertion 
or deletion. It continuously optimizes itself to provide a service requested, given the 
state of a user's environment. 

This paper proposes an intelligent middleware using Bayesian networks for auto-
nomic computing, which is more flexible. Because Bayesian network is based on the 
probability theory, it can naturally deal with such uncertainties without any significant 
effort. Also, it can provide two directional inferences (forward and backward). Intelli-
gent middleware consists of data collection, performance analysis and component 
configuration or reconfiguration. When a user operates a distributed application at the 
circumstance of distributed systems, the middleware collects information about the 
system and the component set. After processing collected data, they are inputted to 
the diagnosis engine and used as evidences of Bayesian networks in the diagnosis 
engine for the performance analysis and the system diagnosis. The inferred result 
from the learned Bayesian network can be used to make the decision of component 
swapping.  
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2   Diagnosis Engine Using Bayesian Networks 

System resources and the user’s behavior are considered as relevant information 
sources to infer future resource levels. System resources include the speed of the 
network, free memory, CPU usage, and the type of device. User behavior can be mod-
eled from the history of application execution, whether the system is on or off, usage 
time, and the switching of tasks. Eric Horvitz et al. attempted to model the user’s 
behavior patterns through activities on the desktop with the help of a camera and 
acoustic sensors [5]. Because our platform assumes the reconfiguration of middle-
ware, the information sources for inference are at a relatively lower level than those of 
application reconfiguration. 

1: /* n : Number of variables */ 
2: /* A[i,j] : Score gain when an edge from the jth node to the ith node is connected */ 
3: /* Score(B) : Score of Bayesian network structure B */  
4: /* Score(B, j i) : Return a score when B has an edge (j i) */ 
5: /* Find_Max(A) : Return an edge (j i) that has the maximum A[i,j] */ 
6: /* Min : minus infinity */ 
7: /* )( ixAncestors : A set of nodes that have a path from the node to ix  */ 

8: /* )( ixDecendants : A set of nodes that have a path from ix  to the node */ 

9: /* Stop(); If all (i,j), A[i,j]  0 or A[i,j]=Min then True */ 
10: FOR i=1 to n { φ=)( ixPa ; } 

11: FOR i=1 to n FOR j=1 to n 
12:    IF i  j THEN A[i,j]=Score(B, j i) – Score(B); 
13: WHILE(TRUE) { 
14:    (i, j)=Find_Max(A); 
15:    IF A[i,j]>0 THEN }{)()( jii xxPaxPa = ; 

16:    A[i,j]=Min; 
17:    FOR a=1 to n  FOR b=1 to n  
18:       IF ){)( jja xxAncestorsx ∈  && ){)( iib xxDecendantsx ∈  

19:       THEN A[a,b]=Min; 
20:    FOR k=1 to n {IF A [i,k]>Min THEN A[i,k]=Score(B, k i) – Score(B); } 
21:    IF Stop()==True THEN break; 
22: } 

Fig. 1. Overview of the greedy search for Bayesian network 

We use >< BB θ,  to denote a Bayesian network with a structure B  and probabil-

ity parameters .Bθ  >< BBP θ,  denotes the joint probability distribution of all the 

variables of this network. A possible structure of a Bayesian network can be drawn as 
a directed acyclic graph. ),,( EVB = where the set of nodes },...,,{ 21 nxxxV =  repre-

sents the domain variables and ,E  a set of arcs, represents the direct dependency 

among the variables. For each variable ,Vxi ∈  the conditional probability distribution 

is )),(|( ii xPaxP  where )( ixPa  represents the parent set of the variable .ix  

∏
=

=>=<
n

i
iinB xPaxPxxxPBP

1
21 ))(|(),...,,(,θ  
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Bayesian probabilistic inference is one of the most popular models for inference 
and representation of environments with insufficient information [6][7]. Usually the 
structure is designed by an expert. To develop appropriate Bayesian networks for this 
specific problem given a little prior knowledge, learning is essential. Using a scoring 
function that returns a numerical value for the appropriateness of the given data in the 
Bayesian networks, search algorithms such as greedy and genetic algorithms attempt 
to maximize the score.  

From an empty network with no edge, the greedy algorithm repeats the procedure 
of adding an edge that maximizes a score gain on the current structure and fixes the 
new structure as a current one until the structure converges. Though the algorithm can 
get stuck in the local minimum, it can perform well if the number of variables is rela-
tively small. If the number of variables is large, a global search algorithm such as a 
genetic algorithm is a more appropriate choice. In this domain, we assume that rele-
vant variables are selected by the expert and the learning procedure is conducted by 
the greedy algorithm. Figure 1 shows the pseudo code of the greedy search. 

The intelligent middleware adopts the Bayesian network as a diagnosis engine for 
the performance analysis of distributed applications. A structure of Bayesian network 
is important to improve the efficiency of the diagnosis engine. It is difficult to develop 
highly efficient diagnosis engine using only one structure of Bayesian network which 
is suitable for various users. Therefore, the intelligent middleware creates Bayesian 
networks of the diagnosis engine dynamically according to the pattern of users' com-
puter usage. For example, when a user executes a distributed application, the intelli-
gent middleware collects data in advance about system environment and executed 
process list. Such data are used for learning Bayesian networks. The Bayesian net-
work is maintained if the diagnosis engine produces good performance. Otherwise, 
when the engine does not work or the pattern of a computer usage is changed, Bayes-
ian networks will be reconstructed again.  

3   Experimental Results 

Data were collected from a student and a programmer for two hours. After installing a 
monitoring program, they used their computers in the same way as usual. The moni-
toring program collected the usage patterns of specific programs and system resource 
information. The student played continuously an online game with the player of an-
other computer and the programmer worked for programming and accessed steadily a 
database for inquiring data. In addition, they performed several kinds of programs and 
also their systems executed many basic processes for system management. Table 1 
shows the details of the process executed by a user and a system. 

A half of the data which present the proper change of a system state is used for 
training and the remaining is used for test. The purpose of the Bayesian network was 
to infer the future CPU load given the current CPU load and the user’s current job list. 
From the preliminary study, the performance of a distributed application showed 
unexpected quality degradation when the CPU load was kept 100% for more than 5 
seconds, but when the CPU load was kept 100% for less than 5 seconds, it did not 
affect the performance of the application. Sometimes the CPU load became the state 
of 100% for less than 5 seconds. In this case, most of the cases was the time when a 
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user executed new process. It did not make a system problem or degrade the perform-
ance of the system. Otherwise, when the CPU load was kept 100% for more than 5 
seconds, we could predict a system problem led to a system overload. In this paper, 
the Bayesian network infers the probability of the event that CPU is kept 100% for 
more than 5 seconds.  

Table 1.  List of process executed by a user and a system 

 List of processes 

User 1 

SystemIdleProcess, System, smss, csrss, winlogon, services, lsass, ati2evxx0, sv
chost0, svchost1, svchost2, svchost3, svchost4, spoolsv ,ati2evxx1, explorer, V3
monnt, V3monsvc, myLinker, DrVirus, ctfmon, msmsgs, trayapp, alg, LCDPlye
r, wscntfy, CDSLicenseMng, conime, taskmgr, CpuUsage, ProcMon, TalesWea
ver, InphaseNXD, IEXPLORE, skcbgm, npkagt, regsvr32, npkcsvc, npdownv 

User 2 

SystemIdleProcess, System, smss, csrss, winlogon, services, lsass, svchost, spo
olsv, explorer, MsgPlus, monsysnt, v3p3at, daemon, ctfmon, ProtHelp, ClientS
M, conime, ahnsdsv, ahnsd, AszTray, monsvcnt, v3impro, msnmsgr, putty, TO
AD, notepad, editplus, CpuUsage, ProcMon, EMEDITOR, IEXPLORE, v3syso
n, rundll32, npcopyv, npdownv, NPMON, logon, sucer, supdate, autoup 

 

(a) user 1 

 

(b) user 2 

Fig. 2. CPU load change in the training data (one hour) 



 The Embodiment of Autonomic Computing in the Middleware for Distributed System 1051 

 

(a) user 1 

 

(b) user 2 

Fig. 3. The structure of Bayesian networks 

Table 2. Prediction accuracy of the Bayesian networks on the test data 

CPU load is 100% CPU load is not 100% Accuracy  
User 1 User 2 User 1 User 2 User 1 User 2 

CPU load 
is 100% 

1275 17 83 3 93.88% 85.00% 

CPU load 
is not 100% 

81 5 2135 3572 96.34% 99.86% 

Total 1356 22 2218 3575 95.41% 99.77% 

Figure 2 shows the CPU load changes in the data of user 1 and user 2. Figure 3 
shows the structure of the learned Bayesian networks of user 1 and user 2.  The 
learned networks contain relatively small nodes because some nodes have no edge. 
The structures depend on the computer usage pattern of each user, which led to the 
different structures of Bayesian networks for user 1 and user 2. The Bayesian network 
of user 1 has four nodes. For user 2, the Bayesian network has nine nodes. Table 2 
shows the prediction accuracy of the learned models. The Bayesian network for user 1 
shows 95.41% prediction accuracy and the model for user 2 shows 99.77% prediction 
accuracy. 
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4   Conclusions and Future Works 

In this paper, we have proposed a middleware framework for distributed applications. 
Because distributed environments are highly dynamic and contain uncertainties due to 
noise and network delays, it is crucial to develop robust diagnosis engines. Bayesian 
networks can model probabilistic dependencies among random variables provide a 
flexible two-directional inference mechanism (forward and backward inferences). 
Experimental results show that the proposed method is promising enough to estimate 
future states given evidence for selecting proper services. To deal with various situa-
tions, it is necessary to use more than one Bayesian network. In this context, the man-
agement of several Bayesian networks including construction, aggregation, and re-
placement has to be developed as an independent system module. It is also necessary 
to adapt previous learned models given the recently collected data. 
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Abstract. An adaptable designated group signature is presented in this paper. In 
contrast with traditional group oriented signature, the new one laid a strong 
emphasis on how to improve the signer’s efficiency. In fact, this new type of 
designated group signature can be seen as a type of designated verifier 
signature. In contrast with the ordinary designated verifier signature, it does not 
designate one member but several members to independently verify the 
signature. The designated members, who can independently verify the 
signature, come into a group. This scheme can ensure the anonymity of the 
verifiers. This type of signature can be used in such system that the compute 
resource is limited, such as the broadcast protocols of the mobile telephone in 
the mobile networks. 

1   Introduction 

In distributed networks, the traditional group-oriented signature is that only when all 
members in an authorized subset of a given group operate collectively, they can 
generate, conform or deny a signature on behalf of the group. The key skill used in 
traditional group-oriented is secret sharing. The aim of this type of signature is to 
improve the signature security. In many applications, the signer should sign a same 
message for lots of members, and how to improve the signing efficiency comes to be 
a problem. For example, we hope a mobile telephone has broadcast function, that is, it 
can send its signature to several members in the mobile networks. In such situations, 
the compute resource is limited, so signing a same message one by one for all 
designated members overloads the signer. 

If a signer wants a designated member to verify his signature, he can use 
designated verifier signature, such as Chameleon signature [10],[11]. If the signer 
wants several members to independently verify his signature, then he can sign the 
same message one by one for every member. But with this method, the efficiency is 
very low. 

In practical networks, there exist several group models constructed by the 
members. 

Firstly, in distributed networks, all users come into a group, that is, there is no 
member outside the group in this model. There is no member outsider the group wants 
to verify the signature, such as a small scale LAN. 

Secondly, in distributed networks, the users in the different companies or 
institutions naturally come into different groups (this is the second model). In this 
condition, if the signer wants to provide such type signature service, he should have 
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effective ways to prevent the members outside the designated group from verifying 
the signature. 

Thirdly, in distributed networks, the signer just wants several members to verify 
his signature no matter whether these members are in one natural group or not (third 
model). What the signer should do is that he should define a group for these members. 
Then he should find effect way to prevent the member outside the defined group from 
verifying the signature. We can see the third model as a generalizing for the first and 
second models. 

The efficiency of a cryptosystem is not only in his arithmetic but also in the way to 
manage the public keys. To date, the ID based cryptosystem can be seen as the 
substitute for the traditional PKI. Generally speaking, it is much easier to manage the 
ID based cryptosystem than the traditional PKI. In traditional PKI, there is no relation 
between the identity of user A and its public key, and the public key just is a random 
string. When user B wants to send a message to A, B should get A’s authenticated 
public key. In order to solve this problem, it is necessary to establish a public key list. 
The virtue of the ID based cryptosystem is that any user can get his public key from 
his identity information, such as his email address. So, it makes the public key 
management and authentication much easier.  

In the ID based cryptosystem, if the verifier outputs “True”, then it means: 

a) The sender generates this signature with his private key, which is based on his 
identity. 

b) The sender’s ID has been authenticated by TTP (Trusted Third Party). With 
the certificate sent by TTP, the sender can generate his signature. 

It is very important to complete above two aspects in the same time for the ID 
based signature scheme, because it avoids the certificate transmitting and saves 
communication bandwidth. 

Considering the public key management, a novel ID based adaptive designated 
group signature is presented in this paper. In this scheme, before signing a message, 
the signer defines a group by embedding a group tab in the public key of the 
designated members. In contrast with the first and the second models, the signer can 
freely define a group containing the members he wants designated. In first and second 
models, the group is defined by the system. To any member, he can’t get any 
information about other designated verifier from the published values. Then the 
anonymity is realized. 

2   Related Works 

Desmedt first presents the concept of group-oriented cryptography [1] in 1987. The 
problem he wants to solve is that when a sender encrypts a message for a group of 
members, how to make the members to decrypt the ciphertext by cooperation. This 
concept used in signature, then group-oriented signature comes. Generally speaking, 
the key skill of traditional group oriented signature is secret sharing. Papers [2],[3] are 
some researches about this type of signature. 

Shamir first presents the concept of ID based cryptography [4], and designs the 
first signature based on ID. It can greatly decrease the complexity of public key 
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authentication and in fact it is similar to email system. In his scheme, the private key 
mode reverses to that of traditional PKI. That is the private key is generated by the 
master key and member’s public key. In order to preserve the private key secret, this 
process is kept secret. However, practical identity-based encryption (IBE) schemes 
were not found until Boneh and Franklin [5] published their work in 2001. The 
Boneh-Franklin scheme bases its security on the Bilinear Diffie-Hellman Problem, 
and is quite fast and efficient when using Weil or Tate pairings on supersingular 
elliptic curves or abelian varieties. From then on, the pairings come to be an 
important tools to construct cryptosystem, and lots of researches are published, such 
as [8],[9]. 

Chunbo Ma et al. present the concept of group inside signature [6]. In their 
scheme, any one in the same group with the signer can verify the signature generated 
by the signer. This type of signature can be transmitted by broadcast on the Internet. 
Embedding a group tab in the private key is the key skill to construct this signature. 
With this method, the efficiency of signing a message is improved enormously. This 
signature is corresponding to the first model. 

Chunbo Ma et al. present another group-oriented signature in paper [7]. This 
signature is corresponding to the second model. In this scheme, any member in the 
designated group can independently verify the signature generated by the signer. 

The member’s group in paper [7] is naturally generated, and it may be a company 
or an institution on the Internet. It is necessary to embed a group tab in corresponding 
member’s private key, in this aspect, it is similarly to that of paper [6]. The flaw of 
this method is that the signer can’t designate several members in different groups to 
verify his signature. 

3   Backgroud 

3.1   Bilinear Pairings 

Let 1G  be a cyclic additive group generated by P , whose order is a prime q  and 

2G  be a cyclic multiplicative group of the same order q . Assume that the discrete 

logarithm in both 1G  and 2G  is intractable. A bilinear pairing is a map 

e : 211 GGG →×  and satisfies the following properties: 

a) Bilinear: abQPebQaPe ),(),( = . For all P , 1GQ ∈  and qZba ∈, , the 

equation holds; 

b) Non-degenerate: There exists 1GQ ∈ , if 1),( =QPe , then Ο=P ; 

c) Computable: For P , 1GQ ∈ , there is an efficient algorithm to compute 

),( QPe . 

Typically, the map e  will be derived from either the Weil or Tate pairing on an 

elliptic curve over a finite field. Pairings and other parameters should be selected in 

proactive for efficiency and security [12]. 
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3.2   General Scheme 

The signature schemes are made of four algorithms which are the following: 

Initialize: given a security parameter, the key Generating Center (KGC) generates the 
system’s parameters. 

KeyGen: given an identity ID, the KGC computes the private key iS  and send it to 

its owner in a secure way. 

Sign: given a message m  and ID, the algorithm outputs a signature ),,( IDm σ . 

SignVer: given a signature ),,( IDm σ , the algorithm outputs True if σ  is valid, 

otherwise outputs error symbol ⊥ . 

3.3   Security Notions 

The accepted definition of security for signature schemes is existential unforgeability 
under adaptive chosen message attack, which is described in [ 13],[15]. 

Definition: We say that a signature scheme has against an existential forgery for 
adaptive chosen messages attacks property (EF-ACMA) if no polynomial bonded 
adversary has a non-negligible advantage in the following game. 

The attacker performs a polynomial bounded number of requests as follows. 

a) Setup: the challenger β  runs the Initialize algorithm and gives the system 

parameters to the attacker. 
b) Attack phase: the attackerα  performs a polynomial bounded number of 

requests defined as follows. 

i. Key extraction queries. The attacker chooses iID  and the challenger 

responds with KeyGen( iID ). 

ii. Sign queries. The attacker produces a query ),( iIDm . The 

challenger computes id  and outputs Sign(m, iID ). 

c) Forge phase: the attackerα  gives a new signature ),,( *
jIDm σ , where 

the private key of jID  was not asked in the Attack phase, and wins the 

game if the Signature Verification ),,( *
jIDm σ  outputs True. 

We define the advantage of the attacker α  to be αα Pr[)( =Adv win ] . We say 

that the signature is EF-ACMA secure if no polynomial bounded attacker has non-
negligible advantage in the game described above. 

Discrete Logarithm Problem (DLP): Given two elements P  and Q , to find an 

integer *
qZn ∈ , such that nPQ =  whenever such an integer exists. 
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Computation Diffie-Hellman Problem (CDHP): Given bPaPP ,,  for *, qZba ∈ , 

to compute abP . 

4   Designated Group Signature 

Assume that there are n  users naaaa ,,,, 210  in the distributed network. We 

denote the set of naaa ,,, 21  by A . Let Aa ∈0  be the signer who wants to sign 

a message m  and sends it to certain user’s group },,,{ 21 iaaaB = , 

where ni ≤< 0 . The signer 0a  wants that only the designated members can 

independently verify his signature. The group B  is defined by signer 0a . 

4.1   Initialize 

Let 1G  be a GDH Group generated by P , whose order is a prime q  and 2G  be a 

cyclic multiplicative group of the same order q . A bilinear pairing is a 

map e : 211 GGG →× . Define two cryptographic hash functions: 

0H : { } 1
*1,0 G→   1H : *

1
*}1,0{ qZG →×  (1) 

There exist a KGC (Key Generating Center), whose function is to generate private 
keys for corresponding members. 

4.2   Key Generation (KeyGen) 

Let iID  denote the identity of Aai ∈ . KGC selects *
qZs ∈  uniformly at random, 

then ia ’s private key is )(0 ii IDsHS =  and the corresponding public key is 

)(0 ii IDHP = . Any member can compute the public key. The private key generated 

by KGC is sent to corresponding member in secure way. KGC publishes sP . 

4.3   Designated Group Signature Generation (Sign) 

The signer 0a  selects *,, qZtkr ∈  uniformly at random, and publishes the 

value )(0 ii IDkHT = , where Bai ∈ . Then 0a  computes )(1 mHh =  and 

publishes tsPV =0 , tkPV =1 , )( 002 IDrksHV =  and )( 000 IDkHT = . 

The signer 0a  performs the following computing. 

)()( 00 IDsHhr +=σ  (2) 
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The signer 0a generates the signature ),,,,,,,( 0210 iTTVVVm σ  for the 

message m . This signature will be transmitted to the designated members by 

broadcast over Internet. 

4.4   Signature Verification (SignVer) 

The verification can be divided into two steps, the first step is to judge who can verify 
the signature, and the second step is how to verify it. 

1)Judge Verifier. The aim of this step is to judge who can verify the signature. Using 

the value )(0 ii IDkHT = , any one can perform the following step. 

),(),( 1

?

0 VSeVTe ii =  (3) 

If the equation holds, then the corresponding member has the ability to verify the 

signature. The signer 0a  publishes i  values, that is, only i  members have the ability 

to go on verification. 

2)Verify Signature. The member Bai ∈ , who passes above step, can perform the 

verification as follows. 

),(),(),( 02

?

iii ShTePVeTe =σ  (4) 

If above equation hold, then the signature is valid. 

5   Security 

5.1   Correctness 

1)Judge verifier. To the equation (2), we have 

)),((),( 00 tsPIDkHeVTe ii =  ),()),(( 10 VSetkPIDsHe ii ==  (5) 

Only the designated Bai ∈  has the corresponding iS , so only ia  himself can 

verify that whether he is fit for the next verification step or not. After confirming his 

verification ability, ia  uses iT  to perform the following step. 

2)Verify signature. To the equation (3), we have 

))(),()((),( 000 ii IDkHIDsHhreTe +=σ  

                    ))(),(())(),(( 00000 iii IDsHIDhkHeIDHIDrskHe=       

),(),( 02 ii ShTePVe=  

(6) 
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With (2) and (3), we can see that only the designated member corresponding to iT  

can verify the signature. 

5.2   Anonymity 

With the equation (2), any Ba j ∉  can’t distinguish who is the designated verifier, 

because he has no iS  corresponding to iT . The difficulty he gets s  from jS , sP , 

0V , 1V , and 2V  is equal to solving discrete logarithm on elliptic curves. For the 

designated verifier Baa il ∈,  and ij aa ≠ , ja  can’t distinguish whether ia  can 

verify the signature or not. 

5.3   Unforgeability 

Theorem. Suppose the CDH assumption holds. Then our scheme is secure against 
existential forgery for adaptive chosen messages attacks (EF-ACMA). 

Suppose that there are challenger β  and attacker α  in our game. The challenger 

receives a random instance ),,( sPaPP . His aim is to compute asP . The challenger 

β  will run the attacker α  as a subroutine in the EF-ACMA game. Before we begin 

our proof, we have the following lemma. 

Lemma [14]. Suppose α  be a Probabilistic Polynomial Time Turing machine. Given 

only the public data, if α  can find a valid signature ),,( σhm  with non-negligible 

probability, then we can construct an algorithm β  to get two valid signatures 

),,( σhm  and ),,( '' σhm  with non-negligible probability. 

We will use the lemma to prove the theorem. 

Proof. Suppose the attacker α  can forge a signature by adaptive chosen messages 

attacks. Then, we can prove that the challenger β  can solve CDHP with non-

negligible probability, i.e. given aP  and sP , the challenger β  can compute asP . 

In our signature scheme, the challenger β  will interactive with attacker α  by 

simulating 0H , 1H , KeyGen, and Sign. 

At the beginning of the game, challenger β  gives α  the system parameters with 

the master public key sP . The attacker α  designates a member *ID  whose 
signature he wants to forge. 

0H  requests: Setup a empty list 0L . For a query )(0 iIDH , if *IDIDi ≠ , then the 

challenger β  chooses *
qi Zb ∈  uniformly at random, puts the pair ),( ii bID  in the 

list 0L , and answers PbIDH ii =)(0 . If *IDIDi = , then β  puts the pair 

),( ⊥aP  in the list. The iID  is queried only once. 
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1H  requests: Setup a empty list 1L . For a query )(1 imH , the challenger β  

chooses l
ih }1,0{∈  uniformly at random, answers ii hmH =)(1 , and puts the pair 

),( ii hm  in the list 1L . The im  is queried only once. 

Key extraction requests: For a query KeyGen )( iID , if *IDIDi ≠ , the list 0L  

must contain a pair ),( ii bID . Then challenger β  answers KeyGen )( iID  with 

sPbi . If *IDIDi = , then β  outputs ⊥  and stop. 

Sign requests: For a query Sign ),( iIDm , if *IDIDi = , the challenger outputs ⊥  

and reject the query. Otherwise the challenger β  chooses *,, qZtkr ∈  uniformly at 

random and computes. Request 0H , 1H , and KeyGen, the challenger can compute  

)(0 jj IDkHT =  )(1 mHh =  tsPV =0  

tkPV =1  )(02 iIDrksHV =    )(0 ii IDkHT =  
(7) 

where Bai ∈ . The challenger β  computes  

)()( 0 iIDsHhr +=σ  (8) 

and answers Sign ),( iIDm  with ),,,,,,,( 0210 iTTVVVm σ . 

According the above description, the attacker α  can’t distinguish the simulation 
result from the practical. So we say the simulation is perfect. 

After a polynomial bounded number of queries, the attacker α  gives a valid 

signature ),,,,,,,,( 0210 iTTVVVhm σ . Using the lemma, the challenger β  can 

get another valid signature ),,,,,,,,( 0210
''

iTTVVVhm σ , where 'hh ≠ . Then we 

have  

)()( 0
'

0
'

ii IDsHhIDrsH +=σ  (9) 

and  

)()( 00 ii IDhsHIDrsH +=σ  (10) 

Subtracting the two equations )()( 0
''

iIDsHhh −=−σσ , and we have 

=)(0 iIDsH )/()( '' hh −− σσ asP=  (11) 

In other words, given aP  and sP , the challenger β  can use α  to solve CDHP 

if the attacker α  has the ability to forge a signature. It is contradictory to our 
complex assumption.  
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6   Conclusion 

This paper generalizes the result of [6] and [7], and designs a new type of signature: 
adaptable designated group signature. In the new scheme, the signer can define the 
group freely to make all members in the defined group can independently verify his 
signature. What the most different from the paper [6],[7] is that the designated group 
does not naturally come into being, but defines by the signer. In the instance that the 
signer should sign the same message for several members, this scheme can effectively 
improve the signing efficiency. In practice, this scheme can be used in the distributed 
networks, whose member has limited compute ability. 
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Abstract. Home and abroad, the M/W intermediary service bandwidth is be-
tween 3 and 30 GHz. However, recently the bandwidth is getting insufficient 
due to the increasing number of services and the capacities. Thus FPU (Field 
Pick UP) Transmission System, the mobile broadcasting intermediary link, 
needs to be evaluated in the system capacity by means of simulation in order to 
estimate whether or not the number of channels and the places are changeable 
when the bandwidth is rearranged in the future. In this paper, we have modeled 
of Digital FPU link system in M/W band portable digital wireless transmission 
system. Also, we analyzed digital FPU system performance adopt adaptive 
modulation scheme in variable channel environment. 

1   Introduction 

Home and abroad, the M/W intermediary service bandwidth is between 3 and 30 
GHz. However, recently the bandwidth is getting insufficient due to the increasing 
number of services and the capacities. Besides, in line with the feature of radio wave 
propagation, the new telecommunication bandwidth is likely to be under 6GHz, and 
further, it seems essential to rearrange the channels of exiting services due to the 
government's switchover plan to the digital broadcasting television system and the 
next generation ITS & wireless LAN introduction[1][2]. Thus FPU Transmission 
System, the mobile broadcasting intermediary link, needs to be evaluated in the sys-
tem capacity by means of simulation in order to estimate whether or not the number 
of channels and the places are changeable when the bandwidth is rearranged in the 
future. 

In this paper, we have modeled of Digital FPU link system in M/W band portable 
digital wireless transmission system. Also, we analyzed digital FPU system perform-
ance according to fading channel characteristic through the Monte-Carlo simulation 
scheme. In here, fading channel model is used 3-ray multi-path fading model consid-
ering attenuation and time delay with Clarke & Gans channel model using doppler 
shift. And, digital FPU system was evaluated BER performance in Rummler's Two-
ray multi-path fading channel, frequency non-selective fading channel and frequency 
selective fading channel for microwave transmission link channel. 
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2   M/W Band Digital FPU Wireless Transmission System  

In this paper, we have modeled of Digital FPU link system in M/W band portable 
digital wireless transmission system. 

Fig. 1 shows the block diagram of the digital transmission system for the [3][4]. 

 

Fig. 1. Block diagram of FPU system 

2.1   Access Bit Rate 

Table. 1 shows the Access bit rate and Fig.2 shows the block diagram of modulation 
signal in digital FPU. 

Table 1. Connection bit rate (maximum rate/SNG) 

Band Efficiency 
[bit/symbol] 

Modulation 
Mode code rate 

TS+RS 
Rate [Mbit/s] 

Stuffing S 
[symbols] 

6 64QAM (no inner code) 79.056 0 
65.880 0 
59.648 112×16 
44.736 380×16 
33.552 581×16 
29.824 648×16 

5 
64QAM 

(5/6 trellis ) of 32QAM (no inner 
code) 

22.368 782×16 
49.5435 71×16 
44.736 179×16 4 

32QAM (4/5 trellis)  or  
16QAM (no inner code) 

29.824 514×16 
36.85712 80×16 

3 
16QAM 

(3/4 trellis) 33.552 179×16 
24.57142 80×16 

2 
QPSK  

(no inner code) 22.368 179×16 

 

Fig. 2. Block diagram of modulation signal in digital FPU 
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In the event of not being able to transmit through 64QAM Trellis due to transmis-
sion channel problems, it can be presumed to transmit though QPSK of bandwidth 

efficiency 4≤η . During its multi connection with other FPU and TSL, the connec-
tion by commonly used 64QAM trellis without any special rate change is desirable. 

2.2   Insertion of Standard Signal for Waveform Equalization 

Fig 3 shows multiplex system of standard signal for waveform equalization  
The last Q(Quadrature) pluse of standard signal for waveform equalization is the 

symbol of confirmation that since other signs are BPSK, there is 180  phase uncer-
tainty.  The amplitude of standard signal for equalization needs to be the same with 
average amplitude. 

 

Fig. 3. Format of standard signal for waveform equalization 

Table 2 shows mapping value of reference signal for waveform equalization in 
QPSK, 16QAM, 64QAM. Also, the amplitude of equalization standard signal equal-
ize average amplitude. 

Table 2. Mapping value of standard signal for waveform equalization 

Modulation 
Mode 

Value 
Mapping Value 

(I, Q) 
0 (+1, +1) 
1 (-1, -1) QPSK 

Q pulse (-1, +1) 
0 (+3, +1) 
1 (-3, -1) 16QAM 

Q pulse (-1, +3) 
0 (+7, +1) 
1 (-7, -1) 64QAM 

Q pulse (-1, +7) 

3   Channel Model 

3.1   Multi-path Fading Channel Model 

In any wireless communication channel there can be more than one path in which the 
signal can travel between the transmitter and receiver antennas. The presence of  
multiple paths may be due to atmospheric reflection or refraction, or reflections from 
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buildings and other object. Multi-path and/or fading may occur in all radio communi-
cation system[5]. 

To illustrate the basic approach to modeling fading channels, let us consider a mo-
bile communication channel in which there are two distinct paths (or rays) from the 
mobile unit to a fixed base station, as illustrated in Figure Fig 4. 

Fig. 4. Example of a multi-path fading channel 

Fig 4 shows only two paths, it is easily generalized to N-paths. For the N-path case 
the channel output (the input signal to the mobile receiver) is 

=

−=
N

n
nn ttxtaty

1

))(()()( τ . (1) 

Where )(tan  and )(tnτ  represent the attenuation and propagation delay associated 

with the nth multi-path component, respectively. Note that the delays and attenuations 
are shown as functions of time to indicate that, as the automobile moves, the attenua-
tions and delays, as well as the number of multi-path components, generally change as 
a function of time. In (1) the additional multi-path components are assumed to be 
caused by reflections from both natural features, such as mountains, and manmade 
features, such as additional buildings. Furthermore, each multi-path component or ray 
may be subjected to local scattering in the vicinity of the mobile due the presence of 
objects such as signs, road surfaces, and trees located near the mobile, the total signal 
that arrives at the receiver is made up of the sum of a large number of scattered com-
ponents [6]. 

3.2   Clarke and Gans Channel Model 

Clarke developed a model where the statistical characteristics of the electromagnetic 
fields of the received signal at the mobile are deduced from scattering. The model 
assumes a fixed transmitter with a vertically polarized antenna. The field incident on 
the mobile antenna is assumed to comprise of N azimuthal plane waves with arbitrary 
carrier phases, arbitrary azimuthal angles of arrival, and each wave having equal aver-
age amplitude [7].  

Figure 5 shows a diagram of plane waves incident on a mobile traveling at a veloc-
ity v , in the x -direction. The angle of arrival is measured in the yx − plane with 
respect to the direction of motion. Every wave that is incident on the mobile under-
goes a doppler shift due to the motion of the receiver and arrives at the receiver at the 
same time. That is, no excess delay due to multi-path is assumed for any of the waves 
(flat fading assumption). 
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Fig. 5. Illustrating plane waves arriving at random angles 

For the case of a vertical 4/λ  antenna )5.1)(( =αG , and a uniform distribution 

πα 2/1)( =p  over ]2~0[ π , the output spectrum is given as 

2

1

5.1
)(

−−

=

m

c
m

Ez

f

ff
f

fS

π

. 

(2) 

Where mf  is the maximum doppler shift. 

3.3   Rummler Fading Channel Model 

One of the most widely used models for terrestrial microwave links operating in the 
frequency range of 4-6 GHz between fixed towers, was developed by Rummler[8]. 

Fig. 6. Three-ray LOS channel model of Rummler 

This model is based on a set of assumptions, and measured data is used to obtain 
numerical values of the model parameters. Given the geometry of  the link and an-
tenna parameters, Rummler hypothesized a three-ray model of the form 

)()()()( 21 τβτα −+−+= txtxtxty . (3) 

Where )(tx  and )(ty  are the bandpass input and output, respectively. The ampli-

tude response of the Rummler model is 

)])(2cos(21[|)(| 0
222 τπ ffbbafH −−+= . (4) 

In this study, regarding the case that the value figure is regularize as 1, and the de-
laying time is 16[nsec], the regularized two-ray channel, in which the delaying signal 
's amplitude b and notch frequency vary, will be modeled and used. 
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4   Simulation Results 

This section analyzes each channel's capacity of FPU transmitting system focusing on 
the BER capacity according to the modulation method in both circumstances of fre-
quency non-selective fading channels and frequency selective fading channels. 

In order to consider 3-ray multi-path fading environment we will make the following 
assumptions: 

1. The channel has three paths consisting of an unfaded LOS path and two 
Rayleigh components. The received power levels associated with each path, and the 
differential delays between the three paths, are simulation parameters. 

2. The Rayleigh fading in the channel affects only the amplitude of the transmitted 
signal, The instantaneous phase is not affected. 

3. The magnitude of the attenuation of each multi-path component is constant over 
a symbol interval and has independent values over adjacent intervals (no Doppler 
spectral shaping required). 

Table 3 shows the FPU link simulation parameter. Table 4 shows the M/W trans-
mission channel simulation parameter. 

Table 3. FPU link simulation parameter 

Modulation 
Mode 

TS 
[Byte] 

Block  
Length 

[symbol] 

Reference 
Signal 
Length 

Band Efficiency 
[bit/symbol] 

Bit rate 
[Mbit/s] 

Stuffing 
[symbol] 

QPSK 2 22.368 179×16 
16QAM 4 29.824 514×16 
64QAM 

204 19200 256 
6 79.056 0 

Table 4. M/W transmission channel simulation parameter 

Channel Model Fading Simulation Parameter 
Maximum  

Doppler Shift 
Frequency Speed 

Clarke & Gans 
Non-

Selective 
500 [Hz] 18G 30km/h 

 0P  1P  2P  
τ  

Delay 
Comment 

Non-
Selective 

1.0 0 0.2 0 
Ricean Flat  

Fading 
3-ray Multipath 

fading 

Selective 1.0 0 0.2 8 
Ricean Frequency 
Selective Faidng 

 Attenuation Coefficient 
Band-
width 

Delay(τ ) Rummler 2-ray 
Multipath 

Faindg Selective 0.2   10MHz 16 [nsec] 

Modulation 
Mode 

QPSK, 16QAM, 64QAM 
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Fig. 7~8 shows the BER performance graph of FPU system in frequency non-
selective fading channel environment. Fig. 7 shows the BER performance graph of 
FPU system in 3-ray non-selective Multi-path fading environment. Fig. 8 shows the 
BER performance by modulation mode of FPU system in Glarke & Gans fading  
environment. 

 

Fig. 7. BER performance of FPU system in 3-ray Non-selective multi-path fading environment 

 

Fig. 8. BER Performance of FPU system in Clarke & Gans Non-selective fading environment 
(maximum doppler shift = 500 Hz) 

As a simulation results, we observe that for a given Eb/No, the FPU-QPSK trans-
mission system achieves a lower BER, than other modulation mode in Glarke & Gans 
frequency non-selective fading environment considered doppler shift. BER perform-
ance curve of multi-level modulation (more than 16QAM) undershoot at about 

110− BER more than SNR=15dB.  We could know that FPU-64QAM transmission 
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system is not influence in the system performance even if increase SNR in frequency 
non-selective  fading environment. But, Fig 7~8 show that  the achievable BER per-
formance is better in fading environments with multi-path, than in the fading envi-
ronments with Doppler in 16QAM modulation mode.  

Thus, the results of Fig 7~8 show that the achievable BER performance is better in 
fading environments with multi-path, than in the fading environments with doppler 
shift. 

Fig. 9~10 shows the BER performance graph by modulation mode of FPU system 
in frequency selective fading channel environment. Fig. 9 shows the BER performance 
graph of FPU system in selective 3-ray Multi-path fading environment. Fig. 10 shows 
the BER performance of FPU system in Two-ray Rummler fading environment. 

 

Fig. 9. BER performance of FPU system in 3-ray selective multi-path fading environment 

 

Fig. 10. BER performance of FPU system in Two-ray Rummler fading environment (attenua-
tion coefficient = 0.2) 
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From the results of Fig. 9, we observe that for a given Eb/No, the FPU-QPSK 
transmission system achieves a lower BER, than 16QAM and 64QAM modulation 
mode in frequency selective 3-ray multi-path fading environment. But, BER perform-
ance curve of the FPU-QPSK transmission system undershoot at about 210−  BER 
more than SNR=15dB in 3-ray multi-path fading environment.  

From the results of Fig. 10, BER performance curve of the FPU-16QAM transmis-
sion system is about 510−  at the Eb/No of 12dB when attenuation coefficient is 0.2 in 
Rummler channel environment 

Thus, the results of Fig 9~10 show that the achievable BER performance is better 
in fading environments with attenuation coefficient, than in the fading environments 
with multi-path in frequency selective fading channel environments . 

5   Conclusions 

In this paper, we have modeled of Adaptive Digital FPU link system in M/W band 
portable digital wireless transmission system. Also, we analyzed digital FPU system 
performance adopt adaptive modulation scheme in variable channel environment  

As a simulation results, we could know that the digital FPU system show that the 
achievable BER performance is better in multi-path fading environments, than in the 
fading environments considered doppler shift in the presence of frequency non-
selective fading.  

In the case of multi level modulation more than 16QAM modulation scheme, we 
could know that digital FPU system is not influence in the system performance even 
if increase SNR in frequency-selective 3-ray multi-path fading environment. But in 
the case of Rummler's fading environment, we could know that reception perform-
ance is changed clearly by attenuation coefficient of multi-path fading.  

Therefore, we have come to know that it would be possible to draw the minimum 
SNR through the application of necessary SNR & degree of damping coefficient of a 
reflected wave and improvement method in order to meet the performance required in 
case that the transmission method of more than 16QAM is operated in M/W band. 
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Abstract. Management system is based on agent is divided into two parts such 
as operational and collaborative customer management and analytical customer 
management for ubiquitous environment. This system is in charge of marketing 
automation and customer services which are included in operational and col-
laborative is developed.  And the analytical engine part which can create report 
in using and analyzing data mining technology which is based on the rules with 
collecting customer information is developed, too.  The operational customer 
management part takes part in various channels and customer check and it is 
consisted of many components which are necessary for communication.  This 
was implemented through basis of specialized components and it supports the 
concept of ASP service.  Through the development of a module, which helps to 
use existing data environment more effectively, it supports and creates an envi-
ronment that users can use easily. 

1   Introduction 

The operational part takes part in various channels and customer check and it is con-
sisted of many components which are necessary for communication. The collabora-
tive part is combined with the application of customer check and it is consisted of 
components such as business automation, marketing automation, customer service, 
and support. The data problems which can be created in the real world should be 
indicated, and the tasks which can be solved before data analysis should be suggested, 
and finally the development of appropriate way of analyzing is necessary.  The ana-
lytical which is the major part in this paper is consisted of many components which 
analyzes data using data mining technology. This system consists of the component 
module independently and reusable, so interface is comprised for user convenience. 
Also, it is organized to make easy customizing and maintenance of component mod-
ule.  It is guaranteed the high confidentiality in using tested technology and library 
component system in data analysis technology.  

In section 2, we describe the related study; in section 3, describe the developmental 
environment of customer management system. Finally section 4 describes the result 
and future of the research. 
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2   Related Studies 

Component management system is developed on customer-centered service[1]. This 
means that if we manage the existing customer well, it is possible to sell various prod-
ucts and more expensive products and it is the approach that the marketing fees for 
alluring new customers takes triple the amount of maintaining existing cus-
tomer.  Also, data base marketing and e-mail marketing can be a good means of main-
taining existing customer.  But without solving the convenience of customer, the trial 
through E-mail is questionable. This is the business centered thought but not a real 
component customer management. The realm of management system is included in 
internal process automation, operational automation, E-commerce, marketing automa-
tion, customer data warehousing construction, OLAP and data mining, call center, and 
e-service based on web; and the successful construction of them, the back office sys-
tem  and the integration with Legacy System are important and also they are techni-
cally difficult part[1,2]. Component management system based on agent analyzes 
various data which can be occurred on the web including web log data and it divides 
the data in the different way according to researchers.  In this paper web data are 
divided into log data, customer data, and marketing related data according to the char-
acteristic of acquiring data[5]. The primary problem in analyzing large capacity of 
data is time consuming in calculation.  To solve this problem, hard ware point of view 
and soft ware point of view can be considered such as to extend the capacity of com-
puter memory equipment and to use parallel/distributed computing utilizing many 
central processing units.  Also, in statistical way, it abstracts sample from data base 
and utilizes similar information such as OLAP[3,4].  

In this paper, I use summary for effectiveness of large capacity data.  The original 
purpose of summary table is to manage the statistical summary information into the 
secondary table form and the summary table using this paper is utilized in saving 
structure the step by step information in using data analysis. 

3   Component Composition 

The component management system based on agents developed in this paper is di-
vided into two parts such as operational/collaborative and analytical; and the system 
which is in charge of marketing automation and customer service in operational/  
collaborative is developed.  Operational system manages various channels and  
customer check and it is composed of components which are necessary in communi-
cation. Collaborative is the unified which is combined customer check application and 
it is composed of many components such as operational automation, marketing  
automation, customer service and support. 

The role of engine part is to collect the information from customer and produce the 
report in using and analyzing data mining technology based on the rule which already 
collected the customer information.  The analytical component is a core part of this 
paper and it is composed of component which is using data mining technology and 
analyzing data. The component which was developed in this paper is focused on the 
data which is analyzed in applying various analysis techniques and providing  
the analyzed information to the customer. The most important role in CM system is 
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the data analysis technique for abstracting data and the use of information technique 
of abstracted information which can be provided effectively. So, the research on the 
development of data analysis technique and effective use of information technique are 
very important.  The implemented system can be used easily with simple customizing 
procedure in using on the real web-site which is the same on shopping site.  The prob-
lem in formatting and utilizing the result of data analysis is the consideration of busi-
ness environment. 

 

Fig. 1. Environment of Component 

3.1   System Structure 

The purpose of the general data analyzing applications is to analysis the data which is 
downloaded in various forms.  For example, the data can be downloaded directly or it 
can be used in the saved file form.  Recently, the analysis about the data which is 
saved in the data base is also possible.  But we should know exactly the structure 
about table of data base to use the saved data in data base from application.  In other 
words, without knowing the structure about table of data base which is saved, it is 
difficult to analyze the data.  For example, the data base table is divided into many 
parts and it is essential to join the table to analyze the data. This figure shows the 
service to the customer through analysis procedure and provides the information 
about analysis and feedback to the business manager.  As we can see, management 
system starts from constructing the data warehouse with collecting various data about 
customer. Data warehouse is not for saving the data but for utilizing data.  So, before 
construction, we should consider the kind of data and the form of preparation to ana-
lyze the data.  The content about data preparation is important in system design and 
implementation for analyzing data which is saved in data base and this is different 
from the application for analyzing general data. 
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Fig. 2. Component System Structure 

3.2   Component  

The component which collects the information about customer and shares this infor-
mation with each other is developed to construct the effective system in operational 
part. This is the most basic stage for valuable and much information which is scat-
tered should be collected with the help of web, telephone and mail to support cus-
tomer management in this stage. Operational component which is developed in this 
paper is for analyzing web log data and web site traffic management and effective 
analysis for site should be accomplished. Collaborative is composed of the component 
which can communicative effectively with the customer using information which is 
acquired from operational and analysis about customer.  This is the stage for provid-
ing personalized service and also the value of CCM can be decided in this stage.  So, 
this is the important part because the customer feels directly the concern of business 
to the customer. The component to support operational automation, marketing auto-
mation and customer service are developed in collaborative.   

Analytical system is composed of the component which can abstract valuable in-
formation through data analytical procedure which is collected in operational 
part.  The valuable information which has not known yet can be acquired to satisfy 
the customer request based on those information.  So, the level of customer man-
agement is getting higher and the marketing strategy can be accomplished effec-
tively.  In this stage, the component to analyze data using data mining technology is 
developed.  Analytical is the core part of this paper and it is composed of pattern 
discovery component, product and customer analysis component, multitude compo-
nent, sorting and customer fractionation component, and customer value evaluation 
component.  
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Fig. 3. Consecutive pattern and Sort 

Figure 3 shows a scene which abstracts the consecutive pattern of customer visiting 
web site and sort new visiting customer pattern.  All algorithm and to sort new  
customer, Hopfield network algorithm which is one of network techniques is 
used.  Sorting customer according to visiting pattern is important information to pro-
vide personalized service.  

The purpose of component management system is to maximize the benefit of busi-
ness with strong relationship between customers based on the information about cus-
tomer starting from the acquired data about customer.  To do this, the understanding 
of economical value of individual customer is essentially required.  The economical 
value of customer is varied from high income customer to low income customer. 

4   Conclusions 

In this paper, the system which is appropriate for small and middle business rather than 
large business was developed in ubiquitous environment.  It is easy to use because it 
was developed on the basis of characterized component and also it was developed with 
low price for small and middle business. The necessity of comprehensive system for 
satisfying and solidifying customer desire has been increased.  The system which was 
developed in this paper is helpful in the advancement of customer analysis ability, the 
improvement of management support ability, and the improvement of marketing 
achievement ability, and consequently, it contributes to elevate the marketing ef-
fect.  The development of component which can use the various analysis techniques 
and the detailed strategy for developing more effective system to apply to the real 
business environment are necessary in the near future for ubiquitous environment.  
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Abstract. In this paper, partial least square (PLS) regression is firstly employed 
in image processing. And a new technique coined partial least squares (PLS) 
regression, line-based PLS, is proposed for feature extraction of the images. To 
test this new approach, a series of experiments were performed on the famous 
face image database: ORL face database. Compared with newly proposed two 
dimensional principal component analysis (2DPCA), it can be found that the 
dimension of the feature vectors of the line-based PLS is no more than half of 
the 2DPCA’s while the recognition rate can retain at the same high level. Thus, 
the feature extraction based on line-based PLS regression is a feasible and ef-
fective method. 

1   Introduction 

Partial least squares (PLS) regression is a recently proposed technique that generalizes 
and combines features from principal component analysis and multiple regression. It 
is particularly useful when we need to predict a set of dependent variables from a very 
large set of independent variables (i.e., predictors). In other words, PLS regression is 
competent for the situation that the number of independent variables (i.e., predictors) 
is larger than the number of samples. It originated in the social sciences, especially in 
economy [1], but it became popular first in chemometrics (i.e., computational chemis-
try [2] [3]) and in sensory evaluation [4]. However, up to now, this method has been 
rarely used in image processing. Hence, such kind of attempt was presented in this 
paper. It was first proposed as an algorithm akin to the power method used for com-
puting eigenvectors but it was rapidly interpreted in a statistical framework[5][6]. 

In this paper, the PLS regression was employed to extract features from the image 
matrix. Firstly, the image matrix was transformed into a long vector. Afterwards, the 
PLS regression (also called 1DPLS in this paper) was directly used according to the 
class labels. Then considering the characteristic of the matrix itself, A little alteration 
without using that kind of transformation (called line-based PLS in this paper) was 
made. Finally, in order to evaluate the performances of above two methods, we re-
spectively made a comparison with PCA and 2DPCA proposed by Jian Yang, David 
Zhang et al. [7]. For the sake of impartial comparison, the same database, a famous 
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face image database: ORL and the same classifier: nearest neighbor classifier for 
classification were utilized. Note that the evaluation results of PCA and 2DPCA 
were totally taken from [7]. So it was really very impartial. The final experimental 
results showed that both of those two kinds of approaches, 1DPLS and line-based 
PLS, were more superior respectively to 1DPCA and 2DPCA. They extracted more 
effective features from the images. Therefore, while keeping the recognition accu-
racy on the same high level, their dimensions of feature vectors were respectively 
less than that of 1DPCA or 2DPCA, actually only half of the dimension of 1DPCA 
or 2DPCA. 

The remainder of this paper is organized as follows: In Section 2, the idea and al-
gorithm of PLS regression is described. The experiments and analysis are discussed in 
Section 3. In the end, some conclusions are presented in Section 4.  

2   Partial Least Squares Regression 

2.1   Idea of the PLS Regression 

Let I KX R ×⊂ , I JY R ×⊂ respectively be predictor matrix and response matrix. The 
goal of the PLS regression is to predict Y from X, and at the same time, to describe 
their common structure. Different from the PCA, PLS regression tries to find compo-
nents from X that are also relevant to Y. Specially the PLS regression is to search for 
a set of components (called latent vectors) and it performs a simultaneous decomposi-
tion of X and Y with the constraint that these components explain the covariance 
between X and Y as much as possible. This step generalizes the PCA. It is followed 
by a regression step where the decomposition of X is used to predict Y [8]. 

The PLS regression can decompose both X  and Y as a product of a common set 
of orthogonal factors and a set of specific loadings. So, the independent variables are 

decomposed as TX TP= with TT T I=  with I  being the identity matrix (some 
variations of the technique do not require T to have unit norms). Similar to the PCA, 
T  is called the score matrix and P  the loading matrix (in PLS regression the load-

ings are not orthogonal). Likewise, Y  is estimated as ˆ TY TBC=  where B  is a 
diagonal matrix with the “regression weights” as diagonal elements (see below for 
more details on these weights). The columns of T  are the latent vectors. Note that 

Y is only an evaluation of Y .In general Y  is not equal to Y [9].   
In order to specifyT , additional conditions are required. For PLS regression, this 

amounts to finding two sets of weights w  and c  in order to create (respectively) a 
linear combination of the columns of X  and Y  such that their covariance is maxi-
mized. Specially, the goal is to obtain a first pair of vectors t Xw=  and u Yc=  

with the constraints that 1Tw w = , 1Tt t =  and Tt u  is maximal. When the first latent 
vector is found, it is subtracted from both X  andY , and then the procedure is re-
iterated until X  becomes a null matrix (please see the algorithm section for more 
details) [12]. 
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2.2   PLS Regression Algorithm 

The first step is to create two matrices: E X=  and F Y= . These matrices are then 
column centered and normalized. Before starting the iteration process, the vector u  is 
initialized with random values. (in what follows the symbol ∝ means “to normalize 
the result of the operation”) [10]. 

Step 1. Tw E u∝  (estimate X  weights). 

Step 2. t Ew∝  (estimate  X  factor scores). 

Step 3. Tc F t∝  (estimate Y  weights). 

Step 4. u Fc=  (estimate Y  scores). 

If t  has not converged, then go to Step 1, if t  has converged, then compute the 

value of b  which is used to predict Y  from t  as Tb t u= , and compute the factor 

loadings for X  as Tp E t= . Now subtract the effect of t from both E  and F as 

follows TE E tp= −  and TF F btc= − . The vectors , , ,t u w c and p are then 

stored in the corresponding matrices, and the scalar b  is stored as a diagonal element 
of B . If E  is a null matrix, then the whole set of latent vectors has been found. Oth-
erwise the procedure can be re-iterated from Step 1 on. 

2.3   PLS Regression and the Singular Value Decomposition 

The iterative algorithm presented above is similar to the power method which finds 
eigenvectors. So PLS regression is likely to be closely related to the eigen and singu-
lar value decompositions, and this is indeed the case. For example, if we start from 

Step 1 which computes:
Tw E u∝ , and substitute the rightmost term iteratively, we 

find the following series of equations:  

T T T T T Tw E u E Fc E FF t E FF Ew∝ ∝ ∝ ∝  

This shows that the first weight vector w  is the first right singular vector of the ma-

trix
TX Y . Similarly, the first weight vector c is the left singular vector of 

TX Y . 

3   Experiments and Analysis 

3.1   Database 

The ORL database (htpp://www.cam-orl.co.uk) is utilized which contains images from 
40 individuals, each providing 10 different images. For some subjects, the images were 
taken at different times. The facial expressions (open or closed eyes, smiling or non-
smiling) and facial details (glasses or no glasses) also vary. The images were taken with 
a tolerance for some tilting and rotation of the face of up to 20 degrees. Moreover, there 
is also some variation in the scale of up to about 10 percent. All images are grayscale 
and normalized to a resolution of 92*112 pixels (so the size of image matrix is 112*92). 
Five sample images of one person from the ORL database are shown in Fig.1. 
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Fig. 1. Five samples images of one subject in the ORL face database 

3.2   1D PLS 

In the PLS regression, data table X  has I  rows and K columns. Each row denotes 
a sample and each sample has K  features. But every sample in ORL is an image, in 
other words, a matrix. The most probable method is to transform the image matrix 
into a large vector. (1 10304× ). Some experiments were performed based on this 
concept. At that time, X was a big 10304I ×  matrix and each row denoted a sam-
ple image in the database. And Y  was a 1I ×  vector representing the corresponding 
class labels of all the samples. After fixing X  andY , 1DPLS was employed. Then 
the latent vectors T  were gained which were the principal components of X  and 
simultaneously relevant to Y  (the class information).  Afterwards T  could be used 
as the features extracted from source images.   

Moreover, in order to test its performance, comparative experiments were made us-
ing PCA to extract features from X . At first, an experiment was performed using the 
first five image samples per class for training, and the remaining images for test. Thus, 
the total number of training samples and testing samples was both 200. The trial result 
is shown in Table 1. Experiments respectively with 4,3, 2,1  training sample(s) per 
class were also made. Corresponding results are shown in Table 1, too. Particularly, the 
performance of 1DPCA was tested by Jian Yang, David Zhang [7]. The same database 
and the same nearest neighbor classifier were utilized. Furthermore, for each trial, the 
number of training samples per class was also the same. Note that the values in paren-
theses denote the dimension of feature vectors for the best recognition accuracy. We 
can see that both 1DPCA and 1DPLS can gain the equivalent level of recognition accu-
racy, but the dimension of feature vectors for 1DPLS is less than half of the 1DPCA’s. 

The values in parentheses denote the dimension of feature vectors for the best rec-
ognition accuracy. Note that the best choices of the number of the components for the 
top recognition accuracy depend on the test data and are not known beforehand in a 
real problem.  

Table 1. Comparison of the Top Recognition Accuracy (%) of 1DPCA versus 1DPLS 

#Training  samples /class 1DPCA 1DPLS 

1 66.9 (39) 67.22 (15) 

2 84.7 (79) 81.25 (20) 

3 88.2 (95) 88.93 (18) 

4 90.8 (60) 90.42 (15) 

5 93.5 (37) 93.5 (16) 
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Table 2. Comparison of the Top Recognition Accuracy (%) of 2DPCA versus Line-based PLS 

#Training samples /class 2DPCA Line-based  PLS 

1 76.7(112*2) 75.56 (56*2) 

2 89.1 (112*2) 88.4 (56*2) 

3 91.8 (112*6) 92.5 (56*4) 

4 95.0 (112*5) 96.25 (56*2) 

5 96.0 (112*3) 95.5 (56*2) 

3.3   Line-Based PLS 

The feature extraction based on 1DPLS seems available, but the matrix X  is so large 
that it enormously increases computing complication. So we attempted to use PLS in 
another way. Jian Yang, David Zhang extended 1DPCA to 2DPCA [7]. Liwei Wang 
and Xiao Wang demonstrated that 2DPCA was equivalent to line-based PCA [11]. So 
we tried to use line-based PLS. Since we all know that every pixel’s gray is very close 
to the neighbor’s. Consequently for every sample image, in other words, every sample 
matrix, we took out the first row and finally saved all the first rows as X . An exam-
ple is shown in Fig 2. X  is formed by all the first rows of the three matrices. Simi-
larly, all the second rows were taken out and saved as Y . Then PLS regression was 

used to extract the latent vectors 1T  using X andY . It is obvious that 1T  is the right 

common structure which represents both X andY . And iteratively X denoted all the 

third rows and Y  presented all the fourth rows so 2T  was extracted. The procedure is 

re-iterated until no more rows are left.  

 

Fig. 2. Extract all the first rows and form a new matrix X  
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After the PLS regression process, a three dimensional matrix composed 

by 1T , 2T , , nT  was obtained. At that time, every source image corresponded to a 

small matrix. If the size of source image matrix is 112*92, the number of the samples 
is 400 and two principle components are extracted from X andY  which correspond 
two rows, then the size of the small matrix mentioned previously is 56*2.  Conse-
quently we could use such kind of small matrix extracted by line-based matrix as the 
features of the source image. 
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Fig. 3. Comparison of the Top Recognition Accuracy of 1DPLS versus Line-based PLS 

Similarly to the 1DPLS, we compared line-based PLS with 2DPCA newly pro-
posed by Jian Yang, David Zhang on PAMI [7], see Table 2. The data of recognition 
accuracy using 2DPCA is all taken from the previously mentioned paper. We used the 
same database (ORL) and the same classifier (the nearest neighbor classifier). Only 
the approaches are different. All the values in parentheses denote the dimension of 
feature vectors for the best recognition accuracy by 2DPCA and line-based PLS. So it 
is very rational and fair. From Table 2 it is obvious that line-based PLS can retain the 
same level of recognition accuracy of 2DPCA and simultaneously can sharply reduce 
the dimension of the feature vectors. Figure 3 also indicates that line-based PLS is 
even better than 1DPLS considering recognition accuracy. 

4   Conclusion 

In this paper, PLS regression was firstly employed in image feature extraction. In 
order to test its performance, some experiments were performed on the famous face 
image database, ORL. Moreover, corresponding comparison between PCA and PLS 
was also made. The experimental results showed that PLS could reduce more dimen-
sions of feature vectors than PCA did, while keeping the recognition accuracy on the 
same level. Particularly, line-based PLS performed better than 2DPCA on reducing 
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the dimension of the feature vector. From this point, we can see feature extraction 
based on PLS regression, especially line-based PLS, is a very useful and effective 
approach. 
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Abstract. According to the idea of canonical correlation analysis, a block-based 
method for feature extraction is proposed. The main process can be explained as 
follows: extract two groups of feature vectors from different blocks which be-
long to the same pattern; and then extract their canonical correlation features to 
form more effective discriminant vectors for recognition. To test this new ap-
proach, the experiment is performed on ORL face database and it shows that the 
recognition rate is higher than that of algorithm adopting single feature. 

1   Introduction 

Feature fusion has achieved delightful development in recent years. Feature fusion 
method aims at increasing the recognition rate. Obviously, the feature vectors ex-
tracted from different blocks of the same pattern always reflect the different features. 
Through combining them to get the correlations between them, it will not only keep 
the most effective discriminant information, but also eliminate the redundant informa-
tion. Apparently, this is very important to the classification and recognition. 

Canonical Correlation Analysis(CCA) is a statistical method of correlating two 
multidimensional variables, it deals with the mutual relationships between them. As a 
very important multivariate statistical analysis, CCA has been applied to many fields 
such as speech recognition, signal processing and computer vision etc. 

In the CCA-based pattern recognition technique, Sun et al.[1] used CCA as a fea-
ture fusion method. They argued that the using of correlation features between two 
groups of feature vectors as effective discriminant information is not only suitable 
for information fusion, but also eliminates the redundant information within the 
features. 

In this paper, a block-based method adopting the idea of CCA is proposed. At first, 
divide the image sample into two blocks and extract feature vectors respectively, then 
extract their canonical correlation features according to some definite criterions, and 
to form more effective discriminant vectors for recognition. This method uses canoni-
cal correlation variables between two groups of feature vectors belonging to different 
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blocks of the same pattern as more effective discriminant information. It will increase 
the recognition accuracy, and at the same time, decrease the feature dimensions. 

The final experimental results on ORL standard face database show that recogni-
tion rate is higher than that of adopting the feature of the whole image. This algorithm 
can reflect the essential feature of the images. 

The remainder of this paper is organized as follows: In Section 2, the theory and 
method of CCA are described. In Section 3, the block-based feature fusion method is 
presented. In Section 4, the proposed method has been tested on the ORL face data-
base. In the end, some conclusions are presented in Section 5. 

2   The Theory and Method of CCA  

2.1   The Basic Idea 

CCA was developed by H.Hotelling in 1936 [6]. Canonical correlation analysis can 
be defined as the problem of finding two sets of basis vectors, one for X and the 
other for Y , such that the correlations between the projections of the variables onto 
these basis vectors are mutually maximized.  

Given two zero-mean random variables X and Y, CCA finds a pair of directions 

11w  and 21w  that maximize the correlation between the projections 1 11
Tu w x=  and 

1 21
Tv w y= . In the context of CCA, the projections 1u  and 1v  are also referred to as 

canonical variates. Then the second pair of canonical variates 2u and 2v  can be 

found, which is uncorrelated with  1u  and 1v  and meanwhile also maximize the cor-

relation between 2u and 2v .Repeat like this until all the canonical variates are ex-

tracted. According to studying the correlation of these canonical variates, the correla-
tion between X and Y can be found indirectly. 

2.2   The Theory of Feature Extraction Based on CCA 

Given two zero-mean random variables
1 2( , ...... ) n

nx x x x R= ∈  and 

1 2( , ...... ) m
my y y y R= ∈ , our goal is to extract the canonical correlation features be-

tween x and y  using CCA. 

Considering their linear combination 

1 11 1 12 2 1

2 21 1 22 2 2

...... ,

...... .

T
n n

T
m m

u w x w x w x w x

v w y w y w y w y

= = + +

= = + +
 (1) 

we call 1
T
iw x  and 2

T
iw y  the ith pair of Canonical Variates(CV). Next we will discuss 

how to get CV. Suppose the covariance matrix of 
x

z
y

= can be denoted as 
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11 12

21 22

( ) ( , )
.

( , ) ( )

Var x Cov x y

Cov y x Var y
= =  (2) 

The criterion function can be given as the following: 

. 1 2 1 212

ov( , )
ov( , ) .

( ) ( )
T T

u v

C u v
P P w C x y w w w

Var u Var v
= = = =  (3) 

So the question can been converted to solving of generalized eigenvalue and eigen-
vector of Eqs.(4) and (5). 

1 1 2
1 111 12 22 21

( ) ,w wλ− − =  (4) 

1 1 2
2 222 21 11 12

( ) .w wλ− − =  (5) 

In order to get the solution, suppose that 

1/ 2 1/ 2

1 211 12 22
, ,T TH G H H G H H

− −= = = , 

using Singular Value Decompose(SVD) on H ,we obtain
1

p
T

i i i
i

H d α β
=

= ,where 

2 2 2
1 2 ... pd d d≥ ≥ ≥ are the nonzero eigenvalues of 1G and

2G , iα and iβ are the or-

thogonal eigenvectors of 1G and
2G respectively corresponding to the eigenvalue 2

id . 

We call 

1/ 2 1/ 2

1 211 22
,i i i iw wα β− −= =  (6) 

the i th Canonical Vectors(CVR) of x and y respectively, and we call the linear com-

bination: 

1 1 2,T T
i i iu w x v w y= =  (7) 

the i th Canonical Variates (CV) of x and y respectively. 

3   The Block-Based Algorithm 

There are several conventional rules can be used to combine u and v : 

Max rule: DV=max( ,u v ). (8) 

Min rule: DV=min( ,u v ). (9) 

Product rule: DV=( u v⋅ ). (10) 
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Mean rule: DV= ( )

2

u v+ . (11) 

The steps of this algorithm can be described as follows: 

Step 1: Divide every pattern into two blocks. 
Step 2: Extract two feature vectors(same or different) from the two blocks belonging 
to the same pattern respectively to form X and Y. 
Step 3: Compute the CV, choose the first d pairs of  CV to form u and v. 
Step 4: Use the linear feature fusion strategy Eq.(11) to form the final Discriminant 
Vectors(DV). 

4   Experiments and Analysis 

4.1   Database 

The ORL database (htpp://www.cam-orl.co.uk) is utilized which contains images 
from 40 individuals, each providing 10 different images. For some subjects, the im-
ages were taken at different times. The facial expressions (open or closed eyes, smil-
ing or nonsmiling) and facial details (glasses or no glasses) also vary. The images 
were taken with a tolerance for some tilting and rotation of the face of up to 20 de-
grees. Moreover, there is also some variation in the scale of up to about 10 percent. 
All images are grayscale and normalized to a resolution of 92*112 pixels. Five sam-
ple images of one person from the ORL database are shown in Fig.1. 

 

Fig. 1. Five samples images of one subject in the ORL face database 

4.2   Experiments on the ORL Database 

The experiment is performed using the first five image samples per class for training, 
and the remaining image samples for testing. Thus, both the number of training sam-
ples and that of testing ones are 200. 

In the first experiment, firstly we divide the original training images into two 
blocks with the same size, from the top down, so the size of each block is 56*92. 
Then we extract the singular value feature vectors of each pair of blocks to make the 
two feature space of samples X and Y, at last we combine the two groups of features 
using CCA. 

In this experiment, the 2DSVD[2] method is used to compute the orthonormal  
feature vectors from the two blocks of the training samples, 56*92 dimension singu-
lar-value feature vectors of original image will be reduced to 10*10 dimension re-
spectively. Then we use CCA to extract the CVR and CV, we choose the first d pairs 
of CV to form u and v . Finally we use Eq.(11) to form the feature vectors. Since 

during this process, the CVR 1w and 2w  have been gotten, to the testing samples, we 
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utilize the CVR and Eq.(7) to form the CV and DV of the testing samples. Finally 
after employing the nearest-neighbor classifier, the recognition results are shown in 
Table 1. 

In order to test its performance, the SVD method and the 2DSVD method based on 
single feature is given out. Recognition result is also given in Table.1 by taking the 
nearest-neighbor classifier. 

In the second experiment, we use the same strategy to get X and Y. Here we also 
divide the images into two blocks with different sizes (20% to 80%, 40% to 60%, 
50% to 50%, 60% to 40% and 80% to 20% ), the PCA method is used to compute the 
eigenface of each pair of blocks to make X and Y, then combine them using CCA.  

In the last experiment, we divide the images into two blocks as well as before, then 
use the 2DPCA[4] method to extract the eigenface from the first ones of each pair of 
blocks and the orthonormal feature vectors from the second ones of each pair of 
blocks, after getting two feature space of samples X and Y, we combine them using 
CCA. Here we also divide the images into two different size blocks to get the top 
recognition accuracy. 

In order to test the performance of the block-based method, the PCA and 2DPCA 
method based on single feature is also given out. Recognition results are also given in 
Table 2 and Table 3 respectively by taking the nearest-neighbor classifier. 

Table 1. Comparison of recognition accuracy of SVD,2DSVD versus Block-based Method 

Dimension 2 3 4 5 
SVD 0.58 0.70 0.78 0.74 

2DSVD 0.55 0.75 0.76 0.84 
Block-based Method 0.54 0.83 0.85 0.88 

Table 2. Comparison of recognition accuracy of PCA versus Block-based Method 

Dimension 2 3 4 5 
PCA 0.56 0.56 0.82 0.92 

20% to 80% 0.73 0.89 0.90 0.92 
40% to 60% 0.77 0.91 0.93 0.93 
50% to 50% 0.75 0.90 0.91 0.92 
60% to 40% 0.75 0.89 0.90 0.92 

 
 

Block-
based 
Method 80% to 20% 0.76 0.91 0.92 0.92 

Table 3. Comparison of recognition accuracy of 2DSVD,2DPCA versus Block-based Method 

Dimension 2 3 4 5 
2DSVD 0.55(*2) 0.75(*3) 0.76(*4) 0.84(*5) 
2DPCA 0.64(*112) 0.835(*112) 0.905(*112) 0.90(*112) 

Block-based 
Method 

0.75(*2) 0.85(*3) 0.89(*4) 0.90(*5) 

The values in parentheses denote the dimension of the feature vectors have to multiply by. For example, 
when the dimension of the feature vectors is 16(4*4), the recognition accuracy of our method is 89.0%. 
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4.3   Analysis 

From Tables 1-3, we can see that, the recognition accuracy of our method is higher 
than the other methods which are based on single feature. From Fig.2-3, we can see 
that, our method can obtain much higher recognition rate when the feature dimension 
is very small, that is significant to application. So it suggests that the algorithm pro-
posed in this paper is an efficient feature fusion method. Moreover, by using this 
method, the dimension of feature vectors decrease dramatically. 

 

Fig. 2. Comparison of our method, PCA and 2DPCA 

 
Fig. 3. Comparison of our method, SVD and 2DSVD 



 A Novel Feature Fusion Approach Based on Blocking and Its Application 1091 

The reason why we divide the images into two blocks is that different blocks of 
image contain different information. Although the images were taken at different 
times, the facial expressions and facial details also vary, but the intrinsic features and 
their correlations are stable. The CCA method is good at extracting the correlation 
between two variables. Therefore by combining these features belonging to two 
blocks using CCA, we can extract the relationship (more effective discriminant  
information) between the two blocks, so it is expected that better recognition per-
formance can be obtained and at the meantime, the redundant information within the 
features is eliminated. 

5   Conclusion 

In this paper, an approach based on blocking using CCA is proposed and applied to 
feature fusion and image recognition. Using of correlation features between two 
groups of feature vectors as effective discriminant information is not only suitable for 
information fusion, but also eliminates the redundant information within the features. 
This method uses canonical correlation variables between two groups of feature vec-
tors belonging to different blocks of the same pattern as more effective discriminant 
information. It will increase the recognition accuracy, and at the same time, decrease 
the feature dimensions. 
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Abstract. Inspired by social intelligence of individual’s avoiding harm and 
auto-protect himself, a security-ring model for network information flow is 
proposed. The model extends TCP/IP security protocols and controls dynamic 
security of network information flow in four layers. These layers can cooperate 
to build closed-secure-channels and form a closed security-ring. In the model, 
security-channels have different security grades. The information flows are 
transmitted, deal with transactions, and exchange secret in these channels. The 
model can guarantee static and dynamic securities for information flows. 

1   Introduction  

In the field of information security, in order to guarantee the confidentiality and 
integrality of information, people propose many security models, such as control 
matrix model, multi-grade security model, information flow model, noninterference 
model [1] et al. With more research work, security control policy of information flow 
has begun into the language. A. Labeled summarizes characters of information flow 
models based on languages [2], and has designed the JIF language supporting 
information flow theory by extending on java [3]. Also, V. Simonet presents another 
language Flow Calm [4].  

These two kinds of languages do some explore in monitoring dynamic supervision 
and prevent covert channel. However, the language information flow at the actual 
application still faces following challenges [5]: 1) integrating information-flow 
controls with existing infrastructure; 2) escaping from the confines of pure 
noninterference; 3) managing complex security policies.  

Social intelligence is a kind of capability that people can adjust their behavior 
under different and dangerous conditions to protect themselves [6]. Along with 
complication of application system, it is necessary that social intelligence should be 
introduced into information flow to ensure the confidentiality and integrity for data. If 
information flows have the social ability, not only information flows can smartly 
manipulate complex business, but also automatically protect themselves. This paper 
aims to meet the three challenges mentioned above, and proposes a integrate control 
model for information flow security. 
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2   The Integrated Security Model for Information Flow Security 

2.1   The Security in Social Intelligence  

The meaning of the security of social intelligence includes: 1) People can adjust their 
attitude and behavior according to particular circumstances to protect themselves and 
avoid attacks. To the feature, we call this as secure self-protect intelligence. 2) 
However they counter what complicated transactions, people always keep business to 
be correctly finished. To the feature, we call this as secure transaction-logic-integrity 
intelligence. These two kinds of social secure intelligence should be introduced to 
information flows security model, and provide some useful security mechanisms for 
handling complicated business. In addition, since information flows face with 
complicated and un-trusted environment, they must manipulate more and more fussy 
business. So, we can design flexible security policies according to secure self-protect 
intelligence and establish secure transaction processing mechanism according to 
secure transaction-logic-integrity intelligence for business.  

2.2   The Integrated Security Model 

In order to guarantee the integrated security of network information flow, we design a 
hierarchical control model, which is illustrated in Fig. 1. The main purpose of the 
model is to guarantee the dynamic security, transaction integrity security, self-
adjusting, self-sensing, and self-recovering for information flows. These integrated 
secure measures provide a whole and closed solution for secure management. The 
function of each layer is as follows:  

(1)Security entrance layer: This layer requires the user authentication, having a 
unique user ID, and specifies a security grade of the information flow. All operations 
of the information flow are done in the corresponding secure channel. According to 
the related national security standard, the secure channels of the information flow 
have six secure grades. 

(2)Social intelligence layer: This layer monitors dynamic security features of 
information flow, implements the social intelligence feature to make flows to have the 
capability of self-judging and self-adjusting. Social intelligence layer can get some 
parameters from intelligence interface of information flows, and perceive dynamic 
security state and detect intrusions. 

(3)Business layer: This layer is designed for satisfying business security. For 
requests of information flows, this layer response in forms of transaction, and then the 
transactions be submitted, processed, audited, and logged. If there are any errors and 
defaults, transaction processing immediately is roll backed. By this way, online 
recovery for business can be automatically finished. 

(4)TCP/IP security communication layer: This layer main includes some 
conventional security technologies such SSL, HTTPS, IPSEC•SET etc.. These SET etc.. These 
security methods work in network layer, transmitting layer, and application layer of 
TCP/IP reference model.  



1094 Q. Meng and Y. Ding 

 

Fig. 1. Security Integrated Model for NIF 

3   Closed-Security-Ring Mechanism for Network Information 
Flow 

3.1   Social-Intelligence Inspired Closed-Security-Ring  

Inspired by social intelligence, services providing to users should been full and 
integrated. So, an integrated service should be a logic closed-security-ring (see Fig.2). 
1) Closed-Security-Grade-Ring. All behaviors from an information flow should have 
same security-grade. 2) Closed-Transaction-Integrity-Ring. Service providing for 
users should be a whole item, the transaction should be full completed.3) Closed-
Visiting-Path-Ring. As an integral service, the nodes passed through should compose 
a closed-ring.  

Based on social intelligence, secure channel is designed to implement closed logic-
ring for information flow. The secure channel is a closed logic-accessing route, in 
which information flow can be transmitted, processed, and transactions can be fully 
carried out. Each channel has unique security grade, and owns the three secure closed-
ring characters. These secure characters can prevent some attacks from outside.  

3.2   Closed-Security-Ring Control Policies  

(1)   Closed-Security-Grade-Ring 

For interviewed information flow sets ( 1NIF , 2NIF , , nNIF ), the regulation is 
expressed as 

n21 NIFNIFNIF SCSCSC =…== . Rule 1 

(2)   Closed-Transaction-Integrity-Ring 
According to continuity and connection of transaction, directed graph ><   ,G transTN  
is built along with the path of information flow. Where N is MAC addresses or IP 
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addresses of nodes where the information flow passes, transT  is the transmission time 
between neighboring nodes: )- ( j) timestamp(i) timestamp(j)trans(i, TTT = . Where, i) timestamp(T  

is the timestamp when the information flow passes he node. Then the adjacent matrix 

*nnij )((G) aA = can be got from directed graph ><   ,G transTN . )(GA  should have 

features of symmetric matrix, i.e.  the transposed matrix of )(GA is itself: 

(G) (G)T AA = . Rule 2 

 

Fig. 2. Closed-Security-Ring                     Fig. 3. Security integrated for Web Service 

(3)   Closed-Visiting-Path-Ring 

Judge whether directed graph ><   ,G transTN  has a circuit. According to EULER 
circuit theorem a directed graph has a circuit if and only if it is interconnected, i.e. 
the out-degree and in-degree of each node are equal. The Definition is given: 

=≠∈

=≠∈
=

 1    0     n)](1,ji, [ )(counter

 0   0     n)](1,ji, [ )(counter

kTT

kTT

b

trans(j,i)trans(j,i)

trans(i,j)trans(i,j)

ik
. Rule 3 

According to whether i0b equals i1b , we can know whether behaviors of network 
information flows can compose closed-logic-ring. 

(4)   Transform regulation 

Transform regulation for security grade of network information security class 

is
),OP ,Field ,SC ,(SCSC )(NIF)(NIF)(NIFbusiness(USER))(NIF iiii

=
.The related access 

relation for information flows is semi-order, which is only  

)(NIF)(NIF ji
SCSC ≥ . Rule 4 
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Information flow I can access flow j, but the flow I must reduce its security grade, 

making )(NIF)(NIF ji
SCSC ≡ , then they may exchange their information or commonly 

tackle businesses. 

4   A Case Study: A Security Framework for Web Service  

In the framework (see Fig.3), each web service request has a security ID, and uses it 
to mark responding web services flow. Also, each web service provider has a security 
ID to mark its services, and handle different transaction according its security policy, 
finally write the logs into its management database (MDB). When web service flow 
start from the request, it will pass a serious of web service providers. As long as each 
provider finishes its task, it will send a recorder to the web service management 
center, which will check whether closed-security-ring is completed.  

The security channel has three layers: message layer (see Fig.4), access control 
layer, and business layer. Message layer we includes XML Encryption, XML 
Signature SSL et al. Access control layer includes Ws-Security, Ws-Policy, Ws-
Privacy, and Ws-Trust et al. Business layer includes Ws-Coordination et al.  

 

Fig. 4. Security channel for web service 

For web service, security policy should be embedded into XML document, and be 
implemented by using related WS-policy specification. The detail syntaxes are 
omitted, and policies for web service flow (PFWSF) are shown in the following. 

001 <wsp: Policy xmlns: wsp="..." xmlns: wsse="..."> 
002   <wsp: PFWSF> 
003     <wsp: All wsp: Preference="100"> 
004       <wsse: Security Token> 
005         <wsse: Token Type>wsse: 

Kerberosv5TGT</wsse: TokenType> 
006       </wsse: Security Token> 
007       <wsse: security channel> 
008      <wsse: Rule1 (Closed-Security-Grade-Ring); 
         Rule2 (Closed-Transaction-Integrity-Ring); 
         Rule3 (Closed-Visiting-Path-Ring); 
         Rule4 (Transform regulation )/> 
009       </wsse: security channel > 
010   </wsp: PFWSF > 
011 </wsp:Policy> 
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5   Conclusions  

In order to ensure the whole security of information flows, based on social 
intelligence a network closed-security-ring model is presented. In the model, different 
security channels with security grades are designed, and information flows are 
transmitted, accessed, exchanging secret in the channels. Therefore, the channels can 
guarantee static and dynamic security for information flows. 
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Abstract. Some of them are completely lost. The military distribution system 
may have an advantage of responding each situation but also causes waste of 
time and a budget. To address the problem this document took a look at the lo-
gistics system using RFID technology. But the document has its limitations, for 
use of RFID in a logistics system has yet to be developed and there’re not suffi-
cient data to prove the effect of the system. 

1   Introduction 

“There’s no innovation in the army without logistics innovation,” comments General 
Shinseki, the Chief of the General Staff, placing a top priority on logistics innovation. 
Considering the Republic of Korea Army (ROKA), when there is the need for sup-
plies, the request is sent to the army division after passing through 5 steps, and again 
3-step processing procedures. 

The supplies are finally delivered to the soldiers after 7-step distribution proce-
dures. That is, the military supplies go through 71-72 steps to be delivered from the 
division to the soldiers. In addition, though the division promises to secure required 
supplies when they are not in stock, the request in not made in an automatic manner. 
So the supplies appear to be depleted until the officials in charge of distribution check 
out them. Unlike officials in the higher divisions, the military units do not know about 
the schedule that the supplies are delivered.  

Because there is no automatic system among a division, a logistics supply com-
mand, and a logistics command, it is hard to receive needed supplies even when they 
are in stock. To solve the problem this document analyzes the ubiquitous military 
distribution system using an RFID tag. 
                                                           
* "This work was supported by the Korea Research Foundation Grant funded by the Korean 

Government (MOEHRD)" (KRF-2005-041-D00576). 
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2   Logistics Information System 

2.1   Overview  

The manufacturing industry is an activity of procuring materials, making goods, and 
selling them to earn profits. While activities are laid on people, goods, and money at 
each stage, production is the outcome of the activity laid on goods, where physical 
distribution occurs. And the logistics information system supports such an activity. 
Physical distribution has to do with all the activities of an enterprise.  

 

Fig. 1. Depicts the relationship of logistics information with activities of an enterprise 

That is, logistics information system is a system that utilizes all the information re-
garding distribution and processes/delivers the information in order to facilitate every 
function of physical distribution. Logistics information is divided into the information 
arising from distribution activities and that arising from other activities but still influ-
encing physical distribution. Figure.1 depicts the relationship of logistics information 
with activities of an enterprise. Since logistics information system of small- and me-
dium-sized enterprises is closely related to non-distribution activities also, they should 
not only deal with distribution activity but also production activity, promoting a sys-
tem integrated with all other the activities of supply [1]. 

2.2   Purpose of Logistics Information System and Distribution Service 

Plans of logistics information system aims at enhancing the customer service and 
reducing the distribution costs. The two purposes conflict with each other. That is, 
they are in the trade-off relationship. Customer service includes factors of commercial 
distribution service and those of physical distribution service. Of course, they are 
closely related with each other to some measure. And this is the reason why their 
trade-off relation can matter. Still, let’s take commercial distribution service for ex-
ample. Keeping an assortment of goods based on the product line, designing pricing 
system according to the classes of customers, providing information on a product, and 
promoting products with various means evidently belong to the service with the na-
ture of marketing. Though sometimes it is hard to tell some factors of the commercial 
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distribution services from those of physical distribution, this document will exclude 
customer services considered belonging to original commercial distribution or mar-
keting services but will include physical distribution services. Meanwhile, sales dis-
tribution is the flow of goods that starts with the contract of orders (a verbal or written 
contract). It begins with understanding the contents of an order and ends with deliver-
ing the goods to the right place [2].  

2.3   The Role of RFID in Logistics Information System 

During the war in Iraq, the U.S. had to open up 30,000 containers to verify their con-
tents. Some of them are completely lost. The paper explaining the items was attached 
to the outside of the containers but it was destroyed by water or sand. Now smart 
labels are in use, solving the problem. Use of the label is being promoted in the 
FMCG supply chain also. So RFID technology and wireless barcode are drawing lots 
of attention, for they reduce costs in many areas such as distribution chain manage-
ment and air/postal distribution [3], [4]. 

3   Logistics Management of ROKA 

Classification by Kinds: Military supplies are classified according to the number of 
pieces, nature (expendables and non-expendables), unit prices (high and low), and so 
on. Of the various standards, classification based on their kinds is used most common. 
So let’s take a close look at the way supplies are classified into Class�-Class � accord-
ing to their usage and nature. Class I is mainly food such as the staple/subsidiary food. 
Items of Class I include polished rice and barely. Class II is equipment such as clothing 
and individual outfits. Items of Class II include combat uniform, combat shoes, an en-
trenching tool, a bombproof helmet, etc. Class III is fuel such as light oil and gasoline. 
Class IV is construction materials including timber, cement, plywood, paint, a nail, etc. 
Class V is munitions such as gun cartridge and a cannon ball. Class VI is individual 
stuffs like a cigarette and they are provided now by Army Welfare Support Group. 
Class VII is represented by finished combat equipment including a rifle, a tank, and a 
vehicle. Class VIII is medical supplies such as various medicines and equipment. Parts 
of equipment belong to Class IX including a bolt, a nut, an engine, and a tire. Finally, 
the rest that belongs to none of the above-mentioned classes is Class X and equipment 
for public welfare service (a farming tool) is included in this category.  

Classification by Functions: Military supplies are also divided by their functions 
such as fire power, movement, special weaponry, telecommunication and electronics, 
aviation and shipping, general equipment, supplies, munitions, and medical supplies 
(9 categories in total). Fire power involves firing equipment, a monitor, measuring 
devices for artillery. Movement has to do with various vehicles and parts needed to 
repair them. Anti-aircraft guns and missiles, an antitank guided weapon, and a 
ground-to-ground weapon belong to special weaponry. Telecommunication and elec-
tronics include wired/wireless telecommunications/detection (radar)/photograph de-
vices. An airplane, a ship, and their parts belong to aviation and shipping category. 
General equipment means construction/power supply/river-crossing/service (laundry 
and bath trucks) equipment. Some of the articles not included in Class 5, 7, 8, and 9 
are food, clothing, and stationery, which belong to supplies category. Various muni-
tions, explosives, and their accessories come into the munitions category [5], [6].  
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4   Army Logistics System 

ROKA logistics system is divided by the enterprises’ delivery types. First, supplies 
could be directly sent to both a supply unit and a military unit that needs the articles. 
Or they could be delivered to a logistics supply command and then to a military unit 
which needs the articles. With respect to expendables, a unit can make a request for 
them while it reports the status of non-expendables every quarter to expect the demand.   

Such system may require longer time, for the logistics supply command takes charge 
of the distribution but allows accuracy of an itemized statement and real-time service.  

In the above mentioned logistics system a quarterly report replaces a request and a 
channel of logistics supply collects the reports. The flow of supplies is direct delivery 
from an enterprise to a unit but administrative procedures are done by a support unit, 
creating inconsistency. And supplies are divided by their use and kinds in the system.  

Introduction of RFID technology to the logistics system as depicted in Figure 2 can 
prevent waste of a budget and other resources by prompt delivery and accurate man-
agement of supplies. In addition, though a division promises to offer required supplies 
when they are not in stock, the request in not made in an automatic manner so that the 
supplies appear to be depleted unless the official in charge of logistics system ask for 
the articles. Unlike officials in higher divisions, military units do not know about the 
schedule when the supplies are delivered. Because there’s no automatic system 
among a division, a logistics supply command, and a logistics command, it’s hard to 
receive needed supplies even when they are in stock. But the introduction of RFID 
technology can solve the problem, providing a network for the Ministry of National 
Defense, the Logistics Command, and a logistics supply command. 

 

Fig. 2. Logistics System by RFID Technology 
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5   Conclusion 

The distribution system of enterprises based on the Internet service today has allowed 
e-commerce to take root and automatic transportation system utilizing intellectual 
traffic control as well as trace technology has been applied to the system. Along with 
the development, the distribution system of the army has adopted cutting-edge tech-
nologies. The logistics system of ROKA is divided by the way of delivery: direct 
delivery from an enterprise to both a support unit and a unit that needs supplies and 
the deliver to a logistics supply command which sends the supplies to a military unit. 
Concerning expendables, a unit can make a request, but it makes a report of non-
expendables to expect the demand. The logistics system may have an advantage of 
responding each situation but also causes waste of time and a budget. To address the 
problem this document took a look at the logistics system using RFID technology. 
But the document has its limitations, for use of RFID in a logistics system has yet to 
be developed and there’re not sufficient data to prove the effect of the system. Though 
large-scale logistics companies are active in adopting RFID system, the analysis of 
the effect should be done in the near future.  
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Abstract. Multipath fading causes decrease of system performance in wireless 
communication environment. Therefore, intelligent high-speed communication 
system which can effectively reduce ever-changing multipath interference is 
necessary in order to provide high quality data service. In this paper, we ana-
lyzed channel performance of intelligent UWB communication system in  
indoor radio fading environment that consider amplitude characteristic of chan-
nel. Also, we improved performance of system that it is decreased in fading en-
vironment employing rake receiver and convolution encoding techniques. 

1   Introduction 

Problem for frequency resources is very serious even though world each country's 
effort including advanced nation to maximize efficiency for confined frequency re-
sources in present wireless communication area. By share and use existent communi-
cation system and frequency spectrum to solve this, Ultra Wideband(UWB or Impulse 
Radio : IR) communication method that can use frequency resources little more effi-
ciently appeared. Such Ultra Wideband communication method does not give inter-
ference to another thing communication system existing in form such as baseband 
noise. It is profitable existing communication system in transmission speed because 
can adopt bandwidth by wideband. And Because unuse carrier wave used compulso-
rily in existing system, can reduce power dissipation of tranceiver and make simplify 
tranceiver[1],[2]. 

But, UWB technology is not enough development yet. It needs the new experimen-
tations and the theoretical studies for efficient design of communication system. The 
best necessary studies are UWB channel modeling and performance evaluation for 
analysis of UWB technology [3], [4]. 

Therefore, in this paper, we analyzed channel performance of intelligent UWB 
communication system in indoor radio fading environment that consider amplitude 
characteristic of channel. Fading channel considered various channel environments by 
fading index m utilizing Nakagami-m distribution model with data through an UWB 
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radio signal experiment that announced in existing. Also, we improved performance 
of system that it is decreased in fading environment employing rake receiver and 
convolution encoding techniques. 

2   UWB-IR System 

2.1   Monocycle Pulse 

For ( )RXp t  we consider an UWB-IR pulse that can be modeled by the second deriva-

tive of a Gaussian function 2exp( 2 [ / ] )nt tπ−  Properly scaled. The UWB-IR pulse 

( )RXp t  has duration pT  and energy 2[ ( )]pE p t dt
∞

−∞
=  [5],[6]. In this case the transmit-

ted pulse is  

−=
2

2exp)(
n

TX t

t
ttp π  . (1) 

where the value nt  is parameter for decision of pulse width. The value uses very little 

value as a few nano second. The received pulse can be modeled by the second deriva-
tive of a Gaussian function. The received pulse is 
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where the value nt  determine spectrum and time domain structure of signal. 

The normalized signal correlation function corresponding to ( )RXp t  is calculated to 

give 
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2.2   Indoor Wireless Channel Model 

Nakagami distribution is generally characterized by two parameters, m  and sΩ  and 

its probability density function(pdf) has the following expression: 

5.0,exp
)(

2
)(

212
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 .                               (4) 

where 2
s RΩ =  and ( )Γ ⋅  is the Gamma function[7],[8]. 
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3   Performance of UWB-IR System 

3.1   Performance of UWB-IR System in AWGN Environment 

When uN  users are active in the multiple-access system, the composite received 
signal at the output of the receiver's antenna is modeled as  

=

+−=
uN

k
k

k
k tntsAtr

1

)( )()()( τ  .                                    (5) 

in which kA  represents the amplitude of the signal received from the k th transmitter. 

The random variable kτ  represents the time asynchronism between the clock of 

transmitter and the receiver, and ( )n t  represents other nonmonocycle interferences 
(e.g., receiver noise) present at the correlator input. 

A transmitted signal passes through the transmitter and receiver antenna systems 
and propagation channel. We assume that uN  transmitters are active in the multiple-
access system and the transmitter and the receiver are perfectly synchronized. Then 
the total received signal is 

)()()( tntrtr RX +−= τ  

                          ( )+∞

−∞=
+−−−−=

j
NjcjfRXs tnrTcjTtpE

s
)(]/[δα    
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The correlation receiver, under hypothesis of perfect synchronization, computes: 
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Decision is made according to the following rule: 
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 .                                    (8) 

Therefore, in AWGN environment, the bit rate of UWB-IR system is 

−= )(1
22

1

0

δγ
N

EN
erfcP ps

b
 .                                   (9) 

where s p bN E E= , single data bit energy. 

Results for different values of Ns are shown in Fig. 1. Where, Ns is the number of 
pulses transmitted for each bit in UWB-IR system. From the Fig. 1, IR system is satis-
fied reference BER(10-6) of the data service more than SNR= 11.45dB. And, system 
performance is improved by increase Ns. 

Increase Ns means the bit rate decrease. As a result, we can satisfy required recep-
tion SNR and bit rate by we design Ns according to get quality of service. 
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Fig. 1. UWB-IR system performance in AWGN environment 

3.2   Performance Analysis of UWB-IR System in Indoor M-Distribution Fading 
Environment 

Nakagami distribution reduces to Rayleigh for 1m =  and to one sided Gaussian dis-
tribution for 1/ 2m = . In addition, when 1m >  it is possible to approximate Rice 
distribution using the following relation between Rice k -factor and m  Nakagami 
parameter [9],[10]:  

1,
2

2

>
−−

−= m
mmm

mm
k  .                                    (10) 

From the analysis of m  parameter statistical characteristics, it is possible to con-
clude that the considered channel model assumes that in the first paths a single high 
energy contribution is predominant, so that a statistical description similar to Race 
distribution is used. The latest component instead are supposed to experiment fading 
conditions similar to Rayleigh channel or even worse. 

Results for different values of m are shown in Fig. 2. From the Fig. 2, IR system is 
not satisfied reference BER (10-6) of the data service even 30dB then m 5. 

 

Fig. 2. UWB-IR system performance in fading environment 
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3.3   UWB-IR System Performance Improvement Using Convolution Coding and 
Rake Receiver in Indoor M-Distribution Fading Environment 

In this paper, we analyzed performance of UWB-IR communication system that it is 
decreased in fading environment employing rake receiver and convolution encoding 
techniques. 

In this section the performance of the system is evaluated using convolution encod-
ing(R=1/2, k=7) and Rake correlation receivers with different complexity, i.e., 
equipped with three of fingers. 

 

Fig. 3. Performance of UWB-IR system with convolution code and Rake receiver in fading 
environment(Ns=1) 

Fig. 3 shows the performance of UWB-IR system with convolution encoding and 
Rake receiver in fading environment. 

From Fig. 2 and Fig. 3, we can know that the system performance is improved 
greatly by convolution encoding and Rake receiver in fading environment. 

4   Conclusion 

In this paper, we analyzed channel performance of UWB-IR communication system 
in multipath fading environment. Also, we improved performance of system that it is 
decreased in fading environment employing rake receiver and convolution encoding 
techniques. 

According to the results, we could know that UWB-IR system performance is 
greatly by convolution encoding and Rake receiver in multipath fading. 
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Abstract. Ultra-wideband (UWB) technology has been considered to offer an 
innovative solution for future short-range high-speed wireless communication. 
Interference suppression is important for the UWB devices to operate over 
spectrum with established narrowband systems. But it's difficult to secure a 
QoS of high quality because it coexists other system that was used same band. 
We need a adaptable change of the system that follow the changing channel en-
vironment. In this paper, derived monocycle pulse that application is possible 
within permission frequency band that establish in The Federal Communica-
tions Commission(FCC). Also, PPM modulated TH IR system simulator is  
designed in Two-path environment. It is analyzed monocycle pulse specific 
property and system performance using simulator. 

1   Introduction 

The problem for frequency resources is very serious even though world each country's 
effort including advanced nation to maximize efficiency for confined frequency  
resources in present wireless communication areas. By share and use existent com-
munication system and frequency spectrum to solve this, Ultra Wideband(Ultra Wide-
band : UWB or Impulse radio: IR) communication method that can use frequency 
resources little more efficiently appeared[1],[2]. 

UWB system uses wide band signal, which power spectral density is over all band. 
It likes as a noise floor, so UWB system can be without interfering with other com-
munication system. On February 2002, Federal Communications Commission (FCC) 
partially was allowed UWB technology to be used for commercial applications and 
thus the UWB based communication systems has been developed[3]. 

In this thesis, we have analyzed the performance of UWB Pulse Position Modu-
lation(PPM) System which is provided high speed multimedia service. At first, 
the performance of UWB-IR System has been analyzed. Then, we have proposed 
PPM System's parameters which is considered the latest FCC proposal, and  
analyzed the BER performance of PPM system based on it in indoor multipath 
environment. 



1110 H.-j. Kang and M.-h. Kim 

2   TH PPM UWB-IR System  

Every transmitter sends sN  pulses for each data bit. These pulses are located apart in 

sequential frames, each with duration fT . The modulation of the UWB-IR is gener-

ally binary pulse position modulation (BPPM) where the pulses corresponding to bit 
"1" are sent δ  seconds later than pulses corresponding to bit "0". In the time hopping 
(TH) systems, a location of a pulse in each frame is determined by a user dedicated 
pseudorandom sequence. The transmitted signal for the k  th user is 

( )∞

−∞=

−−−=
j

k
Njc

k
jftr

k
tr s

DTcjTtwtS )(
/

)()( )( δ  . (1) 

where the index j  indicates the frame number, )(twtr  represents the transmitted 

monocycle waveform, t  is the transmitter clock time, fT  is the frame duration, cT  is 

the chip duration of pseudorandom TH sequence, )(k
jc  is the dedicated pseudorandom 

TH sequence of the k  th user with inter components, δ  is on the order of pulse 

width wT  and )(
/

k
Nj s

D  is the binary sequence of the transmitted symbols correspond-

ing to the k th user[4]. 
A transmitted signal passes through the transmitter and receiver antenna systems 

and propagation channel. We assume that uN  transmitters are active in the multiple-

access system and the transmitter and the receiver are perfectly synchronized. Then 
the total received signal is 

=

+−=
uN

k
k

k
reck tntsAtr

1

)( )()()( τ  . (2) 

where kA  and kτ  are the channel attenuation and delay, corresponding to the k th 

user, respectively, and )(tn  is the receiver noise. The receiver waveform can be writ-

ten by the following equation[5]. 
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We assume that )(twrec  is the received signal. The energy and the normalized sig-

nal correlation function corresponding to )(twrec  can be expressed as[6][7] 

[ ] dttwE recw
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where τ  is arbitrary. If we express )(twrec  as (3), )(τγ w  can be expressed as 

−+−=
2422

exp
3

4
41)(

mmm
w τ

τπ
τ
τπ

τ
τπτγ  ., (6) 

Table 1 shows the parameters used in simulation. 

Table 1. UWB-IR system parameter

Symbol Explanation  
α  Waveform width parameter 0.714 ns 

)2/( pp TT  Waveform width 1.875(0.938) ns 

δ  PPM parameter 0.4518 ns 

3   TH PPM UWB-IR System Model 

In this section, we designed PPM modulated UWB-IR system simulator. And, we 
analyzed the characteristics of system using the UWB-IR system simulator. 

    

Fig. 1.  Transmitted monocycle pulse signal and Received signal waveform "0", "1" 

 

Fig. 2.  Correlator output according to received signal waveform "0" , "1" 
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Fig. 1 ~ Fig. 2 illustrate signal waveform of transceiver and the process of the cor-
relator output. In this modulation method, when the data symbol is "0", no additional 
time shift is modulated on the monocycle, but a time shift is added to a monocycle 
when the symbol is "1". In Fig. 2, when the data symbol is "0", correlator output 
would become a positive value, and when the data symbol is "1", correlator output 
would become a negative value.  

Fig. 3.  Two-Path model 

Fig. 3 shows the deterministic Two-path model[8] considered in this paper. In this 
Figure, the path difference between the direct and indirect paths can be approximated 
as follows:

d

HH
d 212

≈  (7) 

where D and R represent the distances of the direct and indirect paths, respectively, 
d is the distance between the transmitter and receiver antennas are 1H and , 2H re-

spectively.  
Therefore, the time-delay difference between the two component is 

cdHHt /2 21= , where c stands for the speed of light.  

 

Fig. 4.  Characteristics of indirect path to direct path according to path delay time 
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In the Fig. 4, Indirect path pulse that have bigger time delay A than 2/pT  that is 

half duration of direct path pulse escapes in related extent coming received direct path 
pulse(path 3, path 4). But, indirect path pulse that have smaller delay time than direct 
path pulse width same to path2 can act for cause of definite interference when re-
ceived signal is detected by delay time. Specially, in case of indirect path pulse that 
have delay time t  or indirect path pulse that have delay time as δ  that is PPM 
variation parameter, effect is expected to be big because give big change in amplitude 
of direct path pulse. Fig. 5 shows performance of UWB-IR system according to when 
=1.2m.

Table 2. Path delay time in Two-path model 

][21 mHH =  d[m]  

 0.9 1 1.2 1.3 
4 1.288 1.574 2.216 2.569 
6 0.881 1.082 1.541 1.797 
8 0.667 0.821 1.174 1.373 

10 0.536 0.601 0.947 1.108 
14 0.384 0.478 0.681 0.798 
20 0.269 0.333 0.478 0.561 

 

Fig. 5. Bit error rate of indirect path 

4   Conclusion 

In this paper, the effects of the interference environments on the performance of the 
time hopping binary PPM impulse radio (IR) system are presented. Based on the 
monocycle pulses available within the frequency of 3.1~10.6 GHz permitted for ap-
plication by FCC, a PPM-modulated TH UWB-IR system simulator was designed in 
an Two-path environment. Using the simulator, the monocycle pulse characteristics 
and system performance were analyzed.  
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We consider the deterministic two-path model for indoor multipath environment. 
Consequently, it indicate that performance of PPM depends on time delay difference 
between the indirect path delay and the time interval of PPM, and to the indirect path 
gains.
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Abstract. OVAL (Open Vulnerability Assessment Language) is a standard 
language which is used to detect the vulnerability of local system based on the 
system characteristics and configurations. It is suggested by MITRE. OVAL 
consists of XML schema and SQL query statements. XML schema defines the 
vulnarable points and SQL query detects the vulnerable and weak points. This 
paper designed and implemented the vulnerability assesment tool with OVAL 
to detect the weak points in security countermeasure block. It has more 
readability, reliability, scalability and simplicity than traditional tools. 

1   Introduction 

The vulnerability assessment tool is a security tool to diagnose the computer system 
and detect the weakness in advance to keep the system’s status safe. The vulnerability 
assessment tools are broadly classified as host-based assessment tool, network-based 
assessment tool and application assessment tool to detect the specific applications’ 
attack-ability. Existing vulnerability assessment tools detect the system’s weakness by 
executing the attack code such as exploit scripts [1]. But, individual tools don’t have 
common criteria with vulnerability detection and vulnerability assessment scripts are 
implemented with various programming languages. So it is difficult to know which 
tools provide more correct diagnoses, as well as the prices to develop and maintain 
the assessment script gets higher. MITRE suggested the OVAL (Open Vulnerability 
Assessment Language) to overcome these limitations. OVAL is a standard language 
to assess the fragility of the local system based on the information of the system’s 
characteristics and the configurations.  Basically OVAL defines the weakness of CVE 
with XML schema. Using these XML schemas, it constructs and executes the query 
statements to detect the weak points.  

This paper designed the host-based vulnerability assessment tool in the security 
countermeasure block with OVAL which has been proposed by MITRE. 
                                                           
* This work was supported by a grant from Ministry of Commerce, Industry and Energy. 
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2   System Block Model 

2.1   Division of IT Systems 

Implementation of any security countermeasure may require economic support. If 
your security countermeasures are not sufficient to prevent the threats, the existence 
of the countermeasures is not a real countermeasure and just considered as like waste. 
If your security countermeasures are built over the real risks you have, maybe you are 
wasting your economic resources. 

First step is the division of IT systems into some. In this paper, we divide IT sys-
tems into 4 parts. But we think this partition is not perfect one and we are now re-
searching about that. 

Next step is construction of block matrix by using the parts of IT systems and 
common components we mentioned above (See the Fig. 1). 

 

Fig. 1. Block matrix 

Each cross point area of Fig.1 may be generalized and reduced into Block and ma-
trix of Fig.2. Each Block may mean the area require security countermeasures or 
security method.  

Next step is determination of security assurance level of IT systems. Security as-
surance level is related to the robustness. In the concept of our Block model, all cross 
point area should be protected by security countermeasures. 

Robustness is connected to the level or strength of security countermeasures and 
this idea is expressed like as Fig.3. The last step may be building security counter-
measures by using Block Region. 

This block matrix can be applied to information engineering and system engineer-
ing. Next is the sample applied to design security countermeasures for IT systems. 
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Fig. 2. Block Model for Security Countermeasures 

 

Fig. 3. Building security countermeasures by using Block Region 

3   Vulnerability Assessment Tool 

3.1   The Vulnerability Assessment Tool 

The vulnerability assessment tool is a sort of security tool to keep the systems more 
safe by diagnosing the weak points in the computer systems in advance and providing 
the solutions and the proper patch information. It is also called as vulnerability scan-
ner or security scanner. These scanners are classified as a host scanner and network 
scanner in accordance with the checking contents [2]. Host scanner is installed at each 
operator’s platform. It searches the security problems which can be caused by the 
administrator’s mistakes or mis-configurations [3]. The network scanner assesses the 
portable weak points which can be attacked by the external hackers.  

The vulnerability scanner usually uses the detection scripts such as exploit to find 
weak points. But currently used commercial or free codes have a problem that the 
detection results are not reliable, because they apply some different criteria in the 
vulnerability assessment and the codes are made with different description languages 
with wide variety.  
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3.2   OVAL  

OVAL is the common language for security experts to discuss and agree upon techni-
cal details about how to check for the presence of vulnerabilities on a computer sys-
tem. The end results of the discussions are OVAL queries, which perform the checks 
to identify the vulnerabilities [1], [3]. OVAL queries are written in SQL and use a 
collaboratively developed and standardized SQL schema as the basis for each query. 
OVAL queries detect the presence of software vulnerabilities in terms of system char-
acteristics and configuration information, without requiring software exploit code. By 
specifying logical conditions on the values of system characteristics and configuration 
attributes, OVAL queries characterize exactly which systems are susceptible to a 
given vulnerability. OVAL queries are based primarily on the known vulnerabilities 
identified in Common Vulnerabilities and Exposures (CVE), a dictionary of standard-
ized names and descriptions for publicly known information security vulnerabilities 
and exposures developed by The MITRE Corporation in cooperation with the interna-
tional security community. CVE common names make it easier to share data across 
separate network security databases and tools that are CVE-compatible. CVE also 
provides a baseline for evaluating the coverage of an organization's security tools, 
including the security advisories it receives. For each CVE name, there are one or 
more OVAL queries.  

4   Design of Vulnerabilities Assessment Tool  

In this paper, we designed the vulnerability assessment tool designed for RedHat 
Linux Platform with OVAL schema suggested by MITRE.  

Data File consists of “INSERT DATA” part and “OVAL queries” part. In 
“INSERT DATA” part, the lists of data to be collected by the “System Information 
Collecting Module” are presented. In “OVAL queries” part, the conditions to detect 
the system’s vulnerability based on the system information collected from input data 
using “query interpreter” module are described in the form of SQL query statements.  

“Data File Verification Module” verifies whether the given data file is correct or 
not. “Log Management Module” deals with the errors which can be occurred in the 
system. “System Information Collecting Module” has two roles in the vulnerability 
assessment tool. The one role is to collect various system information such as con-
figuration setting information, software installation information, file information and 
process information based on “INSERT DATA.” And the other role is to update data-
base status based on the collected data. Because the “OVAL Queries” part is  
described with SQL language, OVAL-based vulnerability assessment system should 
contain DBMS (Database Management System). In our design, we used SQLite as 
DBMS. It operates in a file-base.  

System Data gathered by “System Information Collecting Module” is stored in da-
tabase. OVAL Query statements are applied to this database to find corresponding 
vulnerabilities. Tables of database are constructed using OVAL schema of individual 
OS platform. In the RedHat-series Linux Platform, we designed the required schema; 
File Metadata Schema, Internet Server Daemon Schema, Passwd File Schema, Shadow 
File Schema, Process Information Schema, RPM Information Schema, Information for 
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Comparison with Susceptible RPM Versions Schema and Operating Platform Informa-
tion Schema.  

“System Information Collecting Module” plays two roles; 1) collecting the required 
system information to assess the vulnerabilities in the system, 2) reflect that informa-
tion to the database. The data list which this module should collect is listed up in 
“INSERT DATA.” OVAL uses this “INSERT DATA” part to reduce the time of col-
lecting required system information. In other words, “INSERT DATA” part lists up not 
all the information of installed packages and files, but only the information items re-
quired to assess the vulnerability of the system. “System Information Collecting Mod-
ule” consists of 8 sub-modules. Their names are taken after the corresponding schema. 
They are File Metadata Collecting Sub-module, Internet Server Daemon Information 
Collecting Sub-module, RPM Information Collecting Sub-module, RPM Version 
Comparison Sub-module, Password File Information Collecting Sub-module, Process 
Information Collecting Sub-module, Shadow File Information Collecting Sub-module 
and Operating Platform Information Collecting Sub-module. 

5   Comparison with Traditional Tools 

We designed and implemented the OVAL-based vulnerability assessment tool operat-
ing on RedHat Linux Platform in security countermeasure block. There are some 
other existing tools used in UNIX-like platform such as Tiger or SATAN. They have 
specific scripts and specific goals. Our design follows the standard guideline sug-
gested in the MITRE. So our tool is very general-purpose assessment tool and has as 
similar benefits as OVAL concept. They are following:  

• A simple and straightforward way to determine if a vulnerability exists on a given 
system  

• A standard, common schema of security-relevant configuration information  
• For each CVE entry, one or more SQL queries precisely demonstrate that the  

vulnerability exists  
• Reduces need for disclosure of exploit code as an assessment tool  
• An open alternative to closed, proprietary, and replicated efforts  
• A community effort of security experts, system administrators, software develop-

ers, and other experts  
• Freely available vulnerability content for public review, comment, or download 

from the Internet  
• Industry-endorsed via the OVAL Board and OVAL Community Forum 

6   Conclusion 

Existing assessment tools only check the existence of the vulnerabilities by checking 
the checklists mainly listed in [4]. But the suggested tool can not only check the weak 
points but also define new checklists in the form of XML and SQL syntax.  
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Traditional tools only check the mainly weak points which have been aimed to by 
the attackers. But the suggested tool can check all the weak points registered in CVE 
list at once.  

In this paper, first we divide IT systems into 12 blocks, and apply OVAL-based 
vulnerability methods to them. Because existing tools apply somewhat different de-
scription languages with wide variety each other, their detection results are not reli-
able. OVAL-based vulnerability methods are getting higher estimation by the security 
experts, so the tools on various OS platforms will be developed continuously in the 
future. 

References 

1. Jung,  H. K.: The Trends of International Standardization on Vulnerability Assessment of 
Computer Systems. The Trends in International Information Security, Korea Information 
Security Agency, Korea (2003) 

2. Tai, H. K., Hwang, S. M., Kouich, S.: Security Countermeasure Design by Using Block 
Model. TELE-INFO 2006 Conference, Japan (2006) 

3. Ragi, G.: Network and Host-based Vulnerability Assessments. http://www.sans.org, SANS 
Institute, February (2004) 

4. UNIX Security Checklist V2. http://www.cert.org, AusCERT, October (2001) 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 1121 – 1126, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Bark Classification Based on Contourlet Filter Features 
Using RBPNN 

Zhi-Kai Huang1,2, Zhong-Hua Quan1,2, and Ji-Xiang Du1,2 

1 Intelligent Computing Lab, Hefei Institute of Intelligent Machines,  
Chinese Academy of Sciences, P.O.Box 1130, Hefei, Anhui 230031, China 

2 Department of Automation, University of Science and Technology of China 
huangzk@iim.ac.cn 

Abstract. This paper proposed a new method of extracting texture features based 
on contourlet domain in RGB color space. In addition, the application of these 
features for bark classification applying radial basis probabilistic network 
(RBPNN) has been introduced. In this method, the bark texture feature is firstly 
extracted by decomposing an image into 6 subbands using the 7-9 biorthogonal 
Debauches wavelet transform, where each subband is fed to the directional filter 
banks stage with 32 directions at the finest level, then the mean and standard 
deviation of the image output are computed. The obtained feature vectors are fed 
up into RBPNN for classification. Experimental results show that, features 
extracted using the proposed approach can be more efficient for bark texture 
classification than gray bark image. 

1   Introduction 

Efficient recognition and identification the plant species from collecting databases is an 
important challenge. Specially, automatic plant recognition from color images is one of 
the most difficult tasks in computer vision because of lacking of proper models or 
representations for plant. Many plant barks show evident texture features, which can be 
used as one of useful features for plant recognition. Bark image has shown some texture 
properties. A great number of texture analysis methods have been proposed over 
decades, such as multi-channel filtering features, fractal based features and 
co-occurrence features [1],[2],[3], and these methods can capture different texture 
properties of the images at different levels. Many methods of texture features extracted 
which focus on the luminance components of the image; however, color has always 
been an important feature for image recognition and classification. Color-based image 
classification is inherently invariant to transformations in the image that are due to 
rescaling, translation, distortion, and rotation.  

A simple architecture of a typical classification system, where there are two major 
tasks. The first one is feature extraction, where a set of features, called image 
signatures, is generated to accurately represent the content of each image; the second 
task is classification, where a suitable classifier should be chosen, the image features 
which will be classified were computed to classify image.

In this paper, we describe a system where color information is used for the 
contourlet-based for bark texture recognition, which can be viewed as a color extension 
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of gray bark image. Given a color bark image, each color component is passed through 
contourlet decomposition; Texture information that the mean and variance of each 
triplet coefficient vector per bandwidth with different orientations at various scales is 
captured in different directional subbands is grouped to form a set of subband features. 
Finally, the obtained contourlet filter feature vectors are fed up into radial basis 
function neural network (RBPNN) for classification and identification. 

2   Features Extracted and RBPNN Classifier

Contourlet, firstly proposed by Do and Vetterli [4], is a new image representation 
scheme which owns a powerful ability to efficiently capture the smooth contours of 
image. Contourlets not only possess the main features of wavelets (namely, multiscale 
and time frequency localization), but also specially decompose the subband at each 
scale into different directional parts with flexible number [5]. 

The contourlet transform is implemented via a double filter bank named pyramidal 
directional filter bank (PDFB), where the Laplacian Pyramid (LP) is first used to 
decompose images into multiscale. This allows contourlets to efficiently approximate a 
smooth contour at different scales. The double filter bank design certainly allows the 
contourlet to be flexibly constructed. Then, followed by a Directional Filter Bank 
(DFB) to decompose subbands at each scale into directional parts. This contourlet 
transform can be implemented iteratively applying PDFB on the coarse scale of image, 
as shown in Figure 1. 

Fig. 1. Pyramid structure for the contourlet decomposition 

A RGB color image is a multi-spectral image with one band for each color red, green 
and blue, thus producing a weighted combination of the three primary colors for each 
pixel. Consider the contourlet decomposition of a color image, which yields three sets 
of directional subband images, corresponding to the three color components. Subbands 
with orientation θ  at scale L are grouped together to form a triplet, denoted 

(2,2)

DFB 

LPB 
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as ]B,G,R[T LLLL
θθθθ = , which is the child of a parent triplet with same/similar 

orientation at scale 1+L .  
The features used in contour model are the mean and variance of each triplet 

coefficient vector per bandwidth, which these two features, can describe the statistical 
distribution of coefficients at each subband. After pre-processing and attribute 
extraction steps, features of the bark are introduced to the artificial neural network 
(ANN) for bark classification. 

A neural network is composed of multiple layers of interconnected nodes with an 
activation function in each node and weights on the edges or arcs connecting the nodes 
of the network[11]. The output of each nodes is a nonlinear function of all its inputs and 
the network represents an expansion of the unknown nonlinear relationship between 
inputs, x , and outputs, F(or y), into a space spanned by the functions represented by 
the activation functions of the network’s nodes. In this paper, radial basis probabilistic 
network (RBPNN) has been used for recognition of bark texture image. 

The RBPNN model is essentially developed from the radial basis function neural 
networks (RBFNN) and the probabilistic neural networks (PNN) [5], [6], [7], [8]. 
Therefore, the RBPNN possesses the common characteristics of the two original 
networks, i.e., the signal is concurrently feed-forwarded from the input layer to the 
output layer without any feedback connections within the network models. Moreover, 
the RBPNN avoids the disadvantages of the two original models to some extent. The 
RBPNN, shown in Fig.2, consists of four layers: one input layer, two hidden layers and 
one output layer. The first hidden layer is a nonlinear processing layer, which generally 
consists of hidden centers selected from a set of training samples. The second hidden 
layer selectively sums the first hidden layer outputs according to the categories to 
which the hidden centers belong. Generally, the corresponding weight values of the 
second hidden layer are 1’s. For pattern recognition problems, the outputs in the second 
hidden layer need to be normalized. The last layer for RBPNN is simply the output 
layer, which completes the nonlinear mapping by carrying out tasks such as 
classification, approximation and prediction. In fact, the first hidden layer of the 
RBPNN has the vital role of performing the problem-solving task[9]. 

 

Fig. 2. The topology scheme of the RBPNN 
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Training of the network for the RBPNN used orthogonal least square algorithms 
(OLSA). The advantages of recursive least square algorithms are that it can fast 
convergence and good convergent accuracy. The detail algorithms has been addressed 
by D.S. Huang[7].  

The architecture of the bark classification system would look something like the one 
presented in Figure 3. 

 

Fig. 3. Overall architecture of the bark classification system

3   Image Data and Experimental Results 

3.1   Image Data and Features Chosen 

Using a texture database from which we have collected more than 300 pictures of bark. 
These images were recorded at a resolution of 640 x 480 pixels, with a bit depth of 8 
bits/pixel. Thus, 256 levels were available for each R, G, and B color plane. Some bark 
images are shown in Fig.4.  

     

Fig. 4. Three kinds of original bark images 

Randomly chosen about 50% of plant bark samples for each bark class form a testing 
set and the remaining samples form a training set. By this partition, there are 248 
samples in the training set and 17 character samples in the testing set. In addition, 
because the trunk of the tree is cylinder and the two sides of the pictures are possibly 
blurred, so the particularity region-of-interests (ROI), we have select that is a relatively 
bigger ROI with the size of 350× 400 pixels.  

Bark image 
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As we have discussed in section 2, the contourlet filter-based feature extraction 
method requires setting control parameters of contourlet filter. Hence a feature vector 
consists of different parameters will be obtained which contains the visual content of 
the image. To get the best result, the contourlet parameters were test for 6 subbands 
using the 7-9 biorthogonal Debauches wavelet transform, where each subband is fed to 
the directional filter banks stage with 32 directions at the finest level. In addition, we 
implemented a direct wavelet transform coder using the fully decimated 7-9 
biorthogonal Debauches wavelet transform for comparison. 

The RBPNN classifier has been used for bark image classification, at the same time, 
other classifier such as KNN classifier has been employed in our experiment so the 
classification results can be comparison. The k-nearest neighbor classifier labels an 
unknown object with the label of the majority of the k nearest neighbors. A neighbor is 
deemed nearest if it has the smallest distance, in the Euclidian sense, in feature space. 
For k = 1, this is the label of its closest neighbor in the learning set.[9] 

The experiment has been made on a PC (PentiumIV-2.4GHz CPU, 512M RAM).The 
image features were calculated using subroutines written in Matlab 7.0 language [8]. 
Software for Classifier of RBPNN, we use a conventional C++6.0 programming 
environment. Totally seventeen bark classes are used for identification. These were: 
retinispora, maple, Sophora japonica, dogbane, trumpet creeper, osier, pine, phoenix 
tree, camphor, poplar and willow, honey locust, palm, gingkgo, elm, etc. Every type of 
bark has half images for training, others for testing. We used the” quantity average 
recognition rate” defined as below to compare the results. 

%
Images Bark Classified of Number Totat

Truely Classified  Image Bark of Number
Rate nRecognitio Average ⋅=  

The average recognition rates have been presented in Table 1.  

Table 1. Average Recognition Rates used different features  

Texture methods RBPNN k-NN 
Auto-correlation method(ACM) 0.65 0.65 
Co-occurrence matrices method (COMM) 0.72 0.75 
Histogram method(HM) 0.62 0.62 
Contourlet filter method(CFM, color space) 0.79 0.74 
Contourlet filter method(CFM, gray image) 0.58 0.57 

Comparing the Auto-correlation method (ACM), Co-occurrence matrices method 
(COMM), Histogram method (HM) and contourlet method, the average recognition rate 
of the contourlet filter method is 79%, higher than other features method. The Table 1 
shows the texture images that are better classification by contourlets filter methods. 

4   Conclusions 

This paper proposed a new method of extracting texture features based on contourlet 
domain in RGB color space. The bark texture feature is firstly extracted by 
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decomposing an image into 6 subbands using the 7-9 biorthogonal Debauches wavelet 
transform, where each subband is fed to the directional filter banks stage with 32 
directions at the finest level, and then the mean and standard deviation of the image 
output are computed. The obtained feature vectors are fed up into RBPNN for 
classification. Experimental results show that, features extracted using the proposed 
approach can be more efficient for bark texture classification than others gray bark 
image because Contourlets possess not only the main features of wavelets, namely 
multiresolution and time-frequency localization, but they also show a high degree of 
directionality and anisotropy, this characteristic is suitable to expression texture image. 
In the future, more effective feature extracted methods will be investigated for bark 
classification; at the same time, compared the classification results using different 
classifier should be done. 
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Abstract. This research aimed to provide smooth mutual interlock among sys-
tems by grouping classified class based systems and focused on easy scalability 
and modification. The basic model of the research was; each class contains its 
own applications and these services mutually interlock in complex platforms. 
The community considered in this research is a basis for providing combined 
management of medical equipments and applications within environment where 
compatibility is causing problems during migration, and is suitable for design-
ing medical information system within the ubiquitous environment.      

1   Introduction 

Generally, when the ubiquitous computing environment is designed using each de-
tailed technologies, array of these devices or services search cooperative target they 
require according to the need and provide temporary cooperation services. That is 
many of devices and services only process given number of situations and considera-
tion for repetition of these phenomenon has been omitted. These phenomenons are 
problems often seen from all systems using ubiquitous system. In particular, there is an 
immediate need to solve these problems for medical services where lives of people are 
depended to these services. In the case of medical services, various medical accidents 
are occurring during offline status and the possibility of much more problems occur-
ring during application of online medical diagnosis is high. This suggests that, there is 
a need to equip mutual security system structure to reduce conflicts between various 
medical systems that have been introduced and to maintain integrity of information.  

Therefore, the researcher will design a class based community system that will 
categorize systems, as a means to design systematic medical information system in 
ubiquitous environment [1],[2]. 

2   Related Literatures 

Ubiquitous Medical System has already been adopted by hospitals together with the 
introduction of POC. These technologies will support various types of medical system 
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Government(MOEHRD)(KRF-2005-041-D00576). 
** Corresponding author. 



1128 J. Song et al. 

as the technology involved in basic infrastructure develops. A representing example is 
the u-Hospital, which utilizes RFID into medical system by using sensors. Massachu-
setts General Hospital of United States has already adopted RFID and GPS technol-
ogy to identify location of medical equipments, doctors, nurses and patients. Also, 
diagnosis can be made remotely within normal households as “at home” medical 
services utilizing “at home” medical devices and internet develop [4].  

The ubiquitous medical system utilizes existing systems that had been developed 
during the medical information process and has adopted sensors for diagnosing pa-
tients effectively [5]. However, countermeasures are being demanded for solving 
problems arising from compatibilities among equipments and data exchanges.  

3   Designing and Evaluating MIC System 

In this chapter, the author will design a community required to introduce systems 
reliably during the procedure of medical information transition. Various types of 
medical information system is being introduced as the ubiquitous environment devel-
ops, causing various compatibility problems. Therefore, class will be constructed 
between compatible systems and these classes will be combined to provide stability of 
medical information system. Suggested model has basic design as shown in Figure 2.  

 

Fig. 1. The suggested medical community system 

The suggested medical community system will classify healthcare services basing 
on the classification module. At this time, the classified healthcare service will be 
registered under the concerning class. Community management module will take role 
of applying and modifying standards applied by the classification module and will 
input standards to examine connection between each class. At this time, the basic 
infrastructure for supporting ubiquitous environment must have been structured and 
communication between each class will base on the wireless communication. 

3.1   Medical Information Community System Information Classification 

Standard classification of suggested medical community system is defined in the 
Table 1 to manage healthcare systems.  
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Table 1. Classifications for standard classification of the suggested medical community system 

Classification Define Example 

Task and management Provide tasks required to execute medical activities CRM 

Diagnosis system System that is involved with medical activities directly PACS 

Additional system Systems providing additional support during diagnosis OCS, POS 

Sensor based system Used sensor system 
RFID 
Mobile 

Communication method Cable or wireless method POC 

Data system Stores information  ERM 

There are 6 classifications for standard classification of the suggested medical 
community system. System used to provide tasks required to execute medical activi-
ties are classified in to task and management system and systems that is involved with 
medical activities directly is defined as diagnosis system. Systems providing addi-
tional support during diagnosis, such as stock management and diagnosis delivery 
system, are defined as additional system and sensor driven systems such as RFID is 
defined as sensor based system. Communication method will be defined following 
cable or wireless method and lastly, system like ERM that stores information is de-
fined as data system. Classified systems within the community system classification 
may alter depending on the situation. Specially, systems having high relativity in 
information processing will be treated as being the same Class, allowing easy con-
struction of community. 

3.2   Designing Suggested Medical Information Community System 

Medical information community should be designed basing on virtual scenario. This 
is a countermeasure of the research trying to support various problems that may arise 
during the medical information processing through situational class bases. The sce-
nario of this research will be creation of mobile device community between the medi-
cal information system within the hospital and the mobile devices of the patient when 
the patient visits the hospital.Following the scenario, the classification will under go 
procedures as shown in the Figure 2.  

At this time, there is high tendency for the definition of work compatibility section 
to alter depending on the situational recognition. Therefore there is a need for the 
Community management to assign a standard by recognizing the situation. Specially, 
consideration for compatibility and data migration is necessary when a new system is 
introduced to the existing system. Result of classification of each class following the 
introduction of scenario is as follows in Figure 3.  
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Fig. 2. Classification procedures 

 

Fig. 3. Class structure for Medical Information system 

In the classification of each class following scenario introduction, classes are clas-
sified in to Patient class, Hospital Class and Outer Task Class. With the consideration 
of portability and convenience, the Patient Class will consist of sensor based system 
and wireless communication method system based on the RFID mobile. The Hospital 
Class will be comprised of Electronic Medical Diagnosis Record (ERM), Medical 
Image Storing Information System (PACS) and the Enterprise Resource Management 
System (ERP), furthermore, the Outer Task Class will be comprised of Diagnosis 
Delivery System (OCS) and Stock Management System (POS).Cable and wireless 
communication between each class has been assumed to be possible following the 
result of medical information system class structures. Also, sensor information of 
Patient Class was assumed to provide required patient information to necessary sys-
tems within the Hospital Class. 
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3.3   Application of Class Based Medical Information Community System 

By applying suggested medical information system to actual emergency medical 
situations, following structures as shown in <Figure 4> had been designed. Abnormal 
heart beat of patients with heart problems among Patient Class will be detected 
through sensor recognition and this information will be transmitted to the Hospital 
Class through mobile devices. At this time, sensor information will be analyzed, clas-
sified and transmitted to doctors then will trigger occurrence of emergency situation. 
After this, patient transfer will be ordered by communicating with ambulance while 
the emergency treatments will be executed through remote diagnosis system. Mutual 
interlock among systems plays an important role in complex situations like this. As a 
result of applying medical information community system suggested in this research, 
to a specific example, we were able to design class classification and structure where 
addition of class can be done easily. Furthermore, community classified in to class 
based can be simply expanded, provide environment that can cope with limited ser-
vices while providing much effective services to users utilizing medical information 
as user unit gets recognized as a class. 

 

Fig. 4. Using of Medical information community system 

3.4   System Evaluation 

Various kinds of community method are being researched to design effective systems 
within the ubiquitous environment. The research aimed to provide smooth mutual 
interlock among systems by grouping classified class based systems and focused on 
easy scalability and modification. The basic model of the research was; each class 
contains its own applications and these services mutually interlock in complex plat-
forms. The community considered in this research is a basis for providing combined 
management of medical equipments and applications within environment where com-
patibility is causing problems during migration, and is suitable for designing medical 
information system within the ubiquitous environment. 
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4   Conclusion 

The class based community system suggested to design medical information system, 
allows expansion of possible service targets by designing class units for the complex 
structured medical information, reduces unnecessary waste of resources such as  
repeated by interlocking systems and will provide convenient managements by classi-
fying individual users into objects. Lastly, further researches on community manage-
ment module and security protection scheme for classes are required, to clearly define 
changes in classes following situational changes. 
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Abstract. High speed PC-based DIO (Digital I/O) system that consists of a 
master device and slave I/O devices is developed. The master device, which has 
PCI interface to a PC, controls all of serial communications, reducing the load 
on the CPU to a minimum. And the slave I/O devices, which are used as 16 bits 
input, 16 bits output, and 8bits input-output each, are connected from the master 
device to one slave, from the slave to the next slave, and to a maximum 64 
slaves repeatedly. The master device has 2 rings which can take 64 slaves each. 
Therefore, total I/O points covered by the master are 2048 points. The slave fea-
tures 3 types of input/output function interchangeability by DIP switch settings. 
Library, application, and device driver software for the DIO system that have a 
secure and a convenient functionality are developed.  

1   Introduction 

Many Digital I/O’s such as switch input, AC input, relay output and TR output are 
required in the field of industrial machine, high-accuracy semiconductor instruments, 
chemical factory and steel factory. PLC (Programmable Logic Controller) [1] is used 
mostly in these types of I/O processes. In this case, there are some defects such as 
additional cost fir instruments and the necessities of another OS and of large space for 
implementing. Moreover, it is difficult to communicate with PC and the length of 
cable is getting longer. Because of these defects, PC-based I/O cards are used widely. 
But there also exist some problems such as using limited slots for many I/O cards [2]. 

Recently, PC-based I/O system using PC as main controller is used widely [3],[4]. 
Many merits of this method such as real-time controllability, development facility, 
reliability  and scalability  make the cost lower.  The key  criteria of  performance  in 
this type of system are wiring between the master device and the slave device, data 
transfer speed and interfacing PC with the master device. 

One-to-one wiring between the master device and the slave device is general, but 
many I/O cards must be equipped on limited PC slots. In a study using USB for over-
coming the defect [5], maximum 64 points can be used by connecting 4 slaves per one 
USB master port. But the above method has a problem that an additional USB master 
                                                           
* Corresponding author. 
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device is needed for many points. To overcome this demerit the USB HSIO (High 
Speed I/O) system which can distribute master and slave by adopting the structure 
having very high transfer speed and reduced routing was developed[6]. Continued on 
this research the PCI HSIO system which is more stable and faster than the existing 
systems and guarantees fixed access time was implemented [7]. 

In this research, we designed and implemented a DIO (Digital I/O) system which is 
much better in speed, number of available points and design facility than PCI HSIO 
[7]. In the body of this paper there are specific methods of design and implementa-
tion. The overview of the overall DIO system  and  the description about the method 
of hardware implementation for the master and slave devices having simple wiring 
structure and high operating speed are in Chap 2.  

2   Overview of DIO System  

2.1   Features of the System 

Master device considers I/O of slaves just like accessing memory, so this helps to 
reduce the burden of CPU and to enhance the communication speed. And it is possi-
ble that make   the system configuration in a simple form. By using RS-485 commu-
nication, it is possible to cut down wiring cost and simplify wiring problem [8].  

System is consists of Master and Slave devices as shown in Fig. 1. Master device is 
installed on PC with PCI interface. The slaves are connected from the master device 
to one slave, from that slave to next slave, and to other slave, etc. PLX9030 [9] chip is 
used for PCI communication, and G9001 is used for master device, and G9002 is used 
for DIO slave devices. 

The master device equipped with two G9001 chip can connect maximum 64 slaves 
each. One is called ring 0 and the other is called ring 1. So the maximum 128 slave can 
be used. RS-485 communications between the master and slaves have half-duplex way. 
With 20Mbps communication, the communication time for a slave is about 15.1 micro-
seconds and 64 slaves (1024 points of I/O) can be updated within 1 millisecond. 

2.2   Wiring and Scalability  

The slave device is connected from the master device and another slave device is co
nnected to the slave device, it can be repeated to maximum 64 slave devices in one rin
g, in case of two rings the master can take 128 slaves. In general, a parallel I/O metho
d has a strong point in a fast response, but the method has a weak point in wring all sl
ave devices  to a mater device.  A serial I/O method takes advantages in a long distanc
e communication  and  in total numbers  of wire connection,  but  has  disadvantages  
in the communication speed and load of computation time. Adoption of RS-485 com
munication method gives a strong point of the serial and the parallel method, and it gi
ves the system an enhancement of communication speed and simplicity in wring.  

And, in our system, the way of slave connection is extensible. Several slave types, 
for example, DIO slave device for I/O device with G9002 chip, motion control slave 
device for CPU emulation device with G9004 and PCL device with G9003 chip, are 
operated on a master device. It is possible that, on the one hand, the system communi-
cates with DIO devices, on the other hand, communicates with motion control devices.   
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Fig. 1. Configuration of DIO system 

3   Control of DIO System  

3.1   Command and the Memory Map  

On the master device the information for controlling the slave devices is document. 
Having the information about slave makes the master device easier to control slave. 
Slave device is not holds the information itself but take in charge of only input and 
output function. The every information on slave is documented on the master device 
memory. Table 1 show the information which are documented on the master.  

Commands to control the master device and the slave device are can be docu-
mented on the master device's commands' data in 16 bits of 000-001h. #0100h is for 
make it have software reset, #1000h is for make it have all system communica-
tion, 1100h is for make it have all system communication except the allotted slave., 
1200h-123Fh is for make it have assigned device's communication work by bit( 0001 
0010 00## ####(#ID assign bit) ), 3000h I/O is for make it have start for communica-
tion, 3100h I/O is for make it have end the communication.  

3.2   Slave Information 

The information which is documented in the master device's memory is recorded after 
test communication for each slave devices. Upon response to the slaves the informa-
tion about the type of device, the connection status and the I/O port are periodically 
renewed. The type of slave can be in four formats as shown in Table 2. The number of 
type is decided by the setting value. Each setting is organized to be set by the deep 
switch. According to this the port which is used in the control is decided and function-
ing input or output by the deep switch. When the slaves are connected to the master 
device the 8 bit information is saved in the memory slot 078h-0B7h as the value cor-
responding to the slave setting in Table 2.  

Fig. 2 is the actual master device. Fig. 3 is the slave devices that are on operation. 
LED shows the condition of input and output.  
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Table 1. Memory map of the master device 

Address Write Read 

000-001 Command status 

002-003 Invalid Interrupt status 

078-0B7 
Device Info. 8bit for each  device.  
Device #0-#63 

Device Info. 8bit for each device.  
Device #0-#63 

0B8-0BF 
I/O communication error flag 
1bit for each device 

I/O communication error flag 
1bit for each device 

0C0-0FF 
Input port change Interrupt settings 
4bit for each device 

Input port change Interrupt settings 
4bit for each device 

100-1FF 
I/O port data 
8bit for each device 

I/O port data  
8bit for each device 

Table 2. Type number settings by DIP switch 

Type NO. Setting Port0 Port1 Port2 Port3 

type0 00 X X Output 

type1 01 Input X X Output

type2 10 X Input Output X 

type3 11 Input X X 

 

 

Fig. 2. PCI master device 

 

Fig. 3. Slave devices for (a) DIO (b) motion 
control 

4   Library Software for DIO System  

Library routines for the DIO system are categorized to 4 groups, such as PCI setup 
and master initialization DIO, slave control, I/O, and ring setting.  

PCI setup and master initialization category is consists of five functions. - Initial-
izePCI() is used to prepare communication to open device driver DIO.sys, and  
FinishPCI() closes the communication to the driver. After initialization procedure, 
StartComm() and StopComm() start and stop I/O communication between the master  
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Table 3. Library functions for DIO system 

Category Functions 

PCI settings and
initialization 

InitializePCI(), FinishPCI(), StartIOComm(), StopIOComm(), Reset() 

Slave Control 
GetDeviceType(),GetAllDeviceType(),GetConnectedDevice(), 
ClearAllSlave() 

Input/Output 
WriteWord(),WriteByte(),WriteWordBitwise(),WriteByteBitwise(), 
ReadWord(),ReadByte(),ReadWordBitwise(),ReadByteBitwise() 

Ring Control SetRing(), GetRing() 

and the slave devices. Reset() is to reset the master device so that all the register of the 
master can be reset and all slave information can be reset. 

Four functions are presented to slave control. GetDeviceType() returns the slave type 
value when the slave ID is assigned in the argument. GetAllDeviceType() write the 
type information of all connected slaves(#0-#63) to the slave type information array. 
GetConncetionDevice() returns the slave number and slave type that are currently con-
nected. ClearAllSlave() clears the all slave information in the master devices.  

Eight functions that are used to input and output are presented. That functions op-
erates in word, byte, and bitwise. WriteWord() and WriteByte() writes in a word and 
in a byte to a specified slave respectively. WriteWordBitwise() and WriteByteBitwise()  
writes in a word and a byte to only specified bit to set 0 or 1 respectively. Each Read-
Word( ) and  ReadByte() returns word and byte data for input. ReadWordBitwise() and 
ReadByteBitwise() reads the bit data in word and byte from the specified slave. 

SetRing() is used to set ring number to 0 or 1, and GetRing() returns a current ring 
number. 

5   Conclusions 

In this study, we designed and implemented high speed DIO (Digital I/O) system 
which has master-slave type structure. Master device is PC-based I/O system with 
PCI interface. Slave devices can be distributed by using wiring the mater to a slave 
and a slave to another slave, hence long and complex cabling problem of the existing 
systems can be solved. 

Very fast I/O and simple structure can be accomplished in out system by storing 
I/O and attribute information of a slave into the master device. As shown in Table 1, 
our system is superior to the existing methods in communication speed, number of 
slave’s I/O points and applicability of the slave. In our system, the port of a slave can 
be used for input or output selectively. Therefore the cost of designing and imple-
menting is reduced and the user’s facility is improved. 

Software is programmed to operate on Windows XP in this study. We fabricated a 
device driver with WDM type and programmed a library software having some func-
tions such as PCI initialization of DIO system, initialization of the master device, 
slave control, I/O and ring selection/reset. And also we implemented an application 
program of dialogue type as an application example. 
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Under the situation that generalization of PC-based I/O controller and the design of 
software PLC are going on, high performance with low cost can be accomplished by 
adopting out system to accurate equipments, control instruments and process control 
in which digital I/O is required. Moreover, high performance program for controlling 
I/O which is suited to user’s circumstances can be implemented by using the functions 
provided as library forms. Commercialization is anticipated by applying one up tech-
nique of our DIO system.. 
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Abstract. This paper presents an adaptive LSB (Least Significant Bit) algo-
rithm to embed dynamic secret speech information data bits into public speech 
of G.711-PCM (Pulse Code Modulation) for the purpose of secure communica-
tion according to energy distribution, with high efficiency in steganography and 
good quality in output speech. It is superior to available classical algorithms, 
LSB. Experiments show that the proposed approach is capable of embedding up 
to 20 Kbps information data of secret speech into G.711 speech at an average 
embedded error rate of 10-5. It meets the requirements of information hiding, 
and satisfies the secure communication speech quality constraints with an ex-
cellent speech quality and complicating speakers’ recognition. 

1   Introduction 

The basic concept of Information hiding is one data stream concealed into another one 
for a special purpose, i.e. data hiding (embedding) [1]. The research on information 
hiding covers several fields: watermarking, fingerprint, steganography, etc. Water-
marking focuses on copyright protection of digital media, while fingerprint puts atten-
tion to authentication of authority, and steganography is for secure communication. 
The main idea of above mentioned research is data embedding, i.e. important secret 
information is incorporated in the transmitted public data stream by using a key with 
slightly distorting the original object [2]. Nowadays, there are most researchers put-
ting their efforts on watermarking and fingerprint, few on the steganography, and no 
practical product by now. The distinct differences among them are expressed in real-
time, communication quality, hiding (embedding) capacity, security, and robustness. 
The approach of secure communication has more severe requirements on the per-
formances of data embedding than watermarking and fingerprint in the aspects of real 
time and hiding capacity. 

LSB (Least Significant Bit) substitution for speech information hiding is a com-
monly used classical algorithm [3]. The drawback of LSB algorithm is that the LSB 
(or LSBs) of every octet speech information data must be cut out and embedded into 
secret speech information data bit, i.e. substitution. This operation will harm speech 
continuance, and the degeneracy of speech quality. 
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Chen Liang and etc. [4][5] proposed a speech hiding algorithm based on speech pa-
rameter model for secure communication. In this approach, the instantaneous pitch is 
utilized to determine the current embedding positions in DFT (Discrete Fourier Trans-
form) frequency domain of public speech, and secret information data embedded by 
modifying relevant frequency coefficients. This approach is very similar to the way of 
watermarking, it has the constraint of hiding capacity and is weak to the attack by low 
rate speech coding, such as G.728 and G.729. Jerry D.Gibson and etc. [6] presented a 
data embedding approach of UniType, it embedded digital information into G.711 
encoded speech signal for secure data communication. The data embed procedure is 
completed according to the probability based on certain hypothesis. The embedded 
error probability becomes big with the increase of embedding data rate, because there 
is no accurate statistical model for possible data sources. 

ITU-T G.711 is a standard to represent 8 bit compressed pulse code modulation 
(PCM) samples for voice at the rate of 8000 samples/second and creates a 64 Kbps bit 
stream. It is primarily used in telephone for wider band speech communication. In 
telephone, there are two main algorithms defined in the standard, -law algorithm 
(used in America) and A-law algorithm (used in Europe and the rest of the world). 
Both are logarithmic, but the latter was specifically designed to be simpler for a com-
puter to process.  

We proposed an approach adopting the idea steganography to embed, transmit, and 
extract secret information for the purpose of secure communication based on the tech-
nique of speech information hiding [7]. This approach implements the algorithm of 
adaptive LSB speech information hiding to embed 2.4 Kbps MELP (Mixed Excitation 
Linear Prediction) secret speech into A-law G.711-based public speech [8]. Experi-
ment on hiding capacity shows that this approach is capable of embedding up to 20 
Kbps secret speech information into public speech. The scheme of adaptive LSB 
adopts the masking effect of strong voice suppress to the weak voice in HAS (Human 
Acoustical System). The number of being embedded is determined by the average 
energy of speech distributed in the frequency domain of speech spectrum, the bigger 
the average energy is, the more secret information can be embedded. This results in 
better adaptive hiding effect of hiding capacity and imperceptible. 

2   Approach to Embed Secret Speech into G.711 

The basis of proposed adaptive LSB approach is HAS, which specifies that the higher the 
speech segment occupies more energy it contains in the speech frequency domain. More 
energy means more redundancy can be used for secret speech information embedding. 

Speech features has been changed after being coded by no-linear compress in A-
law or µ-law, because the process of speech coding includes the operation of log 
compress and uniform linear quantization to speech sample points, which is com-
posed of 8 segments. The value variation between neighbor sample points in each 
segment after log operation has distinct differences with the changes between original 
sample points. Calculation result of uniform linear difference value in 8 segments is 1, 
1, 2, 4, 8, 16, 32, and 64 individually. Therefore, the power of noise generated by 
every bit changing of an 8 bits non-linear code word is very different from each other. 
The value of introduced noise power is determined by the position of quantization 
segment, which the current code word belongs to.  
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The basic operation of adaptive LSB algorithm is to change the lowest data bit in 
code word, and to substitute it with the data bit of secret information. Experiments 
show that only LSB change of 8 segments code word, the error (noise) introduced to 
the highest segment is 64 times than that of lowest segment, i.e. the noise power in 
highest segment is 36dB high than the lowest segment. According to HAS the speech 
signal energy congregate in the higher segment code word, in which more data bits can 
be embedded. Experiments above show that embed secret speech data bits into (i) 
higher segment code word introduces stronger noise, which damages to the quality of 
speech badly, resulting in bad hiding effect. (ii) lower segment code word changes the 
features of speech, leading to low hiding capacity. In order to solve this problem, opti-
mal tradeoff between mask effect of acoustical system and noise power introduced by 
embedding must be taken to meet the requirement of information hiding in hiding 
capacity and imperceptibility for secure communication. Based on the analysis of non-
linear compress feature and consideration of minimum noise power rule, the adaptive 
LSB embed and extract algorithm for G.711 scheme is presented in this paper. 

2.1   Embedding Process 

The procedures of embedding secret speech information into G.711 scheme (Fig.1) 
are as following. 

 

Fig. 1. Embed block-diagram 

Public speech is PCM non-linear coding in A-law at a rate of 64 Kbps, secret 
speech is low rate type of compress scheme (in experiment adopts 2.4 Kbps MELP). 

(i) Pre-processing. The pre-processing of sampled speech points adopts band-pass 
filter to eliminate the noise in low and high frequency. In experiments, the band-pass 
filter was designed as a Chebyshev window FIR Finite Impulse Response with 
bandwidth of 150Hz to 3800Hz. 

(ii) Energy uniform. The processing of uniform balancing to speech energy for 
building up a short-time energy threshold. 

(iii) Speech segment division. This process divides PCM speech after pre-
processing into segment of M length for energy statistic. The length of each segment 
is in a range of 50ms, which is determined by practical application. 

(iv) Embedding. The operation of embedding is that the hider embeds N bits secret 
speech information into G.711 scheme public speech by adopting the algorithm of 
adaptive LSB. 

(v) Average energy calculation. The average energy of speech segment is calcu-
lated according the equation:  
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Where, threshold λ  is the average energy threshold of segment. 
This operation guarantees to embed N bits secret speech information data into the 

LSB of public speech sample points.  
Repeat the above steps circularly until all data bits of secret speech information, 

i.e. entire secret speech is embedded into public speech of G.711 scheme and gener-
ates the composite speech. 

2.2   Extraction Process 

The procedures of extracting to secret speech data bits are shown in Fig.2.  

 

Fig. 2. Extract block-diagram 

(i) Divide the composite speech into segments according to the same rule as em-
bedding process.  

(ii) Calculate the average energy nE  of each speech segment according to equ. (1). 

(iii) Compute the embed bits number N of secret speech information, depending on 
the equ. (2). 

(iv) Extract data bits of secret speech information one-by-one based on above cal-
culation of 

nE  and N, and then code the extracted data bits into secret speech. 

3   Experiment and Analysis 

Experiments on embedding N bits of secret speech information data into G.711 
scheme public speech by adopting algorithm of adaptive LSB and traditional LSB are 
conducted to test the hiding capacity and speech quality. Test result (Table.1) by 
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adopting adaptive LSB algorithm shows that the average number of data bits embed-
ded into each code word is 3 bits, while the traditional LSB algorithm is 2 bits. The 
change of speech quality is measured by the speech quality variation , which is cal-
culated according to the equation = no ncE E− , where 

noE  is the average energy of 

original speech segment and 
ncE  the average energy of composite speech segment. 

Test result (Table.1) shows that the speech quality variation of adaptive LSB is 2.36, 
while traditional LSB is 3.94.  

Table 1. Test result 

             Algorithm 
Test Items Traditional LSB  Adaptive LSB 

Average hiding capacity N 2 3 
Speech quality variation  3.94 2.36 

Comparison of the composite speech spectrum of adaptive LSB algorithm with tra-
ditional LSB algorithm (Fig.3) shows that the latter has lower hiding capacity and 
more noise than adaptive LSB algorithm. 

    
(a)  Adaptive LSB N =2.6, =2.36                      (b)  Traditional LSB N =2, =3.94 

 

     
(c)  Adaptive LSB N =3.1, =2.36                      (d)  Traditional LSB N =3, =3.94 

Fig. 3.  Composite speech spectrum 

Experiments on practical trial show that adaptive LSB algorithm is better than tra-
ditional LSB algorithm in the aspects of speech quality and hiding capacity.  

4   Conclusion 

The overall goal of this approach is to increase the data throughput of a given channel 
without increasing transmitted data rate or changing the transmission codes, network 
protocols or source compression method with a high security guaranteed. 

This approach has the feature of multi-level security on the aspect of secret speech 
protection. First, it is difficult for eavesdropper to decode the secret speech without 
the knowledge of the secret speech coding scheme. Second, the encryption algorithm 
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for secret speech is unlikely that the eavesdropper could de-encrypt this message. 
Third, G.711 scheme based telephone network is widely applied for voice communi-
cation, it is impossible to monitor all G.711 telephone calls. Four, this approach of 
data embedding offers the possibility of expanding the delivered data rate of many 
existing telecommunication links, both wired and wireless, without changing allo-
cated bandwidth or source compression method. Therefore, this proposed approach 
can provide high security for secure speech communication.  

This approach can be improved in two aspects: (i) need more complicated data set 
to test and improve the performance of this approach for the purpose of achieving 
optimal effect in practical application. (ii) improve the embed effect of speech quality 
and hiding capacity by adopting other novel algorithm, for example ABS (Analysis-
by-Synthesis)-based algorithm. 
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Abstract. Presently, the advanced computing capabilities of information com-
munication hardware and equipment far exceed the ability of software that util-
izes these features. Mobile phones have extraordinary features for multimedia 
and communications and are the prime example of current software limitations.  
The multimedia usage of mobile phones is limited in its speed because of the 
computations requirements for internet connection, poor user interface and bat-
tery power drainage, due to heavy computation requirements. While these de-
vices are very convenient and portable, there are serious problems for users to 
fully utilize the data processing and communications capabilities.  This paper 
proposes an improvement of mobile phone service by developing software 
based on an X-internet approach. 

1   Introduction 

Ubiquitous consists of a conversational logic that has developed in recent years as a 
concept, which connects people, objects, and space over time, and provides various 
types of information and communication equipment to be used as tools in the  
ubiquitous. When information terminals become intelligent tools, and the arrival of 
ubiquitous computing environments arrives in the near future, mobile virtual reality 
content-related technologies, which emphasizes mobility and interactivity will be in 
the spotlight[1]. There is no place for doubt that computers are becoming a type of 
leading equipment in information and communication tools. However, mobile phones 
are already equipped with various functions of leading tools compared to other de-
vices even though many types of equipment are to be converted into multi-purposed, 
personalized, and computerized tools [2]. In recent years, mobile phones have in-
creasingly decreased in size, but the performance becomes multi-functional tools. 
However, mobile phones may have some disadvantages as follows.  

First, it is necessary to always connect to a certain network in order to receive 
wireless services. This will increase the battery exhaustion and calculation loads  
in the calculation process of encoding and decoding. Second, a mobile phone has 
some limitations in multimedia output speeds and interface performances. Third, a 
mobile phone has disadvantages in power because only a mobile phone can use ser-
vices by connecting it to a network. Fourth, there is the possibility of loss due to the  
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miniaturized size and easy mobility. The loss of a mobile phone is also the loss of 
stored data. Fifth, certain frequent connections with a server to receive information 
will require not only a large amount of server resources and bandwidth, but also a 
long user's wait time [3]. Sixth, in the side of content providers (CP), it is difficult to 
develop contents, which satisfy requirements of various mobile communication com-
panies, due to the increase in costs to supply it to the different platform required in 
each company and weakening in the ability of developments [4].   

This paper attempts to use X-internet in order to improve these problems. X-
Internet can improve the response speed of user interfaces using a storage function, 
which can save state information to a local section as much as is necessary, and a 
client can perform certain tasks without maintaining a connection to a server using a 
container and transfer the results of the work to the server after modifying and adding 
data.The objective of this study is to reduce costs with this minimum data transmis-
sion due to the fact that a certain level of data processing can be achieved in an off-
line state by implementing this type of X-internet and use the minimum power and 
bandwidth. In addition, this study attempts to update the data used in a mobile phone 
using the Internet and save data when a mobile phone is lost.  

In this paper, Chapter 2 introduces X-internet that is a basic idea in this study. 
Chapter 3 designs a system based on X-internet. Chapter 4 attempts to design another 
system using the system designed in Chapter 3. Finally, Chapter 5 presents the con-
clusion and future direction of the study. 

2   Related Work 

Most businesses desire to implement abundant UIs and complicate applications by 
maintaining the advantage of Internet. According to this requirement, this study pro-
poses X-internet as an alternative method. This chapter investigates the concepts and 
characteristics of X-internet. 

2.1   X-internet  

At the beginning of the year 2000, the traditional Web based Internet presented some 
difficulties in satisfying the development of computers for clients and various re-
quirements of users. Thus, X-internet that satisfies the performance of computers for 
clients and maintains the advantage of Web has become a new trend [5,6]. Executable 
Internet is a type of Smart Client (Engines and various other components) based inter-
net system and able to intelligently presents applications. This means an application 
environment, which browses Rich UI applications like CS using the Smart Client 
based on Internet. In addition, the extended Internet support that the Smart Client 
provides include not only various developments and operational environments, such 
as Web browser, 4GL Tool, and independent modules, but also smart interfaces be-
tween the existing S/W component and the external equipment. Also, this system can 
be easily operated with the existing system and is a type of extended internet system, 
which can also be easily operated with external environments by supporting multi-OS 
environments, such as Windows, WinCE, Palm, and Embedded LINUX. 
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2.2   Necessity of X-internet 

Although application programs for businesses are generally developed and imple-
mented based on the Web, it is naturally considered that the UI, which is the last step 
to meet end users, is 'text based simple screens' and 'slow screen output speeds'. Huge 
efforts of developers are required to provide UIs, which are similar to the past CS, 
according to the needs of users. Based on the fact that IT architectures are considered 
as 'cost reduction' and 'functions and flexibilities' from the viewpoint of deploys and 
maintains for managing S/Ws, the former main frame presented low values in both 
cost reduction and functions and flexibilities. In spite of appearing with a down-sizing 
in Client/Server environments, it also presented low effects in 'cost reduction' due to 
the increase in the load of PCs, which is mainly caused by the intention of Fat Clients, 
even though it provided excellent functions. The appearance of the Internet makes it 
possible to cater to the intention of Thin Clients and to simplify the process of produc-
tion. In addition, it is possible to perform certain desirable results in 'cost reduction' 
due to the fact that all application programs can be processed using a single browser 
(however, there were some gaps from the reality.). Conversely, it presented certain 
functional retrogressions compared to that of Client/Server systems [7]. 

2.3   Characteristics of X-internet 

X-internet is a new technology, which can implement not only various functions in 
the basic C/S environment, but also applications in all device environments. In addi-
tion, it makes it possible to reduce the operation cost of networks due to the minimum 
data transmission compared to that of the existing Web browser. Moreover, X-internet 
is able to implement a smart user interface as the similar level as 4GL based on Web 
in XML and significantly reduce network traffics compared to the existing Web 
browser. Also, it can provide a platform, from which one is able to reduce the cost of 
development and maintenance [8].  

X-internet provides various functions the same as CS by installing it locally to 
user's PC, notebook computer, PDA, and WebPad and easy deploys due to the cen-
tralized management in a limited area. The file size installed in a client is a very small 
size, which can be downloaded at one time. Because the required information or 
modified information is only communicated with a server without any retransmission 
of tag information, which is required to display it on the screen, it is possible to re-
duce bandwidths. In addition, the cost of the Internet can be reduced because off-line 
works are possible. Thus, this paper attempts to design and implement an X-internet 
based mobile phone service in order to update data through Internet and preserve data 
stored in a mobile phone when it is lost. 

3   System Design 

X-internet based wire and wireless internet services can provide a local power, which 
is able to process additional works, while the existing characteristics of PC, Pock-
etPC, and mobile phone are maintained. In addition, it is possible to request certain 
services that existed in other places through networks by introducing XML Web  
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services and transfer data through on-line during an off-line work. Moreover, data can 
be automatically distributed by up-loading it at a specific location, where data is  
up-loaded. 

Thus, this study attempts to design and implement an X-internet based mobile 
phone service and to solve certain problems in data loss from the breakage or loss of 
mobile phones. In the system implementation applied in this study, the characteristics 
of X-internet can be achieved using .NET in an actual situation. Although it is not true 
that only .NET can implement the system, the implementation can be effectively 
achieved using MS .NET. 

3.1   User 

In the case of the X-internet based system, users can do work both on-line and off-line 
using the local file of mobile applications. Each user can access to desktops or mobile 
applications using their private key. Although this access is not allowed to connect a 
server, it is possible to add or delete new data using local files. This means that an off-
line state is possible. 

3.2   Updating Local Files 

This system makes it possible to work in an off-line state using desktops or mobile 
applications. If data updating occurred in desktops or mobile applications, users can 
transmit the updated data to a Web Service Server using user's private key through 
on-line 

(1) admin Service 
Admin Service verifies a private key, which is belonged to individual users, in order 
to verify an accurate user when data is updated from users. If the user is verified, the 
updated data will be transferred to a Web Service Server.  
(2) Web Service Server 
The data transferred from the admin Service is loaded into database, and the updated 
data will be distributed to deploy areas whenever data is updated. In addition, this 
server can support the service, which is provided from a Web Service Server to users, 
in order to help easy updating the serviced data.  
(3) Deploy area 
It is easy to distribute without any installation processes for a particular management 
program. In addition, it presents an easy access through the Web and does not require 
management of a data updating process because the updated data will be automati-
cally restored as an updated version by comparing it to the update information of 
management programs when a certain reconnection is attempted by saving data onto a 
local section at the moment of the connection. 

Users don't receive services from a server with a certain connection, but users can 
use the distributed services from a server in an off-line state from the loaded data in 
local files of desktops or mobile applications through an on-line. In addition, desktop 
applications can be used to continue the service when a mobile phone is lost or  
broken. 
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4   System Implementation 

The characteristics of X-internet can be implemented using .NET, as shown in Figure 1. 
Although the implementation is not always performed, most of the characteristics can be 
effectively implemented using MS .NET. This paper presents the update in applications 
or desktop applications without a mobile phone for the phone number stored in a mobile 
phone in mobile services in which the updated data can be newly loaded in a mobile 
phone in applications or desktop applications. This means that any difficulty accessing 
lost data, which is stored in mobile phone locals, due to the breakage or loss of a mobile 
phone can be solved.  A mobile phone system was configured in a local environment in 
order to manage mobile phone numbers because the test applied in an actual mobile 
phone is difficult. 

4.1   Implementation of an Application Before Updating Data 

A user application consists of a mobile application. The implementation applied in 
this paper was limited to a phone number management process.  

In the deployment area of the Web Application, the data that is to be distributed to 
the User Application is managed in its version. In the case of the update of the data in 
a deploy area, the updated data will be automatically restored as an updated version 
by comparing it to the update information of management programs when a certain 
reconnection is attempted by saving data into a local section at the moment of the 
connection. 

5   Conclusion and Future Work 

Mobile phones are increasingly decreasing in size, but the performance becomes 
enhanced by multi-functional tools. However, it exhausts a large amount of battery 
and requires large loads in the calculation process of encryption and description. In 
addition, mobile phones have some limitations in multimedia output speeds and inter-
face performances. Also, there is the possibility of loss due to the decreased size and 
easy mobility. The loss of a mobile phone could result in a loss of data. This paper 
designed and implemented a phone number management system among mobile ser-
vices using X-internet in order to improve these problems. As a result, X-Internet can 
improve the response speed of user interfaces using a storage function, which can 
save state information to a local section as much as is required, and a client can per-
form certain works without maintaining a connection to a server using a container and 

 

Fig. 1. System implementation 
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transfer the results of the work to the server after modifying and adding data. Thus, it 
is possible to provide customized services according to the personal characteristics 
and thus take a step further towards the age of ubiquitous.  

However, X-internet was not executed in a Windows 98/ME system because it 
downloaded most of the application programs using BITS. Thus, a Windows 2000 or 
above is required. In addition, because it neglects most of the code access securities 
due to the fact that it is executed as a fully reliable local application system, technolo-
gies that can improve these problems are required in future studies. In addition, a 
verification process to identify an accurate user is required because data will be auto-
matically updated when they access the system through on-line. 
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Abstract. In this paper, the new STTD receiver for multimedia communication 
system in ubiquitous network environment is proposed and the performance of 
them is analyzed. For the multimedia systems that equip the transmit diversity 
for forward channel, it is well known that the Tx diversity technique is appro-
priate for the high rate communications. Adopting the proposed STTD receiver, 
at 10-2 ~ 10-4 in bit error rate, the SNR of 0.5dB ~ 2dB performance improve-
ment in AWGN and Rayleigh fading environment has been achieved. 

1   Introduction 

The 3rd generation mobile systems (IMT-2000 : International Mobile Telecommunica-
tion-2000) are required to have high data rate and multimedia services. IMT-2000 is 
separated into the proposed asynchronous W-CDMA (Wideband-Code Division Mul-
tiple Access) by 3GPP(3rd Generation Partnership Project) and the synchronous IS-
2000 evolved from PCS(Personal Communication Service) IS-95A/B. W-CDMA and 
IS-2000 are based on the DS-CDMA(Direct Sequence-Code Division Multiple Ac-
cess) digital technology[1],[2]. 

In DS-CDMA system, many users transmit messages simultaneously over the same 
wireless communication channel, each using a specific spread spectrum PN(pseudo-
random noise) code. At the receiver, a user’s message can be extracted using a PN 
code pre-assigned to each user. The extraction of each user message is suffered by 
MAI(Multi-Access Interference) and multi-path fading. But the problem can be  
reduced by CCI(Co-Channel Interference) cancellation techniques and rake  
receiver[3],[4]. 

For the multimedia systems that equip the transmit diversity for forward channel, it 
is well known that the Tx diversity technique is appropriate for the high rate commu-
nications, such as personal communication of multimedia communication systems.  
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In this paper, we propose a STTD(Space Time Transmit Diversity) receiver that 
design of Tx diversity receiver without antenna mutual interference using CCI cancel-
lation technique. The design of rake receiver using STTD receiver are proposed and 
analyzed in mobile environments. Finally, the performance of simulation using pro-
posed new receiver were shown in figures and described.  

2   Space Time Transmit Diversity(STTD) 

Figure 1 shows the baseband representation of the two branch transmit diversity 
scheme. The scheme uses two transmit antennas and on receive antenna and may be 
defined by the following three functions[5]; 

- the encoding and transmission sequence of information symbols at the trans-
mitter; 

- the combining scheme at the receiver; 
- the decision rule for maximum likelihood detection. 

 

Fig. 1. Space time transmit diversity 

3   System Model 

In this paper, the transmitter and receiver system based on the proposed asynchronous 
IMT-2000(W-CDMA : Wideband CDMA) system standard by 3GPP is constructed 
as shown figure 2[6],[7]. In order to simulate, we assume that the wireless channel is 
AWGN, MAI and multi-path fading environment. The transmit data signal is 
NRZ(Non-return to zero) and system modulation is DS-CDMA/QPSK. 
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Fig. 2. W-CDMA system model 

3.1   Co-channel Interference(CCI) Cancellation Technique 

Here we assume that the cell-site transmits the same power for each user and that 
interfering signals share the same propagation path. Multi-access interference (MAI) 
can be modeled as Gaussian random variance. Based on the random sequence as-
sumption, the variance of the interference component at the output of the matched 
filter, MAI is then given by 
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where, ρ is the instantaneous amplitude and M  is PN  code length. MAI of refer-

ence user in the reference cell is given by   
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where, K  is number of users in the reference cell. 
If we consider the interference from other users, the equivalent DSSNR=γ  (SNR: 

Signal-to-Noise power Ratio) of  DS-CDMA can then be expressed as[8]  
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Where, 2/oN  is power spectrum density of AWGN. 

In order to cancel antenna mutual interference in STTD receiver we use the CCI 
cancellation technique. 

Signal to noise ratio CCIγ  after correlation calculation between Sc and the PN se-

quence of reference user can be obtained as follows. 
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where, eP  is bit error rate after correlation detection at the receiver with CCI non-

cancellation. 

3.2   Propose STTD Receiver  

In this paper, we propose the new scheme of STTD receiver. Using two transmit an-
tenna, the scheme provides mutual interference side effect caused by each antenna. 
So, we propose a STTD(Space Time Transmit Diversity) receiver that design of Tx 
diversity receiver without antenna mutual interference. Figure 3 shows a design of 
STTD receiver using CCI cancellation technique.  

 

Fig. 3. Propose STTD receiver 

4   Simulation 

4.1   Simulation of the Proposed STTD Receiver 

Block diagram of simulation for the proposed STTD receiver is shown in figure 4. 
The bit error rate of the proposed scheme are compared with that of transmit signals 
and received signals in AWGN and Rayleigh fading environment. Simulation parame-
ter is given by table 1. 

4.2   Simulation Results and Discussion 

The simulation results of the DS-CDMA/QPSK using proposed STTD receiver are 
shown in figure 5 ~ figure 6. The BER curves of the proposed scheme are compared 
with that of typical and ideal case in AWGN and Rayleigh fading environment. 
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Fig. 4. Block diagram of simulation for the proposed STTD receiver 

Table 1. Simulation parameter of the proposed STTD receiver 

Parameters Values 
Modulation Type  QPSK 
Transmit antenna 2 
PN length 64 
PN chip duration 1/64 [sec] 
No. of user 1 
Channel environment Multi-path (Rayleigh fading) 
Baseband transmission NRZ(Non-return to zero) 
No. of data 10,000 ~ 20,000 

Figure 5 shows the error performance of DS-CDMA/QPSK using proposed STTD 
receiver in AWGN environment. We observed that proposed STTD receiver gained 
about 0.5dB and 1dB when the bit error rate is 310−  and 410− , respectively. 

 

Fig. 5. Performance of the proposed STTD receiver in AWGN environment 
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Figure 6 shows the error performance of DS-CDMA/QPSK adopting the proposed 
STTD receiver, at 210− in bit error rate, the SNR of 2 dB performance improvement in 
Rayleigh fading environment has been achieved.  

 

Fig. 6. Performance of the proposed STTD receiver Rayleigh fading environment 

5   Conclusion 

In this paper, the new STTD receiver for multimedia communication system is pro-
posed and the performance of them is analyzed. For the multimedia systems that 
equip the transmit diversity for forward channel, it is well known that the Tx diversity 
technique is appropriate for the high rate communications. We propose a 
STTD(Space Time Transmit Diversity) receiver that design of Tx diversity receiver 
without antenna mutual interference using CCI cancellation technique. As the results 
of simulation, the proposed receivers have improved the performance of DS-
CDMA/QPSK by increasing the total received signal to noise ratio. By adopting the 
proposed STTD receiver, at 210− ~ 410−  in bit error rate, the SNR of 0.5 dB ~ 2 dB 
performance improvements in AWGN and Rayleigh fading environment has been 
achieved.  

Consequently, the proposed STTD receiver will be a very effective method to 
improve the performance of mobile multimedia forward channel using transmits 
diversity.  
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Abstract. Superiority in information technology became an important factor in-
fluencing success or failure of the national defense, and prompt delivery of in-
formation gathered from IT serves as a core factor in exhibiting combative 
power of the military. Furthermore, applications of these technologies can lead 
to increase in strategic capabilities like sensing and detection, exchanging and 
sharing advanced real time information and increasing community power of the 
strategic units. Therefore, the author wants to research core technology sector 
that can be developed and applied in preparation of ubiquitous national defense 
era. In particular, this paper aims to design Logistic system that is mobile sensor 
network and RFID based. 

1   Introduction 

Living environment of mankind is becoming more automated and intellectualized, 
and evolving into information and knowledge centered cultural society. Following 
these revolutions in information technology, superiority in information technology 
became an important factor influencing success or failure of the national defense, and 
prompt delivery of information gathered from IT serves as a core factor in exhibiting 
combative power of the military. , the basic fundamental of military system, as well as 
the paradigm of a war, is changing remarkably. Concept of mass destruction using 
conventional weapons is changing in to concept of precision attacks which only de-
stroys core military targets in precise manner [1]. 

2   Related Works (Ubiquitous Computing) 

The word, “ubiquitous,” which is widely known to us means “Anywhere Anytime,” 
“Coexisting” in Latin. It is generally used to express existence of natural resources 
like an object or air, or to symbolize existence of supreme power transcending time 
and space. 
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In the information technology sector, ubiquitous is accepted as a new type of IT 
environment or IT paradigm like the “ubiquitous computing” or “ubiquitous net-
work.” Simply, ubiquitous communication or ubiquitous computing does not mean 
adding a function to a computer or putting something in it but means insertion of a 
computer that matches the role of an object like a cup, a car, eyeglasses or shoes and 
allowing communication between objects. Presently, as specialized tasks or Internet 
can be accessed through wireless communication network using portable and conven-
ient post PC products like PDA, Internet TV, Smart phones, etc, without the limitation 
of the time and space, it is forecasted that the ubiquitous computing will gradually 
grow in the future following development in technologies or products related to these 
devices [2]. The word “ubiquitous computing” originated from Mark Weiser, a re-
searcher at the Palo Alto Research Center in the United States. Mark Weiser defined 
“ubiquitous computing” as an environment where users can acquire information 
needed from a network anywhere, anytime by actualizing communication network 
that does not have gap between cable, wireless or close range wireless network. Sim-
ply, he proposed actualization of network environment allowing connection to a com-
puter attached to the network without the limitation of space and actualization of 
pocket size, computer built-in devices or humanized computer interfaces at the same 
time. In addition, Mark Weiser defined four characteristics of ubiquitous computing. 
First, a computer that is not connected to a network is not a ubiquitous computing. 
Second, as a humanized interface, it should be invisible. Third, computers must be 
accessible in reality not in virtual reality. Fourth, services must change following user 
environments (location, ID, devices, time, temperature, brightness, weather. Along 
with these characteristics, he has newly defined evolution of computers centering on 
the relationship between the computer technologies and the human. The 1st wave as an 
era of main frame where multi-users shared one high costing computer. The 2nd wave 
as an era of personal computer where a single user used a computer. In addition, he 
defined ubiquitous computing era as time when people can utilize information from a 
network without being aware of existence of various built-in computers, and fore-
casted that changed in these technologies throughout 2005-2020 will create renovated 
ubiquitous culture. Presently, we are stepping towards ubiquitous society. Mark 
Weiser has stated the importance of study on five types of issues such as visibility, 
complexity, simplicity, connectivity, invisibility, for materializing ubiquitous comput-
ing society [2]. 

3   Application in Military 

3.1   Mobile Sensor Network 

Sensor network will consist of various sensor nodes equipped with sensing function, 
information processing function and communication functions. These nodes will be 
assigned to a specific strategic mission and create ad-hoc network among them auto-
matically to collect information from the real world and to provide application ser-
vices by processing these data. Sensor network technology in the national defense 
sector can be used in the various types of field sectors. For example, large number of 
sensor nodes such as smart dust or miniature unmanned UAV, etc., can be assigned to 
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the strategic location in the field to carry out surveillance and reconnaissance mis-
sions. It is noted that the number of sensor network will exceed ad-hoc network by 
far. These sensor nodes will be closely distributed in a small area executing broad-
casting communications. Also, these sensors are by far smaller than the ad-hoc net-
work nodes utilizing low power batteries thus replacement might not be easy. As 
fundamental units of the sensor network, sensor nodes will be assigned to strategic 
locations to collect data, process data and to transmit processed information to the 
upper level networks through the mobile communication devices. Sensor nodes are 
micro controller installed mini-computer systems. Thus, the operating system of the 
sensors nodes to process sensing applications and to communicate between nodes will 
run under sensor node hardware with limited hardware resources. The sensor node OS 
should be small, electric consumption should be minimal, and should be designed to 
manage process and memory efficiently while providing low power communication 
services among sensor nodes. Also, in order for the sensor network to service various 
types of tasks, general purpose hardware or software will not be used. Hardware and 
software can vary depending on the applications thus the operating system should be 
flexible and designed with modules to be effectively used for other types of hardware. 
Sensor nodes should be designed to withstand various types of external factors for it 
is difficult to maintain or repair sensor nodes once they have been assigned and the 
operating environment might be inferior. Lastly, simplicity of ad-hoc routing protocol 
used in forming sensor network and programming should be considered. These data 
will be transmitted between sensor nodes using RF signals by the radio equipments. 
Transmission and reception of RF signals will fall under the physical layer, the lowest 
level of the OSI model. As the low layer creating data links, MAC connected to the 
radio device will service data packet exchange among other nodes. Network protocol 
of sensor network should provide ad-hoc routing services and communication ser-
vices to other sensor network and military communication network such as military 
communication satellite and TICN system. In order to provide these services, sensor 
network protocol requires few additional specifications in comparison to existing 
network protocols. Such as efficient power management, data centered, overall collec-
tion of data, attribute based address and location recognitions. 

 

Fig. 1. Structure of Sensor node 

Location searching technology is required to collect location of each sensors located 
within the sensor network, either through centralized or distributed method. Processing 
accurate location of sensor nodes will provide geographical information of the event 
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occurrence, allowing routing and target detection functions based on the processed 
geographical information. These location data will become absolute or relative location 
information depending on the types of the application. Generally various measurement 
techniques utilizing supersonic or RF are being suggested for location measurement 
within the sensor network. Normally the location should be measured based on the 
arrival time, signal strength, direction and distance from the base. Due to the large 
number of applications that can be used within the sensor network, large types of sen-
sors exist. Sensor can be largely classified in to 3 types; Passive, Passive0-Array and 
Active. Sensors such as vibration, illumination intensity, temperature, etc, falls under 
the passive sensors, bio-chemical, infrared, etc, falls under the passive-array sensors 
and radar, sonar, etc, falls under the active sensors. Presently active movements for 
standardization is under way and the author will commonly discuss low pricing, stan-
dard interface, network, smart sensing and actuation. 

3.2   RFID 

RFID is a core factor in constructing ubiquitous logistic support. In the ubiquitous 
logistic support, identification, location check, status check such as damages, usability 
measurement, route tracking, etc, of all weapon system will be processed in real-time 
without help of man. In addition, headquarter, militant units and logistic support units 
can acquire real-time information of the supplies suitable for the war situations, can 
request supply, operate repair systems, search the optimal route for supply and proc-
ess priority supply orders in real-time. In the perspective of the combined war man-
agement, the ubiquitous logistic support will bring large impact.  

 

Fig. 2. Structure of U-Logistic 

All weapon systems, vehicles, equipments, military facilities, supplies, parts, am-
munitions, etc would be attached with wireless recognition tags and chips having 
functions for sensing, data processing, data saving and communications, for creation 
of ad-hoc network among them, to be connected to future military communication 
networks such as the military satellite communication and TICN system. RFID will 
utilize radio frequency for confirming materials, entry (or transfer) of staff, locations, 
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or to identify categories. RFID system may function properly by combining reader, 
transponder and computer or any other devices that can process data [3]. 

The RFID reader contains electronic circuits that transmits and receives frequency 
from and to the transponder (or to tags). The microprocessor built-in to the reader will 
encode signals transmitted by the tags, will authenticate the data signals, may save 
this information in the memory devices and may transmit this information when nec-
essary. The reader contains antenna for transmission and reception of signals. An-
tenna used to transmit and receive signals may either be attached to the circuit board 
directly or may be contained in the private case. Within the tag, custom built IC chips 
serves as an important part, controlling communication from and to the reader. The 
storage device within the chip is divided in to various sections. A section for storing 
certification number and other data and another section to receive signal activating 
tags from the reader for transmitting information of the tag. Within the tag, capacitor 
for synchronizing frequencies with the antenna attached to the chip is installed. Tags 
normally contain memory devices to store data per address and capacities ranging 
from 8bit to 16K BIT is normally used. Most of the RFID systems are custom de-
signed and allotted with dedicated frequency and antenna size for smooth operation. 
Signals transmitted by the reader through the antenna have adequate size of signal 
range.  When the tag passes through the signal range of the antenna of the reader, the 
tag will sense the signal transmitted by the reader and starts to transmit information 
stored within the tag to the reader. Generally, frequency signals transmitted by the 
reader to the tags contain timing information, providing enough electric force to acti-
vate the tag. When the tags transmit data to the reader, the reader alters this informa-
tion to digital signals and decides authenticity of the information transmitted by the 
tags through the CRC checks. Tags are generally classified in to active and passive. 
Active types require batteries. It either receives operation power from external de-
vices or from batteries attached to non-metallic case of the tag. Advantages of these 
types are reduction of unnecessary powers from the reader and possibility of extend-
ing signal recognition distance from the reader. For the disadvantages, operation time 
may be limited to the life of the batteries, can be used under optimal environment 
only and having higher costs than passive types. Passive type tags do not require in-
ternal or external power sources and can be operated using electric signals transmitted 
by the reader. For the advantages, passive tags are lighter and cheaper than the active 
tags and can be used for semi-permanently. On the other hand, the passive tags have 
disadvantages of having shorter recognition distance and requiring higher power loads 
for the readers.  These tags can be classified in to 3 groups following the functional-
ity. First, read and write, second, write once and read often, third, read only type. 
These types of tags can be applied to both the passive and active tags. Distribution 
and retail sectors can utilize status check and location detection function of the RFID 
ubiquitous network optimally. RFID tags attached to products (or box, transporta-
tions, fork lift, etc) allow efficient tracking of location of the product, stock manage-
ment, customer management and automated transaction. As mentioned in the early 
part, utilization of RFID technologies in logistics support tasks, where large number 
of stocks is being maintained in comparison to private sectors and frequent miss de-
livery is occurring due to lack of inter-connection among producers and consuming 
troops, will greatly improve efficiency of the task. All military weapons, vehicles, 
military facilities, supplies, ammunitions, etc can be controlled through out processes 
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such as production, supply, transportation, stock management, repair management and 
disposal, using a chip. Which means that the RFID installed military supplies, can be 
connected to the delivery route information to find the optimal path for delivery to the 
supply units, and the supply units can recognize the necessary supplies for each con-
suming units for future delivery of supplies. Using the communication between RFID 
chip and information system, adequate level of supply can be managed without the 
help of man hours. Also, supplied logistic support supplies would be connected to the 
repair system during the expected lifespan. Information such as location and status of 
the equipment will be used for calculating weapon system and utilization frequency in 
real-time. Efficiency of the equipment will be raised by assigning maintenance sup-
port units immediately when necessary [4], [5], [6]. 

4   Conclusion 

In this paper, have discussed about the plans for applying recent u-Logistic technol-
ogy to the military sector had been suggested. Particularly, the author have suggested 
plans for utilizing combined future information technologies such as mobile,  wireless 
sensor network and RFID for the logistic supply in construction of u-Defense system. 
By utilizing these information technologies, combat power and strategic capabilities 
of the military can be enhanced greatly. In order to activate information based na-
tional defense, changing stereotype concepts to accept information technology envi-
ronment is a must. With the information technology minds, we should successfully 
construct combined defense information system at the early stage and should operate 
these systems effectively. Also, aggressive investment in terms of fighting power 
improvement is required for the information technology based and scientific national 
defense, thus, limited defense budget should be effectively utilized to raise small but 
powerful advanced information technology units and the utilization of potentials of 
private sectors should be optimized to raise low cost- high efficient military power. 
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Abstract.  The Although a variety of standardization and Learning Manage-
ment System (LMS) were produced to develop and effectively manage web 
contents in response to active diffusion of internet application, practical changes 
to assist online learners are not yet to be found. The core purpose of the LMS 
system proposed in this paper is to help learners pursue proactive and self-
oriented education by allowing learners to proactively configure their own con-
tent, that is, learners no longer have to be restricted by prescribed sequence of 
lectures.  In this paper, I would like to introduce a LMS that can support self-
leading education by providing various types of learners at Virtual University 
with delicately organized educational contents for maximum efficiency.  The 
system allows a learner to select a lecture or a chapter which has been presorted 
to meet his educational needs and intellectual ability. 

1   Introduction 

Online education systems and contents, when developed based on the SCORM (Shar-
able Content Object Reference Model) standard developed by Advanced Distributed 
Learning (ADL), can be implemented in other systems without needs for configura-
tion and organization of contents can be easily edited.  Content is composed of a SCO 
and SCO contains chapters which constitute contents.  Based on the standardization of 
SCORM, maintenance of contents can be easily done and SCORM can be configured 
and customized by learners to meet their specific educational needs.[1,2]  However, 
although contents are delicately divided, it is the administrators or contents producers 
who have the control over the organization of contents.  In reality, learners have to 
follow prescribed steps regardless of their knowledge or level of educational compe-
tence.  When it comes to a virtual college where levels of educational competence 
among learners greatly vary, it is very tough for instructors to offer contents that can 
meet individual educational needs.  For instance, those with sufficient knowledge in a 
specific subject would not want to learn basic or introduction portion of the subject. 
Unlike offline education which requires face to face interaction, virtual university can 
give a variety of people an opportunity to take advantage of self-leading education by 
selecting contents that meet their specific educational needs. 
                                                           
*  This work was supported by a grant No. (2004-GA-12) from Ministry of Commerce, Indus-

try and Energy. 
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By selecting contents of their needs, learners can heighten their self-satisfaction 
and enjoy academic achievements at the same time[3,4].  This paper addresses the 
problem stated beforehand and presents relevant research and implementation of 
solutions that can allow learners to set their own difficulty of the contents they  
select. 

“Open Education” can be possible within an environment where everybody can 
learn wherever they are and whenever they want.  Today’s highly developed com-
puter network makes “Open Online Education” possible by combining the offline 
“Open Education” and benefits of internet technology.  “Open Online Education” is 
considered a very effective means of education because it frees people from physical 
and time limitations that employees face: For example, employees can set their own 
time for education which makes it a proactive learning experience.  Many researches 
done on this subject and numerous case studies assert that computer network, which 
has an ability to overcome space and time and help learners exchange information 
cooperatively, can establish learner-oriented educational system.[5,6]  

Unfortunately, except for the fact that individuals can learn in their home instead of 
a classroom and set their own time instead of following a prescribed schedule, differ-
ence between online education and offline education is minimal.  So far, the most 
common type of online education has targeted only at the majority of people and 
unilaterally delivers educational information to its learners.  However, educational 
achievement can be possible when contents can be prescribed to meet specific educa-
tional needs of an individual. [7, 8] 

2   Suggestions and System Requirements 

As I have presented, the needs for standardization of online education has become 
increasingly important and SCORM has been positioning itself as the standard of 
online education.  As of now, using search and category functions, reorganization and 
maintenance of contents became easy, however, service provider organizes contents 
for his learners to search and register a lecture of their choice.  In this paper, I would 
like to present a solution that can allow learners to choose lecture contents for each 
subject [9, 10].  

The figure 1 illustrates a SCORM based LMS which is supplemented with the self-
leading type of process management service. 

In fact, the LMS discussed in this paper is based on the implementation of features 
related to self-leading type of process management service because not all SCORM 
based LMS share same type of database organization and contents management im-
plementation via meter information. The purpose of this paper is to build a system 
that can allow learners to choose contents of their educational level, learn to achieve 
educational goals, and move onto the next level. The system offers detailed informa-
tion, such as completed courses and prerequisites of lectures that a learner has to 
know before registering a lecture. Once he selects a subject, the system illustrates 
subject contents that are categorized by chapter and difficulty. With the given infor-
mation of the subject, he can confidently select his own contents to be studied.  
Organization of the proposed system is as follows: 
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Fig. 1. LMS System Service Diagram 

1) DB server which contains SCO information  
2) Module which allows administrators and instructors to input detailed contents 
3) Webpage module that can illustrate detailed information of each subject and its 

contents for learners to choose. 
4) Module that can organize educational process for each subject according to the 

specific requirements and needs that a learner requests. 
5) Module that can operate in conjunction with LMS and contents for learners to use. 

3   System Organization 

3.1   SOC Information Input Module for Administrators and Instructors 

This module registers contents of lectures established by LMS administrators or in-
structors and inputs the registered contents.  Detail contents information would pos-
sess the following information: learner’s year in school, completed subjects, open 
lectures, available level, and grades after completion. The sequence the module’s 
information input, as illustrated in a flowchart of the figure 2, starts off with the page 
where a learner’s ability is confirmed and available categories, which can be regis-
tered, are displayed.  For administrators, all available subjects are displayed and for 
instructors, categories in progress are displayed.  When selecting specified category’s 
subject, administrators and instructors can input or edit detailed information for each 
chapter.  Once the input is completed, information stored in DB is renewed.  If there 
are no errors, the system will direct to the categorical page and if there are errors, the 
system will direct do the contents registration page [11], [12]. 
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Fig. 2. Input Information Module Basic Flowchart 

3.2   SCO & DB Servers 

RFID is a core factor in constructing ubiquitous logistic support. 
SCO & DB servers are database servers that contain required information for the 

proposed LMS.  They basically manage information of contents and instructors and 
learners. 1) Detailed Contents Information, 2) Instructors Information, 3) Learners 
Information, 4) Information of Available Courses 

Detailed contents and information of available courses are shared among instruc-
tors because it is not always just one instructor who makes up the entire contents for a 
course.  Thus, learners can easily find out about other courses that are complementary 
to their selected courses.  To determine competence level, points are given discrimi-
nately based on learner’s occupation, major, depth of knowledge of the selected sub-
ject.  As a learner completes a course and move on, he will gain points and eventually 
get to the higher level.  Educational competence levels are A, B, C, and D and levels 
based on occupation are A for professionals, B for students, C and D for others based 
on their depth of knowledge and job descriptions. 

3.3   Learning Process Request Module 

Learning Process Request Module displays available subject for learners.  Once a 
subject is chosen, the module will show detailed information for each chapter of the 
contents so that learners can choose that fits his level and complete his registration 
request. For those who do not want to organize the contents, instructors will deter-
mine basic organization contents. 

Learning Process Request Module is activated once a learner requests course regis-
tration.  Based on the information submitted to DB server, which includes major, year 
in school, and competence level, the module displays available courses and their  
information on the “Available Courses Page" and prerequisites for non-available 
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Fig. 3. Learning Process Application Module Basic flowchart 

courses.  If a course is selected, the learner is taken to the page where available chap-
ters are displayed based on the contents information and his background information.  
There, only the available courses for his level are displayed for him to choose and 
organize.  Once registered courses are confirmed be the learner, he can call up the 
subject organization page using information of selected subject and his background 
information.  Based on the detailed contents information received from DB server, 
Learning Process Request Module generates contents sequence in the order requested 
by the learner and moves to the “Available Courses Page after storing the sequence 
into DB server. 

3.4   Learning Module 

Learning Module allows learners to take courses by displaying selected lectures. 
Learning Module displays categorized registered subjects using the learner’s informa-
tion.  Once a subject is selected, available lectures are displayed.  Lecture window is 
launched upon completion of lecture selection process. 

4   Conclusion  

The core purpose of the system proposed in this thesis is to help learners pursue proac-
tive and self-oriented education by allowing learners to proactively configure their own 
content, that is, learners no longer have to be restricted by prescribed sequence of lec-
tures.  In general, most LMS cannot meet every individual’s educational needs because 
they structure their programs by letting learners simply choose from a list of available 
lectures at prescribed level or difficulty.  However the Self-Leading LMS eliminates 
such boundaries by allowing learners to choose contents and difficulty within the limit 
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set by their own educational competence. Although a variety of standardization and 
Learning Management System (LMS) were produced to develop and effectively man-
age web contents in response to active diffusion of internet application, practical 
changes to assist online learners are not yet to be found. In this paper, I would like to 
introduce a LMS that can support self-leading education by providing various types of 
learners at Virtual University with delicately organized educational contents for maxi-
mum efficiency.  The system allows a learner to select a lecture or a chapter which has 
been presorted to meet his educational needs and intellectual ability. 
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Abstract. Non-intrusive methods for eye tracking are important for many ap-
plications of vision-based human computer interaction, such as driver fatigue 
detection, eye gaze replacing the hand operating mouse, eye typing instead of 
manually depressing keys as a virtual keyboard, eye gaze correction for video 
conferencing, interactive assistant application for disabled users, etc. However, 
due to the eye motion be the high nonlinearity, the obstacles of robustness of 
external interference and accuracy of eye tracking, these tend to significantly 
limit their scope of application. In this paper, we present a strong tracking fi-
nite-difference extended Kalman filter algorithm, and overcome the modeling 
of nonlinear eye tracking. In filtering calculation, strong tracking factor is intro-
duced to modify prior covariance matrix to improve the accuracy of the filter. 
The filter uses finite-difference method to calculate partial derivatives of 
nonlinear functions to eye tracking. The last experimental results show validity 
of our method for eye tracking under realistic conditions. 

1   Introduction 

Since eye tracking was first introduced by Mowrer in 1936, it has been gaining in 
popularity over the past decades as a window into observers’ visual and cognitive 
process. For instance, researchers have utilized eye tracking to study behavior in such 
domains as driver fatigue detection [1,2,3], eye typing for helping users with move-
ment disabilities interact with computers [4], eye tracking analysis of user behavior in 
WWW search [5], using eye tracking techniques to study collaboration on physical 
tasks for medical research, VR system for measuring inspection methods, and image 
scanning [6]. Above all applications, two types of human-computer interfaces utilize 
eye tracking, passive and active interfaces. Passive interfaces monitor the user’s eye 
movements and automatically adapt themselves to the user. For example in driver 
fatigue detection, the researchers track the driver eyes to fatigue detection, because 
the human eyes express the most direct reaction when dozing, inattention and yawn-
ing. On the other hand, Active interfaces allow users to explicitly control the interface 
though the use of eye movements. For example, eye typing has users look at keys on a 
virtual keyboard to type instead of manually depressing keys as on a traditional key-
board [4,7]. Such active interfaces have been quite effective at helping users with 
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movement disabilities interact with computers. Not surprisingly, eye tracking has 
attracted the interest of many researchers, and eye trackers have been commercially 
available for many years [1,2,7,8]. 

In the past decades, many researchers have paid attention to the eye tracking in 
human computer interaction. There have been many methods that support non-
invasive eye tracking.  In [17], all of these eye tracking algorithms can be classified 
into two approaches: feature-based and model-based approaches. Feature-based ap-
proaches detect and localize image features related to the position of the eye. A com-
monality among feature-based approaches is that a criteria (e.g., a threshold) is 
needed to decide when a feature is present or absent. The determination of an appro-
priate threshold is typically left as a free parameter that is adjusted by the user. The 
tracked features vary widely across algorithms but most often rely on intensity levels 
or intensity gradients. For example, in infrared (IR) images created with the dark-
pupil technique, an appropriately set intensity threshold can be used to extract the 
region corresponding to the pupil. The pupil center can be taken as the geometric 
center of this identified region. The intensity gradient can be used to detect the limbus 
in visible spectrum images [9] or the pupil contour in infrared spectrum images [10]. 
In [1,11,12,13 ], several active IR based eye trackers were proposed. The authors 
thought that eye tracking based on the active remote IR illuminations is a simple and 
effective approach. But most of them require distinctive bright pupil effect to work 
well because they all track the eyes by tracking the bright pupils.  Qiang Ji et al. has 
also made significant improvement of eye tracking over existing techniques [1, 11]. 
However, their methods need IR eye detector, or bright pupils and steady illumina-
tion. Their eye tracking method using Kalman filtering is linear system estimation 
algorithm. In realistic driving environments, the eye motion is the high nonlinearity of 
the likelihood model, the stand Kanlman filter is no longer optimal. 

On the other hand, model-based approaches do not explicitly detect features but 
rather find the best fitting model that is consistent with the image. For example, inte-
grodifferential operators can be used to find the best-fitting circle [14] or ellipse [15] 
for the limbus and pupil contour. Michael Chau and Margrit Betke use correlation 
with an online template to eye tracking in [16]. The authors in [2] use the dynamic 
templates for eye tracking. After finding the eye templates, they are used for eye 
tracking by template matching. And the minimum value within the search area is the 
most matching position of the eye. The model- based approach can provide a more 
precise estimate of the pupil center than a feature-based approach given that a feature-
defining criteria is not applied to the image data. 

Eye tracking has not reached its full potential even though the general-purpose eye 
tracking technology has been explored for decades. The first obstacle to integrating 
these techniques into human-computer interfaces is that they have been too expensive 
for routine use. Currently, a number of eye trackers are available on the market and 
their prices range from approximately 5,000 to 40,000 US Dollars [17]. The second 
factor is that it’s very difficult to model to eye tracking because of the eye motion 
being the high nonlinearity. The third factor is the robustness of eye tracking should 
be improved because of the variety of head and eyes moving fast, external illumina-
tions interference and realistic lighting conditions. The accuracy of eye tracking can’t 
satisfy the realistic requirement of HCI.  
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To tackle some of those problems, we propose a strong tracking finite-difference 
extended Kalman filter algorithm to eye tracking. In this paper, a strong tracking 
factor is introduced to modify prior covariance matrix to improve the accuracy of the 
algorithm. And the finite-difference method is presented to calculate partial deriva-
tives of nonlinear functions to eye tracking. At the same time, we overcome the eye 
tracking modeling in nonlinear system. The last experimental results show that the 
average correct rate of eye tracking can achieve 99.4% on three video.  

The organization of the paper is as follows. Strong Tracking Finite-Difference Ex-
tended Kalman Filter algorithm is given in next section.  Section 3 gives STFDEKF 
based Eye Tracking algorithm and experimental results. Final conclusion is in  
section 4.  

2   Strong Tracking Finite-Difference Extended Kalman Filter 

Extended Kalman filter (EKF) is one of the most common and popular filtering ap-
proach in nonlinear target tracking and state estimation. It includes state estimation of 
a nonlinear dynamic system, parameters estimation for nonlinear system identification 
and dual estimation where both states and parameters are estimated simultaneously. 
However, EKF simply linearizes all nonlinear functions to the first order by using the 
Talyor series expansions. At the same time, EKF may cause more errors for the 
nonlinear system while estimating system state and its variance. Moreover, the lin-
earization may lead to divergence of filtering process.  In a non-linear mismatched 
model and limited applications scope, EKF filter will lead the divergence problem of 
state estimation. For these reasons, two improved EKF algorithms are introduced to 
tackle some of those problems.  

2.1   Suboptimal Fading Extended Kalman Filter 

In this section, an adaptive extended Kalman filter - a suboptimal fading extended 
Kalman filter (SFEKF) is presented.  The derivation of the filter is presented in 
[18,19] in detail. SFEKF has the following good properties: 1) lower sensitivity to the 
statistics of the initial states and the statistics of the system and/or measurement noise, 
2) stronger tracking ability to the suddenly changing states and bias no matter whether 
the filter operates in dynamic or stationary fashion, 3) acceptable computational  
complexity.  

Considering a class of nonlinear discrete-time dynamical system, 

  1 ( , , )k k k kx f x u v+ =               (1) 

( , )k k ky g x w=  (2) 

where, kx  is the state vector, ky  is the measurement vector, ku  is control input vec-

tor, kv  is process noise and kw  is measurement noise. kv  and kw  are statistically 

independent. The equations of mean and covariance are as follow. 
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[ ] ,k kE v q=   cov[ , ] ( )k j kv v Q k jδ= −  

[ ] ,k kE w r=   cov[ , ] ( )k j kw w R k jδ= −  
(3) 

The extended Kalman filter is based on the assumption that sensor noises and, propa-
gation errors are driven by zero-mean, Gaussian-distributed, white, random process. 
Retaining only the first-order terms in the Taylor series expansion, one obtains 

             
1 ˆ ˆ( , , ) ( )( ) ( )( ),

ˆ( , ) ( )( ) ( )( ),
k k k k x k k v k k

k k k x k k w k k

x f x u q F k x x F k v q

y g x r G k x x G k w r
+ ≈ + − + −
≈ + − + −

 (4) 

where ( )xF k  and ( )vF k  are the partial derivatives of ( )f  to x  and v ,  ( )xG k  

and ( )wF k  are the partial derivatives of ( )f  to x  and w . 

So the suboptimal fading extended Kalman filter (SFEKF) is deduced as follows: 
The predicted state estimation equations are  

1 ˆ( , , )k k k kx f x u v+ =  (5) 

( , )k k ky g x r=  (6) 

The predicted covariance estimation equations are 

1
ˆ( 1) ( ) ( ) ( ) ( )T T

k x k x v k vP k F k P F k F k Q F kλ+ = + +  (7) 

Where ( 1) 1kλ + ≥  is the suboptimal fading factor, which is used to fade the bypast 

datum and adjust predictable state estimation covariance matrix. 
With this model in [20], ( 1)kλ + can be directly determined as follows:  

0 0

0

, 1;
( 1)

1, 1;
k

λ λ
λ

λ
≥

+ =
<

 (8) 

where 

0 [ ( 1)] / [ ( 1)],tr N k tr M kλ = + +  (9) 

0( 1) ( 1) ( ) ( ) ( ) ( ) ( ) ,T T
x v v w k wN k V k G k F k F k G k R G k+ = + − −  (10) 

ˆ( 1) ( ) ( ) ( ).T T
x x k x xM k G F k P F k G k+ =  (11) 

0

0 0
1

ˆ(0) (0) (0) , 0;
1

( 1) ( )
, 1

1

T
x x wk

T T
j j j j

j

G P G G k

V k V k
k k

γ γ ρ γ γ
ρ

=

+ =
+ = = +

≥
+

 (12) 
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with 0 1ρ≤ ≤ is the preselected forgetting, it may be selected according to the real 

processes. For fast changing processes, a smaller ρ should be selected, and vice 

versa. As that pointed out in [20], ( 1)kλ +  is insensitive to the value of ρ . 

2.2   Strong Tracking Finite-Difference Extended Kalman Filter 

Deriving the ideas in papers [21, 22], the authors proposed a finite-difference method 
to replace partial derivatives of nonlinear functions. From further improving the self-
covariance and between-covariance, we obtain the algorithm based on strong tracking 
filter-difference enhanced kalman filter. 

We adopt cholesky to decompose ,kQ ,kR ,KP ˆkP ,   

, ,

ˆ ˆ, .

T T
k v k wv W

T T
k x k xx x

Q S S R S S

P S S P S S

= =

= =
 

(13) 

central difference of partial derivative in non-linear function ( )Fx k : 

( ) { } ( ), , , , , , ,, , /2x ij i k j k j k k k j k j k k k jF k f f x x u q f x x u q x= = − −+∆ ∆ ∆
 

(14) 

Where , ,ˆ ˆ ,k j x jx hs h∆ =  is the step adjustment coefficient; ,ˆx js  represents the j 

column of ˆxs , then 

( )( ){ }, , )ˆ ˆ ˆ( ) , , , ( , , / 2 .x x xx k x j k k i k x j k kF k S S f x hs u q f x hs u q h= = + − +  
(15) 

( ) ( )( ){ }, ,ˆ ˆ( ) , , , , , / 2 ,v v xv i k k k v j i k k k v jF k S S f x u q hs f x u q hs h= = + − −  
(16) 

  ( ) ( ) ( )( ){ }, , , , / 2 ,x x yx i k x j rk i k x j rkG k S S g x hs g x hs h−= = + −  
(17) 

( ) ( )( )( ){ }, , , , / 2w w yw i k rk w j i k rk w jG k S S g x hs g x hs h= = + − −  
(18) 

The predicted covariance matrix, gain matrix and covariance estimate of subopti-
mal fading extended Kalman filter (SFEKF) are mended as follows 

                     

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( )

1

ˆ ˆ

ˆ( 1)

ˆ ˆ ˆ ˆ1

1 ;

T T
k x k x v k v

T TT T
x x x v v vx v

T T
xx xvxx xv

P k F k P F k F k Q F k

k F k S S F k F k S S F k

k S S S S

λ

λ

λ

+ = + + =

+ + =

+ +

 (19) 
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( ) ( ) ( ) ( ) ( )
1

1
T T T

k k x x k x w k wK P G k G k P G k G k R G k
−

+ = + =  

( ) [ ] [ ]1 11 ;T T TT T
TT

x yx yx yx y w y w x yx yx yx y w y wx xS S S S S S S S S S S S S S
− −− + = +  

(20) 
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1 1
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1 1 1

1

1 1 1 1

1 1 1 1
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k x k

T T
k xx x x x

T T T T T T T
x x x yx k k yx x x yx k

T T T T
x x x yx k yx x
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+ +

+

+ + +

+

+ + + +

+ + + +

=

− =

− =

− − + =

− − +

+ =

− × −

 (21) 

From before-mentioned deduction, we can infer to that all calculations of above in-
clude the process noise impact and the error problem of model linearization. The step 
number which nonlinear function is linearized also changes with last time covariance 
matrix, process noise and observation noise. The filter becomes very simple because 
of replacing partial derivatives calculation using finite-difference value. The new 
strong finite-difference Kalman filter (STFDEKF) has more accuracy and covariance 
estimation, and improves the robustness of target tracking.  The last experiment re-
sults show that the STFDEKF can be used for the high nonlinear stochastic systems 
such as eye tracking.  

3   STFDEKF Based Eye Tracking and Results 

In this section, we develop the following eye tracking using STFDEKF. Because the 
eye motion is the high nonlinearity of the likelihood model, it’s very difficult to 
model human eye movement dynamics. In our tracking system, the following non-
linear equation is used to model the eye movement dynamics.  

                       2
0

1

2
x x vt at= + +  (22) 

                      )sin(01 tAvx kkk ω+=+  (23) 

                      )cos(11 tAxa kkkkk ωω== ++  (24) 
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where, the initial value 0x and 0v  are zero. The acceleration a  follows the sine dis-

tribution, and a  will be considered process noise ( kv ), respectively smAk /08.0=  

and sradk /πω = .  

The proposed eye tracking experiment is developed in platform of OPEN CV. Our 
system uses a ViewQuest VQ680 video camera to capture human images. The ex-
periment is tested on a Pentium III 1.7G CPU with 128MB RAM. Eye tracking based 
on the proposed method can reach 10 frames per second. The format of input video is 
352×288.  Fig.1 represents the eye tracking using STFDEKF algorithm. The Correct 
Rate of eye tracking is shown in Table.1. 

Correct Rate of eye tracking is defined as in equation (25). 

FramesTotal

FailureTrackingFramesTotal
RateCorrect

−=  (25) 

The following experimental results evaluate the performance of our proposed 
method and other eye tracking methods in [1,2,3,11].  

In order to qualitatively gauge performance and discuss resulting issues, we con-
sider using the traditional measures of performance: the RMSE (Root Mean Square 
Error) and MSE (Mean Square Error). The simulation results of RMSE and MSE are 
depicted in Table 3.  

Table 1. Result of eye tracking using STFDEKF algorithm 

 Video 1 
(without glasses) 

Video2 
(glasses) 

Video3 
(long hair) 

Total Frames 1999 2941 2889 
Tracking Failure 9 16 18 
Correct Rate 99.45% 99.35% 99.4% 
Average Correct Rate 99.4% 

Table 2. Comparison of eye tracking algorithms 

Algorithm Correct rate remark 
Templates Match 99.1% Refer to [2] 
Kalman and mean shift algorithm 99.1% Refer to [11] 
EKF tracking algorithm 99%  
STFDEK algorithm in this paper 99.4% Refer to Table.1 

Table 3. RMSE and MSE of eye tracking filtering algorithms 

Algorithm  RMSE MSE 
Kalman Filter algorithm 0.13155 0.164661 
EKF tracking algorithm 0.1222 0.0904 
STFDEK algorithm in this paper 0.0989 0.0780 
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Fig. 1. Eye tracking using STFDEKF algorithm 

The results of above experiments indicate that the proposed method has better per-
formance. So we can use STFDEK algorithm for eyes tracking.   

4   Conclusion 

This paper proposes a new eye tracking method using strong finite-difference Kalman 
filter. Firstly, strong tracking factor is introduced to modify priori covariance matrix 
to improve the accuracy of the eye tracking algorithm. Secondly, the finite-difference 
method is proposed to replace partial derivatives of nonlinear functions to eye track-
ing. From above deduction, the new strong finite-difference Kalman filter becomes 
very simple because of replacing partial derivatives calculation using finite-difference 
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value. The last experiment results show that STFDEKF has more accuracy and co-
variance estimation, improves the robustness of target tracking, and can be used for 
the high nonlinear stochastic systems such as eye tracking.  
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Abstract. In this paper, we have proposed a fast affine transform method for 
real-time machine vision applications. Inspection of parts by machine vision re-
quires accurate, fast, reliable, and consistent operations, where the transform of 
visual images plays an important role. Image transform is generally expensive 
in computation for real-time applications. For example, a transform including 
rotation and scaling would require four multiplications and four additions per 
pixel, which is going to be a great burden to process a large image. Our pro-
posed method reduces the complexity substantially by removing four multipli-
cations per pixel, which exploits the relationship between two neighboring  
pixels. In addition, this paper shows that the affine transform can be performed 
by fixed point operations with marginal error. Two interpolation methods are 
also tried on top of the proposed method in order to test the feasibility of fixed 
point operations. Experimental results indicated that the proposed algorithm 
was about six times faster than conventional ones without any interpolation and 
five times faster with bilinear interpolation. 

1   Introduction 

In a few applications, such as machine vision, it is required that images are to be ro-
tated, sheared, and scaled while preserving the image integrity. Thanks to the rapid 
rise of cost-performance efficiency of image acquisition systems, the major focus in 
machine vision is not only on accuracy, but also on the computational complexity for 
real-time imaging. The most time consuming, and therefore complex operations are 
(affine) image transforms including rotation and scaling. This problem is getting 
worse when the size of the input image increases, which poses a common problem for 
today’s machine vision system. 

Affine transform is applied for rotating, scaling, and shearing images, which gen-
erally needs four multiplications and four additions per pixel [1]-[6]. Image rotation is 
the most time consuming and tricky part, which eventually affects the quality of the 
rotated image. Image rotation process maps each discrete pixel in the transformed 
image to a spatial location in the input image and computes the intensity using inter-
polation [7][8]. Popular interpolation methods include the nearest neighbor and bilin-
ear interpolations.  
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In implementing a rotation transform, there are non-separable and separable rota-
tions. Non-separable rotation methods become impractical for high order models 
because of the increase of the reference pixels, which can lead to high computational 
complexity. To address this problem, a separable rotation method decomposes the 
rotation into two or more 1D transformations along the x and y directions. There are 
several decompositions: two-pass and three-pass algorithms [9][10][11]. The separa-
ble method can reduce the use of the memory because of accessing data in one row or 
column at one time and also reduce complexity when using high order interpolations. 
A multi-pass algorithm, however, requires intermediate data contraction, which may 
complicate implementation, introduce errors, and increase complexity. This may not 
fit in zero order interpolation and bilinear interpolation. It can not be a fast method for 
real-time operation and is going to be a great burden to process a large image.  

In this paper, we showed a fast affine transform which reduces the complexity sub-
stantially by removing four multiplications per pixel by exploiting the relationship 
between two neighboring pixels. In addition, this paper showed that the affine trans-
form can be performed by fixed point operations with marginal error in which  
its coefficients are in bounds. Lastly, we tried to combine the aforementioned two  
methods. To estimate the feasibility of the proposed methods, we used zero order 
interpolation and bilinear interpolation. The feasibility of the proposed methods is all 
evaluated by error analysis.  

The remainder of this paper is as follows. Section 2 describes the affine transform 
of two dimensional images. In Section 3, our proposed methods, interpolation, and 
error analysis are explained and experimental results are given in Section 4. Finally, 
we summarize this paper in Section 5. 

2   Affine Transform of 2D Image 

A matrix A represents a 2D image affine transform such as rotation, scaling, and 

translation. A transformed pixel =
'

'

y

x
v  on an image D is acquired by a pixel =

y

x
u  

of an original image S and transform matrix A: 

===
1

'

'

1100
121110

020100

y

x

y

x

aaa

aaa

Auv

 

(1) 

Equation (1) is represented by two Equations in (2-a) and (2-b). 

020100' ayaxax ++=
  

121110' ayaxay ++=
  

(2-a) 
 

(2-b) 

When all pixels of the original image S are transformed by Equations (2-a) and  
(2-b), we can obtain the transformed image D, where all the pixels on images S and D 
are represented as discrete integer values. Fig. 1-(a) shows an example of affine trans-
form from image S to image D. Not all parts of image D is filled by the pixels of 
image S. 
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In general, the transform matrix A in affine transform has an inverse matrix A-1 
shown in (3), where u is the original pixel and v is the transformed pixel. Affine 
transform with inverse matrix is applied in Fig. 1-(b). 

=== −

11

'

'

100

'''

'''

121110

020100
1 y

x

y

x

aaa

aaa

vAu

 

(3) 

 
(a) Transform of pixels 

 
(b) Transform with inverse matrix 

Fig. 1. Affine transform 

As shown in Equations (2-a) and (2-b), when the pixel =
y

x
u  is rotated, four 

multiplications and four additions per pixel are required. If an image size is MxN, 
conventional affine transform needs 4MN additions and 4MN multiplications. 

3   Proposed Fast Affine Transform Method 

This paper shows three methods for fast affine transform: the first one removes four 
multiplications per pixel by using the relationship between two neighboring pixels 
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and the second is the method that uses fixed point operations instead of floating point 
operations with marginal error. To further reduce the computational complexity, we 
combined the aforementioned two methods, which is the third. 

3.1   Affine Transform by Removing Multiplications (ATRM) 

Two neighboring pixels on image S, =
0

0
0 y

x
u and =

1

1
1 y

x
u  are transformed to 

=
'

'

0

0
0 y

x
v and =

'

'

1

1
1 y

x
v  of image D respectively, with affine transform matrix A. 

Fig. 2 shows the relationship between neighboring pixels after affine transform.  

u0 u1

v0

v1

S D

u2

v2

ii Auv =

=
100
121110

020100

aaa

aaa

A a00

a10

a01

a11

 

Fig. 2. Relation between neighboring pixels in affine transform 

0v  and 1v  follows:  
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++

==
12011010

02001000

0

0
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y

x
v

 

(4) 
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(5) 

The pixel 1v  (5) can also be represented as (6). 

+++
+++

=
2101110010

0200100000
1 ayaaxa

ayaaxa
v

 

(6) 

where, 0101 ,1 yyxx =+= . 
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To estimate the relation between the pixels 0v  and 1v , we tried to subtract (4) 

from (6). The pixel 1v  is therefore 

+=
10

00
01 a

a
vv

 

(7) 

The pixels 0v  and 2v  are applied in the same way, where 2v  is the neighboring 

pixel of 0v  in y direction.  

+=
11

01
02 a

a
vv

 

(8) 

Equations (7) and (8) show that the correlation of neighboring pixels can be ex-
ploited for fast affine transform. The transformed pixels can be calculated by 
neighboring pixels only with additions. 

3.2   Affine Transform with Fixed Point Operations (ATFP) 

A conventional affine transform generally requires real number operations, which are 
complicated in implementation. All the pixels of an image are represented by integer 
values and the pixels transformed by affine transform are represented by real num-
bers. After all, the pixels have to be represented in integer values. The conversion 
from a floating-point real value to an integer value is a great burden. In an Intel proc-
essor, the conversion speed of the process is much slower than other operations such 
as multiplication and addition with real numbers. 

To reduce the computation complexity due to the conversion process, we tried to 
use fixed point operations in image rotation because it is faster than floating point 
operations. There are constraints to calculate fixed point numbers in image size as 
follows: 

• Scaling: The sizes of input and transformed image should be within 
8192×8192. 

• Rotation: There is no limit in image size and rotation angle. But, the im-
age should come full circle. 

• Shearing: The coefficients of the shearing operation are within the area of 
–1/2 ~ 1/2. Because of distortion, shearing is applied in between 1/2 and  
–1/2 in most machine vision applications. 

• Translation: The size of an image is within 8192×8192 before and after 
such operations as horizontal and vertical transfer. 

In this paper, we used a process with 32 bit operations and fixed point numbers, 
which have 16 bit integer parts and 16 bit fraction parts. The fixed point number may 
be within –216 ~ 216-1, whose error is between -1/217 and 1/217. Floating point number 
(d), fixed point number (f), and integer number (n) are represented by Equations (9) 
and (10). 
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)5.00.65536int( +×= df  (9) 

16>>= fn  (10) 

where, >> is a shift to right bit 
When the matrix A in (1) is for affine transform with floating point operations, the 

matrix of affine transform using fixed point number is B, which converts 32-bit float-
ing point operations into fixed point operations with 16-bit integer part and 16-bit 
fraction parts by multiplying 65535 (216-1) value. 

=×=
100

65535 121110

020100

bbb

bbb

AB

 

(11) 

where, bij is a fixed point integer 
Function )(n ff

 converts the fixed point number into a fixed point integer. The pixel 

v is represented by the conversion function )(n ff
, matrix B, and original pixel u in (12). 

)(n Buv f=
 

(12) 

3.3   Combined Affine Transform Method (CATM) 

We proposed the fast affine transform method, which combines two methods: 
ATRM and ATFP. In the case of fixed point number, affine transform can also be 
calculated only with addition by exploiting the relationship between neighboring 
pixels, as well. 

4   Experimental Results 

4.1   Experimental Conditions 

We have tested the conventional affine transform method and three proposed meth-
ods: ATRM, ATFP, and CATM. The sizes of test images with 256 grayscale values 
are 512×512, 1024×1024, and 2048×2048. To estimate the performance of the meth-
ods, we rotated the test images by 20 degrees. A Pentium-III 800MHz PC, Windows 
2000 OS, and Microsoft Visual C++ 6.0 were used for this experiment. 

4.2   Computational Complexity Results 

Table 1 shows the complexity of six operations in the conventional method and three 
proposed methods for an M×N–size image. The operations (OP) are as follows. 

• OP 1. Conversion of real number to integer 
• OP 2. Multiplication of real numbers 
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• OP 3. Addition of real numbers OP 4. Multiplication of integers 
• OP 5. Addition of integers 
• OP 6. Shift operation 

Table 1. Complexity of six operations 

 OP 1 OP 2 OP 3 OP 4 OP 5 OP 6 

Conventional 2MN 4MN 4MN X X X 

ATRM 2MN X 2MN X X X 

ATFP X X X 4MN 4MN 2MN 

CATM X X X X 2MN 2MN 

To evaluate the operation time, the operations are repeatedly executed 1 billion 
times. In Table 2, the operation time for OPs 1 through 5 are presented. We have 
tested the empty loop in order to estimate operation time without loop. It should be 
noted that the operation time for OP1 (conversion) is the longest as compared to the 
other operations as shown in Table 2. OP 2 and OP 3 are also complicated com-
paratively. Compared with the conventional method, ATRM can save operation time 
by not using OP 2 in Table 1. ATFP and CATM can substantially reduce the compu-
tational complexity due to not using OP1, OP2, and OP3 as well.  

Table 3 shows the result of the average time when images are rotated by 20 degrees 
a total of 10 times. The results indicate that ATRM was about 30 percent faster than 
the conventional method and ATFP is about 80 percent faster.  CATM is about 85 
percent faster without any interpolation.  

Table 2. Operation time with Intel Pentium III 800MHz Processor (1 billion times) 

 Operation time Operation time without loop 
Empty loop 8552  

OP 1 97590 89038 

OP 2 25426 16874 

OP 3 22763 14211 

OP 4 9454 902 

OP 5 9403 851 

Table 3. Rotation time by 20 degrees for each image size 

 512x512 1024x1024 2048x2048 

Conventional 92.2 (100.0%) 366.5 (100.0%) 1469.1 (100.0%) 

ATRM 65.1 (70.6%) 262.3 (71.6%) 1058.5 (72.1%) 

ATFP 20.0 (21.7%) 74.1 (20.2%) 297.4 (20.2%) 

CATM 14.0 (15.0%) 56.0 (15.3%) 226.4 (15.4%) 
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4.3   Subjective and Objective Evaluation Results 

For testing, we have used an 4096x4096image with lattice. The image was rotated by 
20 degrees and then rotated by -20 degrees in the conventional method and three 
proposed methods. Fig. 3 shows the results when zero order interpolation is used. 
Some pixels in all cases could not be recovered because the error of zero order inter-
polation has about 0.5 pixel values. We also used bilinear interpolation as shown in 
Fig. 4. All pixels were located at their original position after rotation, which indicates 
that our proposed methods have no error in using bilinear interpolation with reducing 
computational complexity.  

 

  

(a) Rotation result in conventional method (b) Rotation result in ATRM 

  

(c) Rotation result in ATFP (d) Rotation result in CATM 

Fig. 3. Rotational image with zero order interpolation 

In order to evaluate the error of the proposed methods, we used RMS (Root Mean 
Square). Fig. 5 shows the RMS results by rotation degree in three images compared 
with the conventional method. The error between the conventional method and 
ATRM is close to zero in all cases while reducing complexity is about 25-30 percent. 
ATFP and CATM can substantially reduce computational complexity by 75-85 per-
cent and their error is marginal at less than 0.035 and 0.07 pixel values respectively. 
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All the objectively measured errors are within the negligible level, which proves that 
all the proposed methods meet the rendering quality while reducing the computational 
complexity by up to 85 percent. 

  
(a) Rotation result in conventional method (b) Rotation result in ATRM 

  
(c) Rotation result in ATFP (d) Rotation result in CATM 

Fig. 4. Rotational image with bilinear interpolation 

 
(a) RMS in 512x512 image 

Fig. 5. RMS by rotation degree 
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(b) RMS in 1024x1024 image 

 
(c) RMS in 2048x2048 image 

 
(d) RMS in 4096x4096 image 

Fig. 5. (continued) 

5   Conclusions 

We have proposed fast affine transform methods. The first method removes four mul-
tiplications per pixel by exploiting the relationship between two neighboring pixels, 
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which has no RMS error when compared with the conventional method. The second 
one performs fixed point operations with marginal error. Lastly, we tried to combine 
two methods. The proposed methods can reduce the computational complexity by up 
to 85 percent while their errors are within 0.07 values. As the result, the proposed 
method was about six times faster than conventional ones without any interpolation 
and five times faster with bilinear interpolation. Extending the proposed work in effi-
cient hardware implementation would be one of the future directions that we intend to 
research. 
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Abstract. In this paper, we propose a new multi-modal feature integration for 
secure authentication. We introduce behavioral information as well as biometrics 
information for the person of interest to test his verification. For continuous 
authentication, temporal score integration method is presented that incorporates 
biometrics and behavioral features. The proposed method was evaluated under 
several real situations and promising results were obtained. 

1   Introduction 

Currently, various multi-modal biometric verification systems are proposed [1-3]. The 
goal of a multi-modal biometric verification system is to either accept or reject the 
person of interest based on the combination of his characteristics such as speech, face 
or fingerprints. The possible application areas of multi-modal verification systems are 
secure tele-shopping, tele-banking and controlled access to restricted environments 
such as an airport.  

Even though the multi-modal verification system provides satisfactory results, it 
only provides meaningful verification result at the specified time instance. After some 
minutes passed by, the verification result is no longer meaningful. As stated in 
Altinok and Turk [4], if continuous biometrics is developed, we can get an 
appropriate verification result whenever it is needed. For example, a user is in front of 
the computer and has inputted his password to log on the computer. After 
identification check, the computer system does not check the user’s identity any more 
for computer usage. If the user leaves the computer without logging out, somebody 
can use his account freely. So, it is necessary to check the person’s identity 
continuously for secure computer usage.  

However, successive execution of discrete biometrics system for secure 
authentication needs expensive computing costs and the cooperation of the person of 
interest. To relieve this burden, it is desirable to develop a biometrics system which 
provides secure verification result with cheap computing cost. One possible approach 
for continuous secure authentication is to add behavioral information for the person of 
interest to test his verification. Therefore, we propose a multi-modal feature 
integration method incorporating biometrics and behavioral features. 

In this paper, we make three contributions. First, we introduce behavioral features 
in computing biometrics system. Second, we propose temporal integration of 
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biometrics and behavioral features to construct continuous multi-modal secure 
authentication. Third, our proposed system can provide an option of re-test as well as 
accept/reject at any time instance.  

The paper is organized as follows. Section 2 discusses multi-modal features for 
secure authentication. Section 3 presents our proposed temporal integration of 
confidence scores for authentication. Section 4 shows preliminary experimental 
results of our proposed method. 

2   Multi-modal Features 

For secure computer usage, we use two kinds of features such as physiological and 
behavioral features of the person of interest. Physiological or biometrics features refer 
to the meaningful features in biometrics such as face, fingerprint, iris and speech. We 
classify these features as primary features and require these primary features 
sporadically. Behavioral features refer to the associated features with biometrics such 
as trajectory, movement and belongings of the person of interest. In this section, we 
will discuss multi-modal features for secure authentication. 

2.1   Biometrics Feature 

For face verification, the score of the candidate pattern with regard to the reference 
model is calculated first, and then compared with the threshold value. If the score is 
higher than the threshold value, the candidate is accepted. To compute facial features, 
we use PCA (Principal Component Analysis) and LDA (Linear Discriminant 
Analysis) methods. Usually, PCA outperforms LDA in the case of small training set, 
while LDA can outperform PCA in the case of lighting variations [5]. 

Both of these representations, PCA and LDA can be considered as a linear 
transformation from the original image vector to a projected feature vector. It is as 
follows. 

XWY T= . (1) 

where Y is the d x N feature vector matrix, d is the dimension of the feature vector 
and N is the number of face images. 

In PCA, the transformation matrix WPCA is composed of the eigenvectors 
corresponding to the d largest eigenvalues. The PCA basis vectors are defined as the 
eigenvectors of the covariance matrix.  

In LDA, the transformation matrix WLDA is computed as  
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Marcialis et al.[6] pointed out that the fusion of PCA and LDA outperforms the 
individual verification algorithm based on PCA or LDA in ORL data set and Yale 
data set. However, in other data set, the fusion of LDA and PCA cannot outperform 
the individual algorithm. So, it is necessary to select the appropriate method in each 
instance. 

Usually “sum” algorithm in the fusion of PCA and LDA can outperform individual 
algorithm in the specific data set [6]. However, it is not always the case on every data 
set. In other words, individual algorithm can outperform the fusion method 
sometimes. To handle this weakness, we use a majority voting method on PCA, LDA 
and the sum of PCA and LDA for person verification.  

In majority voting, the decision of which majority of classifiers is used, is selected. 
Odd number of classifiers is usually required to break ties. In our proposed system, 
we use three classifiers consisting of PCA, LDA and the sum of PCA and LDA. This 
is shown in Fig. 1. For example, if LDA expert and the “sum” expert show the same 
class, the high score between two experts is used as verification score. 

Face

PCA

LDA

PCA + LDA

Classifier

Classifier

Classifier

Majority
Voting

Score

 

Fig. 1. Face Verification Scheme 

2.2   Behavioral Feature 

After verification of a person, it is necessary to track the admitted person’s behavioral 
features continuously for secure authentication. For behavioral features, we estimate 
the face trajectory and its pose. To compute behavioral features, we use multi-modal 
face tracking system using color and edge information [7]. 

To represent multi-modal feature tracking, we adopt a dynamic Bayesian network 
(DBN). DBN is a powerful tool for modeling dynamic systems and allows a 
probabilistic way to determine a state in each time frame by integrating modalities 
such as the prior model of the state and observations. Fig. 2 shows a general DBN 
structure. 

To construct DBN-based tracking, we must specify three kinds of information such as 

the prior distribution over state variables )( 0xp , the transition model )|( 1−nn xxp and 

the sensor model )|( nn xyp . The transition model )|( 1−nn xxp describes how the state 

evolves over time. In this paper, we only consider a first-order Markov process. The 

sensor model )|( nn xyp  describes how the evidence variables are affected by the 
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actual state. The current state is evaluated as the posterior probability through the 
integration of multiple cues in DBN. In other words, the posterior probability of the 
state is evaluated as  

),|( 1−nnn xyxp . (4) 

where xn and xn-1 are the current and previous state, respectively. yn is the evidence of 
observed features such as  color and edge information.  

In our visual tracking, we use two features such as color and edge. For evidence 

variables in our framework, we use color likelihood )|( nn xcp and edge likelihood 

)|( nn xep  where cn and en are the color and edge measurements at time n, 

respectively. The posterior probability like Eq. (4) is interpreted as 

)|()|()|(),,|( 11 −− ∝ nnnnnnnnnn xxpxepxcpxecxp . (5) 

 

Fig. 2. Dynamic Bayesian Network 

The color likelihood )|( nn xcp  is defined as  

=
=

−
− 2

1

)()(

2

1

2

1
)|( σ

πσ

m

u

uu
i qp

nn excp
. 

(6) 

where )(u
ip  is the ith object candidate’s color distribution and )(uq  is color distribution 

of reference object. 
We use the edge likelihood as the one proposed by Nishihara [8]. The edge 

likelihood is computed as 

⋅=
jp

nn jgjn
N

xep )()(
1

)|( . (7) 

where 
pNiin ,...,1)}({ =  is the unit vector normal to the ellipse (object) at pixel j and 

pNiig ,...,1)}({ =  is the intensity gradient at perimeter pixel j of the ellipse, and Np is 

the number of pixels on the perimeter of an ellipse. 
Given the observation and transition models, the filtering distribution can be 

computed as two-step recursion as  
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Filtering: )|()|()|( 1:1:1 −∝ nnnnnn yxpxypyxp  . (9) 

where the prediction step follows from marginalization, and the new filtering 
distribution is obtained through a direct application of Bayes’ rule. 

Recently, sequential Monte Carlo methods known as particle filters, have gained a 
lot of popularity in the numerical approximation in DBN. Various particle-based 
filtering methods have been proposed already. As in particle-based filtering [9], we 
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distributed according to ).|( :1 nn yxp  

From the current target state, the behavioral score is computed from the similarity 
between the reference model and current target model. The similarity is computed as 
Battacharria coefficient based on color histogram of each model. If the Battacharria 
coefficient is small, it shows that current tracked object is changed a lot from the 
initial state. Therefore, the biometrics score of the initial state is no longer meaningful 
for secure authentication. 

In this case, we  estimate the face pose to re-compute the biometrics score. The 
face pose estimation is performed by eigenspace analysis like [10]. The face image is 
projected into the eigenspace of each pose and then the probabilistic distance is 
computed. The estimated pose at time t is 

),(minarg k

k
t PIP =  . (11) 

where I is the face candidate and  kp is the one of the face pose.  

The accurate face pose estimation is important to compute the confidence score of 
face verification results because face verification is very difficult in some poses. Pose 
estimation score is computed from the distance between the pose average and the 
given image. Even though behavioral features do not have strong discrimination 
power in the verification or authentication, they would become meaningful if 
incorporated with biometrics features. We can sample these behavioral features 
densely along the time direction with cheap computing cost. 
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3   Temporal Integration 

To measure continuous multi-modal biometrics, it is necessary to temporally integrate 
biometrics scores which are usually captured from multi channels discretely [4]. One 
possible approach to compute continuous authentication is to extend discrete value 
into the continuous distribution which has decreasing property along the time axis. 
However, this is not desirable in some situations. Fig. 3 shows two situations. In Fig. 
3(a), the person of interest has checked his face for secure authentication and was still 
sitting in front of the computer like Fig. 3(b). The score for biometrics should be still 
meaningful after checking biometrics. But in Fig. 3(c), the person left the computer, 
so the score for his biometrics should be no longer meaningful for the secure 
computer usage. Therefore, decreasing property of the biometrics score should 
depend on the person of interest’s behavior not along the time axis. In this section, we 
will discuss how to integrate biometrics features and behavioral features along the 
time direction for secure authentication. 

 
(a)                                            (b)                                                 (c) 

Fig. 3. User Authentication 

3.1   Biometrics Score 

We analyze the face recognition results according to the various face poses. Fig. 4 
shows the recognition result on 11 face poses. The recognition accuracy in frontal 
faces is the best. So, it is desirable to compute verification score at the frontal face 
pose. 

Since successive execution of face verification requires expensive computing cost, 
we perform verification operation sporadically. The confidence of verification value 
decreased as the function of time along the time direction. Usually, we can express 
the verification score as 

= − otherwise)(

state    initial)(
tf ebf

bf
S λ  . (12) 

where f(b) represents biometrics score from biometric feature b . This is shown in  
Fig. 5 (a). 
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Fig. 4. Recognition Result on 11 Face Poses 

(a)

(b)

(c)  

Fig. 5. (a) Biometrics Score, (b) Behavioral Score, (c) Pose Estimation is performed at red 
vertical lines 

3.2   Behavioral Score 

From the face tracking result, we can compute the behavioral score from 
Bhattacharyya distance 

],[111)( qrdtS bb ρ−−=−=  . (13) 
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where color histograms of each model at time instance t are r={r(u)}u=1,..,m and  

q={q(u)}u=1,..,m , the coefficient is defined as
=

=
m

u

uu qrqr
1

)()(],[ρ  .     Fig. 5(b) 

shows the behavioral score. When the behavioral score is below than the threshold 
value, it is necessary to compute pose estimation of the tracked person like Eq. (11). 
The confidence score for pose estimation at time instance t is  represented as 

)),(
1

exp(
1

)(
2 tp pIdtS

σ
−

Λ
=  . (14) 

where Λ  is the normalization factor and ),( tpId  is the distance between current 

target face and its estimated pose.  In Fig. 5(c), the pose estimation is performed at the 
vertical red lines. After pose estimation, behavioral score is changed from Sb(t) to Sp(t).  

3.3   Temporal Integration 

For continuous secure authentication, it is desirable to integrate the biometrics scores 
with behavioral score along the temporal direction. The integrated score S is defined as  

><
=

=
TtSttSS

tS
tS

bf

f

)(,0)(*

0
)(  . (15) 

When the score S(t) goes to the below the threshold value T, we estimate face pose 
and the pose estimation score Sp(t) is replaced by the score S.  After that, S(t) is 
computed according to Eq. (15). This is shown in Fig. 6. From the temporal 
integration of confidence score, we can make a decision such as accept, reject or re-
test for the person of interest. The decision re-test refers to the state that the current 
biometrics state is a little suspicious because the person of interest’s behavioral 
features are strange. By computing continuous biometrics, the decision re-test is 
possible.  

Retest

 

Fig. 6. Temporal Integration of Scores 
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4   Experimental Results 

Our proposed secure authentication system is implemented on a P4-3.0 Ghz system. 
The system consists of a sensor input module, biometrics feature verification module, 
behavioral feature tracking and pose estimation module. This is shown in Fig. 7. We 
simulate our framework on the real situation. The test video sequence is that a person 
takes a verification test using face and password. Then, he moves his head and left the 
computer. First, a person of interest takes a verification test. The primary feature like 
biometrics score is computed at the verification stage. After that, secondary 
behavioral feature like face pose is estimated. Fig. 6 shows the confidence value along 
the time direction. 

Based on the continuous score, the verification system can decide whether to 
accept, reject or re-test the person of interest. The score depends on the tracked face 
pose. For example, at the frame 54 in Fig. 6, the score level is low because the tracked 
face shows the side face and is different from the initial front face. At this point, the 
sensor should be operated to capture the biometrics features. Whenever the face is 
verified, the new score is generated. From this new score, the biometrics score for the 
face will be regenerated. If the score is in the yellow region in Fig. 6, re-test is 
required for secure authentication. When the score goes to the region below the re-test 
state, the screen saver is executed to lock the screen. From our method, we can obtain 
continuous biometrics score. 

 

Fig. 7. Proposed System 

5   Conclusions 

In this paper, we proposed a multi-modal feature integration for secure authentication. 
To approximate inference of the DBN state, we used particle filters. We have 
presented results on the realistic scenario to show the validity of the proposed 
approach. Our proposed system shows a reasonable continuous biometric score for 
the verification the person of interest. Using the continuous biometric score, the 
system can determine whether the person of interest is in the state of accept, reject or 
re-test.  
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To improve the continuous biometrics system, efficient video-based verification 
methods should be developed. Real-time particle filtering method is also needed to 
deal with multi-channel information effectively. 
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Abstract. This paper describes a shape recovery framework based on
scaled orthographic factorization and incremental 3D point cloud reg-
istration. While the camera is moving freely in unknown environments,
point features are automatically extracted and tracked. Using the tracked
features in three consecutive frames, 3D locations are recovered and par-
tial point subsets are immediately registered to the global point cloud.
The advantage of the proposed incremental method is that the regis-
tration process does not rely on past frames for estimating the global
3D point cloud. The shape recovery and registration steps are combined
as a single procedure that processes each input frame only once. All the
internal steps are linear and non-iterative, hence the procedure is applica-
ble to on-line interactive applications. Experimental results showing the
feasibility of the presented approach are also provided.

1 Introduction

The multi-view shape recovery problem and the 3D point set registration prob-
lem are two most common problems in computer vision. Poelman and Kanade[1]
proposed a robust factorization method to recover scene geometry and camera
motion from given images using the paraperspective projection and the scaled
orthographic projection. Their factorization method applies the singular value
decomposition to a measurement matrix that consists of tracked feature points.

The Iterative Closest Point (ICP) algorithm[2] is the dominant method for
3D model registration that aligns a sequence of partially recovered point clouds.
The ICP algorithm uses two point clouds and an initial guess for the relative
rigid-body transform. It iteratively refines the transform by computing pairs of
corresponding points in the point clouds and minimizing the error. Most ap-
proaches for the registration of point clouds are based on minimizing registra-
tion error using general-purpose nonlinear optimization[3]. For such approaches,
a good initial estimate is critical for the fast convergence[4].

Recently, a framework for aligning a video stream onto 3D sensor data has
been presented[5]. They compute 3D point clouds from a video through motion
stereo-based camera pose estimation. Contrary to their approach, we have fo-
cused on recovery and registration of sparse feature points into a global point
cloud with extremely low computational cost.

D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 1201–1206, 2006.
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This paper presents a unified framework to automatically construct a 3D
scene point cloud from the video frames. First, we detect point features on a
given input frame. Then, the point features are tracked in the next consecutive
frame. From the point correspondences for the three consecutive frames, 3D
coordinates of the tracked points are estimated. Finally, the newly found points
are registered to a global point cloud.

2 Shape Recovery Using Factorization

Assume P feature points are tracked over F frames whose image coordinates are
{(ufp, vfp)|f = 1, . . . , F, p = 1, . . . , P}. Using the factorization method, initially
developed by Tomasi and Kanade[6], both the object shape and its motion can
be recovered from a sequence of images without having to compute the depth.

The factorization method in shape and motion recovery is robust and fast.
Unlike iterative methods, no initialization is required and convergence is virtually
guaranteed. For each frame, let (ūf , v̄f ) be the mean position of all feature points
in the f ’th frame. The following 2F × P measurement matrix is built from the
images coordinates: W = (wij), i = 1, . . . , 2F, j = 1, . . . , P . If i ≤ F then
wij = uij − ūi. Otherwise, wij = vi−F,j − v̄i−F . By computing the SVD of W
we decompose W into a 2F × P matrix O1, a diagonal P × P matrix Σ, and a
P × P matrix O2 such that W = O1ΣO2. By choosing the first three columns
of O1, the first 3× 3 submatrix of Σ, and the first three rows of O2, we set the
2F × 3 submatrix Õ1, the 3 × 3 submatrix Σ̃, and the 3 × P submatrix Õ2,
respectively. Then, from the three submatrices, we build two matrices R̂ and Ŝ
by R̂ = Õ1(Σ̃)1/2 and Ŝ = (Σ̃)1/2Õ2. Using metric constraints specified in [6],
we compute a 3× 3 matrix Q which satisfies R̃ = R̂Q and S̃ = Q−1Ŝ. Then we
compute the rotation matrix R̃ and the shape matrix S̃ from the computed Q.
Let ĩf and j̃f (f = 1, . . . , F ) be the row vectors of R̃ and s̃p (p = 1, . . . , P ) be
the column vectors of S̃: R̃ = [̃i1 · · · ĩF j̃1 · · · j̃F ]T , S̃ = [s̃1 · · · s̃P ]. Then, ĩf and
j̃f represent the orientation of the horizontal and vertical camera reference axes
of f ’th frame, respectively. The vector s̃p is the coordinates of the p’th feature
point with respect to its centroid.

A 3D point sp is projected to an image position (ufp, vfp) on frame f and
the projection equations are: ufp = ĩf · (sp − tf ), vfp = j̃f · (sp − tf ) where
ĩf = (1/zf)if and j̃f = (1/zf)jf . Since if should be a unit vector, the value
zf can be determined from the inverse of the norm of ĩf . The orientation of the
f ’th camera is determined by the two unit vectors, if and jf , where if = ĩf/|̃if |
and jf = j̃f/|̃jf |. The third reference axis kf is the direction of all orthographic
projection rays, which is the cross product of if and jf , kf = if × jf . Hence, the

rotation matrix for the f ’th frame corresponds to Rf =
[
if jf kf

]T .
Since the orientation of the world reference frame could be arbitrary, the

rotation R is determined up to a rotation of the whole reference system. To
make the rotation matrix R unique, we can enforce the world reference system
to be aligned with the first camera reference system. The alignment could be
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done simply by multiplying the transpose of the rotation matrix to all rotation
matrices, so that i1 = [1 0 0]T and j1 = [0 1 0]T .

When we place the origin of the world coordinate frame at the centroid of
object points, the scaled orthographic projection equations can be rewritten as:

ufp = ĩf · sp + ūf , vfp = j̃f · sp + v̄f .

Once the value zf is found, the camera translation tf = [xf yf zf ]T can be com-
puted by tf = −Rf t̃f where t̃ = [ūf/zf , v̄f/zf , zf ]T . All the steps to compute
Rf and tf are deterministic and initial estimates are not required.

3 Registration of Point Sets

Each set of surface measurements should be transformed into a common coor-
dinate frame. Making a complete object surfaces using partial measurements
from different viewpoints is the shape registration problem. The ICP algorithm,
introduced by Besl and McKay[2], is a general-purpose method for the accurate
and computationally efficient registration of shapes.

The algorithm registers two point sets provided that the transform between
the two sets is approximately known. Given a point set P and a surface Q, the
shape P is positioned to be in the best alignment with the model shape Q. First,
for each point p in P , the closest point q on Q is found. Then, it evaluates the
rigid transform T that minimizes the sum of squared distances between pairs
of closest points (p, q). The rigid transform T is applied to all points in set P .
These steps are repeated until the change in mean-square error falls below a
predefined threshold.

Multiple point sets are often required to capture the complete surface of an
object. By extending the ICP algorithm, we compute the registration between
pairs of overlapping point sets. When the number of point sets is greater than
two, registration is achieved by pairwise registration of pairs of overlapping point
sets. When some points are overlapped among more than two point sets, the
pairwise registration does not compute the optimal result.

Our approach does not assume any hardware aided scan environment. An
image capture device such as a hand-held camera can be moved freely along
an arbitrary trajectory. In such cases, the global minimization cannot be used.
Though the registration accuracy depends on surface shape, the registration
error converges to zero as the number of points increases.

4 Experimental Results

Automatically detected features are tracked continuously until they are disap-
peared and also points from newly appeared parts are added and tracked. For
each input frame, new 3D point subsets are computed in the structure recovery
step using the current frame and the two previous frames. Three consecutive
images provide a subset of new 3D points and the new subset is registered to
the global point cloud.



1204 J.-H. Yoon and J.-S. Park

Fig. 1. The cap image sequences (upper) and the sheep image sequences (lower)
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Fig. 2. Error of the recovered subsets (left) and error of the global point cloud at
intermediate registration steps (right)

Extensive experiments have been performed on real image sequences. Fig. 1
shows two test image sequences of our test data, the cap sequence and the
sheep sequence. The objects are arbitrary and unknown. Though their shapes
are too complex to model by simple geometric primitives, our incremental reg-
istration results in Fig. 3 and Fig. 4 show that the proposed method is sound
and practically feasible. The top row shows the point cloud of the first subset,
the middle row shows the global point cloud after merging the second sub-
set, and the bottom row shows the global point cloud after merging the third
subset.

The recovery accuracy is shown in Fig. 2. The left figure is the error of the
recovered subsets for the cap sequence and the sheep sequence. The right figure
is the error of the global point cloud after each registration step. The error
accumulation of the proposed method is less than that of the ICP method.
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Fig. 3. The incremental registration results for the cap sequence

Fig. 4. The incremental registration results for the sheep sequence
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Computational cost was measured for 27 frames in the cap sequence. For
each input frame, the recovery step takes about 30 ms including the feature
point tracking. The registration step takes about 20 ms for the cap sequence.
Since our method is based on the sparse feature set, the number of points in the
global point cloud hardly affects the registration time.

5 Conclusion

This paper has presented a unified approach for efficient recovery and registra-
tion of unknown 3D shapes from a sequence of frames. The proposed method
is incremental which means that it does not rely on past frames for estimating
3D point locations and camera poses, and it is applicable to on-line interactive
applications. The image features are continuously tracked and the 3D coordi-
nates of features are found directly from a linear approximation. As soon as the
3D points are recovered, they are registered to the global point cloud using an
efficient registration of 3D point sets.

Our future research includes a fast and implementation of the Delaunay tri-
angulation to convert the global 3D point cloud into a mesh object applicable
to real-time interactive applications. The corresponding textures for the mesh
object should also be extracted for the realistic texture mapping. When new
points are added to the global point cloud, the mesh object should be updated
immediately for the real-time rendering of the mesh object.
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Abstract. In this paper, we propose a new arbitrary view image generation 
method using panoramic-based image morphing for large-scale scenes. The 
panoramic images are sampled with large step size. From these panoramic 
images, intermediate panoramic images are generated by bi-directional image 
morphing and finally arbitrary view images are generated by light field 
rendering. It is shown that an arbitrary view image with reasonably high quality 
is obtained using a few captured panoramic images. 

1   Introduction 

Image-based rendering (IBR) is a promising technique in generating a virtual 3-D 
world from real image data without an explicit 3-D model. One of key concepts in IBR 
is plenoptic function [1]. In particular, reasonable methods are “Lightfield” [2] and 
“Lumigraph”[3] which use the 4D plenoptic function with clever parameterization. 
However, these methods have limitations in viewing spaces. Specifically, the viewing 
space in “Lumigraph” and “Lightfield” are inside a 3D box, so they are not useful for 
large-scale scene rendering. 

One of desirable approaches for large-scale rendering is suggested in Takahashi  
et al.[4]. They proposed a new plenoptic function which creates any view from any 
position in a wide area of a city. They densely captured panoramic images along one 
direction and then divided the stored panoramic images into vertical slits. After that, 
suitable slits were selected and assembled to generate images. 

However, this method has its own limitations. First, it is very difficult to capture 
panoramic images densely. Secondly, this method is not suitable in the network 
environment due to the necessity of large bandwidth. In order to minimize these 
problems, we propose a new method to generate an arbitrary view image: first, we 
capture panoramic images sporadically and then from these stored panoramic images 
generate intermediate images by bi-directional morphing. After that, using light field 
rendering we generate an arbitrary view.  

The paper is organized as follows. Section 2 discusses walkthroughs from 
panoramic images. Section 3 presents our proposed arbitrary view generation method 
using panoramic images morphing. Section 4 shows experimental results of our 
proposed method. 
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2   Walkthroughs from Panoramic Images 

In this section, we discuss several capturing methods of panoramic images and 
present our new capturing method for walkthrough applications. 

2.1   Capturing Panoramic Images 

For walkthrough using panoramic images, numerous algorithms are proposed. They 
are plenoptic stitching [5], concentric mosaic [6], sea of images [7], and Takahasi’s 
method [4] which used 4D light field rendering. 

In plenoptic stitching [5], reference images of the environment are captured using 
omni-directional camera along several paths forming an irregular grid. In concentric 
mosaic [6], camera motion is constrained to planar concentric circles, and concentric 
mosaics are created by composing slit images taken at different locations along the 
circle. In sea of images [7], images are captured at every few inches in a large complex 
indoor environment and then novel images are reconstructed with high quality. 

These methods are useful for the walkthrough applications in closed or small-scale 
space. For the navigation in large-scale scenes, the method proposed by Takahasi et 
al.[4] is more desirable. The capturing method of panoramic images is shown in  
Fig. 1(a). This method, however, requires a large number of panoramic images for 
high quality arbitrary view images. Therefore, its usage in network environment is 
limited due to the bandwidth. As shown in Fig. 2, the simulation service for virtual 
navigation at the end user computer is very difficult. In order to cope with this 
limitation, in our approach, we capture panoramic images sporadically, as shown in 
Fig. 1(b). After that, we generate a number of intermediate images from a pair of 
panoramic images by image morphing. 

Building

Building

Camera Path

Building

Building

Camera Path

(a) (b)  

Fig. 1. Panoramic Image capturing 

2.2   Panoramic Image Morphing 

For images morphing, it is necessary to link corresponding points between a pair of 
images. Yan-fai [8] used a triangle-based panoramic image morphing method but it 
shows some problems in image morphing where the distortion of the object may 
occur depending on images. Thus, we use polygon-based panoramic image morphing 
instead for fast and easy implementation. 

We first extract polygon-based corresponding points from a pair of images. For 
detecting corresponding points, we used two-frame wide baseline matching method 
proposed by Xiao and Shah [9]. Then, from the corresponding line segment, we 
compute morphing information based on feature-based morphing [10]. In this 
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morphing, the relations between pixels inside the corresponding polygons in each 
image are computed. 

After computing morphing information, we generate a number of intermediate 
images from a pair of panoramic images Cn and Cn-1. Each intermediate image is 
generated by translating point x to point x'. The amount of distortion generated in 
making each intermediate image depends on the translation distance such as x'- x. So, 
we use bi-directional morphing like Fig. 3. 

As shown in Fig. 3, left half of intermediate images generated from “left to right” 
morphing have better quality than right half of intermediate images. In addition, right 
half of intermediate images generated from “right to left” morphing have also better 
quality than left half of intermediate images of that morphing. So, we choose those 
better halves of intermediate images and combine them, making the final intermediate 
images. 

Since we generate a number of intermediate images from a pair of panoramic 
images, we do not need to capture panoramic images densely. Furthermore, the 
distortions generated from morphing process are removed by linear interpolation 
process. 

End User

Main Server

Request Data
Panoramic-Images

download

Transmit
Panoramic-Images

                

Cn Cn-1

Morphing Images

Left to Right

Right to Left

acquired Images

quality

quality

 

Fig. 2. Network Environment                                        Fig. 3. Morphing images 

3   Arbitrary View Image Generation 

From the panoramic and intermediate images, we can generate an arbitrary view 
images using Takahasi’s method [4]. Fig. 4 shows light field rendering which 
generates an arbitrary view image. However, serious vertical distortion occurs in 
Takahasi’s method. To minimize the vertical distortion, we constrain the slit range 
using the information of the building location. This is shown in Fig. 5. 

The range of ray slit from P to Cn is θα − . α and θ  are computed as 

)arctan(
z

x=α . (1) 

−×−=
1

21)tan(
arctan

d

ddβαθ  . (2) 

where x is the distance of x-direction from P to Cn, z is the distance from P to Cn in z-
direction, d1 is the distance from Cn to the building, and d2 is the distance from Cn to Cn-1. 
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( Left Image -> Right Image )

( Right Image -> Left Image )  

Fig. 4. Bi-directional Morphing 

 

 

Fig. 5. Intermediate images from a pair of 
panoramic images Cn and Cn-1 

4   Experimental Results 

We have implemented this system on Pentium IV 3GHz, Microsoft windows 2000 
server and experimented using panoramic images for simulation. We modeled virtual 
city using 3D Max 5 and captured 26 panoramic images with capturing step size 0.03. 
The capturing step size refers to the distance between two captures and is normalized 
by the whole length of camera path. Then, we compute polygon-based 
correspondence points and execute bi-directional morphing. Fig. 6 shows the results 
of bi-directional morphing such as right-to-left and left-to-right morphing. 

From the bi-directional morphing, we obtain 780 intermediate images. Fig. 7 shows 
a pair of captured images Cn, Cn-1 and intermediate images. To compare our method 
with Takahashi’s method, we also generated a novel view from panoramic images 
captured with step size 0.001, 0.01, 0.02 and 0.03 using Takahashi’s method. This is 
shown in Fig. 8. At the step size 0.001, the result shows good quality, but the image 
quality is degraded as the step size increases. At the step size 0.03, the result is very 
poor.  

 

Step size 0.02 Step size 0.03

Step size 0.001 Step size 0.01

 

Fig. 6. A novel view with Takahasi’s method 

 

Fig. 7. An arbitrary view image sequence 
along the red line path with step size 0.03 
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We also generated a novel view using panoramic and intermediate images. Fig. 9 
shows the reconstructed novel view with step size 0.03. In comparison with Fig. 8, 
our results show less vertical distortion. In Fig. 9, blue line is the camera path which 
captured panoramic images and red line is the virtual camera path. Along the red line, 
a number of arbitrary view images are generated. The image quality is reasonable.  

Cn

Cn-1

End user position

corresponding slit
Morphing

Panoramic-Images

 

Fig. 8. Reconstruction a novel view 

 

Fig. 9. Slit range 

5   Conclusions 

This paper proposed an efficient novel view image reconstruction from panoramic 
images captured with a large step size while reducing the amount of captured images. 
We first find polygon-based corresponding points between two panoramic images and 
then compute morphing information from corresponding line segment. Then we 
generate some intermediate images using bi-directional image morphing. To 
minimize the distortion, we apply linear interpolation method to the intermediate 
images. Even though a few panoramic images are used, a novel view is reconstructed 
with reasonable quality. 
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Abstract. In this paper, we propose a system to categorize audio in 7 classes. 
For classification features, we use the mean and variance of RMS, ZCR, 
fundamental frequency and frequency peak which are extracted from every 
frame of 25ms length. In addition to the audio content classification, we also 
perform speaker identification with the voice sequences extracted automatically 
using our proposed method. The accuracy of our proposed scheme reaches 
93.8% in categorizing audio signal and 80% in the speaker identification 
process.  

1   Introduction  

Content-based video analysis aims at obtaining a structured organization of the 
original video content and understanding its embed semantics as human does. For a 
better understanding the video and for extracting more information from it, we focus 
on the audio signal to index the content of each scene.  

The predominant approach of this research is to categorize the audio sequence into 
some parts: silence, voice, music, song, environmental sound and mixture component 
of them. Also, we focus on the voice sequences to index them by individual speakers. 
Four features are selected to classify audio signal, and 32 mel frequency cepstral 
coefficients (MFCC) are used along with Gaussian mixture model (GMM) to identify 
speakers.  

2   Overview of the Proposed System   

Figure 1 shows the flow chart of our proposed system. Assuming that the video is 
already segmented into shots and grouped in scenes [1], we propose a scheme for an 
automatic segmentation and annotation of audiovisual data based on audio content 
analysis. From the video segmented by shots and scenes, audio signal is extracted, 
then four kinds of audio features are calculated form the audio sequences; root mean 
square (RMS), zero-crossing rate (ZCR), fundamental frequency using temporal 
autocorrelation (TA) and frequency peak. After feature extraction, audio is classified 
to each corresponding class. 
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Fig. 1. Flow chart of the proposed system 

2.1   Audio Features  

In this paper, we use the statistical values of the RMS, ZCR, fundamental frequency 
and frequency peak of short time audio source for analysis of the sound 
characteristics. First of all, these features are calculated from each 25ms length frame.  

The RMS efficiently and easily represents the volume of audio signals, and the 
computational cost is relatively low.  

For discrete-time signals, a zero-crossing occurs when successive samples have 
different signs. The rate at which zero-crossing occurs is a simple measure of the 
frequency content of a signal. This feature can be used to distinguish voiced and 
unvoiced signals, because unvoiced speech components normally have much higher 
ZCR values than voice ones.  

Numerous fundamental frequency estimation algorithms are available. In this 
paper, we use the temporal autocorrelation (TA) method as follow. 
 For a given frame index l, the normalized autocorrelation function of the signal is 
first estimated as  
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where sl(n) is the audio signal in lth frame, m is the lag index of the autocorrelation 
and L is the total number of frames in s(n). The fundamental period 0T is then 

estimated as )](max[arg0 mT STAΓ= , and the local fundamental frequency is the 

reciprocal of the fundamental period, 0T . 

However, even though the temporal autocorrelation method produces exact pitch 
values in most cases, it may result in doubled pitch errors when the signal is highly 
periodic with short pitch periods [2]. For this reason, we use short-time frequency 
peak along with fundamental frequency to estimate the fundamental frequency. 
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Frequency peak is the frequency of the highest magnitude in short-time window 
which means the frequency containing the highest energy.  

2.2   Audio Content Analysis  

In this paper, we categorize the audio signal in seven classes: music, song, voice, 
environmental sound, silence and mixes of music, song with voice. Unlikely with 
other researches [3][4], we separate music and song which might be present in 
different kinds of scene. In dramas, songs are mostly used in highlight scenes to 
maximize emotional impression, while music appears through the whole video and 
enrich the atmosphere. Moreover, if the song class is not defined independently, the 
song clips have the risk to be identified as mixture of music and voice. Therefore, 
recognizing music and song separately is reasonable and needed.  

In [3], Zhang et al. use the raw data itself of power, ZCR, fundamental frequency 
and spectral peak extracted from each frame for classification features. However, 
these raw data are very sensitive to noise and the frame including noise element might 
be misclassified. In this paper, to reduce the risk of misclassification in noisy frames, 
we assemble data from 20 frames, of which have 25 ms length for each, and calculate 
the mean and variance values to make feature vectors. The mean and variance values 
of each feature earlier expressed are used to categorize the audio signal with CART as 
classifier.  

3   Speaker Identification 

In this paper, we propose a speaker identification method to index scenes by 
character. The speaker identification is done based on the voice sequences, which are 
extracted using audio classification method described in section 2.2. Our proposed 
method consists in two steps; preprocessing to extract real speech portion, and 
extracting MFCCs to identify the speaker using GMM. In this paper, we extract 24 
MFCCs to represent the short-time speech spectra.  

MFCC, which is one of the most typical features in speech or speaker identification 
fields, is computed from mel frequency filter to present voice spectrum. The signal 
converted into frequency and weighted by each mel-scale filter frequency response is 
calculated as ),( lnEmel

, in which l denotes the order of mel filter at time n. The real 

cepstrum associated with ),( lnEmel
 is referred to as the mel-cepstrum and is computed 

for each m coefficient as 

))
2

cos(),(log(
1

],[
1

0

−

=
=

R

l
melmel lm

k
lnE

R
mnC

π
 (2) 

where R is the number of filters [5].  
To model enrolled speakers, we employ the GMM due to its successful application 

in the speaker identification area. The MFCCs from the voice sequence are inputted to 
the GMMs of all enrolled speakers, which are pre-trained to identify the current 
speaker.  
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Let i be the GMM model corresponding to the ith enrolled speaker and let X be 
the observation sequence consisting of T frames xt, t=1,…,T. Assuming that all 
observation frames are independent, the average log likelihood between x and i can 
be computed as  

=

=
T

t
iti xp

T
P

1

)|(log
1

)|( θθX  (3) 

where p(xt| i) is the probability of xt belonging to i. With these probabilities of xt 
belonging to i, an unknown speaker can be identified from a set of N speakers by 
choosing the one with the maximum likelihood. 

4   Experimental Result  

In this section, we examine the performance of our proposed algorithm. For sample 
data set, 1549 audio clips are used. These are digitized at 22 KHz with 16-bit 
precision in mono sound. Due to the insufficiency of samples, classification tree is 
trained by using 10-fold cross-validation. Performance of audio analysis and fully 
trained classification tree are described in Table 1. The classes are in alphabetical 
order; environmental sound, mixture of music and voice, mixture of song and voice, 
music, silence, song and voice which are indicated as numbers in the table. The 
classes in row are the true classes and those in column are predicted ones. As the table 
shows, our proposed algorithm shows a result as 93.8% of accuracy.  

Table 1. Performance of audio content classification 

 1’ 2’ 3’ 4’ 5’ 6’ 7’ Total 
1 87 0 5 5 2 3 0 102 
2 2 245 0 4 0 1 1 253 
3 0 0 230 9 0 14 0 253 
4 7 0 3 353 4 7 0 374 
5 1 0 0 0 16 1 0 18 
6 4 1 6 12 0 275 0 298 
7 0 3 1 0 0 0 247 251 
Total 101 249 245 383 22 301 248 1549 

As discussed in Section 3.2 for speaker identification, first, MFCCs are extracted 
from the pure speech sequences. To choose the effective number of coefficients, we 
verify the classification result using variable number of MFCCs as shown in Table 2. 
We use 3 sample sets of 5 different speakers extracted from a drama (sample set 1 and 
2) and a movie (sample set 3). It is shown a better consequence following to 
increasing numbers of coefficients, however the computing time also increases 
abruptly which intercepts us to continuing our experiment with larger value. 

We assume that the number of components in GMM will affect the accuracy of 
identification. Therefore by changing the number of mixture components, we examine  
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Table 2. Accuracy of the speaker identification according to the number of MFCC in three 
sample data sets 

Number of Coefficients Sample set 1 Sample set 2 Sample set 3 
13 78.84% 79.16% 77.66% 
24 78.96% 82.4% 84.26% 
32 79.6% 83.08% 85.8% 

Table 3. Accuracy of the speaker identification according to the number of mixture 
components in GMM with 5 speakers from sample set 1 

Num. of  
Mixture co
mponents 

10 11 12 13 14 15 16 17 18 

Accuracy  
(%) 

77.56 77.76 77.84 79.6 80.0 80.08 81.12 80.08 79.96 

the classification result as in Table 3. The result with 16 components shows the best 
accuracy, however it shows same result with when the number of MFCCs is 
increased; the computational time increases more than two times, which decreases the 
effectiveness in our research.  

Finally, based on the results above, we select 32 MFCCs and 16 mixture 
components, which correspond to the hidden node of GMM. We classify the voice 
sequences from the classification results described in section 2. We select 5 main 
characters of the sample video and build GMMs before performing the speaker 
identification. For testing our speaker models, 100 samples of each speaker are 
chosen. Because of the shortage of samples, we use 10-fold cross-validation to verify 
the result objectively. The result of our speaker identification scheme is shown in 
Table 4. The accuracy touches around 80% of average. 

Table 4. Result of the speaker identification 

 a b c d e Total 
A 74 13 6 7 0 100 
B 7 88 1 2 2 100 
C 9 10 67 5 9 100 
D 0 1 3 89 7 100 
E 1 6 8 10 75 100 
Total 91 118 85 113 93 500 

The cause of most of miss-classification is the tone of the speakers. In movies or 
dramas, characters change their tones according to each situation and emotion. 
Consequently, the MFCCs are changing, too. 
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5   Conclusion  

In this paper, we propose a system to categorize audio in 7 classes, i.e. silence, music, 
song, voice, environmental sound, mixture of music and voice and mixture of song 
and voice. Unlike other researches, we separate music and song which take different 
part in drama or movie. For feature vector, we use the mean and variance of each 
RMS, ZCR, fundamental frequency and frequency peak which are extracted from 
every 25ms length frame. In addition to the audio content classification, we also 
perform speaker identification with the voice sequences that are automatically 
extracted.  

The accuracy of our proposed scheme in categorizing audio signal reaches 93.8% 
and the speaker identification process shows around 80% of average accuracy. The 
misclassification in speaker identification mostly comes from the yelling voices inside 
voice sequences that have different coefficients with general voices. To overcome this 
defect, a post-processing method or a combination of video and audio is required.  
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Abstract. This paper presents a new interest point descriptors representation 
method based on independent components analysis (ICA). The aim of this 
algorithm is to find a meaningful image subspace and more compact descriptors. 
Combination the descriptors with an effective interest point detector, the 
proposed algorithm has a more accurate matching rate besides the robustness 
towards image deformations. The proposed algorithm first finds the 
characteristic scale and the location for the interest points using Harris-Laplacian 
interest point detector. We use Haar wavelet transform on the neighborhood of 
the interest points and get low frequency gradient feature vectors. Then ICA is 
used to model the subspace and reduces the dimension of the feature vectors. 
The experiments show the efficiency of the proposed algorithm. 

1   Introduction 

Interest point detection and representation are useful in computer vision applications 
such as matching [1], retrieval [2] and recognition [3]. The main idea is to find a set 
of interest points and compute their descriptors. Many approaches to interest point 
detection exist. The most popular methods are Harris [4] and SIFT [3]. Authors in [5] 
compares shape context, steerable filters, PCA-SIFT, differential invariants, spin 
images, SIFT, complex filters, moment invariants, and cross-correlation for different 
types of interest regions and finds the SIFT based descriptors perform best.  

In this paper, we present a new representation for descriptors. This method is based 
on independent component analysis. The success of this method is combining an 
accurate interest point detector with a compact representation for point descriptors. 

In section 2, the proposed algorithm is described. In section 3 and 4, experiments are 
given in detail. In the end, the conclusions and future work will be shown in section 5. 

2   Independent Component Analysis Based Interest Point 
Descriptors 

Using Harris-Laplacian detector [6], we can get some interest points associated with 
characteristic scale. The next step is to give the representation for the interest points. 
                                                           
∗ This work has been supported by NDSF Project 60573182, 69883004 and 50338030. 
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The standard SIFT descriptors perform best described in [5]. However, the construction 
of SIFT descriptors is complicated and the future dimension is high. So we use ICA to 
get the high-level description from low-level image features with low dimension. 

2.1   Independent Component Analysis  

In image understanding, it is often desirable to represent an image in a subspace to 
reveal some of intrinsic characteristics of the data and reduce the dimension, where 
linear representation is often used due to its computational and analytical properties. 
Independent component analysis (ICA) [7] has such property. Basically, one attempts 
to represent each image patch as a linear combination of ‘basis’ patches, such that the 
mixing coefficients are as sparse as possible. In other words: 

1

n

i i
i

X A S a s
=

= =  (1) 

Where X is the image patch, ia is the basis images. ICA attempts to seek mutually 

independent components is . Most of the is will be close to zero and only a few will 

have significantly non-zero values. Once obtaining A, we can compute its inverse, say 
W, and obtain the independent component by: 

m

i i
i

S W X w x= =  (2) 

Then we can represent image patch X by S, and S has a good property. 

2.2   ICA Based Feature Descriptors 

We first describe the input vectors used in training ICA. In order to make the patches 
less sensitive to the exact feature location and noise effect, we sample the pixels at a 
lower frequency. We extract a 64 × 64 patch centered over the interest point and 
perform the Haar wavelet transform on the patch. The sub-band LL (32×32) is used 
to get the feature vector which is created by computing the vertical and horizontal 
gradient maps for the 32 × 32 patch. So the vector’s length is 2 × 32 × 32. We 
normalize the vector to unit magnitude to reduce the effects of illumination change. In 
Fig. 1, an example of above procedure is given.  

Using Harris-Laplacian point detector, we extract 1,0000 interest points from a 
common image database and create the input vector for each interest point. The whole 
input vectors are used to train ICA and the transformation matrix W in Eq. (4) can be 
computed.  

ICA can linearly project high dimension vector onto a low dimension feature 
space. Further more, it has a more meaningful visual property compared to PCA. 

Thus, the ICA based feature descriptors includes following steps: 

Step1. Extract a 64×64 patch at the characteristic scale, centered over the interest 
point;  

Step2. Rotate to its main orientation to a canonical direction and perform the Haar 
wavelet transform and get LL sub-band;  
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(a)                                               (b) 

Fig. 1. An example of the creation input vectors. This figure shows an 8× 8 patch, whereas our 
experiment use a 64 × 64 patch. (a) The input image patch centered over an interest point. 
(b) The vertical and horizontal gradient maps. 

Step3. Compute the gradients of the LL sub-band and get the vertical and 
horizontal gradient maps and arrange the gradient maps and normalize it to unit 
magnitude; 

Step4. use Eq. (4) to find the feature space for the 2×32×32 input vector; 

The reduced feature space is the final interest point descriptors. In experiments, the 
dimension of feature space n=40 can get a high performance response. 

3   Evaluation Criterion and Data Set 

We use detection rate and false positive as the performance evaluation metric. They 
are defined as: 

# c o r r e c t  m a t c h e s
d

# p o s s i b l e  m a t c h e s
=  (3) 

# f a l s e  m a t c h e s
f

# d e t e c t i o n  p o i n t s
=  (4) 

Two points i and j are correct match if the error in relative location is less than 2 
pixels. 

We use INRIA dataset for experiments. Images can be available on the Internet1. A 
significant amount of noise is added which includes blurring, scale, rotation, view point 
changes, zoom and illumination changes. We generate the detection ratio vs false 
positive graph by changing the threshold for ICA based algorithm and SIFT algorithm. 

4   Experimental Results 

4.1   Results for Different Image Deformations 

In Fig. 2, we give the experimental performances of the proposed algorithm vs SIFT 
algorithm. The image deformations include scale & rotation and view changes. We 
find ICA based method is better than SIFT, especially under scale & rotation changes 
                                                           
1 http://www.robots.ox.ac.uk/~vgg/research/affine/ 
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and view changes. The reason for this phenomenon is that we use ICA to train the 
feature vectors. ICA perhaps has the ability to find a more instinct feature. 

4.2   Running Time and Dimensions Choice 

In Fig. 3, we compare the running time with SIFT. The range of dimensions changes 
from 10 to 40 with 5 intervals. The rate is computed by ( )/ ( )Time ICA Time SIFT . For the 

choice of dimensions, we find an empirical choice with dimensions 40 can get a trade-
off between precision and running time. 

     
(a)                                                                (b) 

Fig. 2. The performance curves for different image deformations. (a) Scale & rotation changes. 
(b) View point changes. 

 

Fig. 3. The running time rate comparison for different dimensions 

5   Conclusions and Future Work 

In this paper, an interest point descriptors algorithm is presented. The main contribute 
of this paper is introducing ICA to local descriptors. We design an efficient interest 
point detector and a compact local descriptors representation. 
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In the future, we will explore the internal relationship between local descriptors 
and ICA. Some new applications based on ICA descriptors will be applied. 
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Abstract. Color appearance of the same object between different viewpoints 
may be different due to inconsistent illumination or inevitable errors and noises 
resulting from imaging devices, which brings difficulties to the subsequent 
multi-view image compression and arbitrary viewpoint rendering. Thus, color 
correction is necessary for multi-view applications. In this paper, a color 
correction method of multi-view images is proposed based on region 
correspondence. Through expectation-maximum segmentation for reference 
image and current viewpoint image, mapping relationship is built with similar 
statistical model between two regions in the two images. Experimental results 
show that the proposed method can be used to correct the color of viewpoint 
images according to the color of the reference image, and preserve the visual 
impression of the viewpoint images simultaneously. 

1   Introduction 

Multi-view video coding and view generation have been two of the main technical 
areas in three-dimensional audio video (3DAV) [1,2]. Multi-view video coding is used 
to compress the multiple viewpoint video signals, and view generation is used to 
generate arbitrary viewpoint images for display purposes. However, due to 
inconsistent illumination or some undesired factors from imaging devices, color 
appearance of the same object between different viewpoints may be different, which 
brings much difficulty to the subsequent multi-view image compression and view 
generation. So, color correction of multi-view images is expected before a virtual 
intermediate view is generated and displayed. 

Some simple correction algorithms (such as retinex[3] or global correction[4]) 
perform well for some classes of images but poorly for others because of the absence 
of region information. In [5], color, texture and geometry is used to acquire the region 
information, which results in high calculation complexity. In [6], color and texture 
segmentation is performed with expectation-maximum (EM) algorithm, which needs 
spatial grouping step. In this paper, a modified EM algorithm is given, and a new 
color correction method of multi-view images is proposed. Experimental results show 
that the proposed method is quite effective. 
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2   New Color Correction Approach to Multi-view Images 

For one pixel (x,y) in image and its color value I(x,y), let k denote prior probability of 
mixture components, =( 1, 2,…, k) is parameter vectors for mixture components. 
Here, Gaussian mixture model is used, and k=( k, k) is mean and variance of 
Gaussian distribution. Then, probability density function of  I(x,y) is expressed as 

=1
( ( , )| )= ( ( , )| )

K

k k kk
P I x y p I x yπ θΘ . (1) 

To segment regions of image, an expectation-maximum (EM) algorithm is performed 
with two steps, that is, E-Step and M-Step. 
E-Step: 

' '

1
( | ( , ), ) ( ( , ) | ) / ( ( , ) | )

K

k k k k j j kj
p k I x y p I x y p I x yθ π θ π θ

=
=  (2) 

M-Step: 
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1

1
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N
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N
π θ

=
=  (3) 

1

1 1
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p k I x y

θ µ µ

θ

+ +
+ =

=

− −
=  (5) 

The E-step and M-step are iterated until convergence. The initial values in the 
above EM algorithm are calculated by K-means method. Traditionally, the clustering 
number is set manually, not adaptive to image content. To improve the 
implementation of EM algorithm, an adaptive clustering method in the EM algorithm 
is given in this paper. At the beginning, we assign the maximum clustering number 
Kmax and the minimum threshold Th. EM algorithm is carried out to estimate the 
means and variances of Kmax clusters. If the means of two clusters are very 
approximate, that is | |t t

i j hTµ µ− < , then merge the two corresponding clusters and re-

estimate the statistical parameters. We iterate the algorithm to estimate regions until 
no region mergence exists. 

Lastly, a probability smoothing operation is performed for each pixel. If two pixels 
I(x,y) and I(x ,y ) have similar colors, they may be close in Gaussian distribution. Let 
N(x,y) denote the neighborhood of (x,y), N be the total number of neighborhood pixels 
and Kcluster be the clustering number. If I(x,y) belongs to the region K, and its 
probability is larger than its neighborhood value, as described by 

( | ( , ), ) max{ ( | ( , ), ),0 }k k clusterp K I x y p k I x y k Kθ θ= ≤ <  (6) 

' '

' '

( , ) ( , )

( | ( , ), ) ( | ( , ), ) /k k
x y N x y

p K I x y p K I x y Nθ θ
∈

>>  (7) 
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For the current pixel (x,y), not belonging to the region K, a probability smoothing 
operation is performed to it, which is described as 

' '

' '

( , ) ( , )

1
( | ( , ), ) ( | ( , ), ), 0

                                                    

k k cluster
x y N x y

p k I x y p k I x y k K
N

θ θ
∈

= ⋅ ≤ <
 (8) 

After establishing probability model, region classification is automatically run by 
comparing probability value for every pixel in each region.  

Let Ic and Ir be the reference image and the current viewpoint image, respectively. 
After region classification, Ic and Ir will be associated with a GMM denoted as 

c c c{ ( ; , ) | 0 }
i i iiG c i Kµ σ < ≤  and { ( ; , ) | 0 }

j r rj j
r jG r j Kµ σ < ≤ . Mapping relationship 

such as ( )
j ir cf G G= can be established. For K clustering number, there are (K!) types 

of mapping for the segmented regions between Ir and Ic. 
How to establish the best mapping relation will have large impact on vision 

impression of the corrected image. Here, we define a mapping function f(.) as the 
region correspondence in Ir and Ic, using the similarity model in the respective regions 
as the mapping criterion. After obtaining the mapping function f(.) which maps 
Gaussian component from c c c{ ( ; , ) | 0 }

i i iiG c i Kµ σ < ≤ to { ( ; , ) | 0 }
j r rj j

r jG r j Kµ σ < ≤ , 

we compute the corrected color of the pixel Ic(x,y) in the current viewpoint image as 

( ( , )) ( ( , ) )i

j i

j

r

c c c r
c

f I x y I x y
σ

µ µ
σ

= − +  (9) 

After the above operation is accomplished, all the viewpoint images will have 
consistent color appearances. To objectively evaluate the correction method, Euler 
distance between original image and corrected image is calculated. Firstly, RGB color 
space is transformed to normalized rg space, then Euler distance D1,2 is denoted by 

R
r

R G B
=

+ +
,   

G
g

R G B
=

+ +
,  2 2

1,2 1 2 1 2( ) ( )D r r g g= − + −  (10) 

3   Experimental Results 

In the experiments, multi-view video images, ‘golf1’ and ‘race1’, provided by KDDI 
Corp.[7], are used as test sets, in which the size of images is 320×240. The multi-view 
images were taken by a horizontal parallel camera configuration with eight 
viewpoints and 200mm camera interval. As an example, Fig.1 shows the ‘golf1’ 
multi-view video with eight original viewpoint images. Clearly, the color consistency 
among these eight original viewpoint images is poor because of lighting or imaging 
device. Thus, the color correction is necessary if these multi-view images will be used 
to render new virtual arbitrary viewpoint image. One camera view, which is close to 
the center of the camera setup, is chosen as the reference view. All other camera 
views are corrected so as to fit their color appearance to the chosen reference view. 
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Figs.2 shows the reference images, reference segmentation images, current 
viewpoint image, current segmentation images and the corrected images of ‘golf1’ 
and ‘race1’ test sets, respectively. The 5th viewpoint image is considered as the 
reference image, while the other seven viewpoint images are corrected so as to get 
consistent color appearance with the reference image. From the figures, it is seen that 
the color appearance of corrected images is almost consistent with the reference 
images. 

       
 

       

Fig. 1. Eight original viewpoint images of ‘golf1’ 

     
(a) Reference image  (b) Reference segmentation region  (c) Current viewpoint image 

    
(d) Current segmentation region  (e) Corrected image     (f) Comparison of Euler distances 

Fig. 2. Color correction of ‘golf1’ multi-view images 

In Fig.2(f), Euler distance between the reference image and original viewpoint 
image and Euler distance between the reference image and corrected image are 
compared. The corrected image’s Euler distances are smaller than that of the original 
image, and Euler distances of the 2th, 3th, 4th or 8th viewpoint images is very close 
because of the color consistency between the original and the reference image. 
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4   Conclusions 

Color inconsistency of multi-view images, simultaneously captured for a scene, is a 
major problem which is demanded to be solved in multi-view video systems, such as 
free viewpoint television and 3DTV. In this paper, we have proposed a color 
correction method of multi-view images based on region classification. We propose 
probabilistic segmentation, and model the set of regions as Gaussian Mixture Model. 
Experimental results show that the proposed method can be applied to correcting the 
color of viewpoint images on the basis of the color of reference image. In the future 
work, we will investigate how to effectively evaluate the correction method, speed up 
the correction process, and improve the accuracy. 
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Abstract. The highly bursty and time-variant characteristics of VBR MPEG 
video traffic make it more difficult to manage network resources, and lead to 
the significant reduction of network utilization. Dynamic bandwidth allocation 
scheme based on real-time prediction algorithms has been used to guarantee the 
Quality of Service (QoS). In this paper, chaos theory and local support vector 
machine in effective prediction of VBR MPEG video traffic is investigated. 
Experimental results show that our proposed scheme can effectively capture the 
dynamics and complexity of VBR MPEG video traffic. 

1   Introduction 

Multimedia applications such as video teleconferencing, home education, content-
based image/video retrieval from large databases, and video-on-demand (VOD) have 
been emerged as major sources of traffic for a variety of high-speed networks. Since 
digital video demands large bandwidth requirements, several coding schemes (e.g. 
constant bit rate, variable bit rate) have been proposed to accomplish efficient video 
compression, which are generally based on MPEG standard in virtue of its generic 
structure and support for a broad range of applications. Among them, the variable bit 
rate (VBR) mode presents many advantages when compared to constant bit rate 
(CBR) one: (i) achieve shorter delay for the same average bit rate; (ii) guarantee the 
constant image/video quality. So most of MPEG video traffic are encoded and trans-
mitted in VBR manner. 

However, how to satisfy the corresponding Quality of Service (QoS) requirements 
such as low packet loss, guaranteed bandwidth and delay is a stringent problem, be-
cause the output rate of VBR encoders fluctuates according to video activity. If a 
static bandwidth allocation scheme based on peak rate is applied, a significant amount 
of bandwidth resource may be wasted. Consequently, the dynamic bandwidth alloca-
tion one is desirable according to the prediction of future video frame. And the more 
accurate the traffic prediction is, the more reliable the prevision of QoS is. Hence, 
modeling and prediction of VBR MPEG video traffic have become a critical issue and 
have received much attention in the literature [1-8]. 
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Over the years, a variety of techniques have been developed to predict the VBR 
MPEG video traffic. Derived from the statistical analysis of VBR MPEG video traf-
fic, the stochastic models such as first-order autoregressive (AR) [1], autoregressive 
moving average (ARMA) [2], and Gamma autoregressive (GAR) [3] were introduced 
to simulate the video sources. But most of them only can capture the short-range de-
pendence of VBR traffic. The other type of technique is the online traffic prediction, 
which mainly includes adaptive filter algorithm [4], and neural network approach [5]. 
If the bandwidth reserved is at least equal to predicted value, only the errors in the 
prediction need to be buffered. 

Nevertheless, the actual VBR MPEG video traffic exhibits high variability and 
long-range dependence (LRD) due to the evolution of scenes of different complexity 
and degrees of motion. The above-mentioned prediction techniques are still chal-
lenges for real-time video applications. Recently, Alkhatib and Krunz [6] investigate 
the chaotic behavior of VBR video traffic from the viewpoint of the sensitivity of the 
trajectories to initial conditions, the correlation coefficient, and the maximum 
Lyapunov exponent. The phase space characteristics of VBR video traffic are ana-
lyzed in [7]. The research of chaotic characteristics in VBR video traffic is also re-
ported in our previous paper [8]. The results show that the frame sequence of VBR 
video traffic is chaotic. In this paper, chaos theory and local support vector machine 
in effective prediction of VBR MPEG video traffic is investigated. Experiments dem-
onstrate that our proposed scheme can effectively capture the dynamics and complex-
ity of VBR MPEG video traffic. 

This paper is organized as follows. In Section 2, we briefly review the characteris-
tics of VBR MPEG video traffic. Section 3 presents the proposed prediction algorithm 
of VBR video traffic, derived from the chaos theory and local support vector machine. 
In Section 4, the experimental results are given. Finally, Section 5 concludes this 
paper and expects the future work. 

2   Characteristics of VBR MPEG Video Traffic 

It is well known that MPEG is one of the most widely used video encoding standard 
due to its generic structure and support for a broad range of applications, whose en-
coder can compress a video signal at a constant picture quality, and produce a coded 
stream with variable bit rate. There types of frames are generated during compression, 
namely, I frame (Intra frame), P frame (Predictive frame), and B frame (Bidirectional 
Predictive frame). These frames are arranged in a deterministic periodic pattern called 
Group of Picture (GOP). The GOP pattern is characterized by two parameters: one is 
the frame distance N between one I frame and the next I frame, the other is the frame 
distance M from one I frame to the following P frame or two successive P frame. For 
instance, M=3 and L=12 will result in the following GOP pattern: IBBPBBPBBPBB. 
The video sequences of ‘Star Wars’ and ‘Soccer’ are selected as test benchmarks. The 
autocorrelation function and three-dimensional phase space are displayed in Figs. 1 
and 2 (a)-(b) respectively. 
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(a)                                                                    (b) 

Fig. 1. ‘Star Wars’: (a) autocorrelation function, (b) three-dimensional phase space 

     

(a)                                                                  (b) 

Fig. 2. ‘Soccer’: (a) autocorrelation function, (b) three-dimensional phase space 

From the Figs. 1 and 2 (a), we can see that the pattern between two I frame peaks is 
repeated with slowly decaying amplitude, which indicates the VBR video traffic is 
highly correlated and exhibit long-range dependence. Meanwhile, Figs. 1 and 2 (b) 
illustrate that VBR video traffic has the regular attractor, except several dissociative 
phase dots, who may imply the scene changes. 

3   Proposed Prediction Algorithm of VBR MPEG Video Traffic 

Chaos is the very complex behavior of a low-order dynamical system. It is possible to 
predict the chaotic time series if we can find the simple deterministic equation of 
chaos system. From the attractor reconstruction point of view, chaos theory and local 
support vector machine in effective prediction of VBR MPEG video traffic is investi-
gated in this paper. 
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3.1   Phase Space Reconstruction  

The important first step in predicting chaotic time series is the reconstruction of phase 
space of the time series. Such a reconstruction approach uses the concept of embed-
ding a single-variable series in a multi-dimensional phase-space to represent the un-
derlying dynamics. 

According to the above-mentioned approach, for a scalar time series 
{ }nttx ,...,2,1),( = , the multi-dimensional phase-space can be reconstructed based on 

Takens’ embedding theorem [9]: 

{ }))1((),...,(),( ττ −−−= mixixixX i
 (1) 

where nmmi ,...,2)1(,1)1( +−+−= ττ , τ is the time delay; m is the embedding phase 

space dimension, and the number of phase point is τ)1( −−= mnN . If the time delay 

τ and the embedding dimension m are selected appropriately, the reconstruction and 
the original system will have the same dynamic behavior. 

3.2   Local Support Vector Machine 

The basic idea of support vector machines (SVM) for regression is to map the data x 
into a high dimensional feature space via a nonlinear mapping, and perform a linear 
regression in this feature space. The SVM training procedure amounts to solving the 
following convex QP problem, so the final regression solution has the following form: 

=

+−=
l

i
iii bxxKxf

1

* ),()()( αα  (2) 

where iα , ∗
iα are Lagrange multipliers, and )()(),( xxxxK ii φφ ⋅= . 

Taken into account that SVM is suitable to the modeling of the small sample size 
datum, and combined with local methods, a new local prediction using support vector 
machine are given as follows [10]: 

1. For a time series },,2,1),({ nttx = , selecting the embedding dimension m and 

time delayτ , and reconstructing phase space based on expression (1). 

2. Choosing Euclidian distance • as the distance metric in phase space, and finding 

the k nearest neighbors },,,{ 21 k
ttt XXX  of 

tX  through calculating the Euclidian 

distance between the query vector 
tX  and the foregoing reconstruction vector

iX : 

=

−−−−−=−=
m

j
itit jixjtxXXXXR

1

2)])1(())1(([),( ττ  (3) 

where )1(,,2,1 −= ti . 

3. Regarding each neighbor klX l
t ,,2,1, =  as a coordinate point in the input-space 

of support vector machine and klTtx l ,,2,1),( =+ as the target value, and training 

support vector machine to obtain support vectors and corresponding weight coefficients. 
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4. Calculating the prediction value )( Ttx +  of the query vector
tX based on local 

support vector machine prediction model obtained above. 
5. Repeating the first four steps until the future values of different query vectors are 

all acquired. 

The research results of reference [10] show that local support vector machine is in-
sensitive to the selection of embedding dimension and the number of nearest 
neighbors, and also can save computational time and memory space compared to the 
global support vector machine. 

4   Simulation Results 

In this section, we select 2000 frames each of ‘Star Wars’ and ‘Soccer’ as the experi-
mental data, which are frame-size traces generated from UC Berkeley MPEG-1 en-
coder software [11]. They represent a variety of video scenes such as action movie, 
and sports. The GOP pattern all are IBBPBBPBBPBB (M=3 and L=12). 

For the experimental data, the first 1800 frames serve as the training set, and the 
remaining 200 frames as the test set. Considering that the local support vector ma-
chine is insensitive to the selection of embedding dimension and the number of near-
est neighbors [10], and referring to the shapes of attractor, and the GOP pattern for 
VBR video traffic, we set the embedding phase space dimension m to 12, which may 
be only larger than the minimal value. And the time delayτ is 1. The radial-basis 
function kernel is used as local learning machine to implement local prediction of 
VBR MPEG video traffic. 

     
(a)                                                                 (b) 

Fig. 3. Predicted results: (a) ‘Star Wars’, (b) ‘Soccer’ 

Simulation results of ‘Star Wars’ and ‘Soccer’ VBR video traffic using our pro-
posed method are shown in Figs. 3 (a) and (b), respectively. As can be seen from 
Fig. 3, the predicted frame sequences are very close to the original and display no 
time delay. If a dynamic bandwidth allocation scheme based on prediction is applied, 
only the mild and stationary residuals need to be buffered for bandwidth reservation, 
and small buffers, less delay, and high channel utilization can be achieved. 
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5   Conclusions and Future Work 

In this paper, we have proposed a new and effective prediction scheme of VBR 
MPEG video traffic. Combined with phase space reconstruction, local support vector 
machine is employed as the prediction model of VBR video traffic considering its 
good generalization performance, the absence of local minima, and computational 
advantage. Our experimental results demonstrate that our proposed scheme can effec-
tively capture the dynamics and complexity of VBR MPEG video traffic. Further, we 
will carry out the corresponding network simulation and queue analysis to investigate 
the QoS (such as bandwidth allocation, time delay, jitter and packet loss). 
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Abstract. This paper summarizes a new concept to determine principal curves 
for nonlinear principal component analysis (PCA). The concept is explained 
within the framework of the Hastie and Stuetzle algorithm and utilizes spline 
functions. The paper proposes a new algorithm and shows that it provides an 
efficient method to extract underlying information from measured data. The 
new method is geometrically simple and computationally expedient, as the 
number of unknown parameters increases linearly with the analyzed variable 
set. The utility of the algorithm is exemplified in two examples. 

1   Introduction 

Redundant information is a common issue in industrial data.  The analysis of such 
data provides an important basis to determine the performance of safety-critical 
systems, for example those found in the power, manufacturing and chemical industry.  
Data-driven analysis tools have also found applications in non-safety critical systems, 
for instance in addressing inefficient operation, detecting abnormal behavior and 
process faults. 

In the proposed context, Multivariate Statistical Process Control (MSPC) has 
emerged as a suitable framework for data analysis [7,12]. MSPC commonly employs 
projection-based methods to remove redundant information in the data and produce a 
reduced set of score variables.  However, these methods assume a linear relationship 
between the measured variables, an assumption that is often only satisfied when the 
data are recorded within a small operating regime. 

To address this shortcoming, numerous nonlinear extensions of MSPC tools have 
been proposed [6,8,2,11,4]. Since PCA has received considerable attention in the 
literature based on its conceptual simplicity, this paper focuses in particular on the 
application of nonlinear PCA (NLPCA). Nonlinear extensions to PCA include 
principal curves [3] and autoassociative neural networks (ANN) [6].  Irrespective of 
which NLPCA implementation is considered, each method comprises a projection 
and a self-consistency stage. 

Although a number of applications show the usefulness of principal curves, it is 
difficult to implement in practice if the number of analyzed variables exceed 3 [14], 
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despite the fact that principal curves offer a simple geometrical interpretation.  In 
contrast, ANNs produce nonlinear score variables, irrespective of how many variables 
are analyzed, however, their geometry is difficult to interpret. 

This paper proposes an alternative principal curve algorithm that does not suffer 
from the inherent limitations of the algorithm by Hastie and Stuetzle [3].  The new 
approach is based on the use of spline functions [13], which define the principal 
curve.  For the new algorithm, the calculation of scores is described in the projection 
stage, whilst the determination of the spline parameters is based on the self-
consistency stage. 

This paper is organized as follows.  A brief introduction to principal curves is 
given in Section 2 prior to a discussion of associated problems with the algorithm by 
Hastie and Stuetzle [3].  Section 4 gives a detailed description of the new algorithm 
and Section 5 presents two simulation examples to demonstrate the working of the 
new technique, followed by a concluding summary in Section 6. 

2   Principal Curve Preliminaries 

A principal curve is a non-parametric approach, whereby the nature of the data 
determines the shape of the curve.  This is an iterative approach, whereby the initial 
curve is represented by the first principal direction of a linear PCA model of the data 
[10].  The curve at each successive iteration is a smooth or local average for a given 

set of points x ∈ d .  The curve is initially segmented and a centre of gravity is 
obtained for each segment.  The curve passes through each centre and the boundaries 
determine which segment a corresponding data point belongs to are updated, followed 
by re-computing each segment centre.  This completes one full iteration step.  The 
algorithm subsequently converges when the difference of two consecutive curves is 
negligible. 

Figure 1 shows various curves designs for a given data set.  Let ( ) dt ∈  be a 

principal curve in a d-dimensional space, where t is the curve parameter and 

( ) ( ) ( ) ( )( )1 2
T

dt t t tξ ξ ξ= .  For any data point, x, let the projection index 

( )ft x  denote the largest parameter value t for which the distance between x and ξ(t) 

is minimized as follows: 

( ) ( ) ( ){ }2 2
sup : inff t t

τ
τ= − = −t x x x  (1) 

The smooth curve ξ(t) is a principal curve if and only if: 

• ξ(·) does not intercept itself; 

• ξ(·) has a finite length inside any bounded subset of d ; and 

• ξ(·) is self-consistent, that is ( ) ( ){ }ft E t= =x t x . 

Hastie and Stuetzle [3] summarized the principal curve algorithm, denoted here as 
HS algorithm, of a data set with a known probability density function as shown in 
Algorithm 1. 
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Fig. 1. Various types of curves in a 2D plane; (a) linear regression model, (b) linear principal 
component model, (c) nonlinear regression model and (d) principal curve model 

 

Algorithm 1. HS principle curve 

3   Problems with the HS Algorithm 

Several authors have raised concerns with respect to the HS algorithm.  For example, 
Kegl et al. [5] argued that a principal curve only exists for special densities such as 
radially symmetric or an annulus in a plane.  Apart from that, it is unknown how the 
hypothetical HS algorithm behaves for a probability density for which a principal 

1. Start with ( )0 ( )t E t= +x a  where a is the first linear principal component 

direction of the covariance matrix of x. Set 0
0 ( ) ( )ξ=t x t x for each x. Set n 

= 1 

2. Define { }1( ) ( )n

n t E tξ −= =x t x for each n 

3. Set  

{
}

2

2

( ) max : ( )

min ( )

n

n

n d

t tξ

τ
τ

= −

= − ∀ ∈

t x x

x x
  

4. Compute { }2

( ) ( ( ))n

n nE ξ∆ = −x t x , if 1( ) ( )n n ε−∆ − ∆ < (threshold) 

then stop 
5. Otherwise n = n + 1 and repeat step (2) until convergence 
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curve does not exist.  Consequently, it is theoretically difficult to analyze the 
consistency and convergence rate of any estimation schemes for principal curves. 

A study by Tibshirani [10] outlined a bias in determining the principal curve using 
the HS algorithm.  Hence, new theoretical developments are required to address these 
problems [10,5,1].  Additionally, Zhang [14] outlined that the 2D concept of principal 
curves is difficult to extend to a d-dimensional space.  This relates to the difficulty in 
associating a set of data points to a particular segment of the curve if d exceeds 2 or 3. 

The next section introduces a new algorithm that is (i) conceptually simpler, (ii) 
has a guaranteed convergence and (iii) is not restricted by any dimension d in 
comparison to the HS algorithm.   

4   Spline Principal Curve Algorithm 

This section details the proposed spline principal curve algorithm.  The curve is 
reconstructed by a number of smooth spline functions.  Whilst this is a well-known 
area that has produced many research contributions, this paper brings this body of 
knowledge into a PCA framework to determine a reduced set of nonlinear principal 
components. 

For simplicity, the introduction of the technique is based on two variables, denoted 
here as x1 and x2 and two spline functions only.  This is not a restriction of generality, 
as the extension to include more variables and splines is straightforward, which is 
elaborated upon later on in this section.  A graphical representation of an example 
curve: 

( ) ( )1 1

2 2sin

tx e
t

tx e
= + = + e  (2) 

is given below.   

 

Fig. 2. Representation of ξ(t) for 500 data points 
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In this example, t ∈ [-π/2 π/2] is a random variable and e1 and e2 ∈ {0,0.01} are 
residuals, representing measurement uncertainty.  Moreover, ξ(t) is reconstructed here 
by two splines, that is Spline 1 for x1 ∈ [-π/2 0] and Spline 2 for x2 ∈ (0 π/2].  Note 
that a round bracket indicates an open interval, i.e. not including 0 in Spline 2, whilst 
a squared bracket represents a close interval, i.e. including 0 in Spline 1. 

Subsection 4.1 summarizes some preliminaries regarding the spline functions used 
here.  This is followed by introduction to an algorithm detailing the transformation 
from a higher to a lower dimensional space to produce nonlinear scores (projection 
stage) in Section 4.2.  Subsection 4.3 gives an overview of how the spline functions 
are identified and utilised to transform the nonlinear scores back to the original data 
space (self-consistency stage).  Section 4.4 discusses extensions of the proposed 
algorithm for more than 2 variables and splines including the determination of more 
than 1 principal curve.  Finally, Section 4.5 provides a comparison between the new 
algorithm and the HS algorithm by Hastie and Stuetzle [3]. 

4.1   Preliminaries 

The splines functions used in this work are third order polynomials of the form: 

( ) ( ) 3 ( ) 2 ( ) ( )
3 2 1 0
ij ij ij ij

ij t a t a t a t aξ = + + +  (3) 

where j and i denote the spline number and original variable, xi, respectively, and 
( ) ( )
3 0
ij ija a  are the associated spline parameters.  At any knot of two splines, the 

following condition must be met to guarantee a smooth curve: 

( )
3
( )
2
( )

3 2 3 2 1
( )

2 2 0
( 1)
3
( 1)
2
( 1)
1
( 1)
0

1 1 0

3 2 1 0 3 2 1 0 0

6 2 0 0 6 2 0 0 0

j

j

j

j j j j j j j

j j j j j

j j j

j

j

a
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a
t t t t t t

a
t t t t

a
t t

a

a

a

+

+

+

+

− − − −
− − − =
− −

 (4) 

Here, tj is the parameter value for the jth knot.  The spline functions, ( )
( )

j
⋅ , are 

assumed here to be determined by one of the variables, for example x1, as the 
parameter.  This implies that the function ( )1 jξ ⋅  is equal to x1 ∀ j and the function 

( )2 jξ ⋅  depends on this parameter, i.e. 

( )1

1 1( )
( ) (2 ) 3 (2 ) 2 (2 ) (2 )

2 1 3 1 2 1 1 1 0

j
x j j j j

j

x x

x a x a x a x aξ
= =

+ + +
 (5) 

Given the definition of the principal curve above, the nonlinear score variables, t, 
can be obtained as: 
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( )
1 1

1

2
ˆ 1 2 1 1( ) 2

0 0

1
x x

xt dx x dxξ′ ′= = +  (6) 

where (·)′ denotes the derivative of a curve and ||·||2 is the norm of a vector.  Given the 
assumptions imposed on a principal curve, outlined in Section 2, there is a unique 
solution to Equation (6).  Furthermore, it is assumed that the function between t and x1 
is bijective, so that t can be expressed as a function of x1 and x1 can alternatively be 

formulated as a function of t.  This implies that the jth spline function 
1

( )
( )

j
x  is 

equivalent to ( )
( )

j
t .  Next, the projection and the self-consistency stages of the new 

algorithm are outlined. 

4.2   Projection Stage 

The projection stage, i.e. transformation of a point x in the original variable space 
onto the principal curve, is carried out by defining the following orthogonal projection 
that is illustrated in Figure 3.  The smallest distance between x and the curve ξ(·) is 
given by the error vector e that is orthogonal to the principal curve, i.e.: 

 

Fig. 3. Orthogonal projection of a data point, x, onto the principal curve 

( ) 0T′ =x -  (7) 

Or 

( ) ( )( )1 1 2 1 2 2 1ˆ ˆ ˆ 0x x x x xξ ξ′− + − =  (8) 
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where 1̂x  and ( )2 1
ˆ ˆx f x=  are the projections of xT = (x1 x2) onto the principal curve. 

This has to be evaluated for each spline to determine the smallest distance of x from 
the curve.  Equation (8) can be satisfied by application of the Newton-Raphson 
algorithm.  After determining 1̂x , such that e is minimized, the value of the score 

variable t can now be determined as 
1

1

ˆ

ˆ 1) 2
0

ˆ
x

xt dx′= ( .  This iteration represents the 

definition of the projection index ( )ft x  to calculate t. 

4.3   Self-consistency 

Thus far, it is assumed that the principal curve is predetermined and comprises a 
number of 3rd order splines.  Given the restriction to two variables, the values of the 
score variable can be obtained as previously discussed and the reconstruction, i.e. the 
transformation back to the original data space, is: 

( ) ( )
1 11 11

1 12 22

ˆ ˆˆ
;  

ˆ ˆˆ j j

x xxx

x xxx

ε
ξ ξ ε

= − =  (9) 

where ε1 and ε2 are residuals that are assumed to have the same variance as the 
original residuals e1 and e2 which is significantly smaller than the variance of 1̂x  and 

( )2 1̂xξ .  Note that Equation (9) has to be evaluated for each spline function to 

guarantee that the length of the vector εT = (ε1 ε2) is minimal.  The determination of 
the curve is discussed next. 

To determine the set of parameters for each spline function, i.e. (21) (22)
3 0a a , 

the following optimization must be carried out: 

{ } ( )( ) ( )( ){ } 22

1 1
2 2

ˆ ˆmin
TTE E x x= − −

a
x x  (10) 

where E{·} is the expectation operator, E{εεT} is the covariance matrix of ε, ||·||2 
represents, in this case, the Frobenius norm of a matrix and a is vector storing the 
parameters for each spline.  Based on Equation (4), including the constraints, 
produces a total of 5 unknown parameters for two splines.  In this work, we propose 
the use of the genetic algorithm (GA) by Sharma and Irwin [9] to determine the 
unknown parameters using Algorithm 2. It should be noted that the preference of a 
GA over a gradient descent technique is based on the fact that the GA is less likely to 
determine a local minima and show convergence problems. 

Next, it is shown how the proposed algorithm is applicable to cases including more 
than 2 recorded variables, which may require the determination of more than one 
principal curve to accurately represent the underlying relationships between these 
variables. 
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Algorithm 2. Definition of new principal curve algorithm 

4.4   Extension of the New Algorithm to Include More Then 2 Variables and 1 
Principal Curve 

In cases that involve d variables, the jth spline function is given by Equation (11)   

( )

( )
1

1

2, 1( )
ˆ( )

, 1

ˆ

ˆ

ˆ

jj
x

d j

x

x

x

ξ

ξ

=  (11) 

As before, the functions ξij(·) are 3rd order polynomials and 1̂x  as well as the score 

variable can be obtained using the Newton-Raphson algorithm and an extended 
version of Equation (6). For determining the score variable, Equation (6) becomes: 

( )
1̂

2
1 1

20

ˆ ˆ1
x d

i
i

t x dxξ
=

′= +  (12) 

If more than one principal curve is required to adequately reconstruct the d-
dimensional data space, the information encapsulated in the first principal curve must 
be subtracted (deflated) from the original data set: 

( )

11

21

1

1

1

ˆ( )
1 1

ˆ( )2 2

1 0 ˆ
ˆ( )

1 0 ˆ( )

;  
k

K

T
T T

x

TT T
x

T

T T T
k k x

T T T
K K x

= − = − x

x x

x x

X X
x x

x x

 (13) 

1. Find the initial parameters set by projecting the data points orthogonally to the 
x1-axis and using a standard least squares technique. 

2. Define boundaries for each parameter centred around the initial parameter set. 
3. Establish an initial population (chromosomes) in the parameter space. 

4. Compute the cost-function ( )( ) ( )( )
2

1 1
1 2

1
ˆ ˆ

1

K
T

k k k k
k

x x
K =

− −
−

x x for each 

chromosome, where k is a sample index and K represents the total number of 
samples. 

5. Carry out crossover and mutation to establish the next generation 
(chromosomes). 

6. Continue with Step 4 until the maximum number of generations is computed 
otherwise terminate optimisation 



 A New Principal Curve Algorithm for Nonlinear Principal Component Analysis 1243 

where the indices 0 and 1 refer to the original data and the residuals after the variation 
captured by the first principal curve has been deflated, respectively.  Using the residual 
matrix X1, the next principal curve can be computed using Algorithm 2. If further curves 

are to be computed, determine 2 =X  
2 1ˆ1 2 ( )

T= − xX  and obtain the 3rd curve and so on. 

This produces an iterative algorithm that is similar to the NIPALS algorithm for 
linear PCA.  Note that the principal curves successively determined are denoted by 

0 1ˆ1 ( )x  for the first curve, 
1 1ˆ2 ( )x  for the second curve and so on.  Furthermore, the 

index 0 refers to the original data, whilst the indices 1, 2, … denote the data after 1, 2, 
… deflation steps. 

The final issue that has not yet been addressed is how to determine the number of 
splines and particularly the knots between them.  This paper proposes the following 
iterative design technique and suggests concentrating on this issue in future work.  
Note that the number of unknown parameters, p, is given by m + 3, with m being the 
number of splines. 

The iterative technique commences by ranking the entries in the matrix X0 with 
respect to the values in first column, i.e. the values associated with the variable x1.  
Then, two spline functions are defined by equally spacing the range defined by the 
observations representing x1.  Then apply Algorithm 2 to determine the parameters for 
each spline functions, followed by division of one of the spline functions, for example 
the spline covering the first section, into two, considering the parameters of the other 
spline function as known.  Apply Algorithm 2 again to determine the parameters of 
the two remaining splines. 

The performance of the increase in spline numbers is then benchmarked with the 
previous setting.  If a significant reduction in residual variance can be felt for this 
region, a further division can be considered and so on.  This division and subdivision 
is carried out until a satisfactory performance of the resultant principal curve is 
achieved with as few splines as possible. 

4.5   Comparison with the HS Algorithm 

The shortcomings of the HS algorithm are briefly summarized in Section 3.  The most 
restrictive of these is the difficulty in determining a principal curve if the dimension 
of the data space exceeds 2 or 3.  In contrast, the new algorithm does not suffer from 
this inherent limitation, as the minimum distance of each data point to each of the 
splines determines which spline a particular point is associated with. 

As the number of splines can be altered, a large variety of smooth non-linear 
relationships between the recorded variables can be revealed.  However, a more 
theoretical framework is required to investigate issues such as bias and consistency 
for the new algorithm, which is beyond the scope of this paper. 

5   Examples 

To exemplify the proposed principal curve algorithm two representative examples 
were prepared as simulation studies and are presented in this section.  The simulated 
data comprised 200 observation points generated by a random number function, with 

a normal distribution (0,1).  A 2-dimensional example was chosen for simplicity, 
where the two generated variables, x1 and x2, represent the variable axes. 
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In both simulation examples variable x1 was defined as 1 20.01x t e= + . In 

Example 1, x2 was defined as ( ) ( )3

2 2arctan sin 0.05x t t e= − + + , and in Example 2 

( ) ( ) 2
2 2sin cos 0.13x t t t e= + + + .  The sequences e1 and e2 were identically and 

independently distributed sequences of (0,1). 
Defining the knot between two splines as x1 = 0, Figure 4 shows the principal curve 

algorithm applied to Example 1 simulation data, with the original data (x) and the 
projection data (+) over-plotted on the same axis.  It is apparent that the principal 
curve determination, represented by the solid line in the middle of the data cloud, 
clearly approximates the optimal projection points of the original data. 

 

Fig. 4. Principal curve determination of Example 1 

 

Fig. 5. Principal curve determination of Example 2 
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The same algorithm was used in Example 2, where the knot of two splines was also 
for x1 = 0 (Figure 5).  As in the previous example, the solid line principal curve 
determination provides a sufficiently accurate representation of the original data 
predominantly throughout the midpoints of the data cloud clusters. 

6   Concluding Summary 

This paper has proposed a new principal curve algorithm for nonlinear PCA using a 
polynomial model.  Two 3rd order polynomial functions were used to produce a 
smooth spline curve capable of providing a robust determination of underlying data 
signature along the midpoints of the projected data.  

In comparison to other contemporary techniques for nonlinear determination, such 
as artificial neural networks, the proposed algorithm has minimal complexity and is 
computationally expedient, as the number of unknown parameters grows linearly with 
an increase in the number of analyzed variables.  The two simulation examples 
demonstrate that the spline principal curve determination provides an accurate 
representation of the underlying information contained within the simulated data.  
Further study is required to determine whether the proposed algorithm would equally 
provide faithful determination of simple measured data for a variable space that 
exceeds 2 or 3, although the groundwork is laid out in this paper. 

As this paper forms part of ongoing research, further work is required to establish 
the broader capabilities of the proposed algorithm for more complex problems, for 
example in industrial processes, where latent underlying information in measured 
nonlinear data requires more than one principal curve to be determined.  In 
comparison to the HS algorithm, the new algorithm provides a more general basis for 
principal curve determination in nonlinear PCA. 
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Abstract. An industrial process often has a large number of measured variables, 
which are usually driven by fewer essential variables. An improved independent 
component analysis based on particle swarm optimization (PSO-ICA) is pre-
sented to extract these essential variables. Process faults can be detected more 
efficiently by monitoring the independent components. To monitor the non-
Gaussian distributed independent components obtained by PSO-ICA, the one-
class SVDD (Support Vector Data Description) is employed to find the separat-
ing boundary between the normal operational data and the rest of independent 
component feature space. The proposed approach is illustrated by the applica-
tion to the Tennessee Eastman challenging process. 

1   Introduction 

With the development of instrumentation and automation, modern industrial proc-
esses present a large set of measured variables which are frequently recorded. These 
measurements provide useful signatures about the status of the process. In the last two 
decades, Multivariate Statistical Process Control (MSPC) technology has been proven 
to be efficient to extract information from the process data and to identify and diag-
nose the abnormal process behavior. Principal Component Analysis (PCA) is one of 
the most popular MSPC techniques. By identifying the linear correlation between the 
process variables, PCA projects the process data into the low-dimensional model 
space and residual subspaces. Hotelling’s T2 and SPE (squared prediction error) statis-
tics are defined as the Mahalanobis and Euclidian distances in the model and residual 
subspaces, respectively. Violation of these statistics confidence limits indicates the 
abnormal process behavior. Although traditional PCA method has been applied to 
industrial processes successfully, it assumes that the process is operated under steady 
state and variables are normally distributed. These assumptions are not valid for many 
practical processes. Many improved algorithms have been proposed to address these 
problems, such as Dynamic PCA [1], Multiscale PCA [2], Nonlinear PCA [3] to name 
a few. The preparation of manuscripts which are to be reproduced by photo-offset 
requires special care. Papers submitted in a technically unsuitable form will be re-
turned for retyping, or canceled if the volume cannot otherwise be finished on time. 
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However, these PCA based methods only employ second order statistical informa-
tion. Independent component analysis (ICA), as a new signal processing technique, 
makes full use of high order statistical information, and can separate the statistically 
independent components from the observed variables. Li and Wang [5] used ICA to 
remove the dependencies among variables. Kano et al. [6] employed ICA to extract 
the independent variables from measured variables to detect fault, and obtained satis-
fying results. But their work did not concern random behaviors of ICA algorithms, i.e. 
the algorithms give different results according to different initial conditions [7]. For 
instance, the widely adopted FastICA algorithm [8] and the natural gradient algorithm 
[9] are carried out to optimize non-convex objective functions, i.e. negentropy and 
mutual information, but no global optimal solution is guaranteed.  

In current study, we propose a novel PSO(Particle Swarm Optimization)-ICA 
based approach to address the global optimal analysis of independent component. 
PSO was first proposed by Kennedy and Eberhart [10] which simulates the simplified 
social life models. As a swarm intelligent technique and general global optimization 
tool, PSO has many advantages over other heuristic techniques such as it can be easily 
implemented and has great capability of escaping local optimal solution [11]. The 
constrained optimization problem, which is typically encountered with conventional 
ICA, is converted to an unconstrained problem with the orthogonal projection ap-
proach. Then the PSO is employed to solve the unconstrained problem and extract the 
independent components (IC) from the process data. 

To monitor the independent components obtained by PSO-ICA, it is inappropriate 
to derive Hotelling’s T2 and SPE statistics as PCA does because the independent com-
ponents do not follow the Gaussian distribution. In this paper, we employ the one-class 
SVDD (Support Vector Data Description) to find the separating boundary between the 
normal operational data and the rest of independent component feature space.  

The remainder of this paper is structured as follows. Section 2 describes the pro-
posed PSO-ICA algorithm in which a scheme is presented to convert traditional con-
strained ICA to a constraint free version. How to obtain the normal operation bound-
ary in the IC feature space and to tune the parameters of SVDD is given in section 3. 
Section 4 gives monitoring results of the application to Tennessee Eastman process. 
Finally, section 5 concludes with an assessment of the suggested approach.  

2   Independent Components Analysis Based on PSO 

2.1   Independent Component Analysis Formulation 

ICA is a statistical signal processing technique that transforms the observed data to 
the linear combination of source signals (or independent components) which are non-
gaussian and mutually independent.  

With the assumption of the existence of m independent source signals 

1 2[ ]T
ms s s= , ,,s  and the observations of n mixtures 1 2[ ]T

nx x x= , ,,x , these mixtures 

being linear and instantaneous: 

x =A . s . (1) 

where n m×∈ℜA  matrix contains the mixture coefficients.  
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ICA problem can be formulated as the computation of a separating matrix  
m n×∈ℜW  whose output is an estimation of the source signals s :  

ˆ = ⋅ = ⋅ ⋅ ≈s W x W A s s  (2) 

where ŝ  has zero mean and standard variation.  
For the sake of computation efficiency, the mixed signals x is whitened first, i.e. 

the cross correlation between entries of x is eliminated:  

r= ∈ℜz Qx  (3) 

where r n×∈ℜQ  is the whitening matrix and [ ]r m n∈ ,  is the number of retained 

whitened signals. After the whitening process, Eq.(3) can be expressed as:  

ˆ T=s B z  (4) 

ICA calculates the matrix r m×∈ℜB  which maximizes the nongaussianity of the 

projection ˆ T=s B z  under the constraint of 1T
i i i= =b b b  and i j⊥b b , 

1 i j m∀ ≤ ≠ ≤ , where ib  is i th column of B , i.e. ib  is the solution of the following 

optimization problem:  

1 2 1

( )argmax

1 ...

r

T
i

a

i

J

s t
∈ℜ

−

=

. . = , ⊥ , ⊥ , , ⊥

b a z

a a b a b a b
 (5) 

2( ) [ { ( )} { ( )}]J E G E G≈ −y y v  (6) 

where y is a standardized random vector, v is a Gauss white time series with the same 
deviation of y and E{.} stands for the expectation. G{y} is chosen to approximate the 
negentropy:  

1
1

1
( ) logcosh( )G a

a
=y y  (7) 

where 11 2a≤ ≤ . Other choices of G  can be found in ref [4] and Eq.(7) is the most 

general-purposed and employed in this paper.  
The objective function formulation in Eq.(6) is non-convex and the gradient based 

algorithm such as FastICA algorithm [8] and the natural gradient algorithm [9] are 
likely trapped at some local optimal solutions, thus the most nongaussian component 
maybe omitted. In the next section, a global optimization approach based on particle 
swarm is proposed to obtain the separating matrix B. 

2.2   Particle Swarm Optimization 

PSO is an algorithm first introduced by Kennedy and Eberhart in 1995 [10]. As an 
swarm intelligent algorithm, PSO imitates the social behavior of organisms such as 
birds flocking and fish schooling. Each solution of the optimization problem, called a 
particle, flies in the problem search space looking for the optimal position according 
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to its own experience as well as to the experience of its neighborhood. The perform-
ance of each particle is evaluated using a predefined fitness function, which capturing 
the characteristics of the optimization problem. Two factors characterize a particle 
status in the n -dimensional search space: its velocity and position which are updated 
according to the following equations at the j th iteration:  

1
1 1 2 2

1 1

( ) ( )j j j j j j j j
i i id i gd i

j j j
i i i

w r rϕ ϕ+

+ +

∆ = ⋅ ∆ + − + −

= + ∆

x x p x p x

x x x
 (8) 

where 1j n
i

+∆ ∈ℜx , called the velocity for particle i , represents the position change 

by this swarm from its current position in the j th iteration, 1j n
i

+ ∈ℜx  is the particle 

position, j n
id ∈ℜp  is the best previous position of particle i , j n

gd ∈ℜp  is the best 

position that all the particles have reached, 1 2ϕ ϕ,  are the positive acceleration coeffi-

cient, w is so called inertia weight and 1 2
i jr r,  are uniformly distributed random num-

bers between [0, 1].  

2.3   Particle Swarm Based Analysis of Independent Components 

The standard PSO algorithm described in the pervious subsection can only handle 
unconstrained problem but the ICA optimization problem formulation Eq.(5) includes 
a set of constraints. In this section, a novel approach (PSO-ICA) is presented to con-
vert the ICA problem to a series of constraint free problems which can be solved 
efficiently by PSO algorithm.  

The presented PSO-ICA approach is described as follows:  

(1) The separating vector b1 (the first column of matrix B), corresponding to most 
nongaussian (interesting) component, is obtained by solving the following optimiza-
tion problem with PSO algorithm:  

1

1 1 1

( )argmax
r

TJ z∗

∈ℜ

∗ ∗

= /

= /
a

b a a

b b b
 (9) 

Considering the gradient based approach has better convergence behavior, FastICA 
or the natural gradient algorithm can be involved to improve the accuracy the solution 
after the PSO algorithm.  

(2) From i =2 to m  (the predetermined number of independent components), re-
peat step (3)-(4).  

(3) Define the following orthogonal projection matrix  iM as:  

1

1

i
T

i r j j
j

−

=

= −M I b b  (10) 

where r r
r

×∈ℜI  is the identity matrix.  
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(4) According to Eq.(5), the columns in B are orthogonal to each other. Therefore, 
bi belongs to the orthogonal complement of the subspace Span{b1,b2, …, bi-1 } and can 

be defined as:  

r
i i= , ∈ ℜb M a a  (11) 

The i th separator vector bi optimizes the following problem and is also obtained 
by PSO algorithm:  

( )argmax
r

T T
i i i

i i i i i

J∗

∈ℜ

∗ ∗

= /

= /
a

b a M z M a

b M b M b
 (12) 

The i th independent component is:  

ˆ T
i i= b zs  (13) 

When the number of PSO particles is large enough (20 50 are the most common 
[12]) in the PSO-ICA approach, global optimal solution is guaranteed with probabil-
ity. Furthermore, PSO can also be performed in a distributed manner which can im-
prove the efficiency of the presented PSO-ICA approach especially for the high di-
mensional problems. 

3   Fault Detection with PSO-ICA and SVDD 

For many industrial processes, most of the measured variables are usually driven by 
fewer essential variables, which are usually unmeasured or corrupted by measurement 
noise. In this work, the measurement data n l

NOC
×∈ ℜX  ( n  is the number of sensors, 

l  the number of samples) under normal operating condition (NOC) is analyzed by 
PSO-ICA,  

ˆ NOC NOCNOC = ⋅W XS  (14) 

where ˆ m l
NOC

×∈ℜS  denotes the m  underlying independent components and 
m n

NOC
×∈ℜW  is the separating matrix, both under NOC.  

Note that the essential variables retrieved by PSO-ICA are not normally distrib-
uted, thus it is inappropriate to use the Hotelling’s T2 and SPE statistics in PCA to 
monitor the behaviour of the essential variables. As a kernel-based one-class classifer, 
SVDD [15] has been proven to be efficient to find the separation boundary between 
the target class (NOC) and the rest of the feature space.  

3.1   Support Vector Data Description 

The main idea of the SVDD is (i) to map the input vectors to a feature space and (ii) 
to find a hypersphere with the minimum volume which separates the transferred data 
from the rest of the feature space.  
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Given a data set containing l  target training examples, { 1 2ˆ m
i i l∈ ℜ , = , ,...,s }, the 

mapping ˆ FΦ : →s  is implicitly done by a given kernel m mK : ℜ ×ℜ → ℜ  which 

compute the inner product in the feature space, i.e., ˆ ˆ ˆ ˆ( ) ( ) ( )i j i jKΦ ,Φ = ,s s s s . The 

SVDD solves the following optimization problem:  

2

1

2 2

1
min

ˆ( ) 0

l

i
R a i

i i i

R
l

s t R

ξ
ξ

ν
ξ ξ

, , =

+
⋅

. . Φ − ≤ + , ≥s a

 (15) 

where a is the centre of the hypersphere in the feature space. 0ν >  is the tuning pa-
rameter which controls the upper limit on the fraction of training error on target class 
and a lower bound on the fraction of support vectors [15]. ξ i  represent the slack 

variables which allow the possibility that some of the training examples can be 
wrongly classified.  

The dual problem of Eq.(15) is formulated as:  

1 1 1

1

ˆ ˆ ˆ ˆ( ) ( )

0 1

min
i

l l l

i i j i j i j
i i j

l

i i
i

K K

s t C

α
α α α

α α

= = =

=

, − ,

. . ≤ ≤ , =

s s s s

 (16) 

where iα  are called Lagrange multipliers. The minimization of Eq.(16) is a well-

known quadratic programming problem which can be solved effieciently by sequential 
mimimal optimization (SMO) method [16]. The centre of the hypersphere a can be 

expressed as a linear combination of samples in the feature space, 
1

ˆ( )
l

i i
i

α
=

= Φa s . 

When a training sample ˆ
is  satisfies the inequality constraint in Eq.(15) (the sample is 

located in the hypersphere), the corresponding iα  will be equal to 0. For training sam-

ples locate on or outside of the boundary, the constraint has to be enforced and the 
Langrange multiplier will become positive. When one sample obtains i Cα = , the 

sample is regarded as an outlier and will not be accepted by the SVDD. For the sample 
ˆ

ks  on the boundary which corresponds to 0 i Cα< < , the radius R  is obtained as:  

2

1 1 1

ˆ ˆ ˆ ˆ ˆ ˆ( ) 2 ( ) ( )
l l l

k k i i k i j i j
i i j

R K K Kα α α
= = =

= , − , + ,s s s s s s  (17) 

Let n∈ℜx  be the new process observations to be monitored, then we have:  

ˆ
NOC= ⋅s W x  (18) 

Denote D  as the distance of ˆ( )sΦ  to a in the feature space, i.e., ˆ( )D s a= Φ − . 

The decision function ( )f z  is employed to determine whether x  stays in the normal 

operational region:  
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1 ( )
( )

0

NOC D R
f x

otherwise

, <
=  (19) 

For kernel based approaches, the choice of the kernel function is a crucial step 
which need skills. Gaussain RBF (Radical Basis Function), polynominal, sigmoidal 
kernels are most widely used kernel types [17]. If the kernel family is predetermined, 
e.g., the RBF kernel, ˆ ˆ ˆ ˆ ˆ ˆ( ) exp( ( ) ( ))T

i j i j i jK γ, = − − −s s s s s s , the problem reduces to 

selecting an appropriate set of parameters for the classifiers. In ref[17] and [18], the 
parameters selection based on stochastic optimization are introduced and the swarm 
intelligent approach [18] is used in this paper.  

4   Case study on Tennessee Eastman Process 

The Tennessee Eastman process simulator was developed by Downs and Vogel [19]. 
The process consists of five major unit operations: a reactor, a product condenser, a 
vapor-liquid separator, a recycle compressor, and a product stripper. There are 12 
manipulated variables and 41 measured variables. The simulator includes a set of 
programmed disturbances listed in Table 1 of ref [1]. The control system used for 
dynamic simulation is the self-optimization approach presented by Larsson et al. 
[20]. The process is used as a benchmark for evaluating different control strategies 
and monitoring methods. Kano et al. [21] compared the monitoring performance of 
the different multivariate statistical monitoring methods on this process. In this 
study, according to ref[22], the reference dataset to construct NOC model includes 
2000 samples of 33 continuously measured variables which were recorded at 0.1 h 
interval.  

 

Fig. 1. The variations of first two independent components obtained by PSO-ICA 
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In current study, the number of retained whitened signals is 18 and the number of 
independent components is chosen as 3. Fig.1 illustrates the variations of first two 
independent components and Fig.2 shows the normal probability plot of the first in-
dependent component, both obtained by PSO-ICA corresponding to the normal opera-
tion condition. It is clear that the values of the independent components do not follow 
a Gaussian distribution. Therefore, it is not suitable to monitor the independent com-
ponents with the T2  statistic which bases on the Gaussian assumption. 

 

Fig. 2. The normal probability plot of the first independent componentic1density 

 

Fig. 3. The D monitoring chart of excessive feed composition variation 
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In order to describe the actual distribution of the indepenent compoents and obtain 
the boundary of the normal operational region. The presented SVDD approach is 
involved and the RBF kernel is employed to map the independent components to the 
high dimensional feature space. The corresponding pararmeters selected with the 
swarm intelligent approach are 0.05ν = (the relative false alarm rate is 5%) and 

0.1γ = , respectively. 

To demonstrate the capability of presented approach to detect abnormal behavior, 
excessive variation of the feed composition was simulated (disturbance type 8) to 
generate a fault dataset. The fault dataset also contains 2000 samples and the fault was 
injected after the 1000 sample.  

The D monitoring chart is shown in Fig.3. The solid line denotes the radius of the 
hypersphere in the feature space. It is evident that the last 1000 D values produce an 
excessive number of violations. Therefore, the presented SVDD approach detects the 
out-of-control situation correctly.  

5   Conclusion 

A novel strategy has been developed for the monitoring of abnormal plant operation 
based on PSO-ICA and SVDD. Due to its ability of escaping the local optimal point, 
the proposed PSO-ICA can guarantee with probability that the most interesting essen-
tial variables are extracted from the process recorded variables. Support vector data 
description is involved to describe the nonGaussian distributed essential variables and 
determine the NOC boundary. The proposed approach has been evaluated by the 
application on the Tennessee Eastman challenging process. 
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Abstract. In this paper we propose a novel personalized paper search system 
using the relevance among user’s queried keywords and user’s behaviors on a 
searched paper list. The proposed system builds user’s individual relevance 
network from analyzing the appearance frequencies of keywords in the 
searched papers. The relevance network is personalized by providing weights to 
the appearance frequencies of keywords according to users’ behaviors on the 
searched list, such as “downloading,” “opening,” and “no-action.” In the ex-
perimental section, we demonstrate our method using 100 faculties’ search in-
formation in the University of Suwon.  

1   Introduction 

With the flood of publications, users often have a difficulty in finding their preferred 
papers. Also, users usually spend heavy surfing time to find relevant papers in the 
search list in which huge number of papers is cited. If according to user’s individual 
interest, a paper search system can recognize highly relevant papers for user’s queried 
keywords, then not only the search time can be saved but also the list can be reduced 
and more coincide with user’s interest.   

We propose a personalized paper search system using the relevance among a user’s 
queried keywords and his/her behaviors on searched paper lists. Our system builds 
user’s individual relevance network from analyzing the appearance frequencies of 
keywords in the searched papers. The relevance network is personalized by providing 
weights to the appearance frequencies of keywords according to users’ behaviors on 
the searched list, such as “downloading,” “opening,” and “no-action.” 

In the experimental section, we demonstrate our method using 100 faculties’ search 
information in the University of Suwon. Also, the performance of our method is com-
pared with that of the conventional paper search system by surveying the satisfaction 
of users for both systems. 

The remainder of this paper consists as follows.  Chapter 2 introduces various per-
sonalization techniques. Chapter 3 explains the proposed personalized paper search 
algorithm in detail. In Chapter 4, we show the simulated results of our system. Finally 
chapter 5 will conclude. 

                                                           
* This work was supported by the Korea Research Foundation Grant funded by the Korean 

Government (MOEHRD)(R04-2003-000-10122-0). 
**  Corresponding author: +82-31-229-8214. 
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2   Related Work 

Various personalization techniques can be classified into three possible categories 
such as the rule-based, inference method, and collaborative filtering. The rule-based 
recommendation is usually implemented by a predetermined rule, for instance, if -
then rule. The inference method is the technique that a user’s content consumption 
behavior is predicted based on the history of personal content consumption behav-
iors. Collaborative filtering (CF) technique recommends a target user the preferred 
content of the group whose content consumption mind is similar to that of the user. 
Because of the mature of the technique, CF has been attractive for predicting  
various preference problems such as net-news, e-commerce, digital TV, digital 
libraries. 

Bollacker et al. [1] introduced a personalized CiteSeer digital library system 
which is an automatic paper search system. The system can track and recommend the 
similar papers whose topics are very relevant, using the content-based relatedness 
measures [3]. Torres et al. [2] improved the performance of the automatic paper 
search system by developing the hybrid recommender which is the combination of CF 
and content-based filtering [4].  

However, the above literatures about digital library systems consider the topic of 
papers for analyzing the users’ preferred papers. In this case, they can not recommend 
the papers whose topic is not relevant to the queried keywords request by a user but 
contents are relevant to them. In order to solve the problem, we consider the abstracts 
in the papers for providing a personalized paper search list according to the user’s 
behavior on the papers and the relevance among keywords in the abstracts. 

3   Personalized Paper Search Algorithm 

3.1   Modeling Keyword Relevance Network 

From abstracts in the papers retrieved by a user’s query with a keyword, we can 
measure the relevance between nouns in the abstracts and the keyword. For example, 
if a user requests a query with a keyword through the search engine then the search 
engine retrieves every relevant paper with the keyword. Also, we can extract the ab-
stracts from the retrieved papers by parsing them. From the extracted abstracts, we 
can compute the frequency of the appearance of each noun as in Equation (1). 

=
=1

,),(
a

aii nnounkeywordfreq  (1) 

where ni,a is the appearance number of noun i from the ath retrieved. Also, 
),( inounkeywordfreq implies the strength of the relevance of the retrieved noun i 

with respect to a keyword over all abstracts. The relationship of a keyword and the 
relevance strength for each noun can be modeled in the network form (called keyword 
relevance network in this paper) as viewed in Fig. 1. 
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Fig. 1.  The keyword relevance network 

As seen in Equation (1), the strength of the relevance between the keyword and a 
noun depends on the appearance frequency in the abstracts. If the number of the ap-
pearance of a noun is large, it can be considered the noun is very relevant with the 
keyword. In the same way, each noun also can be a possible keyword queried by the 
user. However, if we take an account of keywords for the nouns appeared even a 
single frequency over all abstracts then the number of keywords for the user can in-
crease exponentially as time passes. It causes the relevance network complicated. To 
avoid this situation, it is needed to decide the threshold of the frequency of the  
appearance for each noun as the qualification of being a keyword. Following the pre-
vious process, the generalized keyword relevance network among the keywords can 
be viewed as in Fig. 2. As seen in Fig. 2, all keywords queried by the user are fully 
connected to among them with the strength of the relevance to each connection.      

 

Fig. 2.  The fully connected relevance network of keywords 

3.2   Personalized Keyword Relevance Network 

From the keyword relevance network in Fig. 2, we can not provide the personalized 
search list of papers because an identical list is showed for all users with the same 
queried keywords. In order to solve the problem, we modify Equation (1) by giving 
weights to the computation of the frequency of appearance of keywords according to 
the user’s behaviors (actions) on the searched list, such as downloading, opening, and 
no-action.    

=
=1

,,),(
a

ajiaji nwkeywordkeywordfreq  (2) 
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where wa is the weight of the user’s behavior for paper a and ni,j,a is the appearance 
number of keyword j from the ath retrieved paper by the query of keyword i.  In gen-
eral, the action of downloading papers from the searched list is understood that the 
user is very interested in the paper. From this point of view, the keywords in the paper 
can be considered more preferred than the other two actions, opening and no-action. 
In order to take this into the consideration, we give relatively large value of the 
weight wa for the action of downloading, compared to the other two actions. There-
fore, the order of the values of the weight for the three actions is downloading > open-
ing > no-action. The value of the weight for each action is also determined by the 
empirical experiment.  

Equation (2) shows the relevance between two keywords. However, users often re-
quest a query with more than one keyword (called a set of keywords in this paper). 
The generalization of Equation (2) for various numbers of keywords can be expressed 
in Equation (3) which implies the strength of the relevance of keyword j for the set of 
keywords. 

=
=

s

k
jkj keywordkeywordfreqkeywordkeywordSetfreq

1
),(),_(  (3) 

where Set_keyword is a set of queried keywords and s is the number of the queried 
keywords. For the convenience, Equation (3) can be expressed in the normalized form 
as in Equation (4).   

=

=

J

j
j

j
j

keywordkeywordSetfreq

keywordkeywordSetfreq
keywordkeywordSetNfreq

1
),_(

),_(
),_(  

(4) 

where ),_( jkeywordkeywordSetNfreq is the normalized strength of the relevance of 

keyword j for the set of keywords.  According to the value of the normalized strength 
of keyword relevance, the order of the searched papers in the list is determined.  

4   Experiment 

We implemented our personalized paper search system (PPSS) using Visual C++ in 
the Window NT environment. The My SQL server was used to implement the rele-
vance DB in PPSS. In this experiment, we chose the values of weight of users’ behav-
ior for paper a, as in Equation (2), wa = 5 for downloading, wa = 2 for opening, and wa 
= 1 for no-action, respectively. Also, the threshold of the frequency of the appearance 
for the qualification of being a keyword is 2. Those values were determined by em-
pirical experience using 100 faculties in the University of Suwon, Korea. The infor-
mation of their paper search behaviors had been collected during one month.  

Fig. 3 shows the searched list of the ACM PORTAL for the queried keyword ‘net-
work’ by a faculty. As seen in Fig. 3, the 64,493 papers were found. It is a huge number 
of papers the user needed to look up for finding the most relevant papers of what the 
user was looking for. Fig. 4 shows the user interface of PPSS for the same keyword 
used in the ACM PORTAL. From the user’s keyword relevance network viewed on the 
right bottom in Fig. 4, the normalized strength of the relevance for keyword “neural” is 
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0.47 which is the biggest relevant keyword to the ‘network.’ It means that the user had 
been interested in the papers with keywords ‘network’ and ‘neural’ during the period so 
he/she had acted the downloading or opening for those papers. For the user, our system 
placed the papers with the keywords having ‘network’ and ‘neural’ in their abstracts on 
the top positions in the searched list as seen on the right top in Fig. 4.  By placing a 
user’s possibly preferred papers on the early pages in the searched list, it can save time 
to surf the list and reduce the user’s effort to find his/her preferred papers.  

Also, we evaluated the performances of our system and the conventional search 
system by comparing the satisfaction of both systems for the 100 faculties. From 
Table, 98% (27 for “very satisfactory”,71 for “satisfactory”) out of 100 expressed 
their satisfaction for our system, while only 5% for the conventional system.   

 

Fig. 3. The searched list obtained from the queried keyword ‘network’ by the conventional 
search engine  
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Fig. 4.  Search result viewed on the user interface 
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Table 1. The result of the survey of the satisfaction of both systems for the 100 faculties 

System Evaluation 
The Conventional System PPSS 

very satisfactory  0 27 
satisfactory 5 71 
dissatisfied 83 2 

 very dissatisfied 12 0 

5   Conclusion 

In this paper, we proposed a novel personalized paper search system by building 
user’s individual relevance network from analyzing the appearance frequencies of 
keywords in the searched papers. As seen in the previous experimental section, we 
showed that users can save paper search time and reduce an effort to find their pre-
ferred paper by using our system. Also, as seen on the table in the previous section, 
our system can be a useful tool for searching users’ preferred papers.  

However,  the values of the weights for users’ behaviors, i.e., wa = 5 for download-
ing, wa = 2 for opening, and wa = 1 for no-action was obtained from the exhaustively 
empirical experiment.  The values might not be optimal for all users. For the further 
work of this paper, we need to develop an automatic algorithm for determining the 
values according to each individual user. 
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Abstract. This paper describes an Expert System that can detect and
quantify the nonlinearity present in a given dynamical system and, subse-
quently, determine and apply the most suitable nonlinear system identi-
fication method. The internal workings, algorithms and decision making
processes of the Expert System are discussed. For demonstration pur-
poses the Expert System is applied to a nonlinear experimental test-rig.
The results show that the Expert System is an automatic tool that will
detect nonlinearity, choose the best class of model for the system un-
der investigation and perform optimal parameter estimation, so that the
resulting identified models are parsimonious and accurate.

1 Introduction

The identification of dynamical systems is increasingly becoming a necessity in
every branch of engineering that deals with vibrating structures. There is now a
consensus that, despite highly evolved modelling methodologies, the only way to
estimate the true vibrational characteristics of a dynamic system is by system
identification. The response of a system to a known input signal is measured and
analysed in order to extract vibrational information, such as natural frequencies
and dampings, or to create a mathematical model of the system. System identi-
fication for linear systems is at a highly advanced stage to the extent that entire
aircraft can be identified during Ground Vibration Tests.

Currently, the identification of nonlinear dynamical systems is still at a pre-
liminary stage, despite the large number of proposed methods, since none of
these methods is paradigmatic. Nonlinear systems do not conform to the prin-
ciple of superposition. A great number of system identification methodologies
for nonlinear systems have been proposed, only a small number of which have
been the object of extensive research. Such techniques include the NARMAX
model [1], various Hilbert-Transform-based approaches [2,3], Voltera Series [4]
and Restoring Force Surfaces [5]. A detailed description and theoretical analysis
of all these methods is given in Worden and Tomlinson [6].

However, none of these widely used techniques have, as yet, been extended
to be applicable to any general nonlinear system. The aim of the present work
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is to attempt to create a logical framework to be used for the identification of
nonlinear systems. It is assumed that no single identification method is general
enough to work with a significant range of systems. Therefore, this framework is
based on the development of an Expert System that will detect and quantify the
nonlinearity present in a given dynamical system and, subsequently, determine
and apply the most suitable nonlinear system identification method or methods.

2 Expert System

The Expert System is structured around the four standard tenets of nonlinear
system identification: 1. Nonlinearity detection, 2. Model type selection, 3. Term
selection and parameter estimation and 4. Model validation. The most crucial
aspect is the capability to apply suitable excitation signals at each one of these
stages. The Expert System must be able to choose the appropriate excitation
signal for each method it attempts to apply, measure the resulting responses and
perform the necessary calculations.

The nonlinearity detection stage is necessary in order to justify the subsequent
application of nonlinear system identification techniques. Additional information
that can be extracted at this stage includes the location of the nonlinearity and, if
possible, its characteristics. Important characteristics of nonlinear functions that,
if known, can facilitate the choice of model type, basis functions and parameter
estimation techniques are:

– Damping or stiffness nonlinearity.
– Strength of nonlinearity at various excitation levels.
– Degree of nonlinearity. This refers mainly to nonlinear functions that can be

approximated using polynomials. The degree of the nonlinear function is the
maximum polynomial order required for accurate modelling.

– Odd or even nonlinearity.
– Continuity, i.e. whether the nonlinear function and its derivatives are con-

tinuous.
– Existence of hysteresis.

Once the existence of nonlinearity has been confirmed and some informationhas
been obtained about the nonlinear function or functions in the systemamodel type
can be chosen. Model type here refers to a number of possible options for the final
identified model, including: 1. Frequency or time domain, 2. Ordinary Differential
Equations or Regression Equations, 3. Polynomial or other basis functions.

For a general nonlinear system, once the model type has been chosen, there
is a very large number of possible terms that can be included in the final model.
Many techniques have been proposed for term selection but experience shows
that each technique tends to select a different set of terms for the same system.
Additionally, the selected terms can depend on the values of a number of sensi-
tivity parameters. The Expert System applies as many methods as possible at
this stage and correlates and compares the resulting selected terms in an effort
to produce the best possible model. Terms that tend to be selected by many
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methods are more likely to be representative of the true system than terms that
are only selected once.

Finally, the model validation stage ensures that the final identified model is
accurate. The final stage of the identification process must ensure that the model
is not a representation of a particular data set but of the original system and all
of its characteristics. If the method validation stage fails then the Expert System
returns to the model type selection stage.

The Expert System must also allow for the possibility of complete failure.
The number of possible nonlinear functions is infinite while the number of basis
functions and system identification methodologies is small. Additionally, various
practical considerations can cause failure. For example, an insufficient number
of exciters or response measurement sensors can render impossible any iden-
tification procedure. So can badly placed exciters and sensors or inadequate
instrumentation.
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Fig. 1. Step-sine test results

3 Expert Knowledge

The Expert System is based around two types of knowledge: 1. Algorithms for
the application of various methodologies and 2. Rules for taking decisions. The
following is a list of all the algorithms in the Expert System’s knowledge, includ-
ing short descriptions.

– Short Time Fourier Transforms (STFT) of chirp responses. The Expert Sys-
tem applies chirp signals to the system under investigation, with various force
levels. The responses are Short Time Fourier Transformed. The STFT plots
are inspected for the existence of higher harmonics in the system responses.

– Hilbert Transform. The Expert System can calculate the Envelope of the
responses of the system under investigation to random input.

– Stepped Sine testing. The system under investigation is excited by sine waves
of increasing frequencies and amplitudes. The force amplitude is controlled
so that it remains at the desired value at all test frequencies.
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– First and Higher Order Frequency Response Functions. The Stepped Sine
responsescanbecurve-fittedbysinusoidsoforders from1to infinity.TheExpert
System can extract the true first order FRF and the diagonals of the higher
order ones. This procedure yields good estimates for the order of the system
(number of modes or generalised co-ordinates) and the orders of nonlinearity.

– Constant Level Identification [7]. The Expert System applies wide or narrow
band chirp or random excitation to all of the system inputs. It then pinpoints
time instances in the response time histories where each response has a
certain value (level).

– Linear Direct Parameter Identification. The system is assumed to be linear
and represented by a 2nd order Ordinary Differential Equation. The mass,
stiffness and damping matrices are calculated for each of the Constant Levels.
The model order used in this identification is the order determined by the
Higher Order FRF procedure.

– Nonlinear Direct Parameter Identification. This method is a nonlinear exten-
sion of the Linear Direct Parameter Identification procedure. The nonlinear
basis functions are chosen to be polynomial. The model order and orders of
nonlinearity used are the ones determinedby theHigherOrderFRFprocedure.

– Restoring Force Surface. If the system’s mass matrix is known then it is used
directly by the Expert System. If not, the mass matrix is assumed to be the
unit matrix and the forcing matrix estimated by the Constant Level method
is used.

– NAR(MA)X model. The Expert System can fit a NARX or NARMAX model
to data from the system under investigation, given chirp or random input.
The model order and orders of nonlinearity are chosen using the Higher
Order FRF results.

– Model Structure Selection and Parameter Estimation. The following tech-
niques are used: 1. Full Parameter Search, 2. Forward Selection, 3. Backwards
Elimination and 4. Orthogonal Estimator

4 Demonstration of Expert System Performance

The Expert System is here demonstrated on a two-degree-of-freedom (DOF)
mass-spring dynamical system. Nonlinear stiffness was implemented by means
of a steel ruler under transverse loading. The Expert System was given control of
the two exciters and was directly linked to the force gauges and accelerometers.
The only information about the system that was required by the Expert System
is the number of excitation positions and response sensors. A maximum limit
to the amplitude of excitation was imposed to avoid damaging the rig or the
exciters. Figure 1 shows the Frequency Response Functions obtained from the
Step-sine tests for increasing force amplitude levels (from 1 to 5). It is clear that
the frequency of the first peak increases significantly with excitation amplitude.
The second peak also changes frequency although the effect is less pronounce.
Figure 2 shows results from the Higher Order FRF analysis. The contour plots
display the amplitude of the harmonics in the system response (in color) against
frequency and for harmonics from 1 to 5. It can be seen that the third harmonic
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Fig. 2. Orders of non-linearity present in the two response locations for increasing force
level
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Fig. 3. Responses from the true system and identified model

is very prominent at response location 1 around 16Hz, which is the frequency of
the first mode of the structure. This means that there is a strong nonlinearity at
that location of order 3. This information was exploited by the Expert System
for the rest of the identification process.

Figure 3 shows the very good agreement obtained between the acceleration
responses of the true system and those of the identified model to a validation
excitation signal. The left hand plot shows the full time historywhile the right hand
plot zooms in on a narrow time range. The two sets of signals virtually coincide.

5 Conclusions

This paper presented an Expert System for the identification of nonlinear sys-
tems. The Expert System is an attempt to bring order into the nonlinear system
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identification process. The final objective is to deliver a parsimonious mathe-
matical model of the dynamical system under investigation. It works by defining
the key stages of the procedure and iterating between them if necessary. It takes
advantage of numerous methodologies to accomplish the tasks in each of the
stages and uses the results from many of them. The Expert System applies the
excitation forces appropriate to each method and analyses the responses. Each
stage ends with a set of recommendations that can be used to begin the next
stage.

The Expert System is applied to a simple nonlinear dynamic system. The
procedure is described step-by-step and the decisions of the system explained.
It is shown that the nonlinearity is correctly detected, located and characterised
and that the final mathematical model is an accurate representation of the true
experimental system.
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Abstract. Based on the analysis of its operational mechanism, an improved 
nonlinear model is developed for a medium-speed pulverizer. This is achieved 
by identifying a group of constant coefficients for a set of nonlinear differential 
equations with the aid of an improved genetic algorithm. The main objective of 
this research is to convert the nonlinear model into a T-S fuzzy model com-
posed of several linear models, enabling easy design of the control system for 
the pulverizer. The simulation results show a satisfactory agreement between 
the T-S fuzzy model response and the measured data, confirming the effective-
ness of the proposed method. Moreover, the proposed modeling method can be 
easily applied to other nonlinear systems, given that their nonlinear differential 
equations are known “a priori”. 

1   Introduction 

The medium speed pulverizer is the core unit of a pulverised coal preparation system. 
Fast pulverizer response is desired to maintain the boiler pressure and temperature in 
a thermal power unit. A mathematical model which adequately describes the dynam-
ics of the pulverizer will help to control the device and to improve the pulverizer 
responses. So far, several pulverizer models have been developed [1][2][3]. However, 
these models are too complicated to apply, and it is very difficult to design a control 
system for the pulverizer with good performance due to the model complexity and 
nonlinearity.  

In this paper, we first improve the mathematical model for pulverizers developed 
in [2] based on the analysis of the operation mechanism. The improved model con-
tains twelve coefficients, and it allows more precise description of the nonlinear dy-
namic properties for the pulverizers. However, for such an intrinsically complex 
model, the analytical solutions of these model coefficients are difficult to obtain. To 
overcome this difficulty, an improved GA is employed. The above method is then 
employed to model a pulverizer of a power plant in Shanghai. Given the complexity 
of the obtained model, it is then converted into a T-S fuzzy model. In the fuzzy 
model, local dynamics in different state-space regions is represented by linear models. 
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The blended linear models can give a very precise approximation of the nonlinear 
system [4]~[8]. Thus, we can design controller with good performance for every lin-
ear system, and satisfactory controller for the whole nonlinear system using parallel 
distributed compensation (PDC). 

2   Nonlinear Mathematical Model of Medium Speed Pulverizers 

The objective of controlling a coal medium speed pulverizer is to regulate the amount 
of coal being ground so that a proper amount of pulverized fuel is fed to the burners to 
meet the load requirements while maintaining optimum operations [9]. The model in 
[2] describes the nonlinear dynamic characteristics of the pulverizer from the view of 
controller design. It is composed of three differential equations and three algebra 
equations [2]. 
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where 

Mc   mass of coal in pulverizer kg  
Mpf   mass of pulverized coal in pulverier kg  
Tout   outlet temperature of pulverizer  

millP∆  pulverizer differential pressure Pa  

Wpf   mass flow rate of pulverized coal out of pulverizer kg/s  
P    consumed pulverizer power MW  

paP∆   primary air differential pressure Pa  

Wc   mass flow rate of coal into pulverizer kg/s  
Tin   inlet temperature of pulverizer  
Wair  primary air flow into pulverizer kg/s  
Ki     i=1,2,3,…,12, constant coefficients. 

The input variables are Wc, paP∆ , Tin and Wair. The output variables are millP∆ , Tout, 

Wpf and P. Equation set (1) is applicable to most pulverizers. The nonlinear dynamic 
properties of different pulverizers can be well described using different sets of values 
for the coefficients K1 ~K12. 

In the practical operations, the air-coal ratio is always kept constant according to 
the load variety, and can not be regulated randomly. Wair has a square relationship 
with paP∆ .  So paP∆ , Wc and Wair can be unified into Wair. Then the input variables can 

be simplified into Wair and Tin. In output variables, P and millP∆  are the monitored 

parameters that can not be regulated as well. Tout of pulverizer is an important  
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parameter that should be controlled in the operation. So the output variables that 
should be regulated are Tout and Wpf . 

The following equation relates the primary air-flow into pulverizer Wair and the 
primary air differential pressure paP∆ [10]: 

( )0.51
/air pa

pw

W P T
K

= ∆
 

(2) 

where Kpw is the correction coefficients; T�Tin�273.15 is the Kelvin temperature of 
the primary air. 

( )2 2273.15pa pw air pw in airP K TW K T W∆ = = +  (3) 

The ratio of coal and air is Kca, that is, Wc �KcaWair.  
According to the above analysis, the equation set (1) of the pulverizer model can 

be converted into the following mathematical model: 
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(4) 

where P and 
millP∆  are the monitored parameters and can not be manipulated.  

3   T-S Fuzzy Model of Medium Speed Pulverizers 

An improved GA can efficiently identify multiple coefficients in a set of equations 
[11]. We can obtain the whole mathematic model of a pulverizer by identifying the 
coefficients in equation set (2) using the improved GA. However, the model is a set of 
differential equations containing nonlinear terms. It is not convenient to design the 
controller for the pulverizer based on this nonlinear model. 

To minimize the design effort and complexity , we try to use as few rules as possi-
ble while guaranteeing the accuracy when the nonlinear system is approximated by a 
T-S fuzzy model. Let the primary air differential pressure paP∆  and the primary air-

flow into pulverizer Wair be the premise variables of T-S fuzzy model. Wair and the 
product of Tin and Wair are the input variables. Wpf, millP∆ , Tout,  P-K7 are the output 

variables. Then we obtain the following T-S fuzzy model for the pulverizer: 

Plant Rule i: 
IF paP∆  is Pi and Wair is Wi, 

THEN  
1,2,3,4

i i

i i

x A x B u

y C x D u i

= +
= + =
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where 
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Membership functions for Plant Rule 1~4 are as follows: 
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[ ]1 2,P P  are the high and low limits of paP∆  in operation; [ ]1 2,W W  are the high and 

low limits of Wair in operation. 
Blending linear models (1)~(4) through the above nonlinear fuzzy membership 

functions ( )1,2; 1, 2,3,4j
i i jµ = = we get the T-S fuzzy model of the pulverizer as 

follows: 

[ ]

[ ]

4

1

4

1

( ) ( ) ( )

,

( ) ( ) ( )

i i i
i

i i i
i

x t h A x t B u t

y t h C x t D u t

=

=

= +

= +

   1 2
4

1 2
1

i i

i
i i

i

h
µ µ

µ µ
=

=
 

(5) 

The T-S fuzzy model is equivalent to the nonlinear model of the pulverizer repre-
sented by equation set (2). It is suitable for the controller design for the pulverizer. 
The outcome will be useful in improving the design of the operating procedures and 
the control strategies for medium speed pulverizers. 

4   Simulation Research 

To validate the T-S fuzzy model of the pulverizer, we model a real medium speed 
pulverizer.The data are measured from a pulverizer group that consists of five HP863-
type pulverizers operating in a commercial power plant. The pulverizer exhibits  
significant variation in the operation during the data acquisition (DAQ) period. 

Choosing appropriate P1, P2, W1 and W2, we can get the coefficient matrixes of the 
T-S fuzzy model for the pulverizer.  

The T-S fuzzy model output variable values obtained from the simulation are show 
in Figs. 1~2 indicated by solid line. The observed values are indicated by dashed line.  
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Fig. 1. Outlet temperature simulation 

 

Fig. 2. Differential pressure simulation 

The value of correlation coefficient R is defined to indicate the correlation degree 
between the observed and predicted values [2]. These figures indicate that the T-S 
fuzzy model predictions agree well with the measured values during the whole  
process.  

5   Conclusions 

In this paper, a mathematical model has been developed to describe the nonlinear 
dynamic characteristics of a pulverizer. An improved GA has been employed to iden-
tify the optimum coefficients of the pulverizer model. Then the model is approxi-
mated by an equivalent T-S fuzzy model. We model the HP863 type pulverizer which 
currently is still in the service in a real power unit. The simulation results show that 
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the model can give an accurate representation of the real pulverizer system. Thus it is 
possible to examine intermediate state variables which are difficult to measure in 
practice. The model also makes it convenient to design the control system for the 
nonlinear pulverizer.  
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Abstract. A modified least squares support vector machines (LS-SVM)
approach, which treats the training data points differently according to
their different degrees of importance, is proposed in this paper. On each
data point, a support vector degree is defined and it is associated with
the corresponding absolute value of Lagrange multiplier. The experiment
of identification of pH neutralization process with polluted measuring
data is shown in this paper and the result indicates that the method
is effective in identification of nonlinear system. By contrast with the
basic LS-SVM, the result also shows the priority of the presented new
algorithm.

1 Introduction

Support Vector Machine (SVM) based on the principle of structural risk mini-
mization was introduced by Vapnik [1], [2]. The theory has drawn much attention
for the high generalization ability in classification and regression problems [3], [4].
Fuzzy Support Vector Machine (FSVM) is a modified SVM algorithm for data
with noise or outliers [5]. Weighted errors are introduced into the cost function
such that different points can make different contributions to the learning of
classification function in [5]. Least Squares Support Vector Machine (LS-SVM)
was developed by Suykens [6] in which analytical solutions can be obtained by
solving linear equations instead of a quadratic programming (QP) problem. In
[6], all the data points are support vectors and make the same contributions in
the training.

In this paper, a concept of support vector degree is introduced in LS-SVM to
distinguish different contributions of different data points. The support vector
degree of a data point is determined by the absolute value of corresponding
Lagrange multiplier, that is, those with larger absolute value are considered more
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important and vice versa. By the experiment of nonlinear system identification
for a pH neutralization process with polluted measuring data, the result indicates
the better performance of the proposed approach compared with the benchmark
LS-SVM.

2 Least Squares Support Vector Machines

Given a data set {(xi, yi)}Ni=1, where N is the total number of training data
pairs, xi ∈ Rn is input vector and yi ∈ R is output signal. According to the
SVM theory of Vapnik [1], [2], the input spaceRn is mapped into a feature space
Z with a nonlinear function ϕ(xi) being the corresponding mapping function.
In the feature space, we take the form

y(x) = wT ϕ(x) + b with w ∈ Z, b ∈ R (1)

to estimate the unknown nonlinear function where w and b are the parameters
to be identified. The optimization problem is defined as follows

min
w,e

J(w, e) =
1
2
wT w +

γ

2

N∑
i=1

e2
i γ > 0 (2)

subject to yi = wT ϕ(xi) + b + ei i = 1, 2, . . . , N. (3)

where ei is the error between actual output and predictive output of the ith
data.

The LS-SVM model of the data set can be given by

y(x) =
N∑

i=1

αiK(x, xi) + b (4)

where αi ∈ R (i=1, 2, . . . , N) are Lagrange multipliers, K(x, xi) (i=1, 2, . . . , N)
are any kernel functions satisfying the Mercer condition [3]. The typical kernel
functions are linear, polynomial, Radial Basis Function (RBF), MLP functions,
etc. Analytical solutions of parameters αi ∈ R (i = 1, 2, . . . , N) and b can be
obtained from the equation [

b
α

]
= Φ−1

[
0
Y

]
(5)

with Y = [y1 y2 . . . y
N

]T , α = [α1 α2 . . . α
N

]T and the supposed nonsingular
matrix

Φ =
[
0 1T

1 Ω + γ−1I

]
(6)

where 1 = [1 1 . . . 1]T , I is a N×N identity matrix and Ω is a N×N symmetric
matrix with the elements

Ωij = ϕ(xi)T ϕ(xj) = K(xi, xj) i, j = 1, 2, . . . , N. (7)
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3 LS-SVM Based on Support Vector Degree

3.1 Definition of Support Vector Degree

In (2), all the errors ei are added in the same weight 1, i.e. all the data points
make the same contributions to the training. However, in many applications, the
data obtained are not so identically significant. Some data probably include noise
whereas others are not polluted. Moreover, noise in different data is hardly equal.
Those comprising larger noise would inevitably affect the precision of the func-
tion estimation. Even if all the data does not comprise noise, data points located
at different positions of the function curve are also not uniformly significant. The
points at the maximum and minimum of the function are generally more impor-
tant than those at the smooth section. Therefore, different data points should
be treated with different weights in the cost function. In benchmark SVM, data
points with zero Lagrange multipliers are non-support vectors (non-SVs) and
they are redundant, i.e. even without these points in the training set, the SVM
would construct exactly the same function [3]. So these non-SVs can be ignored
in the process of solving SVM. However, it is also not so exact that the support
vectors (with nonzero Lagrange multipliers) are treated uniformly despite their
unequal Lagrange multipliers. Those with smaller absolute values of Lagrange
multiplier close to zero consequentially are not so important and can even be ne-
glected whereas those with much larger values are so important that they should
be emphasized in the training.

In LS-SVM, all the data points are support vectors because all the Lagrange
multipliers are nonzero. To distinguish the different degrees of importance, a
support vector degree 0 < si < 1 is defined to each data point (xi, yi), i.e.
0 < si < 1 denotes the degree of the point (xi, yi) belonging to support vectors
set and the relatively larger si denotes that the corresponding point belongs to
support vectors set to a higher extent. On the other hand, the absolute value
of Lagrange multiplier can evaluate the importance of the data point for con-
tribution to the LS-SVM model, which has been pointed out in [7], and just
based on which we can define the support vector degree of each point through
the absolute value of corresponding Lagrange multiplier,

si = f(αi) = (1 − δ)
( |αi| − |αmin|
|αmax| − |αmin|

)
+ δ (8)

where sufficient small parameter δ > 0 is the minimum of support vector degree
si, αmin is the Lagrange multiplier with minimum absolute value and αmax is
that of maximum.

3.2 LS-SVM with Support Vector Degree

Given a data set {(xi, yi, si)}Ni=1, where N is the total number of training data
pairs, xi ∈ Rn is input vector, yi ∈ R is output signal, and si is the corresponding
support vector degree. Then, si is introduced into the second term of (2) and
optimization problem is defined as
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min
w,e

J(w, e) =
1
2
wT w +

γ

2

N∑
i=1

sie
2
i γ > 0 (9)

subject to yi = wT ϕ(xi) + b + ei i = 1, 2, . . . , N (10)

where parameters have the same meanings as those in section 2.
The final formulation of analytical solution is just as (5), but the matrix Φ is

Φ =
[
0 1T

1 Ω + (γS)−1

]
(11)

with S = diag{s1, s2, . . . , sN}. The expression of estimation function is the same
as (4).

From the above presentation, it is easy to find that, with all si = 1, the mod-
ified LS-SVM is just the same as benchmark LS-SVM, namely, the benchmark
LS-SVM is only a special formulation of the proposed algorithm.

3.3 Procedure of the Modified LS-SVM

From (8) we know that support vector degree is determined by the absolute val-
ues of Lagrange multipliers. Then there comes a question: now that the Lagrange
multipliers are calculated from the LS-SVM algorithm, how to get the values and
compute the support vector degrees before the algorithm starts? To solve the
problem, we first start the algorithm with the benchmark LS-SVM, namely all
the {si}Ni=1 are set to 1, and then the modified LS-SVM can be carried out. The
procedure is designed as follows,

1. Train modified LS-SVM based on given data set {(xi, yi, si)}Ni=1 where initial
values of support vector degrees si|Ni=1 are set to 1 (i.e. benchmark LS-SVM),
and the initial values of αi|Ni=1 are obtained after the first training.

2. Calculate si|Ni=1 based on (8) and update the data set {(xi, yi, si)}Ni=1.
3. Train the modified LS-SVM based on the renewed data set and get final

Lagrange multipliers αi|Ni=1 and the parameter b.

4 Experiments

The modified LS-SVM in section 3 is applied into the identification of pH neu-
tralization process which is a system with strong nonlinearity, especially in the
vicinity of pH= 9.

The physical model of a pH process in a continuously stirred tank reactor
(CSTR) consists of two parts, a linear dynamical part followed by a nonlinear
static part [8]. The dynamical model is given by{

V dwa

dt = FaCa − (Fa + Fb)wa

V dwb

dt = FbCb − (Fa + Fb)wb

(12)

where Fa and Fb denote the inlet flow-rate of acid and base (cm3/min), re-
spectively, Ca and Cb are the inlet concentrations of acid and base (mol/l), the
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Table 1. Parameter Values Used in The Model

Parameter Nominal Value
Fa 81cm3/min
Ca 0.32mol/l
Cb 0.05mol/l
V 1000cm3

wa(0) 0.0435mol/l
wb(0) 0.0432mol/l

Table 2. Comparison of Root Mean Squared Error

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6 Average
LS-SVM 0.5053 0.4564 0.7617 0.4742 0.5053 0.6306 0.5556

Modified LS-SVM 0.3792 0.3401 0.5556 0.3414 0.3736 0.3779 0.3946

volume of the content in the reactor is denoted by the constant V (cm3), wa and
wb are the concentrations of acid and base after the process of dynamical model
(mol/l). Simultaneously wa and wb are the inputs of the static model

wb + 10−y − 10y−14 − wa

1 + 10pKa−y
= 0 (13)

where y is the pH value of the effluent, Ka is the dissociation constant of the
acetic acid with Ka = 1.76× 10−5 and pKa = − log10 Ka.

By fixing the flow-rate Fa at a specific value, the process is regarded as a
single variable system with base flow-rate Fb and pH value y of the effluent
being the input and the output, respectively. The data pairs {Fb(i), y(i)}Ni=1
with N being the number of samples are produced using the physical model
with the parameter values given in Table 1. The input Fb is the sum of a fixed
value 515 (cm3/ min) plus an uniformly distributed random signal ranging in the
interval [- 51.5, + 51.5]. The variable y is the output including measured noise
with standard deviation of 0.2. The sample period is 0.5min. The RBF function

K(x, xi) = exp{−‖x− xi‖22/σ2} (14)

is employed as the kernel function of the LS-SVM in the experiment where
σ = 2.1. The minimum δ of support vector degree si is set to 0.1.

In the experiments, 400 data pairs are trained by the basic LS-SVM and the
modified LS-SVM with γ = 100, respectively. 200 test data pairs are produced by
the physical model with the sum of four sine waves of different frequencies being
the input. We randomly carried out the experiments six times and the total root
mean squared error (RMSE) over the test data is shown in Table 2 where n is
the serial number. The tracking results by basic LS-SVM and modified LS-SVM
are showed in Fig.1 and Fig.2, respectively, where YYs are the physical model
curves and YMs are the identified model curves.
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Fig. 1. Test result of LS-SVM model
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Fig. 2. Test result of modified LS-SVM model

It can be seen from Fig.2 that the modified LS-SVM can distinguish the
significance of different data points and track the test curves effectively although
the training data are polluted. Moreover, higher tracking precision is obtained
in Fig.2 compared with Fig.1, especially in the vicinity of peak points.

5 Conclusions

In this paper, a modified LS-SVM algorithm based on support vector degree
is presented which treats the data points differently according to the absolute
values of Lagrange multipliers. A similar strategy, i.e. fuzzy support vector
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machines (FSVM) [5], has been proposed in which the member function cor-
responds to the support vector degree defined in section 3, but it has not given
an effective method to determine the member function. Reference [9] tries to
solve the problem turning out a quite intricate method in which a heuristic
function needs to be ascertained beforehand. This paper gives a simple and ef-
fective approach to determine the parameters by associating each support vector
degree with corresponding Lagrange multiplier. The simulation result of a pH
neutralization process indicates the validity of the method.
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Abstract. Addressing the drawbacks of widely used forward neural network 
growing methods in neural modeling of time series and nonlinear dynamic sys-
tems, a staged algorithm is proposed in this paper for modeling and prediction 
of NOx Pollutant Concentrations in urban air in Belfast, Northern Ireland, using 
generalized single-layer network. In this algorithm, forward method is used for 
neural network growing, the resultant network is then refined at the second 
stage to remove inefficient hidden nodes. Application study confirms the effec-
tiveness of the proposed method. 

1   Introduction 

As a major pollutant in the air that affects human health, the nitrogen oxide (NOx) 
emission problem has received a lot of public attentions and academic researches in 
the past decade [1][2]. Vehicle exhaust and other combustion emissions (including 
household heating systems, industrial combustors of different scales, etc) are the main 
sources of NOx in urban air. Most NOx is emitted in the form of nitric oxides (NO), 
but most of it is ultimately converted to NO2 by reaction with ozone (O3) in the at-
mosphere. Both for the air quality forecasting and for the development of control 
strategy and policy, it is important to identify the factors that control NOx concentra-
tions and to develop a function (model) to predict the NOx concentration [2]. 

There exist two different general approaches in developing the prediction model. 
The first approach is to develop atmospheric diffusion models, and the second is the 
black-box models such as regressions models and neural networks [2]. The first ap-
proach requires detailed NOx emission data distributed over the studied area which is 
usually very difficult to obtain, and the modeling process is computationally quite 
demanding. The second approach is to develop a model to represent the correlations 
of possible inputs with NOx outputs, which is perhaps more computationally efficient. 
However the second approach heavily depends on the modeling method and the his-
toric data quality and richness. 

Among various black-box models, the generalized single-layer network (GSLN) 
represents a large class of flexible and efficient structures for modeling time-series 
and nonlinear dynamic systems due to their excellent approximating capabilities 
[3][4]. GSLNs, sometimes also called generalized linear discriminants, is a linear 
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combinations of some basis functions that are arbitrary (usually nonlinear) functions 
of the inputs. Depending on the set of basis functions used, various GSLNs have been 
proposed, such as the radial basis function (RBF) networks, polynomial neural net-
works and Volterra networks. If more than one type of basis functions is used in the 
network, a popular structure is the functional-link network (FLN). FLN is a simplified 
neural network structure that allows the user to integrate some types of known process 
dynamics into the model, and it is computationally capable as conventional feed-
forward networks.  

One problem with GSLNs is that an excessive number of basis functions are con-
sidered initially, from which a small subset of candidate basis functions are selected, 
based on the parsimonious principle, which explains the data. To solve this problem, a 
number of approaches have been proposed, and the stepwise forward subset selection 
is perhaps the most widely used one [5][6][7]. Forward subset selection algorithms 
select one basis function at a time, which maximizes the reduction of cost function 
usually the sum-squared-errors (SSE) between the neural outputs and targets. This 
process is repeated until the desired number of, say n, basis functions have been se-
lected. If n is unknown a 'prior', some other selection criterion may be applied, such as 
the Akaike’s information criteion (AIC) [8], etc. 

Although the forward approaches introduce one basis function each time based on 
largest improvement in model fit, the overall SSE is not minimized due to the linear 
correlativeness of the late introduced basis function and previously selection func-
tions. This results in that the produced model is inefficient in the sense that it requires 
more than the smallest possible number of basis functions to achieve a specified SSE 
value [9]. This inefficiency can be improved by adopting a staged method which 
employs both forward neural construction and backward network refinement. 

2   Problem Representation 

Suppose M candidate basis functions Miti ,,2,1),( =φ  are considered initially for 

neural network modeling, and a set of N samples of experimental data is used for 
neural network training. This leads a regression matrix ],,,[ 21 Mφφφ= where  

MiNiiii ,,2,1,)](,),2(),1([ T == φφφφ                             (1) 

is refereed to as a candidate basis vector. The problem becomes to select, say n, vec-
tors denoted as nppp ,,, 21 , from these above candidates to form the neural model 

of the form  

ePy += θθ                                                              (2) 

which fits the experiment data to minimizes the SSE  

min(()( TT →−−== θθ)θ) PyPyeePJ                                      (3) 

where T)](,),2(),1([ Nyyy=y  is targets. If ],,,[ 21 npppP =  is of full column rank, 

the least-squares estimation of the regression coefficients θ  is 

yPPP TT( 1)θ −=                                                  (4) 
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Note that there are )!/(!/! nMnM −  potential combinations of n regressors out of 

the M candidates. It is often a so big number that enumerating all possible combina-
tions to identify the global optimal solution is computationally infeasible. 

3   A Staged Algorithm 

In this paper, a staged algorithm is used for both neural network growing and network 
refinement.  

3.1   Forward Method for Neural Network Growing 

Denote the regression matrix composing of the k selected basis vectors 

nkkk ,,2,1],,,,[ 21 == pppP                                     (5) 

The corresponding SSE is then computed by substituting (4) into (3) as 

yPPPPyyyP TTTT ()( kkkkkJ 1)−−=                                  (6) 

If kP  is of full column rank, then kkjikk w ×
∆== ][ ,

TPPW  is symmetric and positive 

definite which can be decomposed as 

ADAPPW
~~ TT == kk ,                                           (7) 

where ),,( 1 kdddiag=D  and kkjia ×= ]~[
~

,A  is a unity upper triangular. Define 

≥
<=== ×

∆

ijad
ij

aa
jii

jikkji
,

,, ~
,0

,][
~
ADA                                (8) 

Noting that 1~
, =iia  hence iii ad ,=  holds for ki ,,1= . From (7), there have 

kijkiaaawa i
s ssjsisjiji ,,,,,1,/1

1 ,,,,, ==−= −
=                          (9) 

Define  

T
,,1 ],,[

~
ykyy aa===∆ θθ ADAa .                              (10) 

and  

T
,,1

T ],,[ ykyy ww==∆ yPw                                          (11) 

Left-multiplying kk PPW T=  to both sides of (4) for kPP = ,  

yy waA =T~
                                                            (12) 

Noting (8) and A
~

 is unity upper triangular, from (12) ya  could be readily com-

puted as 
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kiaaawa k
i ssysisyiyi ,,1,/1

1 ,,,,, =−= −
=                               (13) 

Substituting (7) into (6) and noting (12) or yPAwAa T1T1T )
~

()
~

( kyy
−− == , there-

fore  

yykkkJ aDayyyPADAPyyyP 1TTT1T11TT )
~

(
~

)( −−−− −=−=  

or  

−= =
k
i iiyik aaJ 1 ,

2
,

T /)( yyP                                              (14) 

Supposing that one more basis vector 1+kp  is selected, the SSE becomes  

−= +
=+

1
1 ,

2
,

T
1 /)( k

i iiyik aaJ yyP                                           (15) 

The contribution of the new basis vector 1+kp  to the SSE reduction is  

1,1
2

,1111 /)()()( ++++++ =−=∆ kkykkkkk aaJJJ PPp                                   (16) 

where yka ,1+  and 1,1 ++ kka  are computed using (9) and (13) as the dimension k increases 

by 1.  

From (9) and (13), it reveals that if kpp ,,1  are fixed, =
k
i iiyi aa1 ,

2
, /  is a constant. 

Therefore, subject to that kpp ,,1  is fixed, minimization of the SSE is equivalent to 

the maximization of 1+∆ kJ  as 

}},,{),(max{)()},([min{ 11 Mkkkk JJJ φφφφφ ++ ∈∆−= PP                    (17) 

where },,{ 1 Mk φφ + , referred to as the candidate pool, from which future basis vec-

tors will be selected.  
To find the best basis vector from the candidate pool, the contribution )(1 φ+∆ kJ  for 

all the candidates needs to be computed using (16). To do this, A, A
~

 and ya  is  

augmented as follows. 
Suppose that k regressors have been selected, A  is augmented based on (9) as  

≤≤−
<== −

=
× Mjiaaaw

ij
aa i

s ssjsisji
jiMkji ,/

,0
,][ 1

1 ,,,,
,,A                       (18) 

where T
, ijiw p=  for kj ≤ , jijiw φT

, p=  for kj > . A
~

 is augmented based on (8) as 

iijijiMkji aaaa ,,,, /~,]~[
~ == ×A .                                          (19) 

Vector ya  is augmented based on (13) as  

>−
≤−==

=

−
=

×
kiaaa
kiaaa

aa
k
s ssysisi

i
s ssysisi

yiMyiy
,/
,/,][

1 ,,,
T

1
1 ,,,

T

,1,
φy
pya                              (20) 
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In addition, one more M-by-1 vector b is defined as 

>−
≤−==

=

−
=

×
kiaaa
kiaaabb

k
s ssisisii

i
s ssisisii

iMi
,/
,/,][

1 ,,,
T

1
1 ,,,

T

1
φφ
ppb                           (21) 

Obviously 

kiab iii ,,1,, ==                                                         (22) 

Compute contribution for all the left candidates based on (16) as 

MkibaJ iyiik ,,1,/)( 2
,1 +==∆ + φ                                     (23) 

Assume }),(max{)( 11 MikJJ ikjk ≤<∆=∆ ++ φφ , and jφ  is selected as the (k+1)’th 

basis vector and redefine as jk φ=+1p . The SSE is maximally reduced by )(1 jkJ φ+∆ .  

Interchanging 1+kφ  and jφ , the candidate pool is updated as { Mk φφ ,,2+ }. Cor-

respondingly, columns k+1 and j of A and A
~

 are interchanged as 

kiaaaaaaaa kijijikikijijiki ,,1,~~,~~,, 1,,,1,1,,,1, ===== ++++                        (24) 

where 1, +kia  and jia , denote the updated 1, +kia  and jia , , respectively. To denote an 

updated element, a hat is applied to the affected elements in the following context.  
Similarly, elements k+1 and j should also be interchanged for both ya and b as 

11,1,,,1 ,;, ++++ ==== kjjkykyjyjyk bbbbaaaa .                         (25) 

In addition, as the (k+1)’th regressor selected, a new row should be computed based 

on (18) and (19) for the (k+1)’th row of A and A
~

, respectively, as 

Mkiaaaaaa kkikik
k
s isksikik ,,1,/~,~

1,1,1,11 ,1,
T

1,1 +==−= ++++= +++ φp ,             (26) 

Furthermore, for both vectors ya  and b, elements from the (k+2)’th to the last 

should be updated according to their definition (20) and (21), respectively as 

Mkiaabbaaaa ikikiiykikyiyi ,,2,~;~
,1,1,1,1,, +=−=−= ++++ ,                    (27) 

This selection procedure is repeated as the number of selected basis vectors k in-
creases until the termination condition is satisfied. The regression coefficients for n 
selected regressors are solved from the upper triangular linear equation system (10) as  

1,,,~/ 1 ,,, nkaaa n
ki iikkkykk =−= += θθ                                       (28) 

As previously discussed, the SSE is not fully minimized for this forward network 
growing algorithm. Therefore, the second stage network refinement is introduced.  

3.2   Neural Network Refinement 

Suppose n basis vectors have been selected in the forward network growing. For each 
basis vector, say ip , ni <≤1 (the last selected one is always significant), the contri-
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bution )( inJ p∆  is compared with )()
j

i
nJ φ−∆ (the maximum contribution of all candi-

dates with ip  being removed from the selected n basis vectors). If 

)()( )
j

i
nin JJ φ−∆<∆ p , ip  is said insignificant, and will be replaced with jφ , thus the 

SSE can be further reduced by )()()
inj

i
n JJ p∆−∆ − φ without changing the number of 

hidden nodes.  
To compute contribution for ip and all the candidates Mn φφ ,,1+ , an appropriate 

regression context should be re-constructed. This regression context include A, A
~

, 
ya  and b that are defined in above subsection.  

Suppose a regression context with n basis vectors being selected in the order of 
npp ,,1 , the idea of re-construction of the regression context is to move ip  to the 

n’th position in the selected regression matrix nP  defined in (5) by consecutively in-

terchanging two adjacent regressors xp  and 1+xp  for 1,, −= nix . Denote the n 

regressors in the new selected order as nxxxx pppppp ,,,,,, 2111 ++− , where 

1+= xx pp  and xx pp =+1 . The changes of A, A
~

, ya  and b are summarized as follows.  

Based on (9), for columns 1 to x-1 of A, because  

1,,1,

,,2,1,,,,,

,
T

1
T

1,

1,1
TT

,

−=
+−==

===

===

++

++

xi

Mxxikww

ww

ww

kiki

xixixixi

xixixixi

pppp

pppp

                       (29) 

therefore 

1,,1,,,2,1,,,;, ,,,1,1,, −=+−==== ++ xiMxxikaaaaaa kikixixixixi              (30) 

that is, only columns x and x+1 are interchanged, while the rest remains unchanged. 

For the x’th row of A, noting xxxxxxxx ww ,1
T

11
T

1, ++++ === pppp , there have 

−=−= −
= ++

−
= +++

1
1 ,,1,1,

1
1 ,1,,1,1, // x

s ssxsxsxx
x
s ssxsxsxxxx aaawaaawa  

Comparing with equation (9) gives  

1,1, ++ = xxxx aa                                                         (31) 

Noting 1,11
T

1
T

, ++++ === xxxxxxxx ww pppp , therefore 

−=−= −
= ++++

−
=

1
1 ,1,1,1,1

1
1 ,,,,, // x

s ssxsxsxx
x
s ssxsxsxxxx aaawaaawa  

or 

xxxxxxxxxx aaaaa ,1,1,1,1, /++++ +=                                   (32) 

For other elements in the x’th row of A, there have  

−=−= −
= ++

−
=

1
1 ,,1,,1

1
1 ,,,,, // x

s ssjsxsjx
x
s ssjsxsjxjx aaawaaawa , nxj ,,2+= , 
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or  

nxjaaaaa xxjxxxjxjx ,,2,/ ,,1,,, +=+= +                           (33) 

For the (x+1)’th row of A, it could be derived in a similarly way that 

+=−=
−=

++

+++

Mxjaaaaa

aaaa

xxjxxxjxjx

xxxxxxxx

,,2,/

/)(

,,1,,,1

,
2

1,,1,1                (34) 

For elements of A in row x+2, noting (29), for 1+> xj , there have 

1,1,12,1,,2,
1
1 ,,2,,2

1
1 ,,2,,2,2

///

/

++++++
−
= ++

+
= +++

−−−=
−=

xxjxxxxxjxxx
x
s ssjsxsjx

x
s ssjsxsjxjx

aaaaaaaaaw

aaawa
    (35) 

From (32), (33) and (34), it can be derived that 

1,1

,12,1

,

,2,

1,1

,12,1

,

,2,

++

++++

++

++++ −=−
xx

jxxx

xx

jxxx

xx

jxxx

xx

jxxx

a

aa

a

aa

a

aa

a

aa
                        (36) 

which means no change in row x+2 of A. Furthermore, it could be recursively derived 
that rows from (x+2) to n of A have no change as well. That is 

jiji aa ,, = , nxinij ,,2,,, +==                                        (37) 

Similarly as (33) and (34), for vector ay only two elements are change as 

−=
+=

++

++

xxjxxxyxyx

xxyxxxyxyx

aaaaa

aaaaa

,,1,,,1

,,1,,1,

/

/
                                          (38) 

For b, only both the x’th and the (x+1) ’th elements changed. From (22), we have 

1,11, , +++ == xxxxxx abab                                                   (39) 

This operation continues for 1,, −= nix , ip  can be easily moved up to the n’th 

position and the contribution of ip  can then be computed based on (16) for 1−= nk  as 

nnynnnin aaJJ ,
2
, /)()( =∆=∆ pp                                                  (40) 

where np  is ip  which has been moved to the n’th position. To compute the contribu-

tion of the remaining candidates, the following intermediate quantities need to be 
computed: 

Mnsaabbaaaaa nnnns
i

snnynsnys
i
ys ,,1,/)(,/ ,

2
1,

)(
,,,,

)(
, +=+=+= +

−−         (41) 

These are actually the values of the corresponding elements of ya and b in case 

that regressor np  (which is ip that has been moved to the n’th position) is pruned.  

The contribution of all the candidates can therefore be computed based on (23) as 

MnsbaJ i
s

i
yss

i
n ,,1,/)()( )(2)(

,
) +==∆ −−− φ                             (42) 
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Assuming },,1),(max{)( )) MnsJJ s
i

nj
i

n +=∆=∆ −− φφ , then the significance of 

ip can then be easily checked. If )()()
inj

i
n JJ p∆>∆ − φ , np  is said insignificant. In 

this case, the positions of np  and jφ are interchanged, the regression context is up-

dated as follows. 
For A, interchange columns n and j, and re-calculate its n’th row as  

jkMnkaaaaaaba n
s ssksnsknknjnjn

i
jnn ≠+=−=== −

=
− ,,,1,/,, 1

1 ,,,
T

,,,
)(

, φp      (43) 

where np  denotes jφ  which is now the new n’th selected basis vector to replace np . 

While, elements n to M of both ya  and b are updated respectively as 

≠+=−=

−==
−

−

jsMnsaaaaa

aaaaaaa

nnynsn
i

ysys

nnynjnynyj
i
ynyn

,,,1,/

,/,

,,,
)(

,,

,,,,,
)(

,,                  (44) 

and  

≠+=−=

−==

+
−

+
−

jsMnsaabb

aaabbb

nnnn
i

ss

nnnnnnj
i

jn

,,,1,/)(

/)(,

,
2

1,
)(

,
2

1,,
)(

                 (45) 

If A is updated, the corresponding element of A
~

 should be recalculated as in (19).  
The above procedure is repeated in loops for 1,,1−= ni . If a basis vector is 

found insignificant and replaced with a candidate, the SSE is further reduced by 

)()()
inj

i
n JJ p∆−∆ − φ  and the check loop is restarted again from 1−= ni . This neural 

network refinement procedure continues until no selected basis vector is found  
insignificant.  

4   Neural Modeling of NOx Pollutant Concentrations in Urban Air 

In this paper, the NOx concentration level in the urban air of Belfast area is studied. 
The following variables are considered to be associated with NOx concentration in the 
air and so included in the neural network : u1- Ozone concentration; u2- Wind direc-
tion; u3- Wind speed; u4- Temperature; u5- Humidity; u6- Total radiation; u7-Traffic 
volumes. Data relating to all the variables mentioned above were obtained from many 
different governmental bodies. 

The NOX concentration levels for the whole of 2005 for Belfast city centre were 
gathered from an online source provided by Department for Environment, Food & 
Rural Affairs (DEFRA). This data, representing hourly measurements of NOX levels, 
was processed and analyzed to identify the trends which may exist within its dynam-
ics. During the processing stage, all unknown and invalid data points were replaced 
with appropriate mean values, calculated for each hour and for each day of the week. 
The processed data can be viewed in figure 1. 

Analysis of this data revealed diurnal variations throughout the week, as shown in 
figure 2. 
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Human related emissions of Nitrogen Oxides result from the combustion of fuel in 
the likes of motor vehicles, Electric Utilities, and different Industrial, Commercial and 
Residual settings. According to DEFRA [11], vehicle exhaust fumes, accounting for 
38% of all primary sources of NOX emissions, are the major contributor to NOX emis-
sions in the UK. 

To model this variable, traffic volumes were obtained from the Department of Road 
Development (DRD), a sub-department of the Department of the Environment (DOE). 

Traffic counting apparatus cannot reliably detect vehicles moving with low veloci-
ties, and as a result direct traffic volumes for Belfast City centre are not available. 

 

Fig. 1. Nox Concentrations throughout 2005 

 

 

Fig. 2.  Diurnal NOx Variation for each day of the week 
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However, traffic volumes on the major roads entering and exiting the city are avail-
able and data relating to these roads were obtained.  The major roads used for this 
analysis are: 

• M2 – measurements taken at York Street and Fortwilliam in both direc-
tions 

• Sydenham bypass- measurements taken in both directions 
• Westlink – Measurements taken at Divis Street and Clifton Street in both 

directions 
• Lisburn Road – Measurements taken at Kings Hall in both directions. 

The data obtained for these roads was sporadic over a 6 week period ranging from 
the end of August to mid October of 2005. The data was sporadic in that the time 
period during which the roads were monitored were all different, leading to complica-
tions in generating true representations of traffic data for any substantial period of 
time. To counteract this, statistical analysis was employed to develop average diurnal 
traffic levels for each day of the week for the roads being monitored. The collective 
analysis of these average traffic levels allows data to be reiterated for any length of 
dataset, providing a reasonable representation of traffic volumes in Belfast.  

The data required for the different weather conditions included in this study were 
gathered through contacting the MET office. This data consisted of diurnal variations 
of the various weather conditions throughout Year 2005, measured at a weather moni-
toring site based at Belfast’s Altergrove Airport.  

Ozone concentration levels were obtained from an online source provided by the 
Department for Environment, Food & Rural Affairs (DEFRA). The data provides an 
hourly account of the Ozone levels at a Belfast monitoring site during the Year 2005.  

The values of the variables differ significantly and then we need to get the re-
scaled values. The normalised values have zero mean and unit standard deviation.  

Volterra polynomial neural network [10] was used to model the NOx concentration 
levels. All the variables were measured every hour, in total 998 data samples compris-
ing the above 7 variables and the NOx concentration levels were used, among which 
672 samples were used for neural network training and 336 samples were used for 
validation. Both forward method and the staged algorithm proposed above were used 
for neural modeling. The neural inputs include u1(t), u1(t-1), u1(t-2), u2(t), u2(t-1),  
u2(t-2), u3(t), u3(t-1), u3(t-2), u4(t), u4(t-1), u4(t-2), u5(t), u5(t-1), u5(t-2), u6(t), u6(t-1), 
u6(t-2), u7(t), u7(t-1), u7(t-2), y(t-1), y(t-2), where y is the NOx concentration levels.  

Table 1. Comparison of neural network performance using two different methods 

Method Selected terms SSE 
Forward y(t-1), u6(t)y(t-1), u1(t), u1(t-1), u7(t)y(t-1), 

u7(t)u7(t-2), u4(t-1)y(t-2), y2(t-1) 
78.2423 

Refinement -1 y(t-1), u6(t)y(t-1), u1(t), u1(t-1), u7(t)y(t-1), 
u7(t)u7(t-2), y2(t-1), u4(t-1)y(t-1) 

76.6423 

Refinement -2 y(t-1), u4(t-1)y(t-1), y2(t-1), u7(t)u7(t-2), 
u7(t)y(t-1), u1(t-1), u1(t), u6(t-1)y(t-1) 

73.9348 
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Table 1 shows that results using forward method, both forward network growing 
and backward model refinement. Two loops of neural model refinement were per-
formed, and it is obvious that the neural network performance were improved by 
using backward neural network refinement. 

Figures 3 and 4 show the long term prediction performance of the final neural 
model obtained by the proposed network. 
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Fig. 3. Neural network prediction over training data 
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Fig. 4. Neural network prediction over validation data 
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5   Conclusion 

A staged algorithm is proposed for modeling of pollutant concentrations in the urban 
air using generalized single-layer neural networks. To overcome the inefficiency of 
neural networks generated using forward network growing method, this paper uses a 
network refinement algorithm to modify the network obtained by the forward algo-
rithm. The application results show the effectiveness of the proposed method. 

References 

1. Li, K., Thompson, S., Peng, J.: Modelling and Prediction of NOx Emission in a Coal-fired 
Power Generation Plant. Control Engineering Practice, 12 (2004) 707-723 

2. Shi, J.P., Harrison, R.M.: Regression Modeling of Hourly NOx and NO2 Concentrations in 
Urban Air in London.  Atmospheric Envrionment, 31 (1997) 4081-4094  

3. Igelnik, B. Pao, Y.H.: Additional Perspectives of Feedforward Neural-nets and the Func-
tional-link, IJCNN '93, Nagoya, Japan, (1993) 2284-2287 

4. Adeney, K.M., Korenberg, M.J.: Iterative Fast Orthogonal Search Algorithm for MDL-
based Training of Generalized Single-layer Networks. Neural Networks, 13 (2000) 787-799 

5. Nelles, O.: Nonlinear System Identification. Springer-Verlag, Berlin Heidelberg New 
York (2001) 

6. Chen, S., Billings, S.A., Luo,W.: Orthogonal Least Squares Methods and Their Applica-
tion to Non-linear System Identification. Int. J. Control, 50 (1989) 1873-1896 

7. Li, K., Peng, J., Irwin, G.: A Fast Nonlinear Model Identification Method, IEEE Transac-
tions on Automatic Control, 50 (2005) 1211-1216 

8. Akaike, H.: A New Look at the Statistical Model Identification. J. R. Statist. Soc. Ser. B. 
36 (1974) 117-147 

9. Sherstinsky, A., Picard, R.W.: On the Efficiency of the Orthogonal Least Squares Training 
Method for Radial Basis Function Networks. IEEE Trans. on Neural Networks, 7 (1996) 
195-200 

10. Liu, G.P., Kadirkamanathan, V., Billings, S.A.: On-line Identification of Nonlinear Sys-
tems Using Volterra Polynomial Basis Function Neural Networks. Neural Networks, 11 
(1998) 1645–1657 

11. Department for Environment, Food and Rural Affairs: Estimated Emissions of Nitrogen Ox-
ides (NOX) by UNECE Source Category, Type of Fuel and End User for Large Combustion 
Plants (LCPs) 1970 – 2004. e-Digest of Environmental Statistics, Published March 2006 



D.-S. Huang, K. Li, and G.W. Irwin (Eds.): ICIC 2006, LNCS 4113, pp. 1294 – 1299, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

T-S Fuzzy Modeling Based on Support Vector Learning 

Wei Li, Yupu Yang, and Zhong Yang 

Institute of Automation, Shanghai Jiaotong University, Shanghai 200030, China 
{wei_lea, ypyang, yangzhong}@sjtu.edu.cn 

Abstract. This paper presents a satisfactory modeling method for data-driven 
fuzzy modeling problem based on support vector regression and Kalman filter 
algorithm. Support vector learning mechanism has been utilized to partition 
input data space to accomplish structure identification, then the complex model 
can be constructed by local linearization represented as T-S fuzzy model. For 
the ensuing parameter identification, we proceed with Kalman filter algorithm. 
Compared with previous works, the proposed approach guarantees the good 
accuracy and generalization capability especially in the few observations case. 
Numerical simulation results and comparisons with neuro-fuzzy method are 
discussed in order to assess the efficiency of the proposed approach. 

1   Introduction 

Fuzzy modeling, first exploited by Takagi and Sugeno [1], has been a powerful tool to 
handle a class of nonlinear, uncertain problems. So far, there have been many methods 
proposed to define fuzzy rule-based modeling, such as neuron-fuzzy method, a class of 
clustering-based methods, evolutionary computation methods [2],[3],[4],[5],[6]. But 
even now, to design a fuzzy model with good generalization ability in high 
dimensional space is still a challenging research topic.  

As a powerful machine learning tool for pattern recognition problems, support 
vector machine (SVM) is known to have good generalization ability, that is due to its 
aim at minimizing an upper bound on the generalization error of a model, rather than 
minimizing the mean-square-error over the training data set [7],[8]. In addition, SVM 
can perform very well in the case of high dimension and few observations. 
Illuminated by this, researchers have proposed fuzzy modeling or classification 
methods based on support vector machine to improve fuzzy model’s generalization 
capability. Yixin Chen [9] proposed a fuzzy classifier named positive definite fuzzy 
classifier (PDFC) utilizing positive definite reference function and SVM. The 
resulting PDFC related additive fuzzy systems to kernel machines and exhibited good 
generalization performance. Jung-Hsien Chiang [10] presented a SVM-based fuzzy 
modeling method and bridged the SVM and fuzzy basis function inference system. 
There is a common point that the above mentioned two approaches both use the 
support vectors as centers of antecedent membership function of fuzzy rules. If there 
exist noises in training samples, the model performance can be ruined directly by this. 
In this paper, we propose a new approach that can alleviate noise impact by using T-S 
fuzzy model and support vector learning mechanism. 
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The remainder of this paper is organized as follows. Section 2 describes the 
specified procedures of fuzzy rule-based modeling utilizing support vector regression 
and Kalman filter algorithms. In section 3, we provide numeric simulation to prove 
the approach’s performance and make a comparison with existing method. Section 4 
concludes this paper and gives future directions of this work. 

2   Support Vector Learning Mechanism for T-S Fuzzy Modeling 

Here, the remaining question is how to find a set of fuzzy rules from the given 
training samples so that the model possesses good accuracy and generalization ability. 
Motivated by statistical learning theory, support vector machine introduces “Margin 
Maximization” principal to guaranty the generalization ability, and involves the 
optimization of a convex cost function to avoid local minima [7]. The model 
constructed by support vector regression algorithm has an explicit dependence on a 
subset of the training points (the support vectors), that is, SVM has the sparse 
property. By configuring the proper parameters, the support vectors can be found 
from the area varying most drastically. Intuitionally, utilizing this property we can get 
the proper partition of input-output space for anticipant fuzzy system. Furthermore, 
the local areas between neighboring support vectors can be regarded as relatively 
smooth, so we apply linearization method to approximate them to some degree of 
accuracy. For the conjunction area, fuzzy operator can be chosen to make it smooth. 
Consequently, we use T-S fuzzy model to achieve this assignment. 

 
(a)                                                                (b) 

Fig. 1. Example of the partition based on support vectors  (a) Five support vector points 
(marked with circles)  (b) Corresponding four fuzzy subspaces 

Fig.1 shows a simple partition example using support vector points. Five support 
vectors are obtained by SVR for Sin  function which ranges from 0 to 10. Then the 
input space can be divided into four fuzzy subspaces. The corresponding fuzzy sets 
are characterized by Gaussian membership function in Fig.1 (b). 



1296 W. Li, Y. Yang, and Z. Yang 

By choosing proper kernel function and solving a quadratic programming-
regression problem [7], support vectors can be obtained, and then locating the 
geometric centers of neighboring support vector points makes antecedent parameters 
specified. The consequent parameters optimization problem could be solved by 

various optimization techniques. Generally, the weight vector iz  can be obtained by 

minimizing the total approximate error  

^
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Thus, a least squares solution (LS) is obtained by 
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where iS is called the covariance matrix. The initial conditions select as 

0 00,Z S Iλ= = , λ  is a positive large number and I  is the identity matrix. The 

whole procedure is described by the following algorithm. 
 
Algorithm 2.1: SVR and Kalman filter algorithm for T-S fuzzy model 

Inputs: A set of training samples  {
→

1x , 1y ,…,
→

nx , ny }, and Gaussian 

membership functions. 

Outputs: A set of fuzzy rules parameterized by iγ , iσ , iz , m  ( 1,...,i m= ). iγ  and 

iσ contain the location parameters of the if-part membership functions of the ith  

fuzzy rule. As to Gaussian function, iγ  is the center and iσ  is the width. 

iz ( 1,...,i m= ) is the Then-part of the ith  fuzzy rule, and m  is the number of 

fuzzy rules.   
Steps: 

1 Select a Mercer kernel k , such as RBF kernel: 
2

2( , ) exp
2

x y
k x y σ

−= − ; 

2 Get support vector points utilizing SVR and partition the input data space; 
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  1) Assign a positive number to C , set the initial value of e , and solve the 

quadratic program to get the support vectors {
→

1x , 1y ,…, kx
→

, ky }, 

and k  is the total number of the support vectors; 
  2) Locate the geometric centers of neighboring support vector points in the input 

space, then specify the parameters 1( )
2

i i
i

x xγ ++= , ( 1,...,i m= )�then 

specify the fuzzy rule number as 1m k= − . 

3 Obtain the optimum consequent parameters iz  utilizing Kalman filter algorithm 

formulated by (3) with specified matrix S , X ; 
4  Extract fuzzy rules. Choose Gaussian function as membership function, adopt 
product inference and height defuzzifier to get crisp output. Then evaluate the 
performance of the constructed model according to error curves and RMSE  for 
checking data set.   

The resulting T-S fuzzy model using this method will have the following advantages:

• “Margin maximization” principle of SVM guarantees good generalization 
capability. 

• The computation complexity mainly depends on the size of training set, so “curse 
of dimensionality” can be avoided.   

•  “Convex optimization” makes the solution be free of the local minima. 
• Not use the support vectors directly, the influence of noise points can be lowered.  

3   Numerical Simulation Results 

In order to verify the efficiency of this proposed method, we design T-S fuzzy model 
using algorithm 2.1 to realize nonlinear function approximation and compare the 
model performance with ANFIS (adaptive network-based fuzzy inference system) [2] 
in terms of generalization, accuracy, complexity (number of fuzzy rules). Now we 
consider using the proposed method to model a two-input nonlinear function 

2 2

2 2

sin( )x y
Z

x y

+
=

+
. (4) 

From the grid points of the range [ 10,10] [ 10,10]− × − within the input space of 

the above equation, training and checking data pairs were obtained randomly. 
Training set size is increased from 200 to 1000, Checking set size is 1000. For SVR 
we use RBF kernel and specify parameter with 0.07, 15e C= = .For T-S fuzzy 

model we adopt Gaussian membership function 
2

2
( )exp[ ]

2iA
x γµ σ

− −=  

and 2.22σ = .  
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(a)                                                                (b) 

Fig. 2. Error curve for checking data set (a) proposed model (b) ANFIS 

The error curves in Fig.2 depict the approximate performance when checking set 
size is 1000.We apply 73 fuzzy rules with RMSE=0.0039717 using proposed model 
whereas 81 fuzzy rules with RMSE=0.0077822 for ANFIS. Besides the accuracy, it is 
seen that the error curve applying proposed model is less fluctuant. 

Table 1. Model complexity for proposed method 

Training data set size 100 150 200 250 300 500 1000 
Rule number 38 43 49 52 55 59 73 

 

Fig. 3. RMSE compared with ANFIS when training set size increasing from 100 to 1000 

Seen from Table 1, the complexity of T-S model constructed by proposed method 
is increasing with increment of training set size due to the fixed e value. 
Nevertheless, the model complexity is not excessive compared with the ANFIS. Fig.3 
shows the comparative result for the proposed method and ANFIS in terms of RMSE 
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of checking data set when training data set size increasing from 100 to 1000. The 
ANFIS used here contains 64 rules, with 8 membership functions being assigned to 
each input variable. It is seen that the generalization ability of the proposed method is 
stronger than ANFIS in the case of few observations. 

4   Conclusion and Future Work 

A new fuzzy modeling method is proposed. Based on support vector regression 
machine, the partition of input data space has been achieved by using support vector 
points. The antecedent of rules can be specified easily by locating centers of local 
even areas. The consequent parameters are identified by Kalman filter method. The 
number of support vectors determines the number of fuzzy rules. Simulation solutions 
have shown the advantages of the proposed method. Comparatively, this method is 
more suitable to solve high dimensional problem, especially in the few observations 
case. As future work, the design of proper kernel function using some prior 
knowledge and kernel parameter optimization must be regarded. Further researches 
are also needed for the theoretical prove of the approximation ability of the resulting 
fuzzy system based on this approach. 
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Abstract. In this paper, we intend to do research and implementation of an in-
telligent object-oriented prototype for data warehouse. We design an intelligent 
prototype with object-oriented methodology, also we summarize some basic re-
quirements and data model constructing for applying data warehouse in popula-
tion fields. Finally, we introduce the research of an agent-based algorithm to 
process the special information in data mining on data warehousing, together 
with the corresponding rule for mathematic model. It is fitful to be used espe-
cially on statistic field. 

1   Introduction 

analysis and research of Population statistics is an important work of govern-
ment’s population statistics, the population statistical data can benefit the developing 
of economy when it was processed and analyzed.  

Data warehouse is the popular database technology in this field, depending on the 
definition of data warehouse by W.H.Inmon[1], The Data Warehouse is a subject-
oriented, integrated, non-volatile, time- accumulate data set, which is fit for decision. 
It can help users processing the data, finding the inherent law and help designers guid-
ing the decision-making and inspire the competitive advantages of the enterprise. 
Therefore, the guideline system for macro-economy monitor is also various and hav-
ing many levels of structure. Now the general processing method is qualitative analy-
sis: Experts select several primary agent as the candidates from all kinds of monthly 
statistical agent, which reflect macro-economy circulation state and are possibly got 
from Statistical Department. 

The Chinese demography has begun since 80th, through three times census of the 
whole country, Nose-count of the 1% population every five years and the spot check 
of the population alteration situation of the 1‰ population every year; it has formed a 
perfect system of demographic investigation.  

In the Population Data Warehouse (PDW) system, through applying the data ware-
house technology in the demographic industry and providing the assistant decision-
making support for the leader, it solves the problem described above well. Based on 
the abundant operational data, the population data warehouse provides the designers 
with supporting decision-making and analyzing forecast[2] [3].  
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2   Data Warehouse Architecture 

The following figure 1 gives the system structure of "statistic data warehouse" based 
on the population data. It includes the subsystems of source database, ETL (which 
provides data extraction, transform and data loading), Meta database and Center Data 
Warehouse (including the corresponding data mart), also the subsystems of online 
analysis GUI[4].  

The main functions of subsystems as below: 

(1) Source Database Subsystem  
The source data for census is the data that have been surveyed and investigated 

which includes microscopic and macroscopic data. In this figure, it includes the fifth 
census data, the fourth census data, the Nose-count data of 1% population.  

(2) ETL Subsystem 
In the data warehouse, the subsystem of ETL (data extraction, transform and load-

ing) automatically extracts and translates data from the source database into the sub-
ject; it guarantees the refresh mechanism of data warehouse[5].  

(3) Meta Database Subsystem 
The main content of Meta database is primary based on the survey system of the 

country's statistics law. The Meta database is based on the statistic index. Its founda-
tion is based on the various statistic reports and forms. 

 

 

Fig. 1. The Population Data Warehouse System 

(4) Center Data Warehouse subsystem (including the corresponding data mart) 
The subject of data warehouse is the objective reflection of the development of the 

object. The subject comes from both statistic survey and the scientific checking. The 
population quantity, population structure and population quality are the subject of the 
warehouse[6] [7].  
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(5) The OLAP GUI Subsystems 
With the supporting of OLAP server, PDW GUI users can use multi-dimension 

show and obtainment assisted by OLAP server, and can see metadata, subject, popula-
tion theory model, multi-statistic-analysis, multi-dimension show, roll-up and drill 
down. 

3   Mathematic Model 

Because the economic fluctuation’s anabiosis[8], expanding, shrinking and going to 
pot do not always happened in one month, however they are always developing step 
by step through the continuously evolvement of many economic variables in the dif-
ferent economic course. We do not know about the duration of every phase in the 
future economic fluctuation, and we also could not mark every phase clearly. How-
ever, we can ensure the order of the different economic variables, which participate in 
every phase of the economic fluctuation.  

(1) Diffusing Agent DA  
After classifying prosperity agent with the character of antecedence, consistent and 

lagging, we should take some proper action to synthesize every agent’s fluctuation of 
each class, and then describe it by a measurable agent to review the process of fluc-
tuation of macro-economy, so this agent is called Diffusing Agent. 
In a certain kind of agent, comparing some agent’s value of the current month to that 
of last month or several months ago, we record a sign “+” when the current value is 
bigger. 

Otherwise we record a sign “--”, and if their values are equal, we record a sign “+” 
of 0.5. The sign “+” is a symbol of diffusing state, and if we put the number of the 
sign “+” together in this kind of agent, and the value we get divides the general agent 
and then multiply 100, we can get the value of diffusing agent of this kind in the cur-
rent month[9] [10].  

We use DAt to describe the rate of increasing agent existing in “t” time period, the 
formula as follows: 

If weigh of every variable (Wi ) is equal, then we can get the following formula: 

DAi = (Diffusing number of variable at “t” clock)/(Total number of variable)*100 
In the above formula, Xt

i is a measurable value of variable agent’s fluctuation at “t” 
clock of the number of I; Wi is the distributed weigh of the agent of I; N is the total 
number of variable agent; I is a instruction function withthree values: 0, 1, 0.5.  

How to determine the value of j? Base on comparative elements:  
if compared to the last value, then j = 1,  
if compared to the latest two values, then j = 2, and etc.  
(2) Colligation Index(CI ) 
Colligation Index (CI) can quantitatively reflect the degree of economic outspread 

or shrink, and its fluctuation mode is similar with the mode of index fluctuation. Col-
ligation Index is classified to 3 types: Antecedence Colligation Index (ACI), Consis-
tent Colligation Index (CCI), and Lagging Colligation Index (LgCI).    
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Computing CI is relatively complex than DI, its computing steps as follows: 
 (1) Find change rate Ci(t) of the single index i: 

Assume index sequence di(t), then changing velocity can compute as follows:  

)1()(/)1()(200

2/)1()((/)]1()([100)(

tdtdtdtd

tdtdtdtdtC

iiii

iiiii                                             (2) 

However, if Di(t) is a form of percent or a certain type of index, then: 
 
 
 

(2) Take standardization management for Ci(t) on the same base line: 
 
 

And, 
 
 
 
In the above formula, n is the number of indexes. 

(3) Find colligation changing rate after standardization: 
 
 
 
 
(4) Find initialization colligation index I(t): 
 
 
 

I0(1) is the initialization colligation index of the first month of the basic year.  

4   System Simulation 

As shown in figure 1, we especially design the model of population and controlling 
aimed at the particularity of population data depending on these systems[11]. 
The model is used to the population data forecast, control calculation and finding and 
validating the corresponding population running rules from vast population data.  

(1) The Population Development Equation  
We especially designed the population development equation based on population 

data warehouse, the data analysis of population data warehouse and the corresponding 
generalized international standard[12]. 
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p(r,t) is the function of age density 
U(r,t) is the death rate of people with the age of  r  at time  t. 
define p(r,0)=p0(r) the initial density function  
define p(0,t)=f(t) the number of infants born in a second as the infant birthrate. 

We can get p0(r) through population investigation data, and f(t) is the key of popu-
lation forecast and controlling. 

Through the further analysis of f(t): 

= 2

1

),(),(),()()(
r

r
drtrptrktrhttf β                                                            (9) 

[r1,r2]is the zone of raising a baby, h(r,t) fulfills 

=2

1

1),(
r

r
drtrh                                                                                    (10) 

)(tβ  is the gross birthrate (or the times of bearing) 

),( trh is the model of bearing 

We consecutively describe the population model herein before, in the practical cal-
culation, we will use the discrete calculation method, and the technology of this as-
pect is mature and feasible. 

(2)Examples 

 

Fig. 2. The GUI for Population Forecast and Controlling Model 

The development model of world population has three kinds based on the research 
of United Nation Population Fund. Chinese population development model  
approaches the eastern model, which has the determinative function to confirm the 
corresponding function of the above model. 

Following is an example of population forecast and controlling model calculation 
based on the data warehouse, the figure 2 is the running interface figure of the system,  
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Input data 
(1) Initialized population density                   (2) Infant birthrate  
(3) Raise domain                                           (4) Anticipative life of baby born 
Output data , including sometime for the future: 
(1) Population gross                                      (2) Average age 
(3) Average life-span                                    (4) The exponent of the old age 
(5) The exponent of the dependence.             (6) Population structure 
(7)The age structure (population pyramid)    (8) sex structure 
(9)diathesis structure (needing diathesis parameter)  

5   Conclusions 

The macro-economy monitor system, which is based on data warehouse, has been 
applied in the first period e-government system in China. Now it can make early 
warning to government, and reflect in time the results of the adjustments in macro-
economy. Also it can adjust in time the abnormal states in economic circulation for 
leaders, and take an assistant function for them to adopt essential adjustments. 
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Abstract. This paper presents a data replication approach for ad hoc
wireless networks which aims to improve data availability. Besides, the
number of replications is minimized, helping to reduce energy consump-
tion and, thus, the application lifetime. A mobile node replicates its data
either when its energy is in a weak level or when it is in the imminence of
loosing connection. For replica allocation, the Bayesian decision theory is
used, but with fuzzy states modeling and fuzzy observations made on the
system. The proposed approach presents features that make it suitable
to be used in a mobile computing environment.

1 Introduction

This work presents an on-demand replication technique to improve data avail-
ability, designed to be embedded in a mobile computing system, based on ad
hoc wireless networks. By on-demand we mean that replication is not triggered
always that the data is updated, but only when certain conditions are met.
This strategy aims to minimize the energy consumption of the mobile nodes.
Considering that communication activities consume relatively large amounts of
power, this improves the operational lifetime of the overall system. The distrib-
uted system model here adopted consists of an ad hoc network where the nodes
are spread over an area that is much larger than the communication range of
each individual mobile node. Under our assumptions, a data unit can become
unavailable either because its owner node either looses connection or has not
enough battery power to continue operating. Thus, to improve data availability,
whenever there is a high probability of loosing the critical data being kept in
a node it should be replicated in another mobile node, potentially with better
conditions, chosen from its neighborhood. In principle, the best choice is impos-
sible to be achieved, due to the impossibility of collecting a complete view of the
global state in a distributed system.

In this work an approach based on Bayesian decision theory is adopted for
decision making. The approach includes fuzzy modeling techniques, which are
better suited to represent the properties of the system variables under consider-
ation, and also avoids state explosion. Specifically, the decision model assumed
� This work was partially supported by CNPq and FAPERJ.
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is based on two main random variables, that are directly related to node data
availability: the Energy and the Connectivity of the nodes. Actually, the energy
consumption occurs as sequences of random variables, including the consump-
tion related to user’s activity, exchange of messages, etc. In this way, it is possible
to happen that a node with a lower level of energy achieves a greater battery
lifetime than another node with a higher energy level. The connectivity of a
node is also a random variable, because it depends on the physical trajectory
being followed by its owner agent. When finding a node to replicate a data unit,
the potentially best decision depends on a combination of both variables and on
the current system state. Simulation studies have shown that the application of
the proposed approach allows good results when compared to the optimum but
unfeasible choice.

This paper is organized as follows. Section 2 presents some related work. De-
tails of the system model and of the decision approach are presented in Section 3.
Section 4 discuss some details of the simulation used to evaluate the technique.
Section 5 presents some evaluation results, and, finally, in Section 6 we draw our
conclusions.

2 Related Work

The work in [1] deals with the data replication issue in an ad hoc network.
Replicas are created based on the current profile of each mobile node. This profile
has information associated to three resources: energy, storage capacity, and the
time that the user is willing to stay connected. In that work, each one of the three
mentioned variables may be in one of three states: weak, acceptable, and optimal.
The combinations of these variables allows to classify a mobile node in three
general quality classes, accordingly to its current profile. When a mobile node
profile decays to the weak class, it replicates its data in another mobile node with
optimal or acceptable profile, as available. A similar mechanism is adopted in our
approach. However, it should be noted that in the cited work, the choice is done
directly, by consulting the set of profiles of the system nodes, without considering
any kind of prevision or probabilistic-based technique. Although this technique
allows for some energy economy, when compared to the usual replication scheme
where replicas are updated each time they are modified, we see two weaknesses.
The first is the fact that the users have to specify up to what time they intend
to remain connected. As noted in [2], even for more general contexts, it does
not seem realistic to design a data replication technique relying on the user’s
estimated connection time to infer the best node to place a replica. The second
reason is that their target network topology is one-hop, which means that every
node has to be in the communication range of the others.

Data replication methods can be classified in two categories: with periodic
replica updates, or with aperiodic replica updates. Generally, the methods with
periodic updates are simpler to implement, and these methods can be a first
step toward the development of a more general aperiodic method. A replication
method with periodic updates is presented in [3]. In this work, the mobile nodes
where to allocate the replicas are chosen based on the access frequency to the
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data to be replicated. The node with the highest access to this data unit is
chosen as a target to receive the replica; the goal is to minimize the network
traffic. Although our method is aperiodic, it is relatively simple to implement
and also minimizes network traffic. Besides that, our replication scheme takes
into account the energy and connectivity levels of the target node in order to
increase the availability of the data.

3 System Model

In our model, the system state is characterized by two variables: Energy and
Connectivity. The energy of a node at some instant is modeled as a random
variable, and is a strictly decreasing function. The variable Connectivity rep-
resents the degree of communication coverage of a mobile node in the ad hoc
network, and depends not only on the number of mobile nodes that are in its
communication range, but also on their signal power levels.

The Energy variable has a minimum and a maximum value, and it does not
represent, actually, the energy level of the battery, but an estimation of its life-
time. The Connectivity variable is defined in a similar way. The values of both
variables can be classified in r levels, that would generate r2 different states for
each node. The mapping of these r levels in just three fuzzy sets or states, such
as weak, acceptable and optimal, avoids this state explosion. In this way, despite
the number r of levels, just nine states are required, as shown in table 1.

Table 1. System states

State Energy Connectivity

s1 weak weak
s2 weak acceptable
s3 weak optimal
s4 acceptable weak
s5 acceptable acceptable
s6 acceptable optimal
s7 optimal weak
s8 optimal acceptable
s9 optimal optimal

A utility function determines the payoff value for each possible state, if some
action is taken. Here, there is only one kind of action, that is, the transference
of a data unity to another node. When a mobile node j needs to replicate data,
a decision making method is executed, and the result indicates to which mobile
node i the data will be sent. Therefore, for node j and n nodes, there are n− 1
possible actions.

For a discrete system, the utility function is defined as a matrix that relates
the actions with the possible states. In this application, the aiming is to replicate
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the data on a node that will stay connected and alive the longer, assuring the
highest expected availability for this data. Thus, it becomes natural to associate
an increasing payoff as the node state goes from s1 to s9 (accordingly to ta-
ble 1), where s9 corresponds to the case of a node with the best combination
of resources. The utility function is unique for all actions, differently from what
occurs in the traditional Bayesian decision theory. In the latter, the probability
functions are the same, but the utility function is different for each action.

Our model extends the classic Bayesian model including Fuzzy theory con-
cepts, as in [4]. Let xk be the observation obtained from the system, taking
a value from the set X = {x1, x2, . . . , xr}, where r is the amount of discrete
levels being considered for the variables. This set X may be classified in fuzzy
events, M˜, and these fuzzy events will have a membership function µM˜ (xk),
k = 1, 2, . . . , r.

The notion of probability of a fuzzy event is defined as follows:

Pr
[
M˜

]
=

r∑
k=1

µM˜ (xk)Pr [xk] (1)

In our data replication approach, three fuzzy events, M˜1, M˜2, and M˜3, de-
scribe the information, representing, respectively, weak, acceptable and optimal.
These events must be orthogonal, meaning that the sum of the membership
values for each fuzzy event, M˜i, for every data point xk, is equal to one:

3∑
i=1

µM˜ i
(xk) = 1 (2)

Given the probability of a fuzzy event M˜ (equation 1), and using Bayes the-
orem [5], the posterior probability can be defined as:

Pr
[
si|M˜

]
=

Pr
[
M˜|si

]
Pr [si]

Pr
[
M˜

] (3)

where

Pr
[
M˜|si

]
=

r∑
k=1

µM˜ (xk)Pr [xk|si] (4)

Substituting equations 1 and 4 in equation 3:

Pr
[
si|M˜

]
=

r∑
k=1

µM˜ (xk)Pr [xk|si]Pr [si]

r∑
k=1

µM˜ (xk)Pr [xk]

(5)

From equation 5, for an event M˜t, the expected utility for each action j can
be calculated:

E(uj |M˜t) =
n∑

i=1

ujiPr
[
si|M˜t

]
(6)
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In this last equation uji is the profit associated to the j-th choice in the i-th
system state. Finally, the best action to be taken will be the one with the best
expected utility:

E(u∗|M˜t) = max
j

E(uj |M˜t) (7)

The previous equations include the system observation as a fuzzy variable.
System states are also assumed to be fuzzy. Accordingly, the Energy variable is
represented by the fuzzy sets E˜1, E˜2 and E˜3, which are associated, respectively,
to the states weak, acceptable, and optimal. The function µE˜i(ek) is the mem-
bership of the value ek of energy to the fuzzy set E˜ i. Thus, the probability of
the fuzzy state Es, mapped into m discrete values, is:

Pr
[
E˜ s

]
=

m∑
k=1

µE˜s
(ek)Pr [ek] (8)

Using this value for Pr [si] in equation 5, gives:

Pr
[
E˜ s|M˜E

t

]
=

m∑
i=1

r∑
k=1

µE˜s (ei) µM˜E
t

(xk)Pr [xk|ei] Pr [ei]

r∑
k=1

µM˜E
t

(xk)Pr [xk]

(9)

where M˜E
t is the observation relative to the variable Energy.

Similarly, an equivalent equation to 9 can be obtained for the variable Con-
nectivity. Energy and Connectivity must be treated independently before cal-
culating the joint probability, which is given by the product of both. This will
generate the probabilities of states s1 to s9. The calculation of the expected
utility E

(
uj|M˜t

)
is the same as before, but using the nine values of the joint

probabilities.

4 Simulation

We designed a simulator where each mobile node follows a movement pattern
generated by the ns-2 simulator [6], and consumes energy at a random rate,
which is periodically chosen from an uniform distribution. The initial energy
value is chosen in such a way as to allow every mobile node to get without
energy before the end of the simulation. For the connectivity, it is assumed
that the higher is the number of neighbors, the higher is the connectivity level
of this node. In a real system, the energy values from the neighbors can be
piggybacked in messages exchanged by the application level or communication
level entities. Also, the connectivity information would be directly obtained from
the network interface. Data gathered for both variables through simulation is
used to construct the probability density functions, each with r discretization
levels. These functions are represented in the form of tables in our simulator. The
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computational complexity of equation 9 is low, dependending only on m and r.
Also, the calculation is done just for those nodes that belong to the neighborhood
of the node that is replicating the data.

In the simulation model, each mobile node has initially one data unit that
is relevant to the other nodes of the network and, for this reason, it must be
replicated if needed. With the purpose of measuring the effectiveness of our
method, we compute the total number of data replications until the end of a
simulation run. If one mobile node has one data unit and it receives a replica,
when this node need to replicate it will have to send two data units. Thus, a non
optimal decision generates more replication.

5 Evaluation Results

The generation of the scenarios was done using the tool setdest of ns-2, assuming
an area of 1500m× 300m, range of transmission of 250m for each node, without
obstacles. The experiments were done using 25, 50, 75 and 100 nodes; the max-
imum speeds for nodes were assumed to be equal to 1m/s, 5m/s, and 10m/s,
with pause periods of 50s. For each combination of speed and number of nodes,
30 experiments were realized, each one with distinct initial spatial distribution,
movement direction, speed for the nodes, and initial energies.

The method was compared against a low-cost random policy (RM), where
the target for data unit replication is chosen randomly. A lower bound (LB) for
the number of replicated data units was defined considering the best node where
to send the data, that is, the node that will take longer to disconnect. Also,
an upper bound (UB) was determined, always choosing the node that would
certainly be the next to disconnect. For all the methods, the decision making
process, called the decision period, runs every 1s.

Figure 1 shows a plot for the 30 experiments, using a particular configuration
for speed and number of nodes, to evaluate the effect of our Fuzzy-Bayesian
(FB) policy in the total number of replicas generated in the system. As can be
seen, our method produces good results as compared to the lower bound and is
consistently better than the random policy. A similar pattern was observed for
all other configurations of nodes and speeds.

Aiming to evaluate the methods, we defined a quality measure, closeness , that
indicates how close are the results of a method (FB or RM) to the lower bound.
This quality measure is computed as cln = result−LB

LB . For the number of nodes
varying from 25 to 100 and node speeds from 1m/s to 10m/s, we computed
the closeness of the methods. Figure 2 shows that the FB policy is consistently
better than RM, for maximum node speed of 5m/s. It should be noted that we
observed a similar behavior for node speeds of 1m/s and 10m/s. In the figure,
each point is the average of 30 experiments, and is shown with a 95% confidence
interval. As a final point, we observed that the FB policy follows the same trend
than LB, for different combinations of number of nodes and speeds.

We define that a fault has occurred when the disconnection of a node is not
predicted by the method. This can be mitigated if the time granularity of the
decision period is reduced, at the expense of an increase in the computational
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cost. With replication inhibited, to obtain an upper bound, we obtained a max-
imum of 55 faults. For the same scenarios, assuming decision periods of 1s and
20s, the average number of faults were, roughly, 12 and 22, respectively. This
shows the effectiveness of our approach.

6 Conclusion

In some mobile applications, based on ad hoc networks, data replication is essen-
tial, because the network may become disjoint at some time. The Bayesian-Fuzzy
model here presented provides a sound technique to implement the required deci-
sion making process. Additional experiments we have been carrying out suggest
that the FB method uses much less messages (circa 4%) than that required to
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implement a basic data duplication technique used to provide fault-tolerance
[7]. This happens because, for keeping data consistency in the latter method, a
replication is made every time that the data is modified. Clearly, this implies in
a longer life-time for a system using only the FB method.

In order to cater for requirements of other mobile applications, additional
characteristics could be included in our model. For example, for disaster recovery
systems, we could try to avoid data replication in nodes that are physically
too close to the original node, because a fatal accident could happen to both.
For this same application, we could incorporate in our model groups of nodes
with similar moving patterns [8]. This would reduce the unpredictability of the
variable Connectivity. It should be pointed out that, in both cases, the method
here presented would maintain its basic characteristics.
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Abstract. In the wireless sensor networks, sensor nodes are generally clustered 
under the necessity. GPSR which Brad Karp et al. proposed, is routing algo-
rithm that has follow advantages: GPSR is localized algorithm to find routes 
and sensor nodes have few data for routing. These features make GPSR be 
adapted to sensor networks. But, forwarding a packet is able to be failed be-
cause of geographic data error or mobility of sensor nodes. In order to improve 
such a problem, this paper proposes clustered GPSR by fuzzy membership.  

1   Introduction 

As mobile network becomes the guiding technology of ubiquitous era, there are a 
large number or researches trying to apply Ad-hoc network to mobile sensor network 
systems. However, a number of significant problem have come out since Ad-hoc 
network is different from mobile sensor network in various aspects. In routing algo-
rithms for mobile sensor networks, such as DSR [4], DSDV [5] and AODV [3], the 
most critical problem is the flooding generated while searching routing a route and the 
increase of overhead caused by the flooding. As the number of nodes increases, the 
overhead due to the network searching also increases considering that a mobile wire-
less sensor network consists of a large number of nodes possessing restively short 
transmission distances.  

To resolve these difficulties, GPSR was proposed by Brad Karp et al. [8]. Since 
GPSR doesn’t take flooding in the route searching procedure, it has a highly reduced 
overhead. In addition, GPSR needs only routing information of neighbor nodes on the 
contrary to other IP address based algorithms. [8] Considering those advantages 
GPSR is much more applicable to mobile sensor networks. However, GPSR still has 
unavoidable problems such as errors of locating information or possible transmission 
failures due to moving nodes since it is used in a mobile sensor network. 

A hierarchical routing algorithm using clustering technique can be used to resolve 
these problems. In addition, the use of clustering algorithm is reasonable since sensor 
nodes are actually grouped as needed in real cases. 

Considering the necessity and rationality, researches on algorithms applying clus-
tering techniques to mobile sensor networks are largely being conducted. 

In this paper, Fuzzy logic is applied to enhance the routing algorithm in perform-
ance in a mobile sensor network. This paper indicates a method of increasing extensi-
bility of mobile sensor network using a representative geographic routing algorithm, 
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GPSR, and a method of decreasing packet losses caused by errors of sensor locations 
and node moving using Fuzzy C-means algorithm (FCM) [7]. 

2   GPSR Algorithm and Communication Between Clusters 

GPSR is a communication method between nodes using geographical information. 
Each communication node takes its location as its own address. Communication be-
tween neighbor nodes is realized with IDs recognizable in a lower layer. There are 
methods for route searching using geographical locations such as Greedy method and 
Perimeter (Face) method. 

2.1   Greedy Forwarding  

In Greedy method, a packet is forwarded in a direction from node x to node y which is 
geographically nearest to destination node of node x among neighbor nodes of node x.  

 

Fig. 1. Greedy forwarding method 

 

Fig. 2. Local minimum problem of Greedy method 
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However, Greedy method might cause local minima as shown in Fig. 2. In Fig. 2, 
since node F is located nearer to destination node D than neighbor nodes, a routing 
failure occurs because there is no nearer node for the packet to be forwarded, even 
though a route of F-a-b-c-D exists.  

To avoid such routing failures shown above, a packet is forwarded using Perimeter 
method when it meets void as shown in Fig.2. 

2.2   Perimeter Forwarding 

Once a network is switched to Perimeter method, it prevents the links between nodes 
from being overlapped by constructing a planar graph using RNG or GG. [6], [10] In 
this procedure, a packet is forwarded from a start node F to its destination node D 
guided by the planar graph in clockwise direction as shown in Fig. 3.  

 

Fig. 3. Perimeter forwarding method 

Routing is possible only using Perimeter [9] and GPSR uses both of Greedy and 
Perimeter methods for more optimized routing. First, a packet is forwarded with 
Greedy method and the network switches its mode to Perimeter method when it falls 
into local minimum. 

While using Perimeter method, the network might be switched into Greedy method 
again when it finds a nearer node to the destination. 

2.3   Clustering Method and Cluster Header 

This section depicts the procedure after clusters constructed. The proposed method in 
this paper, routing method using clustering algorithm of Fuzzy C-means, is discussed 
in Section 3. A cluster is represented as its location of its cluster header and the cluster 
header contains information of its membership nodes and neighbor clusters (informa-
tion of cluster headers locations) while clusters formed. Through this procedure, GPSR 
method is used to determine the route between cluster headers. Therefore, a cluster 
takes a roll as a communication node of GPSR method in the proposed method. 

In the procedure of packet communication between clusters, a cluster header for-
wards a packet to a member node possessing the highest membership value to the 
destination cluster. In Fig. 4, Cluster A forwards a packet to node y to communicate 
with a neighbor cluster, Cluster B. Communication between clusters is realized in this 
way. If transmission from node y to Cluster B occurs, Cluster A forwards the packet 
to the node having the second highest membership value. At this step, a cluster to be 
forwarded is selected using Greedy method or Perimeter method. Using gateways are 
in general for communications between clusters in the routing methods applying  
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clustering. The use of Fuzzy membership functions enables to avoid problems such as 
packet losses and packet delays caused by an abrupt shutdown of a gateway or an 
overload to the cluster. In the forwarding decision procedure of a cluster header,  
Reduce failing method can be added to Greedy method and Perimeter to reduce trans-
mission delay caused by moving nodes described in Section 1. 

 

Fig. 4. Forwarding procedure between clusters 

2.4   Reduce Failing Method 

Nodes have the membership information of neighbor nodes. So, nodes get informa-
tion of neighbor cluster headers from neighbor nodes. In addition, a cluster header has 
the membership information of member nodes. 

Reduce failing is a method applying geographic method and ID method to reduce 
transmission failure due to moving nodes. In the example given in Fig. 5, Cluster 
header A forwards a packet to Cluster C with the ID information of node D using the 
membership information of node D after Cluster header A recognizes the transmission 
failure to node D. 

 

Fig. 5. Routing failure caused by moving nodes 
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For a network having larger mobility, Reduce failing method still can be applied 
with forwarding to the clusters possessing the largest and the second largest member-
ships. When the cluster which node D moves to is different from the cluster selected 
by membership method, the described method above is meaningless.  

3   Generating and Maintaining Clusters 

For an appropriate clustering method of mobile sensor networks, two possible ap-
proaches are considered in this paper. First is a method of selecting cluster headers 
and the second method is how to find memberships for each member.  

First of all, a method of minimizing the change of cluster headers is considered. [1] 
Because the number of all clusters should be specified and a repeated calculations of 
cluster headers and nodes for membership functions in the case of applying Fuzzy c-
means clustering. A frequent change of cluster headers might increase the amount of 
calculations for its member nodes and packet transmission delays might be occurred 
by information exchanges between the current and new cluster headers. [1] To pre-
vent the mentioned problem by minimizing the change of cluster headers, Least Clus-
ter Change method (LCC) proposed by Ching-Chuan Chiang et al. is considered. [2]  

Secondly, Fuzzy C-means method is used to specify memberships of each node. 

[7] A membership iju (membership of ix  to Cluster jc ) is formed by (1) 

=

−

−

−
=

c

k

m

ki

ji

ij

cx

cx

u

1

1

2

1
 

(1) 

c is the number of clusters nearby ix  and ic  is the location of near cluster headers. 

A value of 2 is used for variable m. Cluster headers are possible to attain the informa-
tion of neighbor clusters and each node also updates the information and the member-
ships of its cluster by using the memberships of neighbor nodes. Using the informa-
tion formed in the described way above, the routing method introduces in Section 2 
can be realized. 

4   Conclusion 

GPSR is an algorithm highly applicable to a mobile sensor network with a large num-
ber of nodes since it takes less resources needed in nodes and doesn’t cause overheads 
while route searching. However, in the case to sue GPSR to a mobile network with 
many frequent moving nodes, there is a possibility of packet transmission failures so 
that it might increase packet losses. In real applications, sensor nodes are generally 
grouped as needed and it makes a hierarchical routing method using clustering more 
reasonable than routing methods with even level nodes. 

In this paper, for a more applicable routing to these characteristics of mobile sensor 
network, GPSR method is applied to the routing between clusters and ID method is 
used in each cluster. In addition, a method of enhancing transmission failures by using 
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cluster memberships and IDs is proposed when a transmission failure is occurred by a 
node moving. 

The methods of generating and maintaining clusters will be specified and the simu-
lations for the performance evaluation of the proposed method will be conducted for 
further researches. Moreover, an enhancing method of Reduce failing with currently 
applying only simple memberships will be considered by applying a method of pre-
dicting moving clusters using membership gradients of nodes attained from informa-
tion of memberships before and after updates.  
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Abstract. Achromatic retarder is an important optical device. Because of its 
important applied value, modern polarization technology and optical modula-
tion demand high precision for the design and measurement of achromatic re-
tarder. Based on the principle of polarizing modulation, this paper presented an 
autocontrol experiment system to measure the phase retardation for high preci-
sion achromatic retarder, whose shape is rhomb. The experimental results indi-
cate that the principle of high precision achromatic retarder is correct and the 
measurement error is less than 1%,  Since the autocontrol experiment system is 
convenient to operation, it can satisfy the demand of application. 

1   Introduction 

Achromatic retarder is such a device that can be used in wide spectrum in optical 
phase retardation. The phase retardation is a constant when the wavelength was 
changed. Modern polarization technology and optical modulation demand high preci-
sion for the measurement of achromatic retarder [1,2]. The precision of retardation is 
such a important parameter that can be indicated the performance of retarder is excel-
lent or not, so optical staff  are  very concerned of the design and precision measure-
ment for retarder. Currently, the major measurement methods include such as Com-
pensating Spectrum, Photo-Electricity Modulation, Phase Detection, Interferometry 
etc [3,4,5,6]. But in these methods the parameters are relational with the wavelength, 
so the reliability is low, and the operation are not convenient for their operation are 
manual operation. Following with the development of computer and autocontrol tech-
nology, measurement system must be realize intelligent and autocontrol. Based on the 
principle of polarizing modulation [7,8], this paper set up an autocontrol experiment 
system for measuring the phase retardation for high precision achromatic retarder, 
whose shape is rhomb. This measurement system has such excellence as convenient 
operation and high precision, so it can be used for achromatic phase retarder perform-
ance measurement and analysis. 

2   Measurement Principle 

The experiment system is indicated by Fig.1. Where P0 P1 are polarizer W is  
Wollaston polarizer and the transmission orientation of P0 is horizontal, the transmission 
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orientation of P1 can be at any positions, the angle formed with P1 transmission 
orientation and horizontal is denoted by θ , R is measurement sample: Special an-
gle incidence high precision achromatic phase retarder.[9] During the process of 
measurement, the angle formed with the fast axis of Rx and horizontal is 450. The 
polarization state of incident beam can be changed into line polarized beam after 
passing the P0 P1, and changed into ellipse or circle polarized beam after passing 
the Rx, and changed into two perpendicular line polarized beams. Suppose the angle 
formed with one beam’s transmission orientation and horizontal is denoted by β , 
then the angle formed with other beam’s transmission orientation and horizontal is 
denoted by 2/πβ . The two detectors of intensity can be denoted by I1 I2  
separately. 

 

 

 
 
 
 

Fig. 1. Measurement Principle Sketch Map. Where the capital letter L is diaphragm, the P0 and 
P1 are polarization prisms.  The polarization state of incident beam can be changed into line 
polarized beam after passing the P0 P1,  prism P1 can be rotated by the stepper motor so the 
transmission orientation is alterable. After passing the phase retarder Rx , the polarization state 
of beam can be changed into ellipse or circle polarization. W is a beam-splitting polarized 
prism: Wollaston prism. After passing the Wollaston prism, the beam can be split into two 
beams and their intensities were detected by two detectors D1 and D2. 

Where the Jones Matrix of P0, P1 , Rx and W can be expressed as following: 
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Based on the Principle of Matrix optics, we can get the expressions of two detec-
tors intensity when the θ is 300 and β  is 00. 
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In the same way, we can get the other expressions of two detectors intensity when 
the θ is 600 and β  is 00. 
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It can be introduces a unitary parameter as the following expression: 

====′
==′==

=
),0,30(),90,60(

),90,60(),0,30(
),,(

00
2

00
1

00
2

00
1

δβθδβθ
δβθδβθδβθ

II

II
I N

 (8) 

We can get the expression (9) after introducing expressions(6) (7) into expres-
sion(8).  
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It is easy to get the conclusion that unitary parameter is related to phase retardation 
δ and the angleθ . We can get the phase retardation δ after getting the intensity of 
two detectors and the transmission orientation of incident beam. 

3   System Intelligent Process 

In order to realize the intelligent function, some special instruments are needed, such 
as industrial control computer stepper motor collection card etc. 
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The flow chart of intelligent process can be shown by the following chart: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
Fig. 2. Intelligent System Flowing. The controlling software compiled by Visual Basic lan-
guage that can be used to control the rotation of the stepper motor and give an indication to data 
record to collecting. 

System need to initialization at the beginning of the measurement, which include 
the stepper motor rotate to zero position and sweeping base line etc. Then the stepper 
motor receive an dictation to start rotating until it reaches the 300 position, we can 
judge the position by a closed loop feed back controlling[10]. This method can  
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eliminate error caused by the offset of θ  angle for the lost step during the rotation 
process. Then collect card record the two detectors intensities for many times, the 
number of collecting times was set by soft controlling. Next progress is similar to the 
former. Stepper motor continue rotating 300, thus the θ  is 600 and repeat the same 
action for the collection card. At last the collection data about two times of detectors 
were taken into the expression (5) and get the phase retardation. Considering the 
many times of collect data, we can adopt different method of data processing such as 
least square method and it can be realized in the soft controlling. 

It need to point out that the value of angleθ  adopt 300,600 are not exclusively be-
cause of introduced the unitary parameter IN. The intensities of two detectors are re-
lated to the angleθ , so any value of the angle of rotation can be chosen and we can 
get the phase retardation according to the definition of IN. Considering the perform-
ance of achromatic measurement, the wavelength of the incidence beam need to 
change after an whole process. So the following operations are the repetition of the 
former process. 

4   Experiment and Conclusion 

According to the designation of Fig.1, we set up an experiment system and choose the 
wavelength of incidence beam as 473nm 532nm 633nm 650nm 670nm. The 
performance curve of retardation was shown by Fig.3. 

4 5 0 5 0 0 5 5 0 6 0 0 6 5 0 7 0 0
8 6

8 7

8 8

8 9

9 0

9 1

9 2

9 3
(  a )
 ( b )
 ( c )

 

 

 
Fig. 3. Performance curve of high precision achromatic retarder Incidence angle: (a) 44.960 b) 
43.960 (c) 45.960 

The intelligent measurement system can be used to measure the performance of 
achromatic rhomb shape phase retarder successfully and exactly. The result accorded 
with the design with the error is less than 1%. It must be pointed that the introduced  
unitary parameter played very important value, it can eliminate the influence of fluc-
tuated laser power and the ratio of intensities of beam-splitting. The error of system 
were caused by the responsibility of non-matching in time for two detectors. It can be 
explained by the following expression: 
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1
12

21 ≠
′
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gg
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Where the 21, gg are the responsibility of two detectors in the first time, 21, gg ′′  

are the responsibility of two detectors in the second time. Because of the responsibil-
ity of non-matching in time that expressed by the (10), it can resulted the error of 
system. Considering the measurement stabilization of the two detectors is less 2%, so 
thatwe can get the following expression after analysis theoretically 

04.01
12

21 ≤−
′
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gg  
(11) 

Since it reaches the high precision and can satisfy the demand of application, so it 
can be used to measure the rhomb shape retarder such as Fresnel Rhomb, Mooney 
Rhomb, Achromatic retarder  AD-1and AD-2 and oblique incidence Fresnel Rhomb. 
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