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Abstract. In this paper, different parameterized versions of the
longest common subsequence (LCS) problem are extensively investi-
gated and computational lower bound results are derived based on cur-
rent research progress in parameterized computation. For example, with
the number of sequences as the parameter k, the problem is unlikely to
be solvable in time f(k)no(k), where n is the length of each sequence
and f is any recursive function. The lower bound result is asymptot-
ically tight in consideration of the dynamic programming approach of
time O(nk). Computational lower bounds for polynomial-time approx-
imation schemes (PTAS) for the LCS problem are also derived. It is
shown that the LCS problem has no PTAS of time f(1/ε)no(1/ε) for any
recursive function f , unless all SNP problems are solvable in subexpo-
nential time. Compared with former results on this problem, this result
has its significance. Finally a parameterized approach for the LCS prob-
lem is discussed, which is more efficient than the dynamic programming
approach, especially when applied to large scale sequences.

1 Introduction

A string s is a subsequence of a string s′ if s can be obtained from s′ by deleting
some characters in s′. For example, “ac” is a subsequence of “atcgt”. Given a
set of strings over an alphabet Σ, the longest common subsequence prob-
lem is to find a common subsequence that has the maximum length. The al-
phabet Σ may be of fixed size or of unbounded size. The longest common

subsequence (LCS) problem is a well-known optimization problem because
of its applications, especially in bioinformatics. The fixed alphabet version of
the problem is of particular interest considering the importance of sequence
comparison (e.g. multiple sequence alignment) in the fixed size alphabet world
of DNA and protein sequences. (Note that in computational biology, DNA se-
quences are in a four-letter alphabet, and protein sequences are in a twenty-letter
alphabet).
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We study the longest common subsequence problem in parameterized
computation in this paper. We first give a brief review on parameterized com-
plexity theory and some recent progress on parameterized intractability. A pa-
rameterized problem Q is a decision problem consisting of instances of the form
(x, k), where the integer k ≥ 0 is called the parameter. The parameterized prob-
lem Q is fixed-parameter tractable [15] if it can be solved in time f(k)|x|O(1),
where f is a recursive function1. Certain NP-hard parameterized problems, such
as vertex cover, are fixed-parameter tractable, and hence can be solved prac-
tically for small parameter values [10]. On the other hand, the inherent com-
putational difficulty for solving many other NP-hard parameterized problems
with even small parameter values has motivated the theory of fixed-parameter
intractability [15]. The W -hierarchy

⋃
t≥1 W [t] has been introduced to charac-

terize the inherent level of intractability for parameterized problems. Examples
of W [1]-hard problems include problems such as clique and dominating set.
It has become commonly accepted that no W [1]-hard problem can be solved in
time f(k)nO(1) for any function f , i.e., W [1] �= FPT. W [1]-hardness has served
as the hypothesis for fixed-parameter intractability.

Based on the W[1]-hardness of the clique algorithm, computational intrac-
tability of problems in computational biology has been derived [2,3,16,17,23,25].
For example, in [25], the author point out that “unless an unlikely collapse in
the parameterized hierarchy occurs, this (This refers to the results proved in
[25] that the problems longest common subsequence and shortest com-

mon supersequence are W [1]-hard) rules out the existence of exact algorithms
with running time f(k)nO(1) (i.e., exponential only in k) for those problems.
This does not mean that there are no algorithms with much better asymptotic
time-complexity than the known O(nk) algorithms based on dynamic program-
ming, e.g., algorithms with running time n

√
k are not deemed impossible by our

results.”
Recent investigation in [7,8] has derived stronger computational lower bounds

for well-known NP-hard parameterized problems. For example, for the clique

problem, which asks if a given graph of n vertices has a clique of size k, it is proved
that unless an unlikely collapse occurs in parameterized complexity theory, the
problem is not solvable in time f(k)no(k) for any function f . Note that this
lower bound is asymptotically tight in the sense that the trivial algorithm that
enumerates all subsets of k vertices in a given graph to test the existence of
a clique of size k runs in time O(nk). Based on the hardness of the clique

problem, lower bound results for a number of computational biology problems
have been derived [18,9].

In this paper, we extensively investigate different parameterized versions of
the longest common subsequence problem. Our results for the problem
strengthen the results in the literature (such as [25]) significantly and advance
our understanding on the complexity of the problems.

1 In this paper, we always assume that complexity functions are “nice” with both
domain and range being non-negative integers and the values of the functions and
their inverses can be easily computed.
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2 Terminologies in Approximation

We provide some basic terminologies for studying approximation algorithms and
its relationship with parameterized complexity. For a reference of the theory of
approximation, the readers are referred to [1].

An NP optimization problem Q is a 4-tuple (IQ, SQ, fQ, optQ), where
1. IQ is the set of input instances. It is recognizable in polynomial time;
2. For each instance x ∈ IQ, SQ(x) is the set of feasible solutions for x, which

is defined by a polynomial p and a polynomial time computable predicate π (p
and π only depend on Q) as SQ(x) = {y : |y| ≤ p(|x|) and π(x, y)};

3. fQ(x, y) is the objective function mapping a pair x ∈ IQ and y ∈ SQ(x) to
a non-negative integer. The function fQ is computable in polynomial time;

4. optQ ∈ {max, min}. Q is called a maximization problem if optQ = max, and
a minimization problem if optQ = min.

An optimal solution y0 for an instance x ∈ IQ is a feasible solution in SQ(x)
such that fQ(x, y0) = optQ{fQ(x, z) | z ∈ SQ(x)}. We will denote by optQ(x)
the value optQ{fQ(x, z) | z ∈ SQ(x)}.

An algorithm A is an approximation algorithm for an NP optimization prob-
lem Q = (IQ, SQ, fQ, optQ) if, for each input instance x in IQ, A returns a feasible
solution yA(x) in SQ(x). The solution yA(x) has an approximation ratio r(n) if
it satisfies the following condition:

optQ(x)/fQ(x, yA(x)) ≤ r(|x|) if Q is a maximization problem
fQ(x, yA(x))/optQ(x) ≤ r(|x|) if Q is a minimization problem

The approximation algorithm A has an approximation ratio r(n) if for any in-
stance x in IQ, the solution yA(x) constructed by the algorithm A has an ap-
proximation ratio bounded by r(|x|).

Definition 1. An NP optimization problem Q has a polynomial-time approxi-
mation scheme (PTAS) if there is an algorithm AQ that takes a pair (x, ε) as
input, where x is an instance of Q and ε > 0 is a real number, and returns a
feasible solution y for x such that the approximation ratio of the solution y is
bounded by 1+ ε, and for each fixed ε > 0, the running time of the algorithm AQ

is bounded by a polynomial of |x|.

An NP optimization problem Q can be parameterized in a natural way as follows.
The following definition offers the possibility to study the relationship between
the approximability and the parameterized complexity of NP optimization prob-
lems.

Definition 2. Let Q = (IQ, SQ, fQ, optQ) be an NP optimization problem. The
parameterized version of Q is defined as follows:

(1) If Q is a maximization problem, then the parameterized version of Q is
defined as Q≥ = {(x, k) | x ∈ IQ ∧ optQ(x) ≥ k};

(2) If Q is a minimization problem, then the parameterized version of Q is
defined as Q≤ = {(x, k) | x ∈ IQ ∧ optQ(x) ≤ k}.
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3 Lower Bound Results for LCS

In the following we derive the lower bounds for the exact algorithms for the
parameterized versions of the longest common subsequence (LCS) problem.
We also extend the techniques and derive the lower bounds for the approximation
algorithms for the optimization versions of the problem.

3.1 Formal Problem Definitions

Several parameterized versions of the LCS problem are discussed in [2,3,17,25].
We present the four parameterized versions of the problem.

The LCS-k problem:
Instance: a set S = {s1, s2, ..., sk} of strings over an alphabet Σ, and an
integer λ > 0, where the alphabet Σ is of unbounded size.
Parameter: k.
Question: is there a string s ∈ Σ∗ of length λ, which is a subsequence of
each string in S?
The FLCS-k problem:
Instance: a set S = {s1, s2, ..., sk} of strings over an alphabet Σ, and an
integer λ > 0, where the alphabet Σ is of fixed size.
Parameter: k.
Question: is there a string s ∈ Σ∗ of length λ, which is a subsequence of
each string in S?
The LCS-λ problem:
Instance: a set S = {s1, s2, ..., sk} of strings over an alphabet Σ, and an
integer λ > 0, where the alphabet Σ is of unbounded size.
Parameter: λ.
Question: is there a string s ∈ Σ∗ of length λ, which is a subsequence of
each string in S?
The FLCS-λ problem:
Instance: a set S = {s1, s2, ..., sk} of strings over an alphabet Σ, and an
integer λ > 0, where the alphabet Σ is of fixed size.
Parameter: λ.
Question: is there a string s ∈ Σ∗ of length λ, which is a subsequence of
each string in S?

The following results on the parameterized complexity of these parameterized
problems are known:

– The LCS-k problem is W[t]-hard for t ≥ 1 [3].
– The FLCS-k problem is W[1]-hard [25].
– The LCS-λ problem is W[2]-hard [3].
– The FLCS-λ problem is in FPT [25].

In particular, we are interested in the FLCS-k problem and the LCS-λ problem,
which we discuss in the following sections.
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3.2 FLCS-k

In [25], the FLCS-k problem is proved to be W [1]-hard. Unless W [1] = FPT,
for the FLCS-k problem, the W [1]-hardness result rules out the existence of
algorithms of time f(k)nO(1) for any function f , where k is the number of strings.
In the conclusion of [25], the author pointed out that the W [1]-hardness of
FLCS-k does not exclude the possibility of having an algorithm of time, say
O(n

√
k), which is much more efficient than the O(nk) time dynamic programming

algorithm for the FLCS-k problem.
However, it is proved that

Theorem 1 ([9]). The FLCS-k problem has no algorithm of time f(k)no(k) for
any function f , unless all SNP problems are solvable in subexponential time.

Interested readers are referred to [9,18] for a detailed proof of this result.
The class SNP introduced by Papadimitriou and Yannakakis [22] contains

many well-known NP-hard problems including, for any fixed integer q ≥ 3, cnf

q-sat, q-colorability, q-set cover, and vertex cover, clique, and inde-

pendent set [19]. It is commonly believed that it is unlikely that all problems
in SNP are solvable in subexponential time2.

We define an optimization problem FLCS-kopt and its corresponding param-
eterized problem FLCS’-k.

The FLCS-kopt problem:
given a set S = {s1, s2, ..., sl} of strings over a fixed alphabet Σ, and an
integer λ > 0, try to find a string s ∈ Σ∗ of length λ maximizing the
size of a subset S′ of S, such that s is a common subsequence of all the
strings in S′.

By our definition, the parameterized version of the optimization problem
FLCS-kopt is

The FLCS’-k problem:
Instance: given a set S = {s1, s2, ..., sl} of strings over a fixed alphabet
Σ, and an integer λ > 0.
Parameter: an integer k, 0 < k ≤ l.
Question: is there a string s ∈ Σ∗ of length λ such that s is a common
subsequence of at least k strings in the set S?

From the definitions of the two parameterized problems FLCS-k and FLCS’-
k, we can see that FLCS-k is a special case of FLCS’-k. There is a trivial linear
fpt-reduction from FLCS-k to FLCS’-k: given an instance I1 of FLCS-k, I1 =
(S1 = {s1, s2, ..., sk}, λ and the parameter k), we build an instance I2 of FLCS’-
k, I2 = (S2 = {s1, s2, ..., sk}, λ and the parameter k), which asks if there is a
string s ∈ Σ∗ of length λ that is a common subsequence of at least k strings
2 A recent result showed the equivalence between the statement that all SNP problems

are solvable in subexponential time, and the collapse of a parameterized class called
Mini[1] to FPT [14].
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(i.e., all strings) in the set S2. Obviously, the instance I2 is a yes-instance for the
problem FLCS’-k if and only if the instance I1 is a yes-instance for the problem
FLCS-k, .

Theorem 2 ([8,9]). Suppose that a problem Q1 has no algorithm of time
f(k)no(k) for any function f , and that Q1 is linear fpt-reducible to Q2. Then
the problem Q2 has no algorithm of time f ′(k)no(k) for any function f ′.

By the above linear fpt-reduction, Theorem 1 and Theorem 2, we have

Lemma 1. The FLCS’-k problem has no algorithm of time f(k)no(k) for any
function f , unless all SNP problems are solvable in subexponential time.

Theorem 3 ([8,9]). Let Q be an NP optimization problem. If the parameterized
version of Q has no algorithm of time f(k)no(k), then Q has no PTAS of running
time f(1/ε)no(1/ε) for any function f , unless all problems in SNP are solvable
in subexponential time.

Therefore, by Lemma 1 and Theorem 3, we have

Theorem 4. The FLCS-kopt problem has no PTAS of time f(1/ε)no(1/ε) for
any function f , unless all SNP problems are solvable in subexponential time.

3.3 LCS-λ

The LCS-λ problem is proved to be W [2]-hard in [2,3]. Therefore, unless W [2]
= FPT, for the LCS-λ problem, there is no algorithm of time f(λ)nO(1) for any
function f . We prove

Theorem 5. The LCS-λ problem has no algorithm of time f(λ)no(λ) for any
function f , unless all SNP problems are solvable in subexponential time.

Proof. We first give an linear fpt-reduction from dominating set to the LCS-λ
problem. Based on the linear fpt-reduction, the lower bound result for domi-

nating set [8] and Theorem 2, the theorem is proved.
The fpt-reduction from dominating set to the LCS-λ problem in [3] for

proving the LCS-λ problem is W [2]-hard is essentially an linear fpt-reduction.
Given a graph G = (V, E), |V | = n, and a parameter λ, and suppose an

ascending order of the vertices {u1, u2, ..., un} of G, we will construct a set S of
strings such that they have a common subsequence of length λ if and only if G has
a dominating set of size λ. The alphabet is Σ = {a[i, j] : 1 ≤ i ≤ λ, 1 ≤ j ≤ n}.
We use the notations: Σi = {a[i, j] : 1 ≤ j ≤ n}, Σ[t, u] = {a[i, j] : (i �= t) or
(i = t and j ∈ N [u])}.

If Γ ⊆ Σ, let (↑ Γ ) be the string of length |Γ | which consists of one occurrence
of each symbol in Γ in ascending order, and let (↓ Γ ) be the string of length |Γ |
which consists of one occurrence of each symbol in Γ in descending order.

The set S consists of the following strings.
Control strings:
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X1 = Πλ
i=1(↑ Σi),

X2 = Πλ
i=1(↓ Σi).

Check strings: For u = 1, ..., n:
Xu = Πλ

i=1(↑ Σ[i, u]),
We observe that any sequence C of length λ that is a common subsequence of

both control strings must consist of exactly one symbol from each Σi in ascending
order. For such a sequence C we may associate the set Vc of vertices represented
by C: if C = a[1, u1]...a[λ, uλ], then Vc = {ui : 1 ≤ i ≤ λ} = {x : ∃i a[i, x] ∈ C}.

We will prove that if C is also a subsequence of the check strings {Xu}, then
Vc is a dominating set in G. Let u ∈ V (G) and fix a substring Cu of Xu, with
Cu = C. We have the fact [3]:

Fact. For some index j, 1 ≤ j ≤ λ, the symbol a[j, uj] occurs in the
(↑ Σ[j, u]) portion of Xu, thus uj ∈ N [u] by the definition of Σ[j, u].

By the above fact, if C is a subsequence of the control and check strings, then
every vertex of G has a neighbor in Vc, that is, Vc is a dominating set in G.

On the other hand, if D = {u1, .., uλ} is a dominating set in G with u1 <
... < uλ, then the sequence C = a[1, u1]...a[λ, uλ] is easily seen to be a common
subsequence of the strings in S.

The reduction from dominating set to LCS-λ is an linear fpt-reduction. 
�

Formally, we give the definition of the optimization problem LCS-λopt.

The LCS-λopt problem:
given a set S = {s1, s2, ..., sk} of strings over an alphabet Σ of unbounded
size, try to find a string s ∈ Σ∗ of maximum length such that s is a
common subsequence of all the strings in S.

By our definition, the parameterized version of the optimization problem LCS-
λopt is

The LCS’-λ problem:
Instance: given a set S = {s1, s2, ..., sk} of strings over an alphabet Σ of
unbounded size.
Parameter: an integer λ > 0.
Question: is there a string s ∈ Σ∗ of length at least λ such that s is a
common subsequence of all strings in the set S?

Since that there is a string s of length at least λ such that s is a common
subsequence of all strings in S is equivalent to that there is a string s of length
exactly λ such that s is a common subsequence of all strings in S, the two
problems LCS-λ and LCS’-λ are equivalent. By Theorem 5, the problem LCS’-λ
has no algorithm of time f(λ)no(λ) for any function f , unless all SNP problems
are solvable in subexponential time. This result plus Theorem 3 gives us the
following theorem:

Theorem 6. The LCS-λopt problem has no PTAS of time f(1/ε)no(1/ε) for any
function f , unless all SNP problems are solvable in subexponential time.
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In [20], the authors showed that the LCS-λopt problem is inherently hard to
approximate in the worst case. In particular, they proved that there exists a
constant δ > 0 such that, the LCS-λopt has no polynomial time approximation
algorithm with performance ratio nδ, unless P = NP. It is obvious to see that
this lower bound holds only when the objective function value λ is larger than nd

for a constant d > 0. In particular, the lower bound result in [20] does not apply
to the case when the value of λ is small. For example, in case λ = nδ, a trivial
common subsequence of length one is a ratio-nδ approximation solution. This
implies that for the LCS problem, when the length λ of the common subsequence
is a small function of n, no strong lower bound result as that of [20] has been
derived.

On the other hand, our lower bound result in Theorem 6 for the LCS problem
can be applied when the length of the common subsequence λ is any small
function of the length n of each string.

4 Parameterized Approach for LCS

Given k sequences with each sequence of length n, we discuss in this section a
parameterized approach, which choose a proper parameter, the diagonal band
width b. The time complexity of the approach is O(b ∗ n(k−1)).

The parameterized approach for finding the longest common subsequence of
two given sequences is of time O(bn), where n is the length of the given se-
quence, b is the parameter, the value of the diagonal band width. This is a
great improvement over the well known dynamic programming approach of time
O(n2). Especially when the length of the given sequence n is very large and the
two given sequences are very similar, the parameterized approach with a small
value of the diagonal band width b can find the optimal solution more efficiently.

The banded alignment idea has been investigated in [6], but the parameter-
ized approach here incorporates the idea of how to guarantee to find the optimal
solution, which is discussed in [26]. To illustrate the basic idea of the parame-
terized approach, consider the case of two given sequences s1 and s2 with the
same length n. The well known dynamic programming approach for solving the
LCS problem is to build a two dimensional table where each entry represents
the length of the longest common subsequence between the corresponding prefix
of s1 and the corresponding prefix of s2 [11]. There are n2 entries of the two di-
mensional table. Consider a diagonal band with width b of entries starting from
the middle diagonal. The basic idea of the parameterized approach is to ignore
entries outside the diagonal band. If an alignment goes outside of the diagonal
band with width b, it is easy to see that the corresponding longest common sub-
sequence cannot have a length of more than n − b. This is because the search
loses one pair of match each time it moves one entry away from the diagonal.
Therefore, if the search stays within the diagonal band with width b and finally
gets a common subsequence of length at least n − b, it is guaranteed that this
solution is optimal. That is, it finds the longest common subsequence of the two
given sequences s1 and s2. Since this parameterized approach needs to fill up a
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band with width b of the two dimensional table, it takes linear time O(bn), with
b as the parameter.

Our experiment results show the efficiency of the parameterized approach.
Especially when the two given sequences are very similar, one could pick a rel-
atively small value for the band b in order to achieve the optimal solution, i.e.,
the longest common subsequences of the given two sequences.

5 Summary

In this paper computational lower bounds on the running time of the algorithms
for different parameterized versions of the longest common subsequence

(LCS) problem are extensively investigated. It is proved that the problem FLCS-
k is unlikely to have an algorithm of time f(k)no(k), where n is the length of
the sequence, k is the total number of sequences and f is any recursive func-
tion. In consideration of the known upper bound of O(nk), we point out that
the lower bound result is asymptotically tight. Computational lower bounds for
polynomial-time approximation schemes (PTAS) for the optimization versions of
the LCS problem are also derived. We then discuss a parameterized approach for
the problem. Compared with the well known dynamic programming approach,
the parameterized approach is much more efficient, especially when it is applied
to find the longest common subsequence of very large scale sequences, which is
common in sequence comparisons in bioinformatics.
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