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Abstract. Conflict analysis and conflict resolution play an important
role in negotiation during contract-management situations in govern-
ment and industry. The problem to be solved is how to model conflict
situations where there is uncertainty about agreement, neutrality and
disagreement among agents in a conflict situation. The solution to this
problem includes modeling a conflict situation relative to basic binary
relations on a universe of agents, introducing a measure of the degree of
conflict, and encapsulating a conflict situation in an information system.
The basic approach to modeling conflict situations is illustrated in the
context of contract negotiation during the initial phases of requirement
negotiation for a systems engineering project. An example of a high-level
requirements negotiation for an automated lighting system is presented.
The contribution of this paper is a rough set based requirements deter-
mination model using a conflict relation for representing requirements
agreements (or disagreements).

Keywords: Conflict, conflict graph, conflict resolution, negotiation, re-
quirements engineering, rough sets.

1 Introduction

Conflict analysis and resolution play an important role in government and indus-
try where disputes and negotiations about various issues are the norm. To this
end, many mathematical formal models of conflict situations have been proposed
and studied, e.g., [2,4,6,10,11,14,20,19,18]. More recently, conflict analysis as a
basic issue in e-service intelligence has been proposed by [15]. Knowledge dis-
covery in databases consists of searching for functional dependencies in the data
set. The approach used in this paper, is based on a different kind of relationship
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in the data. This relationship is not a dependency, but a conflict [15]. Formally,
a conflict relation can be viewed as a special kind of discernibility, i.e., negation
(not necessarily, classical) of indiscernibility relation which is the basis of rough
set theory [13]. Thus indiscernibility and conflict are closely related from logical
point of view. It is also interesting to note that almost all mathematical mod-
els of conflict situations are strongly domain dependent. Previous work on the
application of rough sets to conflict resolution and negotiations between agents
made it possible to introduce approximate reasoning about vague concepts [15].
Recent work in the application of rough sets to handling uncertainty in software
requirements can be found in [9]. Rough sets have also been applied to accep-
tance of software designs [16], analysis of software quality data [17]. However,
the basic assumption in all of these papers, is that requirements have already
been decided and the analysis of gathered requirements data is then performed.

By way of illustration of the rough set approach to conflict analysis and resolu-
tion, sample negotiation typically found during a system requirements engineer-
ing (SRE) project is considered. SRE is that portion of software engineering
that focuses on the functional and non-functional requirements to be included
in a system. The study of conflicts in software engineering has been studied
extensively (see, e.g., [3,5,7]). A typical requirements negotiation process for a
large system requires intense collaboration between project stakeholders that be-
gins with requirements identification and leads to negotiated commitments by all
concerned. In this paper, our approach is to represent and analyze conflicts dur-
ing a requirements-gathering process even before the requirements are decided.
This entails representing and analyzing conflicts during a collaborative process
of requirements identification by all stakeholders of a project. Our approach is
based on the Win-Win approach [1,21]. The Win-Win approach has two princi-
pal features. First, one defines a decision rationale model using a minimal set of
conceptual elements, such as win conditions, issues, options and agreements, that
serves as an agreed upon ontology for collaboration and negotiation. Second, one
defines a support framework to reason about decision rationale.

The contribution of this paper is a rough set based requirements determination
model using a conflict relation for representing requirements agreements (or dis-
agreements). Conflict graphs are used to analyze conflict situations, reason about
thedegreeof conflictandexplore coalitions.We illustrateourapproach indetermin-
ing high-level requirements of a complex engineering system through negotiation.

This paper is organized as follows. An introduction to basic concepts is given
Sect. 2. Conflicts and information systems are discussed in Sect. 3. Sect. 4 begins
with a model for a conflict situation during requirements identification, followed
by an illustration high-level requirements negotiation for an automated lighting
system in Sect. 4.1. Analysis of requirements conflicts are discussed in Sect. 4.2.

2 Basic Concepts of Conflict Theory

The basic concepts of conflict theory that we use in this paper are due to [15].
Let us assume that we are given a finite, non-empty set Ag called the universe.
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Elements of Ag will be referred to as agents. Let a voting function v : Ag →
{−1, 0, 1}, or in short {−, 0, +}, be a number representing his/her voting re-
sult about some issue under negotiation, to be interpreted as against,neutral
and favorable, respectively. The pair CS = (Ag, V ), where V is a set of voting
functions, will be called a conflict situation.

In order to express relations between agents, we define three basic binary
relations on the universe: agreement, neutrality, and disagreement. To this end,
for a given voting function v, we first define the following auxiliary function:

φv(ag, ag′) =

⎧
⎨

⎩

1, if v(ag)v(ag′) = 1 or ag = ag′

0, if v(ag)v(ag′) = 0 and ag �= ag′

−1, if v(ag)v(ag′) = −1.
(1)

This means that, if φv(ag, ag′) = 1, agents ag and ag′ have the same opin-
ion about an issue v (agree on issue v); if φv(ag, ag′) = 0 means that at least
one agent ag or ag′ has no opinion about an issue v (is neutral on v), and if
φv(ag, ag′) = −1, means that both agents have different opinions about an issue
v (are in conflict on issue v). In what follows, we will define three basic re-
lations R+

v ,R0
v and R−

v on Ag2 called agreement, neutrality and disagreement
relations respectively, and defined by (i) R+

v (ag, ag′) iff φv(ag, ag′) = 1; (ii)
R0

v(ag, ag′) iff φv(ag, ag′) = 0; (iii) R−
v (ag, ag′) iff φv(ag, ag′) = −1. It is eas-

ily seen that the agreement relation is an equivalence relation. Each equivalence
class of the agreement relation will be called a coalition with respect to v. For the
conflict or disagreement relation we have: (i) not R−

v (ag, ag); (ii) if R−
v (ag, ag′)

then R−
v (ag′, ag); (iii) if R−

v (ag, ag′) and R+
v (ag′, ag′′) then R−

v (ag, ag′′). For the
neutrality relation we have: (i) not R0

v(ag, ag); (ii) R0
v(ag, ag′) = R0

v(ag′, ag).
In the conflict and neutrality relations there are no coalitions. In addition,
R+

v ∪ R0
v ∪ R−

v = Ag2. All the three relations R+
v , R0

v , R−
v are pairwise dis-

joint.
With every conflict situation CS = (Ag, v) we will associate a conflict graph.

Examples of conflict graphs are shown in Figure 1.
In Figure 1(a), solid lines denote conflicts, dotted line denote agreements, and

for simplicity, neutrality is not shown explicitly in the graph. As one can see B,

(a) Exemplary Conflict
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(b) Requirement Conflict (see R4 in Table 2)

Fig. 1. Sample Conflict Graphs
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C, and D form a coalition. A conflict degree Con(CS) of the conflict situation
CS = (Ag, v) is defined by

Con(CS) =

∑
{(ag,ag′): φv(ag,ag′)=−1} |φv(ag, ag′)|

2�n
2 � × (n − �n

2 �)
. (2)

where n = Card(ag). Observe that Con(CS) is a measure of discernibility be-
tween agents from Ag relative to the voting function v. For a more general
conflict situation CS = (Ag, V ) where V = {v1, . . . , vk} is a finite set of voting
functions each for a different issue/requirements the conflict degree in CS (ten-
sion generated by V ) can be defined by Con(CS) =

∑k
i=1 Con(CSi)/k where

CSi = (Ag, vi) for i = 1, . . . , k.

3 Conflicts and Information Systems

An information system is a table rows of which are labeled by objects (agents),
columns by attributes (issues) and entries of the table are values of attributes
(votes), which are uniquely assigned to each team member and attribute, i.e.
each entry corresponding to row x and column a represents opinion of an agent
x about issue a. Formally an information system can be defined as a pair S =
(U, A), where U is a nonempty, finite set called the universe; elements of U
will be called objects and A is a nonempty, finite set of attributes [13]. Every
attribute a ∈ A is a total function a : U → Va, where Va is the set of values
of a, called the domain of a; elements of Va will be referred to as opinions, and
a(x) is opinion of agent x about issue a. The above given definition is general,
but for conflict analysis we will need its simplified version, where the domain of
each attribute is restricted to three values only, i.e. Va = {−1, 0, 1}, for every
a, meaning disagreement, neutral and agreement respectively. For the sake of
simplicity we will assume Va = {−, 0, +}. Every information system with the
above mentioned restriction will be referred to as a situation.

We now observe that any conflict situation CS = (Ag, V ) can be treated as
an information system where Ag = {ag1, . . . , agn} and V = {v1, . . . , vk} with
the set of objects Ag (agents) and the set V of attributes (issues).

4 Requirements Identification and Conflicts

A typical system requirements engineering process leads to conflicts between
project stakeholders. A stakeholder is one who has a share or an interest in the
requirements for a systems engineering project. Let Ag be represented by the
set SH (stakeholders). Let V denote the set of requirements. Let CS = (SH, V )
where SH = {sh1, . . . , shn} and V = {v1, . . . , vk}.

4.1 Example: System Requirements Identification

Cost effective engineering of complex software systems involves a collabora-
tive process of requirements identification through negotiation. This is one of
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the key ideas of the Win-Win approach [1] used in requirements engineering.
This approach also includes a decision model where a minimal set of concep-
tual elements, such as win conditions, issues, options and agreements, serves
as an agreed upon ontology for collaboration and negotiation defined by the
Win-Win process. System requirements (goals) are viewed as conditions. If all
members agree on a requirement (i.e., no conflicts), then that requirement be-
comes an agreement. Otherwise, the requirement becomes an issue for further
negotiation. Each issue could have an option (i.e., an alternate requirement)
suggested by the team. We illustrate our ideas with a problem of achieving
agreement on high-level system requirements for a home lighting automation
system (HLAS) [8]. The initial HLAS requirements user group consists of mem-
bers drawn from a stakeholders list which is comprised of builders, distributors,
electrical contractors, homeowners, system development team, marketing team
and management. The user group (the set SH of agents) prepares the pre-
liminary list of requirements. Then a questionnaire based survey (on a wide
audience) is conducted and the result of the initial votes is presented in Ta-
ble 1. Let R = {Ri | 1 ≤ i ≤ 16} denote a set of project requirements shown in
Table 1. Support for each requirement from members of SH is indicated by

Table 1. Initial Requirements

Voting Results

ID Requirements Votes or Support

R1 Custom Lighting Scenes 120
R2 Automatic Time Setting for lights 110
R3 Built-in security features 104
R4 100% System Reliability 100
R5 Vacation Setting 95
R6 Easy-to-program non-PC control unit 93
R7 Any light can be dimmed 90
R8 Interface to Home Security System 80
R9 Voice Activation 70
R10 Close garage doors 67
R11 Easy to Install 55
R12 Easily expanded when remodeling 39
R13 Automatically turn on lights when someone approaches the door 60
R14 Restore after power fail 30
R15 International User Interface 10
R16 Control Lighting via phone 43

the number of votes for each option. Votes (Support) for each requirement is
defined as: V otes (CSv) =

∑
{ag∈SH:v(ag)=1} 1 where CSv = (SH, v), v ∈ R.

Hence, we are counting the number of votes for the issue v by members of SH .
After the initial round of voting, the HLAS requirements user group decides
to prioritize the requirements where requirements with card(V otes(CSv)) less
than 40 will be discarded. We now have a new conflict group (situation) with
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a smaller set of team members SH ′ and a subset of requirements defined as
follows: CS′ = (SH ′, V ′), where V ′ = {R1, . . . , R11, R13}. The new user group
SH ′ will now consist of sh1, sh2 representing electrical contractors responsi-
ble for installation and support, sh3, sh4 representing builders who are general
contractors responsible to the homeowners, sh5 is a marketer of the product,
sh6, sh7, sh8, sh9 representing the systems development team and sh10, sh11

representing the management that is responsible for approving funding for the
project. The new user group (team) will vote on the new set of requirements
(win conditions) to establish agreements. The voting result is given in Table 2.
From the voting results the indiscernibility relations IndRi(V ′) for i = 1, . . . ,

Table 2. Win Conditions

Voting Results

SH ′ R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R13

sh1 0 1 0 -1 1 1 0 1 -1 1 1 0
sh2 0 1 0 0 1 1 0 1 -1 1 1 0
sh3 1 1 1 0 1 1 1 1 0 1 0 1
sh4 1 1 1 0 1 1 1 1 0 1 0 1
sh5 1 1 1 1 1 1 1 1 1 1 0 1
sh6 1 1 1 -1 1 0 1 1 -1 1 1 1
sh7 1 1 1 -1 1 0 1 1 1 1 1 1
sh8 1 1 1 1 1 0 1 1 -1 1 1 1
sh9 1 1 1 -1 1 0 1 1 -1 1 1 1
sh10 0 1 1 -1 1 1 1 0 -1 0 -1 1
sh11 0 1 1 -1 1 1 1 0 -1 1 -1 1

11, 13 (see [13]) identified by partitions of V ′ are defined. For example: IndR1(V ′)
= {{sh3, sh4, sh5, sh6, sh7, sh8, sh9} , {sh1, sh2, sh10, sh11}}.

Algorithm 1. Algorithm for determining win agreements
Input : Equivalence Classes (EC) defined by IndR1 , IndR2 , . . . ,

IndR11 , IndR13

Output: Non-conflicting requirements from {R1, . . . , R11, R13}
(all e ∈ EC) select e where e = R−1

i {0} = {sh ∈ SH ′ : Ri(sh) =
0} or e = R−1

i {1} = {sh ∈ SH ′ : Ri(sh) = 1} and i ∈ {1, . . . , 11, 13};
// select all equivalence classes corresponding to the values 0 or 1 of
voting functions

The output of Alg. 1 will now consist of a set of requirements that are deemed
as agreement between all stakeholders. This means that the team disagrees on
the following three requirements: R4, R9 and R11. Also, note that an abstention
(vote of 0) for any requirement is considered a tacit approval for the purposes of
requirements negotiation. The conflict graph CS′

R4
= (SH ′, R4) can be presented
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in a simplified form as a graph with nodes represented by coalitions and edges
representing conflicts between coalitions as shown in Fig. 1(b).

4.2 Requirements Conflict Analysis and Negotiation

Since win conflict negotiation necessitates agreement on each requirement, we
do not use the definition of a more general conflict situation. From this graph,
one can compute the conflict degree using using Eqn. 2 where Con(CS′

R4
) =

0.4. The degree of conflict for the remaining two requirements are Con(CS′
R9

)
= 0.5 and Con(CS′

R11
) = 0.4. Clearly, there is disagreement over the following

requirements: 100% System Reliability, Voice Activation and Ease of installa-
tion. This indicates that the team is not comfortable with such stringent (100%
reliability) or unclear (easy to install) requirements. Since this situation calls for
a new round of negotiations with a new set of options (modified requirements),
it would interesting to look at coalitions.

The conflict degree Con(CS′) in CS′ = (SH ′, V ′) (tension generated byV ′)
for this round of negotiations can be calculated using formula for Con(CS) and
is equal to 13/120. This means that we have a new conflict situation defined
as follows: CS′′ = (SH ′, V ′′) where V ′′ represents new options for the three
requirements. The options could include a more granular definition of reliability
(e.g., 80 to 90% or 80 to 85% ), a more quantifiable definition of ease of installa-
tion requirement (e.g., installation time between 3-5 hours). Notice we retain the
same number of team members (SH ′). So the voting and negotiation continues
until there is complete agreement on the high-level requirements for the system.

5 Conclusion

This paper introduces rough set based requirements determination model us-
ing the notion of conflict relations for representing requirements agreements,
disagreements and neutrality. Conflict graphs are used to analyze conflict situa-
tions, reason about the degree of conflict and explore coalitions. An application
of this approach is given using a complete example of a home lighting automa-
tion system high level requirements. The model takes into account only the first
level of negotiation. However, this can be extended to the second level, where
each agreement (requirement) will now consist of several low-level requirements.
In other words, there will be an implicit hierarchical relationship between re-
quirements. So the stakeholders will now have to negotiate by voting on the
lower-level requirements. At the lower level, coalitions (like-minded team mem-
bers) and conflict degrees amongst coalitions become important. The proposed
attempt to conflict analysis offers deeper insight into structure of conflicts, en-
ables analysis of relationship between stakeholders and requirements being de-
bated. Finally, the simplicity of the mathematical model of conflicts considered,
suggests the possibility of automated tool support for requirements negotiation.
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