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Abstract. In our previous work on dialogue games for agent interaction, an
agent’s set of beliefs (Σ) and an agent’s “commitment store” (CS) — the set
of locutions uttered by the agent — play a crucial role. The usual assumption
made in this work is that the set of beliefs is static through the course of a di-
alogue, while the commitment store is dynamic. While the assumption of static
beliefs is reasonable during the progress of the dialogue, it seems clear that some
form of belief change is appropriate once a dialogue is complete. What form this
change should take is our subject in this paper.

1 Introduction

Finding ways for agents to reach agreements in multiagent systems is an area of active
research. One mechanism for achieving agreement is through the use of argumenta-
tion—where one agent tries to convince another agent of something during the course
of some dialogue. Examples of argumentation-based approaches to multiagent agree-
ment include the work of Dignum et al. [3], Kraus [10], Reed [15], Schroeder et al. [16]
and Sycara [19].

The work of Walton and Krabbe [21] has been particularly influential in argument-
ation-based dialogue research. They developed a typology for inter-personal dialogue
which identifies six primary types of dialogues including Information-Seeking Dia-
logues (where one participant seeks the answer to some question(s) from another par-
ticipant, who is believed by the first to know the answer(s)); Inquiry Dialogues (where
the participants collaborate to answer some question or questions whose answers are
not known to any one participant); and Persuasion Dialogues (where one agent seeks to
persuade another agent to adopt a belief or point-of-view she does not currently hold).
This dialogue game [9] view of dialogues overlaps with work on conversation poli-
cies (see, for example, [2, 5]), but differs in considering the entire dialogue rather than
dialogue segments.

In this paper, we extend the work of [13, 14] by considering how agents alter their
beliefs as a result of participating in dialogues. In particular we are interested in the
way in which the beliefs of an agent change over the course of several dialogues with
another agent. The work described here allows us to obtain results which show that,
under certain conditions, the beliefs of a pair of agents will converge over time.
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2 Background

We begin by introducing the components of the formal system of argumentation that
underpin our approach, as well as the corresponding terminology and notation, all taken
from [1, 4, 13]. This is a bit lengthy, but the material is required in order to obtain the
technical results later in the paper.

A dialogue game is a set of interactions that occur between two agents, M and U.
Each agent maintains a knowledge base, Σ, containing formulas of a propositional lan-
guage L and having no deductive closure. Each agent also maintains a list of utter-
ances, called the “commitment store”, CS. We can refer to CS as an agent’s “public
knowledge”, since it contains information that is shared with other agents. In contrast,
the contents of Σ are “private”. The agent also maintains two Σ-like components: J and
Γ . These will be discussed later. For now it suffices to know that such structures exist
and are indexed by the name of the agent’s dialogue partner.

Note that in the description that follows, we assume that � is the classical inference
relation, that ≡ stands for logical equivalence, and we use Δ to denote all the informa-
tion available to an agent. Thus in a dialogue with U, ΔM = ΣM ∪ ΓM,U ∪ JM,U ∪ CSU.
The commitment store CSM can be loosely thought of as a subset of ΔM; according to
the rules of the dialogue game, M can only say things it can support (or justify), i.e.,
using arguments in ΔM to support propositions in CSM.

Definition 1 (Argument). An argument is a pair A = (S, p) where p is a formula of L
and S a subset of Δ such that:

1. S is consistent;
2. S � p; and
3. S is minimal, so no proper subset of S satisfying both (1) and (2) exists.

S is called the support of A, written S = Support(A) and p is the conclusion of A, written
p = Conclusion(A). Thus we talk of p being supported by the argument (S, p).

In general, since Δ may be inconsistent, arguments in A(Δ), the set of all arguments
which can be made from Δ, may conflict, and we make this idea precise with the notion
of undercutting:

Definition 2 (Undercut). Let A1 and A2 be two arguments of A(Δ). A1 undercuts A2
iff ∃¬p ∈ Support(A2) such that p ≡ Conclusion(A1).

In other words, an argument is undercut iff there is another argument which has as its
conclusion the negation of an element of the support for the first argument.

To capture the fact that some beliefs are more strongly held than others, we assume
that any set of beliefs has a preference order over it. We consider all information avail-
able to an agent, Δ, to be stratified into non-overlapping sets Δ1, . . . , Δn such that
beliefs in Δi are all equally preferred and are preferred over elements in Δj where
i < j. This could be thought of as saying that an agent’s first choice(s) are contained
in Δ1, second choices in Δ2, and so on. The preference level of a nonempty subset
S ⊂ Δ, where different elements s ∈ S may belong to different layers Δi, is valued at
the highest numbered layer which has a member in S and is referred to as level(S).
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In other words, S is only as strong as its weakest member. Note that the strength of a
belief as used in this context is a separate concept from the notion of support discussed
earlier. That is, a strong belief does not necessarily mean that there are many arguments
supporting that belief.

Definition 3 (Preference). Let A1 and A2 be two arguments in A(Δ). A1 is preferred
to A2 according to Pref and following the strict pre-order associated with it. In other
words, A1 �Pref A2, iff level(Support(A1)) ≤ level(Support(A2)). If A1 is preferred to
A2, we say that A1 is stronger than A2.

We can now define the argumentation system we will use:

Definition 4 (Argumentation System). An argumentation system (AS) is a triple
〈A(Δ), Undercut, Pref 〉 such that:

– A(Δ) is a set of the arguments built from Δ,
– Undercut is a binary relation representing the defeat relationship between argu-

ments, Undercut ⊆ A(Δ) × A(Δ), and
– Pref is a (partial or complete) pre-ordering on A(Δ) × A(Δ).

The preference order makes it possible to distinguish different types of relations be-
tween arguments:

Definition 5 (Defense). Let A1, A2 be two arguments of A(Δ).

– If A2 undercuts A1 then A1 defends itself against A2 iff A1 �Pref A2. Otherwise, A1
does not defend itself.

– A set of arguments A defends A1 iff: ∀ A2 undercuts A1 and A1 does not defend
itself against A2 then ∃ A3 ∈ A such that A3 undercuts A2 and A2 does not defend
itself against A3.

We write AUndercut,Pref to denote the set of all non-undercut arguments and arguments
defending themselves against all their undercutting arguments. The set A(Δ) of ac-
ceptable arguments of the argumentation system 〈A(Δ), Undercut, Pref 〉 is [1] the least
fixpoint of a function F :

A ⊆ A(Δ)
F(A) = {(S, p) ∈ A(Δ) | (S, p) is defended by A}

Definition 6 (Acceptance). The set of acceptable arguments for an argumentation
system 〈A(Δ), Undercut, Pref 〉 is:

A(Δ) =
⋃

Fi≥0(∅)

= AUndercut,Pref ∪
[⋃

Fi≥1(AUndercut,Pref )
]

An argument is acceptable if it is a member of the acceptable set, and a proposition is
acceptable if it is the conclusion of an acceptable argument.
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Definition 7 (Status). If an agent M has an acceptable argument for a proposition
p, then the status of p for that agent is accepted, while if the agent does not have an
acceptable argument for p, the status of p for that agent is not accepted.

An acceptable argument is one which is, in some sense, proven since all the arguments
which might undermine it are themselves undermined.

3 Locutions, Attitudes and Protocols

The basis for our work is the dialogue system DG, presented in [12] (which is a modest
extension of that in [13, 14]), modified with some features from the dialogue system in
[17]. Here we present as brief a summary of the combined system as we can give.

As described above, dialogues are assumed to take place between two agents, for
example called M (for “me”) and U (“you”). Each agent i ∈ {M, U} has a knowledge
base, Σi, containing its beliefs. We assume that this knowledge base is consistent in a
certain sense — we assume that an agent only has propositions in its knowledge base
for which it has an acceptable argument (the grounds of this argument may be just
the proposition itself, so that, for example, an agent may have in its knowledge base p
supported by the acceptable argument ({p}, p).

In addition [9], each agent i has a further knowledge base CSi, visible to both agents,
containing commitments made in the dialogue. We assume an agent’s commitment store
is a subset of its knowledge base. Note that the union of the commitment stores can
be viewed as the state of the dialogue at a given time. Following [17], we also as-
sume that each agent i has a knowledge base Γi,j where j ∈ {M, U}, j �= i which
represents i’s model of j’s beliefs, and a set Ji,j which records lies that i has told j—
propositions p for which ¬p is in Σi. Since each agent has access to their private
knowledge bases and both commitment stores, agent M can potentially make use of
〈A(ΣM ∪ ΓM,U ∪ JM,U ∪ CSU), Undercut, Pref 〉. For most of this paper we will assume
that ΓM,U and JM,U are empty and so only consider ΣM and CSU, but towards the end
we will deal with non-empty ΓM,U and JM,U .

All the knowledge bases contain propositional formulas, and moreover all are strati-
fied by degree of belief as discussed above. Here we assume that these degrees of belief
are static and that both the players agree on them (acknowledging that this is a limitation
of this approach).

During the dialogue the players put forward propositions and accept propositions put
forward by other agents based on their acceptability. The exact locutions we adopt are
those of [12], but for our purposes here we need only know that propositions are put
forward using an assert locution (all the other locutions are signalling, assert is the only
one which transmits data). The axiomatic semantics [20] of assert are given in Table 1.
The important thing to note is that the subject of an assert is something that an agent
either has in its knowledge base, or has an acceptable argument for, and that asserting
something places it in the agent’s commitment store. The subject of a dialogue is the
argument of the first assert to be made—this is the proposition about which the dialogue
revolves.
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Table 1. Operational semantics for assert

assert

LOCUTION:

– M → U : assert(p)

PRE-CONDITIONS:

1. (S, p) ∈ A(ΣM ∪ CSU)

POST-CONDITIONS:

1. CSM,i = CSM,i−1 ∪ {p} (update)
2. CSU,i = CSU,i−1 (no change)

The process by which a dialogue is carried out is determined by a protocol. An
example is the protocol P ′′, an extension of P ′ in [12] in which M tries to persuade U
that p is the case:

1. M issues a know(p), indicating it believes that p is the case.
2. M asserts p.
3. U accepts p if it has an acceptable argument for it, or U asserts ¬p if it has an

acceptable argument for that, or U challenges p, or U rejects p.
4. If U asserts ¬p in (3), then go to (3) with the roles of the agents reversed and ¬p in

place of p.
5. If U challenges in (3) then M asserts, in turn, every s ∈ S, where S is the support

for p and go to (3) for each s in turn in place of p.

The “signal” locutions used here are know, which indicates the start of a persuasion
dialogue, challenge, which indicates that one agent requires the other to present the
support for the proposition just asserted, and accept and reject, which indicate that
the agent finds (respectively, does not find) that the previously asserted proposition is
supported by an acceptable argument. A signal of accept also indicates that the agent
that issues it is no longer disputing that proposition and either the dialogue ends (if the
subject of the accept is the subject of the dialogue), or the dialogue can pass onto the
next proposition (if the subject of the accept is another proposition and the dialogue
is the recursive phase following step 5). A signal of reject similarly indicates that the
dialogue can pass on to the next proposition (albeit without the former propsition being
accepted), and the rejection of the subject of the dialogue is the other way that a dialogue
can end.

Note that, in common with previous work on this kind of system, agents are not
allowed to repeat exactly the same locution in a dialogue. If the only legal move avail-
able to an agent under the protocol is to repeat itself in this way, then the dialogue termi-
nates. This is to prevent infinite dialogues in which one agent, for example, repeatedly
asserts p. By “exactly the same” we mean the same locution instantiated with a logically
equivalent proposition, so that assert(p) and assert(p∧p) are considered the same locu-
tion, precisely with preventing infinite dialogues in mind (since p ∧ p contains no more
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information that p we assume a rational agent would not assert both). The only excep-
tion we allow to this rule is that an agent can assert a proposition as its own grounds.
Thus, as is often the case, p can be asserted as support for the previous assertion p if
there is no other argument for it and p is present in the agent’s knowledge base.

Note also that, for now, we don’t specify how U makes the decision in step 3 of the
protocol. Later we will disinguish between different ways the decision might be made
and see how these relate to different outcomes.

Example 1. As an example of a dialogue that can be held under P ′′, consider the
following.

ΣM = {p, p → q} M know p
ΣU = {p} M assert q CSM = {q}

U challenge q
M assert p CSM = {p, q}
U accept p U already has an acceptable argument for p
M assert p → q
U challenge p → q
M assert p → q this is allowed under the exception to the

repetition rule.
CSM = {p, q, p → q}

U accept p → q
U accept q

4 How Beliefs Change over Time

Previous work on argumentation-based dialogues has typically concentrated on what
happens during a single dialogue — this is certainly true of the work in [12, 13, 14] —
and has not contemplated what happens after a dialogue is complete, or what happens
over the course of several dialogues. In contrast, our interest here is in the process by
which an agent adapts its beliefs after a dialogue is ended, and what effect this process
has over time. Indeed, the only related work we are aware of in an argumentation context
is [11] which studies the way that beliefs change during a single argumentation-based
dialogue.

4.1 Changes in Belief After a Single Dialogue

Now, without having to commit ourselves to a specific dialogue protocol, we can deter-
mine the situation that must hold at the end of a dialogue. Both of the agents engaged in
the dialogue will have asserted some propositions, and these will have become, in some
sense, common knowledge between the two agents. Furthermore, it is clear that some
of these propositions will be acceptable (in the sense of being supported by an accept-
able argument) to one or both agents, and that there may be propositions p that were
acceptable to an agent before a dialogue that are now no longer acceptable (because,
for example, the dialogue has established that ¬p is acceptable):
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Proposition 1. For any proposition p, the status of p for an agent M may change as a
result of a dialogue that M has with another agent U.

Proof. We have four cases to consider—that p is initially acceptable or not acceptable,
and that p is a proposition in ΣM or is the conclusion of an argument from ΣM. For the
result we simply have to show how the change in status may occur.

Let us assume that p is initially acceptable because it is the conclusion of an ac-
ceptable argument (S, p) where S ⊆ ΣM and p �∈ ΣM. The dialogue may result in U
asserting an argument that undercuts the argument for p, that is an argument with con-
clusion ¬s for some s ∈ S, and if (S, p) cannot defend itself against this argument, the
status of p will change from acceptable to not acceptable.

The case for which p is initially acceptable and p ∈ ΣM is very similar. Here p is
supported by the argument ({p}, p), and will change status if U asserts an argument
with conclusion ¬p which is preferred to ({p}, p).

If p is initially not acceptable, this is either because there is no argument that sup-
ports it, or because the supporting argument is undercut by some argument A that the
supporting argument cannot defend itself against, and is not defended against by any
other argument. This situation can easily change, for example if A is undercut by some
newly asserted argument, and this can happen for both the case in which p ∈ ΣM and
the case in which p is the conclusion of an argument (S, p) where S ⊆ ΣM and p �∈ ΣM.

These changes come about because the notion of acceptability is non-monotonic. As a
dialogue between M and U proceeds, the set of propositions ΔM that M uses to construct
arguments increases monotonically (since no locutions remove propositions from the
commitment store), but the set of acceptable arguments can both increase or decrease.
(This is proved in [14]1.)

In many situations, it seems sensible for an agent to want to remember the status of
the propositions that are interesting to it at the end of the dialogue. This is appropriate,
for example, in our learning scenario. It might be considered less appropriate in a pur-
chasing scenario—security might dictate that an agent should not remember sensitive
data beyond the end of a dialogue. Our concern here is not on when it is appropriate to
remember, but to identify mechanisms for doing so, and to explore their consequences.

There are four obvious ways to ensure that an agent M recalls the status of a propo-
sition following a dialogue with U and these are given below. For now, we will only
consider information in Σi and CSi—we will come back to Γi,j and Ji,j later.

Definition 8 (Update Mechanisms). We define the following mechanisms for updating
ΣM at the end of a dialogue between agents M and U.

W1: Expand ΣM to become ΣM ∪ CSU.
W2: Expand ΣM with all s for which there exists a p such that (S, p) ∈ A(ΣM ∪ CSU),

s ∈ S and s �∈ ΣM.

1 And can be easily seen in the following example. M initially has just one argument ({q, q →
p}, p) for p, and by definition this is acceptable. U then puts forward the argument ({r, r →
¬p}, ¬p) for ¬p. Both agents only have knowledge bases that consist of the support of their
arguments, and all propositions are equally preferred. After the second argument is asserted,
neither argument is acceptable to either agent, and so M’s set of acceptable arguments has
shrunk while its set of arguments has grown.
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W3: Expand ΣM with all logically distinct p such that (S, p) ∈ A(ΣM ∪ CSU) and
S �⊆ ΣM.

W4: Replace any p ∈ ΣM such that (S, ¬p) ∈ A(ΣM ∪ CSU) with ¬p.

Of course, though we have stated the update mechanisms for M alone, there are sym-
metrical mechanisms for U.

In other words, these mechanisms are as follows: (1) add everything in U’s com-
mitment store to M’s knowledge base2; or (2) add those elements of the support of
propositions p for which M only has an acceptable argument after the dialogue; or (3)
add just the propositions p for which M only has an acceptable argument after the dia-
logue; or (4) replace any propositions in ΣM whose negations are now acceptable with
those negations.

In conjunction with Definition 8, we need to define what constitutes a good mecha-
nism for this updating. It seems reasonable to insist that the update is to ensure that the
agent in question keeps a record of just those new propositions that it finds acceptable.

Definition 9 (Update Criteria). We define the following criteria for updating the know-
ledge-based ΣM of agent M after a dialogue:

C1. Updating should cause the addition to ΣM of exactly those propositions that are
acceptable at the end of the dialogue but were not acceptable before the dialogue
began.

C2. After updating, A(ΣM) should include all those arguments that are acceptable at
the end of the dialogue.

We can use these criteria to identify which mechanism for updating should be adopted,
but first we need:

Lemma 1 (from [13]). If (S, p) ∈ A(ΣM) then (S′, s) ∈ A(ΣM) for every s ∈ S.

In other words, every element of the support of an acceptable argument is itself the
conclusion of an acceptable argument.

Corollary 1. If an updating mechanism satisfies C1, then it satisfies C2.

Proof. Immediate from the definition of C1 and C2, and Lemma 1.

Thus C1 is a stronger criterion than C2 since it specifies that no additional propositions
other than those that have become newly acceptable should be added. C2 allows for
the addition of propositions that result in ΣM generating arguments after the updating
that are not acceptable so long as all arguments that were acceptable at the end of the
dialogue can be constructed. Thus C2 does not imply C13.

Proposition 2. Mechanisms W1 and W2 satisfy C2, mechanism W3 satisfies C1, and
mechanism W4 fails to satisfy either criterion.

2 This is just the simplest update rule we can imagine, rather than one we think would be adopted
by a rational agent, but would be a possible update rule for the credulous agents discussed
in [13].

3 We see no way of tightening C2 to make A(ΣM) generate exactly the arguments acceptable at
the end of the dialogue without losing valuable information.
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Proof. We examine each mechanism in turn, considering the case of updating ΣM after
agent M has completed a dialogue with agent U.

W1 updates by adding every proposition in CSU to ΣM. If M has asserted some
proposition that M does not find acceptable, then this will be added to ΣM (since all
propositions asserted by U end up in CSU whether or not M finds them acceptable). W1
thus fails to meet C1 by including propositions that M does not find acceptable, but by
adding everything that was asserted by U satisfies C2—all new arguments, including
all the acceptable ones, can be constructed.

W2 updates by including the grounds for every p that has become acceptable as a
result of the dialogue, and so satisfies C2. It fails to satisfy C1, however, because it
does not include the p themselves (unless they are in the grounds of other acceptable
arguments).

W3 updates by adding to ΣM every logically distinct conclusion of every acceptable
argument whose support is not already wholly in ΣM. Since Lemma 1 tells us that every
element of the support of such arguments will also be the conclusion of an acceptable
argument, the result will be to include all formulae that are acceptable after the dia-
logue but were not before, which exactly satisfies C1.

W4 updates by replacing every p in ΣM that was acceptable before the dialogue
but is not afterwards by ¬p. This is in line with C1 for those propositions which were
acceptable before the dialogue and have become unacceptable as a result of it, but fails
to deal with propositions for which there was no argument before the dialogue. W4 thus
satisfies neither C1 nor C2.

Given this result, the most suitable of these procedures for revision seems to be W3,
since it satifies the strongest of the conditions, though examining the proof of Proposi-
tion 2 shows that W2 is very nearly as good.

As an illustration of how W3 works, consider the following.

Example 2. After the dialogue in Example 1, U will add p → q and q to ΣU since
there are acceptable arguments for these, and the grounds for the argument were not all
previously in ΣU. M will add nothing to ΣM since U asserted no propositions, and so
there are no new arguments that are acceptble to M — note that M does not add q even
though it is not part of its original knowledge base.

4.2 Changes in Belief over Several Dialogues

Our primary interest in this paper is to examine how the knowledge-bases of agents
develop over time, which we measure in terms of a series of dialogues. To track this
development we need the following definition:

Definition 10 (Degree of Agreement). The degree of agreement DA between two sets
of formulae S1 and S2 is:

DA(S1, S2) =
|S1 ∩ S2|
|S1 ∪ S2|

Thus we define the agreement between two knowledge bases by looking at the propor-
tion of formulae they have in common. Two knowledge bases which share no formulae
will have a DA of 0, and two knowledge bases which contain exactly the same set of
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formulae will have a DA of 1. Note that the measure as defined is symmetrical and
makes no attempt to identify whether one knowledge base is contained in another, a
situation that could be considered another form of agreement. We acknowledge that
more sophisticated measures of agreement can be established, but this seems to suit our
requirements for now.

Given Definition 10 we can establish how a given dialogue changes the extent to
which two agents agree. It is simple to show that:

Proposition 3. If M and U engage in repeated P ′′ dialogues and update using W3 after
each, then the degree of agreement between ΣM and ΣU may not increase.

Proof. For this proof it suffices to show that there is a way for the degree of agreement
to not increase.Consider that M starts a dialogue by asserting p, U challenges, and M
asserts the support for its argument (S, p). If U rejects the first s ∈ S, then at the end of
the dialogue neither agent has anything to add to its knowledge base. This same process
can happen for every dialogue, and the degree of agreement between ΣM and ΣU will
not increase.

There are several comments to make about this result. The first is that the result captures
an extreme case—over many dialogues it seems likely that at least one proposition will
be accepted by one agent, and so the degree of agreement will increase a little. How-
ever, the point the proposition makes is that there is no guarantee that it will. The second
comment is that this can be viewed as a good thing. Gabbay and Woods in their dis-
cussion of non-coooperation dialogues [6, 7] give the example of a police interrogation,
where it may very much be in an agent’s interests not to be persuaded that something is
true (that one committed a crime about which one has no knowledge for example).

The main comment to make about this result is that though it is weak — it just
says that after some dialogues the agents might not be any closer to agreement — the
reason behind it suggests the subject deserves more investigation. The reason that agents
might not have a greater degree of agreement after a dialogue is, as it is easy to see
from the proof of Proposition 3, that if U finds s, that is some part of M’s support for
(S, p), unacceptable, it can just reject and end the dialogue. This can happen even if
M has information that would overturn U’s objection to s if it were stated. It is this
latter possibility that seems worthy of elucidation, especially when we realise that the
property of resisting an increase in agreement is not just a property of P ′′, but also of
the various kinds of dialogue introduced in [13].

If we define:

Definition 11 (Closed Mouth Dialogue). A dialogue between two agents M and U is
a closed mouth dialogue if either agent replies to an “assert(p)” with an immediate
“accept(p)” or “reject(p)” during the course of the dialogue.

Definition 12 (Open Mouth Dialogue). A dialogue between two agents M and U
is an open mouthed dialogue if both agents can only reply to an “assert(p)” with
“challenge(p)” or “assert(¬p)” before “reject(p)”.

As introduced the protocol P ′′ can generate both open-mouthed and a closed-mouth
dialogues, but we can devise open and closed mouth versions of P ′′ that can, respec-
tively, only generate open and closed mouth dialogues. One closed-mouth variant of
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P ′′, denoted P ′′
CM , rejects whenever the asserted proposition is not acceptable4 accept-

ing otherwise. The open-mouthed variant, denoted P ′′
OM , challenges whenever the as-

serted proposition is not acceptable unless such a challenge would be a repetition. When
it cannot challenge, the agent asserts the negation of the asserted proposition if that is
possible, and can only accept or reject when such an assertion is impossible. Finally
P ′′

OM accepts if the proposition is acceptable and rejects otherwise.
We are now nearly at a point where we can relate the form of the dialogue, open or

closed-mouth, to degree of agreement. Before we can make such a relation, however, we
need to consider that each agent “updates” its knowledge base Σi with the conclusions
p of all acceptable arguments (S, p) that can be made from Σi (in other words the agents
add every p such that (S, p) ∈ A(Σi)), doing a kind of pre-emptive W3 update.

With this condition, then, we have:

Corollary 2. If M and U engage in any series of dialogues under P ′′
CM and update using

W3 after each, then the degree of agreement between ΣM and ΣU will not increase.

Proof. The proof follows quickly from 3. If U rejects whenever the proposition is unac-
ceptable, the only time it can possibly accept is if the proposition is immediately accept-
able, but in that case U must have an acceptable argument for it before the dialogue
starts, and so the degree of agreement will not increase.

which makes the point that some closed mouth dialogues (the example we have the
result for is only one example of a closed mouth dialogue) prevent two agents increasing
their degree of agreement. If we didn’t add the condition on the knowledge bases before
the dialogue, of course, then the degree of agreement would increase if M’s assertion
made U “realise” that it had grounds to support p all along but just hadn’t generated an
argument for p.

The key thing about an open-mouthed dialogue is that each agent has to explain why
it finds a proposition p unacceptable, challenging if it doesn’t have enough information
to construct a support for it, and asserting ¬p if it has an argument against it. This
results in:

Proposition 4. At the end of a dialogue about p under P ′′
OM between agents M and U,

p must have the same status for M and U.

Proof. By definition, in an open mouthed dialogue, if one agent does not have an ac-
ceptable argument for a proposition p asserted by the other, it has to either challenge,
which will lead to the assertion of other propositions, or assert ¬p, which will result
in a challenge and the assertion of the grounds for ¬p. This process will recurse until
neither agent has anything more challenges or assertions to make, and all the infor-
mation which either agent can bring to bear on the subject has been deployed. At this
point both agents have access to the same set of arguments concerning every p asserted
by both agents (otherwise the recursion would not have stopped), and both agents will
have to grant every p that has been asserted the same status.

This result takes us close to being able to identify open-mouthed dialogues with in-
creases in the degree of agreement, but we first have to consider cases like that in the
following example:

4 Other closed mouth variants of P ′′may immediately reject some assertions and not others.
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Example 3. All propositions have the same preference level:

ΣM = {p ∧ q} M know p
ΣU = {p ∧ ¬q} M assert q CSM = {q}

U challenge q
M assert p ∧ q
U challenge p ∧ q
M assert p ∧ q
U assert ¬q CSU = {¬q}
M challenge ¬q
U assert p ∧ ¬q
M reject ¬q

Here agreement on the status of q means both find q unacceptable — M has an argument
for q, but it is undercut by the ¬q in CSU , U has an argument for ¬q but this is undercut
by the q in CSM — and so neither will update its Σ. This is the kind of situation in
which, in human argumentation, we say “we must agree to disagree”. Both sides have
heavily entrenched beliefs that lead to inconsistent positions that cannot be resolved.
We capture this in the notion of deadlock:

Definition 13 (Deadlock). Two agents M and U are deadlocked over p if (S, p) ∈
A(ΣM) or (S, p) ∈ A(ΣU), but (S, p) �∈ A(ΣM ∪ ΣU).

The notion of deadlock captures exactly the case in the example above as well as
the case where both M and U initially have an acceptable argument for p, but these
arguments are built on contradictory grounds — the grounds will be exposed by the di-
alogue, and neither agent ends up finding the subject of the dialogue acceptable (of
course, in such a case one might want to revise not just by W3, but by removing
some propositions, but we will leave such considerations for future work — the sys-
tem we deal with here would just end the dialogue with the contradiction unresolved in
such a case).

Proposition 4 captures the limits of persuasive argumentation, at least as far as open-
mouthed dialogues are concerned. In an open-mouth dialogue each agent says all that
it has to say relating to a subject, but that does not guarantee to create agreement. How-
ever, we have a more “agreeable” result if agents are not deadlocked:

Proposition 5. If two agents M and U engage in a dialogue under P ′′
OM with subject

p, and update using W3 after, then the only cases in which the DA(ΣM, ΣU) does not
increase as a result of the dialogue is when either (1) the agents both initially have the
same acceptable argument for p or (2) the agents are deadlocked over p and all the
grounds for p that M asserts.

Proof. Consider the progress of an open mouth dialogue as sketched in the proof of
Proposition 4. There are only two ways that this process will not lead to some new
propositions being accepted by one of the agents, thus increasing DA(ΣM, ΣU). One
way is if every assertion is met with an accept. For this to be the case, the two agents
must have exactly the same argument for p (and it must be acceptable or otherwise it
could not be asserted by either). The other way is if every assertion is ultimately met
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with a reject, and that can only happen if the agents are deadlocked on every proposition
that is asserted — p and every proposition that is in the grounds for p that are asserted
by M.

Thus over many dialogues, we can say that the knowledge bases of the two agents will
converge—if they talk for long enough, then they will agree:

Proposition 6. If M and U engage in n successive dialogues under P ′′
OM with different

subjects, update using W3 after, and are not deadlocked about any of the assertions
made during the dialogues, then:

lim
n→∞ DA(ΣM, ΣU) = 1

Proof. Under the conditions stated, Proposition 5 tells us that for each dialogue, either
the degree of agreement will increase after that dialogue, or the agents already had
the same acceptable argument for the subject of the dialogue. Since the subject changes
after each dialogue, this means that as n → ∞, either the degree of agreement increases
monotonically, or the agents had exactly teh same set of propositions to begin with (and
so had the same acceptable argument for every subject). In the former case the degree
of agreement increases to 1, in the latter case it was 1 to begin with.

We need the condition about the dialogues having different subjects to prevent the case
in which the agents keep having the same dialogue (or small finite set of dialogues)
and the degree of agreement never moves beyond some value ε < 1. In addition, as
the proof points out, there is a degenerate case of “convergence” in which the two
agents started out with identical knowledge bases. However, except for this case the
convergence is real, and seems likely to be quick. Given Proposition 4, we know that
the degree of agreement of the agents will increase by at least one proposition (the
subject of the dialogue) each time, and so convergence will require at most N rounds
of dialogue, where N = |ΣM ∪ ΣU|5. Finally, we should mention that the condition
on deadlock is required for the theorem as stated, but might be relaxed without serious
effect on what happens in real dialogues — if the agents are deadlocked on some set
of propositions, but this set is small compared with |ΣM ∪ ΣU|, then the degree of
agreement will approach 1.

4.3 Lying and Modelling Other Agents

The results so far concentrate on changes to ΣM and ΣU . We can also derive conver-
gence results for the sets of lies each agent has told, JM,U and JU,M , and for the models
each agent has of the other, ΓM,U and ΓU,M . Let’s start by considering ΓM,U and ΓU,M ,
and extend our update procedure W3 so that at the end of a dialogue with U, M not only
updates its knowledge base ΣM with all the propositions p for which it has an accept-
able argument, but also updates its explicit model of U with information it knows that
U now accepts. With this additional information ΔM = ΣM ∪ ΓM,U ∪ CSU .

5 Note though that convergence will require both agents to carry out some persuasion — recall
that in Example 2, M did not add q to its knowledge base. For q to be accepted by M, U would
have to assert q in some later dialogue.
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We need some additional definitions:

Definition 14 (Sound Model). If ΓM,U is the model M has of the beliefs of U, then it is
a sound model of U if p ∈ ΓM,U iff p ∈ ΣU.

Definition 15 (Complete Model). If ΓM,U is the model M has of the beliefs of U, then
it is a complete model of U if p ∈ ΣU iff p ∈ ΓM,U.

With these we can extend Proposition 6 to get:

Proposition 7. If M and U engage in n successive dialogues under P ′′
OM with differ-

ent subjects, and update using W3 after, then as n → ∞, ΓM,U becomes a sound and
complete model of U.

Proof. Clearly ΓM,U is sound and complete if DA(ΓM,U , ΣU) = 1. Since updating
ΓM,U takes place in the same way as updating ΣM, the result follows directly from
Proposition 6.

Thus if they talk for long enough, one agent will converge on a sound and complete model
of the other’s beliefs. As our discussion of Proposition 6 argues, the number of dialogues
required for this convergence is linear in the size of the agents’ knowledge bases.

Finally, for agents that are lying, we need to add in the Ji,j so that ΔM = ΣM ∪JM,U ∪
CSU. Recall that the idea of JM,U is that it records things that M believes are false, but uses
to build arguments that it seeks to persuade U with — the arguments are not acceptable
to M (and in [18] we introduce new semantics for assert to deal with this) — and records
in order to attempt to only assert things to U that are consistent with the contents of JM,U .
In such a situation, what M wishes to avoid is being caught in a lie:

Definition 16 (Caught in a Lie). An agent is caught in a lie over p if it is forced to
assert both p and ¬p in the same dialogue.

We have to define being caught in a lie like this, rather than, for example, as the asser-
tion of p and ¬p in different dialogues, since an agent may do this innocently, having
changed the status of p in between.

Proposition 8. If M and U engage in a n successive dialogues under P ′′
OM with different

subjects, then if M lies to U about p and the probability of M being caught in a lie over
p is denoted by Pr(c(p)), then:

lim
n→∞Pr(c(p)) = 1

Proof. If M is in an open-mouthed dialogue with U, M always has to back up its po-
sition on every proposition p, and this involves stating the support S, where S may be
drawn from ΣM or JM,U. Given what U utters, there is some probability that a given
proposition k will be required to be asserted as such support, Pk (we allow this to
vary from proposition to proposition). Assuming the probabilities of needing to as-
sert p and ¬p are independent, the probability that M will be caught in a lie is thus
Pr(c(p)) = Pp · P¬p (which may be very small), and so the probability of not being
caught is 1 − Pp · P¬p, which is, by definition, less than 1. After n dialogues, the proba-
bility of not being caught, 1 − Pr(c(p)) = (1 − Pp · P¬p)n, and this will converge to 0
as n tends to ∞. Thus the result holds.
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Indeed, the result holds even if Pp and P¬p are not independent—simply replace
Pp · P¬p with Pp,¬p, and so long as this is not zero, as long as it is possible that M will
be caught, the probability of being caught converges to 1 as the number of dialogues
increases.

In other words, the more dialogues that M and U engage in, the greater the chance
that M will be caught in a lie. This result depends only on the properties of P ′′

OM (in a
dialogue under P ′′

CM , M would not have to produce grounds) and not the properties of
any update operator.

5 Conclusions

This paper has extended the work of [14], which identified the range of possible out-
comes of argumentation-based dialogues. Here we have considered what happens at the
end of a dialogue—that is what mechanisms are suitable for altering an agent’s record
of what it believes as a result of a dialogue—and how what happens at the end of a di-
alogue impacts how an agent’s beliefs change after a sequence of dialogues. Our main
result is that the way the beliefs change over this sequence depend on the properties
of the dialogues themselve, and under certain circumstances, the beliefs of two agents
tend to converge as the number of dialogues they engage in grows.

There are three ways that we intend to pursue extensions to this work. One is to
consider the mechanisms we have for updating beliefs at the end of a dialogue from
the perspective of belief revision [8]. The mechanism we proposed here can clearly be
considered as a belief revision mechanism, the question is whether it conforms to the
standard properties for such a mechanism. The second extension we plan is to work
back towards the results obtained in [14]. That work, in contrast to ours, considered the
results of just a single dialogue, and made precise predictions about the outcome based
on the contents of the participating agents’ knowledge bases. Our work looks at the
outcomes of a sequence of dialogues in very general terms, and we would like to see
if we can make more precise predictions if we look at the contents of the particpants’
knowledge bases in more detail. Finally we intend to look at other forms of open and
closed mouth dialogues — the ones we have considered here are two variants of a
single protocol — seeking to identify what properties hold for open and closed mouth
dialogues in general.
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