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Abstract. Association rule discovery is an important technique for mining 
knowledge from large databases. Data mining researchers have studied subjec-
tive measures of interestingness to reduce the volume of discovered rules and to 
improve the overall efficiency of the knowledge discovery in databases process 
(KDD). The objective of this paper is to provide a framework that uses subjec-
tive measures of interestingness to discover interesting patterns from associa-
tion rules algorithms. The framework works in an environment where the 
medical databases are evolving with time. In this paper we consider a unified 
approach to quantify interestingness of association rules. We believe that the 
expert mining can provide a basis for determining user threshold which will ul-
timately help us in finding interesting rules. The framework is tested on public 
datasets in medical domain and results are promising. 

Keywords: Knowledge discovery in databases (KDD), data mining, association 
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1   Introduction 

The vast search space of hidden patterns in the massive databases is a challenge for 
the KDD community [19]. However, a vast majority of these patterns are pruned by 
the objective measures such as score functions engaged in the mining algorithm. To 
avoid computing the score function for the entire search space, optimization strategies 
are used. For example, in association rule mining, confidence is the commonly used 
score function and the anti monotonic property of frequent itemsets is the optimiza-
tion strategy [3]. 

Despite massive reduction of search space by employing suitable score functions 
and optimization strategies, all of the discovered patterns are not useful for the users. 
Consequently, researchers have been strongly motivated to further restrict the search 
space, by putting constraints [1,2,4,5,6,7] and providing good measures of interest-
ingness [8-18]., 

Commonly used techniques to discover interesting patterns in most KDD endeav-
ors are partially effective unless combined with subjective measures of interestingness 



54 H. Kaur et al. 

[22,24,25,26]. Subjective measures quantify interestingness based on the user under-
standability of the domain. Capturing the user subjectivity in dynamic environment 
requires a great deal of knowledge about databases, the application domain and the 
user’s interests at a particular time [21,22,23]. Therefore, it is difficult for the user to 
analyze the discovered patterns and to identify those patterns that are interesting from 
his/her point of view.  

In this paper we introduce a unified approach to quantify interestingness of asso-
ciation rules. The user domain knowledge is provided in terms of expert mining 
rules. Such expert rules are needed in order to capture the subjectivity of medical 
experts. The paper introduces a technique that efficiently mines the expert knowl-
edge to form a constraint to the proposed approach. We believe expert mining can 
provide a basis for determining user threshold which will ultimately help as in find-
ing interesting rules. 

2   Related Works 

Most existing approaches of finding subjectively interesting association rules ask the 
user to explicitly specify what types of rules are interesting and uninteresting. In tem-
plate-based approach, the user specifies interesting and uninteresting association rules 
using templates [14,15,16]. A template describes a set of rules in terms of items oc-
curring in the conditional and the consequent parts. The system then retrieves the 
matching rules from the set of discovered rules. 

There are various techniques for analyzing the subjective interestingness of classi-
fication rules [10,11,13,14].  However, those techniques cannot work for analyzing 
association rules. Association rules require a different specification language and 
different ways of analyzing and ranking the rules. Padmanabhan and Tuzhilin have 
proposed a method of discovering unexpected patterns that considers a set of expecta-
tions or beliefs about the problem domain [14,15,16]. The method discovers unex-
pected patterns using these expectations to seed the search for patterns in data that 
contradict the beliefs. However, this method is generally not as efficient and flexible 
as our post-analysis method unless the user can specify his or her beliefs or expecta-
tions about the domain completely beforehand, which is very difficult, if not impossi-
ble [9]. Typically, the user must interact with the system to provide a more complete 
set of expectations and find more interesting rules. The proposed post-anlaysis 
method facilitates user interaction because of its efficiency. Padmanabhan and Tuz-
hilin’s approach also does not handle user’s rough or vague feelings, but only precise 
knowledge. User’s vague feelings are important for identifying interesting rules be-
cause such forms of knowledge are almost as important as precise knowledge. 

However, all works stated in the literature are generally not flexible to handle the 
evolving nature of data as the post-analysis method, unless the user can freely specify 
his or her beliefs or his/her background knowledge about the domain, which is very 
difficult. Liu et al. [9,10,11] proposed a post analysis method that considers vague 
feelings for identifying interesting rules. However, the work does not consider the 
degree of interestingness and the fact that the user background knowledge changes 
with the time. 
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3   The Unified Approach to Quantify Interestingness of 
Association Rules 

An association rule is of the form: Å → C where Å denotes an antecedent and C de-
notes a consequent. Both Å and C are considered as a set of conjuncts of the form 
c1,c2,…,ck. The conjunct cj is of the form < A = I>, where A is an item name (attrib-
ute), Dom (A) is the domain of A, and I (value) ∈  Dom (A). 

Given a dataset D collected over the time [t0,t1,t2,…tn]. At each time instance tj, 
an incremental dataset Dj , j є {j,…,n}, is collected and stored in D. The incremental 
Di is subjected to the mining algorithm resulting in the discovery of set of rules 
(model) {Ri}. The proposed framework process interesting rules from the discov-
ered rules.  

Data-mining research has shown that we can measure a rule’s interestingness us-
ing both objective and subjective measures [7-18]. To the end user, rules are inter-
esting if: 

(i) The rules contradict the user’s existing knowledge or expectations (Unex-
pected). 

(ii) Users can do something with them and benefit (Actionable). 
(iii) They add knowledge to the user prior knowledge (Novel). 

Although novelty, actionability and unexpectedness of the discovered knowledge 
are the basis of the subjective measures, their theoretical treatment still remains a 
challenging task [13,20,25]. Actionability is the key concept in most applications. 
Actionable rules let users do their jobs better by taking some specific actions in re-
sponse to the discovered knowledge. Actionability, however, is an elusive concept 
because it is not feasible to know the space of all rules and the actions to be attached 
to them. Actionability is therefore is implicitly captured by novelty and unexpected-
ness [25]. 

 

 

Fig. 1. Interestingness as post analysis filter for KDD process 
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In this work we introduce a comprehensive interestingness measure that quantifies 
the unexpectedness and novelty by involving the user background knowledge and the 
previously discovered knowledge. The framework computes the deviation of discov-
ered rules with respect to the domain knowledge and previously discovered rules. 
Subsequently the user determines a certain threshold value to report interesting rules. 
The general architecture of the proposed framework is shown in Fig.  1. 

At time ti, database Di is subjected to the association rule mining algorithm, result-
ing into discovery of knowledge Ki. The proposed interestingness filter processes Ki, 
in the light of knowledge extracted from expert and the previously discovered knowl-
edge (known knowledge) to deliver rules that are of real interest to the user. 

3.1   Deviation at Lowest Level 

Degree of deviation at the lowest level represents the deviation between conjuncts. 
The deviation between a conjunct ci and conjuncts cj is computed on the basis of the 
result of comparison between the items of the two conjuncts. 
 
Definition 1 
Let c1 and c2 be two conjuncts (A1 = I1) and (A2 = I2) respectively. The deviation of c1 

with respect to c2 is defined as a Boolean function as follows: 

1 2 1 2 
1 2

1 2 1 2    

  0,          if A A , and I I    (Identical items). 
(c ,c )

  1,            if A A , and I  I (Different items).     

  = =⎧
Δ = ⎨ = ≠⎩

 

The possibilities of deviation at the lowest level as defined in Definition 1 has de-
viation degree 0 which indicates no deviation exists between the two conjuncts and 
deviation degree 1 which indicates different conjuncts. 

3.2   Deviation at Intermediate Level 

This type of deviation represents the deviation between the set of conjuncts. Such 
deviation denoted by Ψ(S1,S2) is obtained by computing the deviation at the lowest 
level and subsequently combining it to compute the deviation at intermediate level. 
The following definition is the basis of computation of deviation at intermediate level. 
 
Definition 2 
Let S1 and S2 be two sets of conjuncts, we compute the deviation at intermediate level 
denoted by Ψ (S1, S2) as follows: 
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As per Definition 2, Ψ (S1, S2) = 0 indicates that S1 and S2 are identical, Ψ(S1,S2) = 
1 indicates the extreme deviation and the computed value of β, quantifies an interme-
diate degree of deviation. The value of β is computed as a linear combination of the 
minimum deviation at the lowest level that represents each conjunct of the S1 with 
respect to S2 divided by the number of conjuncts of S1. 

4   Interestingness of Discovered Knowledge 

Having obtained the deviation at lowest and the intermediate level, the deviation at 
rule level (high level) is to be evaluated as both antecedents and consequents of 
rules are considered to be sets of conjuncts. The computation of deviation at high 
level is performed against the rules extracted from experts as well as the rules dis-
covered earlier. The interestingness of a rule is therefore, obtained by comparing 
the deviation at the highest level (rule level) with respect the user given threshold 
value. A rule is considered to be interesting if its deviation at the high level exceeds 
a user threshold value. 

Interestingness of a rule R1 with respect to another rule R2 is calculated as follows:  
 
Definition 3 
Let r: År → Cr be a rule whose interestingness is to be computed with respect to the 
rule set R. Then 
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As per Definition 3, IR
r  = 0 indicates that R1 and R2 are identical, IR

r = 1 indicates 

the extreme deviation between R1 and R2. (
Rs∈

min Ψ (Ar,As) + Ψ (Cr,Cs))/2 and (Ψ 

(Ar,As) + 
Rs∈

min Ψ (Cr,Cs))/2 indicates the intermediate degree of deviation of R1 with 

respect to R2. The user specifies the threshold to select interesting rules based on the 
computation of IR

r . 

After rule interestingness is computed, we have to decide either the rule is interest-
ing or simply a deviation of an existing rule. Whether a rule is interesting or not de-
pends on the user feeling about the domain, which is determined by a certain thresh-
old value. The following definition is the basis of determining interesting rules. 
 
Definition 4 
Let R1: Å1 → C1 and R2: Å2 → C2 be two association rules. R1 is considered interesting 
with respect to R2, if IR

R
2
1  > Φ, where Φ is a user threshold value, otherwise it is con-

sidered conforming rule. 
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As per Definition 4, the computed value IR
R

2
1  which indicates the interestingness of 

R1 with respect to R2 is compared against the user threshold value Φ to determine 
either R1 is interesting with respect to R2 or otherwise. The R1 is interesting if its 
deviation with respect to R2 exceeds Φ.  

5   Expert Mining Using Mathematical Techniques 

Most Association rule algorithms employ support-confidence threshold to exclude 
uninteresting rules but in medical data mining, many rules satisfying minimum confi-
dence and minimum support may not be interesting in view of expert's experience of 
critical cases. It is only the user (medical expert) who can judge if the rule is interest-
ing or not. The judgment being subjective, will vary from expert to expert. 

Traditionally, medical expert system extract knowledge using IF-THEN diagnostic 
rules, where as data mining algorithms use large databases to discover a set of rules. 
Machine learning techniques too rely on available databases. In case of medical data-
bases, it is possible that there are many missing or incomplete records. On the other 
hand a medical expert because of his limited experience may arrive at incorrect rule. 
Therefore, it is desirable to compare rules generated by data mining algorithms with 
rules generated by experts. Subsequently, contradictions can be identified and elimi-
nated to discover interesting rules. 

We may extract rules from medical experts using mathematical techniques. Koval-
erschuk et al. have applied monotonicity of Boolean functions in the breast cancer 
problem by evaluating calcifications in a mammogram [27].  Suppose we identify n 
attributes say x1, x2, x3......xn to diagnose a particular disease D. Without loss of gener-
ality, we assume these attributes take binary values yes or no i.e. 1 or 0 then there are 
2n combinations of these attributes. We can extract rules by interviewing medical 
experts on these 2n combinations of the values of the attributes.  By using monotonic-
ity in some form on these 2n vectors, we may minimize the number of questions. One 
simple way of defining monotonicity is as follows: 

1 2 3 n 1 2 3 n

i i

( x ,  x ,  x . . . . . . x )      ( y , y ,  y . . . . . . . . y   )

                                           i f f   x   y

≤
≤

 

Now questions to expert will depend on answer to the previous question. Chain of 
monotonic values of (x1, x2, x3......xn) represents a case using Hansel chain [28]. 

6   Implementation and Experimentation 

The proposed approach is implemented and tested on several public medical datasets 
available at http://kdd.ics.uci.edu using C programming language. The datasets are 
partitioned into three groups representing instances arrived at time T1, T2 and T3 re-
spectively. The rules are generated using WEKA-associate [29] for each partition of 
the datasets, with 0.1% and 1% to indicate minimum confidence and minimum sup-
port respectively. Subsequently, their interestingness is quantified using the proposed 
framework. Based on the specified threshold the rules are categorized either as inter-
esting or conforming (Definition 4).  
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6.1   Experiment I 

The objective of the first experiment is to show the effectiveness of the approach in 
reducing the number of discovered rules. It is expected that the number of discovered 
rules that are interesting keeps on decreasing over the time. We work with five datasets 
and assume that the interestingness threshold value (Φ) = 0.6.  The values in the third 
column of Table 1 represent the number of rules discovered, using WEKA, at a given 
partition and the values in the fourth column represent the interesting rules discovered 
by our approach. It is observed that the number of interesting rules decreases in con-
trast to the number of conforming rules which increases as expected. Intuitively, the 
 

Table 1. The discovered medical rules at time T1, T2, and T3  

 
Dataset 

 

 
Time 

 
Discovered 
AR’s 

 
Interesting rules 

 
Conforming rules 

T1 32000 18230 13770 
T2 28562 12003 16559 

 
Lymph 

T3 26781 2010 24771 
T1 802 320 482 
T2 725 180 545 

 
Breast 

T3 540 73 467 
T1 1207 800 407 
T2 980 430 550 

 
Hepatitis 

T3 626 228 398 
T1 987 564 423 
T2 566 320 246 

 
Heart 

T3 207 118 89 
T1 4502 2876 1635 
T2 2709 1078 1631 

 
Sick 

T3 986 401 585 
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Fig. 2. Graphical representation of discovered rules of Lymph dataset 
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Fig. 3. Graphical representation of discovered rules of different datasets 

Table 2.  Discovered rules at time T1, T2 and T3 for different (Φ) 

 
Interesting 
Degree (Φ) 

 
Time 

 
Discovered 
Rules 

  
Interesting 

 
Conforming 

T1 1207 291 913 
T2 980 160 820 

 
Φ=0.9 

T3 626 119 507 

T1 1207 311 896 
T2 980 259 721 

 
Φ=0.8 

T3 626 156 470 

T1 1207 417 790 
T2 980 388 592 

 
Φ=0.7 

T3 626 214 412 

T1 1207 800 407 
T2 980 430 550 

 
Φ=0.6 

T3 626 228 398 

T1 1207 976 231 
T2 980 530 450 

 
Φ=0.5 

T3 626 324 302 

T1 1207 1016 191 
T2 980 860 120 

 
Φ=0.4 

T3 626 520 106 

T1 1207 1103 104 
T2 980 923 57 

 
Φ=0.3 

T3 626 602 24 
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Fig. 4. Graphical representation of discovered rules 

interesting rules discovered at time T1 become known knowledge at time T2 and hence 
no more interesting. The conforming rules are shown in the rightmost column of Table 
1. Figures 2 and 3 shows the graphical representation of Table 1. 

6.2   Experiment II 

The second experiment was performed using ‘Hepatitis’ dataset to study the effective-
ness of interestingness threshold (Φ) on the number of discovered rules. It is expected 
that as the interestingness threshold value (Φ) decreases, the number of rules in-
creases. Intuitively, a higher value of Φ indicates that the user background knowledge 
about the domain is high and therefore number of interesting rules is reduced. In con-
trast, a lower value of Φ indicates that the user background knowledge about the do-
main is low and therefore number of interesting rules is increased. Table 2 shows the 
result of this experiment. Fig. 4 shows the graphical representation of the results. 

7   Conclusions 

In this paper, we proposed framework to quantify the interestingness of association 
rules in evolving medical databases. The approach is post-analysis filter that is used in 
analysis stage of KDD process. It is based on computation of the deviation of the 
currently discovered association rules with respect to expert rules and previously 
discovered knowledge. The user subjectivity is captured the by constructing the ex-
pert rules. The framework is implemented and evaluated using five medical datasets 
and has shown encouraging results.  

Currently we are trying to integrate the framework into the Apriori algorithm (min-
ing algorithm), thus using it in the mining stage of the KDD process. 
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