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Abstract. The paper presents new geometrical methods of feature ex-
traction from ear images in order to perform human identification. Geo-
metrical approach is motivated by the actual procedures used by police
and forensic experts. In the article novel algorithms of ear feature extrac-
tion from contour images are described in detail. Moreover, identification
results obtained for each of the methods, based on the distance of feature
vectors in the feature space, are presented.

1 Introduction and Previous Work

Ear biometrics seems to be a good solution for passive human identification sys-
tems. Ear images can be acquired from the distance even without the knowledge
of the examined person. Ear biometrics is also highly accepted as single or hy-
brid (e.g. with face) biometrics by users in possible access control applications.
According to users, ear biometrics is less stressful than fingerprinting. Moreover,
our test users admitted that they would feel less comfortable while taking part in
face images enrolment (people tend to care how they look on photographs). Fur-
thermore, in ear biometrics there is no need to touch any devices and therefore
there are no problems with hygiene.

Even though ear biometrics have not been implemented commercially so far,
there are some known methods of feature extraction from ear images [1][2][3].
Those methods were discussed in our previous articles, in which we had also
proposed our own new methods of feature extraction: concentric circles based
method (CCM) and contour tracing method (CTM) [4][5]. Recently, various
approaches towards 3D ear biometrics has been developed and published [6][7].

Hereby we introduce our further developments in feature extraction for hu-
man identification based on ear images. In Section 3 contour selection algorithm,
geometrical parameters extraction method (GPM) consisting of the shape ra-
tio (GPM − SRM) and the triangle ratio methods (GPM − TRM), as well
as angle-based method (ABM) are presented in detail. In Section 4 identifica-
tion results are presented and discussed. Conclusion and references are given
next.
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2 Motivation for Geometrical Approach

Our methods based on geometrical feature extraction are motivated by actual
procedures used in police and forensic evidence search applications. Nowadays,
human ears and earprints are standard features of identity taken into account
by forensic specialists and criminal policemen. In reality, well-established proce-
dures of handling ear evidence (so called ear otoscopy) are based on geometrical
features such as size, width, height and earlobe topology [8][9].

Therefore, by analogy to ear otoscopy, we decided to compute geometrical pa-
rameters of ear contours extracted from ear images. Such approach gives infor-
mation about local parts of the image, which is more suitable for ear biometrics
than global approach to image feature extraction. Moreover, geometrical features
of extracted contours are more adequate for ear identification than color or tex-
ture information, which is not distinctive enough within various ear images [10].

3 Methods Based on Geometrical Parameters - GPM

In the proposed method of feature extraction from ear images in order to per-
form human identification, we use the geometrical parameters and properties of
ear contour images. The first step of the method is the extraction of contours
from ear images in such way, that the extracted contours contain distinctive
information about shape and geometrical properties of given ear. Then for each
of the extracted contours we construct the feature vector on the basis of the
proposed geometrical parameters.

3.1 Contour Image Processing

We presented ear contour detection algorithm in our previous work [4][5]. Hereby
it is enhanced by contour processing procedure. The aim of contour image
processing is the selection of contours containing the most distinctive informa-
tion characterizing human ear images. For each extracted contour c, we calculate
its length:

Lc =
Q−1∑

q=1

√
(xq+1 − xq)

2 + (yq+1 − yq)
2
, (1)

where:

– Q - number of contour points,
– c - number of contours, for c = 1, . . . , C ,
– (x, y) - coordinates of contour points,
– q - indexation of the current contour point.

After evaluation of ear images from our database we defined so called short
contours, which are eliminated. We eliminate the contours for which:

Lc ≤ t × Lcmax, (2)

where t is a sensitivity parameter (we use the value t = 0.2). In result of such
processing we obtain images with the limited number of contours (Fig. 1).
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Fig. 1. Selected (longest) and numbered contours in test images ’macfir’ (left) and
’szysob’ (right), respectively

3.2 GPM - Triangle Ratio Method

The aim of the triangle ratio method is to extract invariant geometrical fea-
tures which describe contours in ear image. Hereby we consider only the longest
contour, but the method is applied to all the selected contours of the earlobe.

The method is based on finding the maximal chord of the contour and the
intersection points of the contour with the longest line perpendicular to the
maximal chord.

Maximal chord is denoted by Chordmax and is determined according to the
following algorithm:

– we search for the first point of the longest contour lcmax - let it be the point
pc with the coordinates (ic, jc). Let (ib, jb) be the coordinates of the current
contour point pb,

– we calculate the distances between the point pc and the consecutive points
pb,

– the maximal chord is defined by:

Chordmax = max
{√

(ic − ib)
2 + (jc − jb)

2
}

(3)

for: b = 1 . . . N , where N is the number of contour points.

Then we extract ear contour features. In our case we use the properties of the
triangle sidelines created in the following way:

1. extraction of the longest contour Lcmax within the ear image, contour length
is calculated according to (1),

2. calculation of the maximal chord according to (3),
3. having computed the coordinates of the maximal chord and its length, for

the current points of the contour we calculate:

Ab = icjb − ibjc + ibjbmax − ibmaxjb + ibmaxjc − icjbmax (4)
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Fig. 2. Triangle ratio method for sample ear images ’prapod’, ’szysob’ and ’macfir’,
respectively. The images show the extracted longest ear contour with the triangles
based on points ABCD.

and the maximal distance of the current point from the maximal chord:

rb =
Ab

Chordmax
, (5)

4. point for which rb = max when jb ≤ jc determine the point B in the ear
contour, while the current point for which jb ≥ jbmax determine the point C
in the ear contour,

5. two triangles are created: the triangle ABD and BCD (the presented con-
ditions (inequalities) are true for left images, for right ears inequalities are
reverse),

6. we calculate the length of the line connecting the points A and C (those lines
are heights of the triangles ABD and BCD respectively), those lengths are
denoted as hm and hd,

7. we calculate the parameter b as the sum of the lengths of two lines connecting
points A and C with the diameter under the angle of 90◦, that is b = hm+hd,

8. we calculate the lengths of the sides ab and ad of the triangle ABD and the
lengths of the sides bc and cd of the triangle BCD,

9. we calculate the values of parameter w1 such as w1 = ab + ad and, by
analogy, w2 such as w2 = bc + cd,

10. we calculate the ratio w = w1/w2,
11. we calculate the triangles ratio according to (7).
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Table 1. The parameters computed for the longest ear contours extracted from 3 test
ear images ’prapod’, ’szysob’ and ’macfir’ from Fig. 2

Parameter ′prapod′ ′szysob′ ′macfir′

|AB| 112.3 138.2 45.1
|AD| 267.0 329.6 387.1
|BC| 193.7 181.9 188.2
|CD| 218.8 256.0 280.2
w1 379.3 467.8 432.2
w2 418.5 437.9 468.4
w 0.906 1.068 0.923

Chordmax 343.0 362.4 411.3
b 186.4 245.8 151.4
db 1.840 1.474 2.730
hm 72.2 125.7 39.6
hd 114.0 119.9 111.7
tr 0.574 1.120 0.327

The parameter b is the sum of two lines connecting the points A and C with
the maximal chord Chordmax under the angle of 90◦.
The parameter db is the length ratio calculated as:

db =
Chordmax

b
. (6)

On the basis of the previous calculations we can compute the triangles ratio tr,
such as:

tr =
hmw1

hdw2
. (7)

The results of the presented method for 3 test ear images are shown in Figure 2.
The calculated values of the presented lines, parameters and ratios w and db for
3 ear images are shown in the Table 1.

3.3 GPM - Shape Ratio Method

Another proposed ear contours’ feature is the shape ratio. We compute it for the
meaningful contours in ear image selected by the method described in section
3.1. The shape ratio denoted as kk is computed according to (8):

kk =
Lc

dkp
, (8)

where:

– Lc is the contour length given by (1),
– dkp is the length of the line connecting the ending points of each contour

given by (11).
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Table 2. Values of parameters computed for 9 selected contours in test image ’macfir’.
Lc - contour length; dkp - length of the line connecting the endpoints, kk - shape
ratio; Chordmax - the longest chord of the contour; b - length of perpendicular lines
connecting most distant points with Chordmax; db - length ratio; cc - number of dkp

intersections with the contour; in some cases dkp may be equal to Chordmax.

c Lc dkp kk Chordmax b db cc

1 572.6 387.1 1.479 411.3 151.4 2.730 0
2 280.8 103.4 2.019 126.5 109.1 1.159 0
3 282.6 207.0 1.365 207.0 68.9 3.004 0
4 138.2 118.3 1.168 118.3 19.6 6.036 1
5 509.3 285.9 1.781 339.7 121.3 2.801 0
6 132.8 121.6 1.092 121.6 7.8 15.590 0
7 175.8 110.9 1.585 110.9 54.9 2.020 0
8 128.8 10.4 12.385 43.9 36.6 1.120 0
9 97.4 64.2 1.517 68.0 28.7 2.369 0

Table 3. Values of parameters computed for 9 selected contours in test image ’szysob’.
Lc - contour length; dkp - length of the line connecting the endpoints, kk - shape
ratio; Chordmax - the longest chord of the contour; b - length of perpendicular lines
connecting most distant points with Chordmax; db - length ratio; cc - number of dkp

intersections with the contour; in some cases dkp may be equal to Chordmax.

c Lc dkp kk Chordmax b db cc

1 643.8 329.6 1.953 362.4 245.8 1.474 0
2 401.6 238.1 1.687 240.8 127.9 1.883 0
3 284.7 187.7 1.517 187.7 84.8 2.213 0
4 95.4 86.5 1.103 86.5 10.5 8.238 1
5 303.9 161.7 1.879 161.7 84.4 1.916 2
6 94.6 87.2 1.085 87.2 10.7 8.150 0
7 87.4 70.9 1.233 70.9 16.1 4.404 1
8 132.5 116.7 1.135 116.7 12.0 9.725 1
9 429.5 292.0 1.471 308.2 114.5 2.692 0

The shape ratio value is always kk > 1. Shape ratio allows contours classification
into 2 classes:

1. linear contours for which kk ∼= 1,
2. circular contours for which kk >> 1.

The example of the circular contour is the contour number 8 extracted in the
ear image in Fig. 1 (left). Its value in the Table 2 is kk8 = 12.385.
The examples of the linear contours are:

– contour number 6 extracted in the ear image in Fig. 1 (left); its shape ratio
is kk6 = 1.092 (Table 2),
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– contour number 6 extracted in the ear image in Fig. 1 (right), its shape ratio
is kk6 = 1.085 (Table 3).

The ratio cc is also proposed. It is computed as the number of intersections
between the each maximal chord Chordmax and corresponding contours c.
It allows contour classification into 2 classes:

– simple contours, for which cc = 0,
– complex contours, for which cc ≥ 1.

Most of the contours are classified as simple contours. The example of the com-
plex contour is the contour number 5 extracted in the ear image in Fig. 1 (right).
The combined feature vector containing the parameters computed by the pro-
posed methods GPM − TRM and GPM − SRM for c = 1, ..., C extracted
contours is given by:

FV =
{
(Lc, dkp, kk, d, b, db, cc)c

}
. (9)

3.4 Angle-Based Contour Representation Method - ABM

Each extracted contour is treated as an independent open curve. Each curve is
represented by two sets of angles [11]:

Φ = Φw; 1 ≤ w ≤ ε

Ψ = Ψw; 1 ≤ w ≤ ε (10)

corresponding to the angles between the vectors centered in the point p0.
For each contour (curve) we search for the point p0, which becomes the center
of the concentric circles. The point p0 is defined in the following way:

1. two ending points (ip, jp) and (ik, jk) of each curve are localized,
2. the equation of the line passing through those extracted points is j = b1 ×

i + b0, where: b1 = jk−jp

ik−ip
b0 = jp×ik−jk×ip

ik−ip
,

Fig. 3. Visualization of the ABM method for a chosen ear contour and 2 radii (con-
centric circles) with a centre in p0
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3. the distance between the ending points is computed:

dkp =
√

(ik − ip)
2 + (jk − jp)

2
, (11)

4. the center point isr, jsr of the line between (ip, jp) and (ik, jk) is computed in
the following way. Let tan γ = jk−jp

ik−ip
and �j = dkp

2 cosγ. Then jsr = jk +�j,
5. knowing jsr and the line equation we can determine isr,
6. the line j = 1

b1
(isr − i) + jsr perpendicular to the line between the con-

tour ending points and passing through the computed center point (isr, jsr)
intersects the contour in the point p0 with the coordinates (i0, j0).

The length of the maximal radius is determined by:

rm =
√

(ik − i0)
2 + (jk − j0)

2
. (12)

For each contour we consider ε concentric circles with the radii rw = w × rm

ε
(w = 1, . . . , ε). For each contour the point p0 becomes the center of the local
polar coordinate system.
For each radius rw we compute the angles:

Φw = (θmax − θmin)w (13)

Ψw−1 = ((θmax)w) − ((θmax)w−1). (14)

Having assumed that there are c = 1, ..., C contours in the ear contour image,
and that each contour is analyzed by w concentric circles, the feature vector is
given by:

W = {(Φw, Ψw−1)1 , . . . , (Φw, Ψw−1)c , . . . , (Φw, Ψw−1)C} . (15)

4 Experiments and Results

The experimental scenario involves the finite ear images database. One of the
users, who took part in the enrollment process and his ear image is surely stored
in the database, is chosen randomly. The acquisition of the user’s test ear image
is performed. Next, we compute the feature vectors for the test user and we
search for the corresponding image from the database. In result of such scenario
we obtain one ear image for which the computed feature vectors are the closest
to test image feature vectors in terms of distance in the feature space.

Since there are no standard ear image databases, we performed all the tests
on our own ear image database. We used images from 80 people so that we had
an experimental database of 800 images (5 positions and 2 illumination values
for a person). The input (query) images were taken for randomly chosen users in
the conditions similar to those during the first enrollment. The feature vectors
were calculated and the recognition decision was made based upon the proposed
features. For each of the proposed method the classification formula was created
on the basis of the distance in the feature space.
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In the process of ear identification by Geometrical Parameters Method - GPM
we calculate the distance between the feature vectors FV (9). The minimal
distance difference between the test feature vector FVtest and the vectors from
the database FVref is given by:

ans4 = min
{√(

FV 2
test − FV 2

refc=1

)

z=1
+ · · · +

(
FV 2

test − FV 2
refC

)

Z

}
. (16)

The image for which (16) is fulfilled is the obtained result for the test user. In
104 tests we obtained the correct identification result in all the tests.

In the process of identification by ABM method, the feature vectors W (15)
are compared. The minimal distance difference between the test feature vector
Wtest and the vectors from the database Wref is given by:

ans3 = min
{
Wtest − (Wref )z

}
= min {dif21, · · · , dif2z, · · · , dif2Z} , (17)

for the value of the feature vectors difference in the feature space calculated as:

dif2z =

√√√√
C∑

c=1

{
∑

w

[(Φw)test − (Φw)b] +
∑

w

[(Ψw−1)test − (Ψw−1)Z ]

}
. (18)

for z = 1, ..., Z, where z denotes the consecutive feature vector in the ear image
database and Z is the number of ear images.

The image for which (17) is fulfilled is the obtained result for the test user.
In 104 tests we obtained the correct identification result in 94 cases.

The cumulative results for all the methods (methods CCM and CTM were
introduced in our previous work [4][5]) are presented in the Table 4.

Table 4. The cumulative results of the presented identification methods (CCM and
CTM were introduced in our previous articles [4][5]). The presented parameter is
Rank-one-recognition.

method number of tests correct acceptances false rejections Rank-1
CCM 104 94 10 90.4
CTM 104 98 6 94.2
ABM 104 94 10 90.4
GPM 104 104 0 100.0

5 Conclusion

In the article we presented our further, novel developments in geometrical feature
extraction methods for ear biometrics. The major contributions are the new
methods: GPM − TRM , GPM − SRM and ABM . Moreover, the method of
ear contour image processing in order to select only the most meaningful contours
was presented. The experiments and the achieved results were also discussed.
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After experiments we came into conclusion that the proposed geometrical
methods, which had been motivated by the manual process of feature extraction
used in criminology, allow effective person identification on the basis of features
extracted from ear images. The best results were achieved by the GPM method.

Further research is now being conducted in order to extract more geometri-
cal and global (Gabor-based) features and weigh them properly in the multi-
dimensional process of identification. Further experiments and evaluation of all
the methods are also being performed. Furthermore, we examined user inter-
action in the enrolment step and we concluded that ear images acquisition is
accepted by more users than other biometrics human identification methods,
even face recognition.
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