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Abstract. This paper addresses the problem of probabilistic modelling
of human motion by combining several 2D views. This method takes
advantage of 3D information avoiding the use of a complex 3D model.
Considering that the main disadvantage of 2D models is their restriction
to the camera angle, a solution to this limitation is proposed in this
paper. A multi-view Gaussian Mixture Model (GMM) is therefore fitted
to a feature space made of Shapes and Stick figures manually labelled.
Temporal and spatial constraints are considered to build a probabilistic
transition matrix. During the fitting, this matrix limits the feature space
only to the most probable models from the GMM. Preliminary results
have demonstrated the ability of this approach to adequately estimate
postures independently of the direction of motion during the sequence.

1 Introduction

In recent years, human motion analysis has grown to become one of the most
active research areas in computer vision [1]. It has a wide spectrum of promising
applications in many fields, especially in video-surveillance where the possibility
of automatic video understanding and activity recognition would enable a single
human operator to monitor wide areas. The most efficient systems are based
on the use of a model [2], which is, most of the time, a representation of the
human body. The election of an appropriate model is a critical issue. The use
of an explicit body model is not simple, given the high number of degrees of
freedom of the human body and the self-occlusions, direct consequences of the
monocular observation. In previous works, the structure of human body has
been represented as 2D or 3D Stick figure [3], 2D (Active) Contour or Shape [4]
or 3D volumetric model [5]. The benefits from using a more sophisticated and
appropriate model can be reduced or annihilated by poor parameter estimates.

In this paper we present a probabilistic 2D model for pedestrian motion analy-
sis in monocular sequences. The disadvantage of 2D models is their restriction
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to the camera’s angle. We therefore propose to construct 2D dynamical models
independent of the orientation of the person with respect to the camera and that
can respond robustly to any change of direction during the sequence.

To carry out this goal, we follow the methodology proposed by Bowden [6].
We construct a human model encapsulating within a Point Distribution Model
(PDM) the information of the full body silhouette (given by the 2D Shape made
of a series of landmarks located along the human contour) and the structural
information (given by the corresponding 2D Stick figure). Both training and
testing sets comprise of hand-labelled data. The CMU Mobo database [7] has
been used for training and real video-surveillance sequences for testing.

The method is based on learning dynamical models. A series of local motion
models is learnt by clustering the Stick figure subspace. Using this structure-
based partitioning, correspondences between several different views of the same
walking sequences are established. This leads to a clustering in the global Shape-
Skeleton feature space where all the views considered are projected together. The
different clusters correspond in terms of dynamic or view-point. We consider in
this work the use of Gaussian Mixture Models (GMM) to cope with the problem
of non-linearity of the model as proposed in various papers [8,9]. GMM are fitted
to the total Shape-Skeleton training data using the Expectation Maximization
(EM) algorithm [8,9]. Temporal and spatial constraints are considered to build
a probabilistic transition matrix. This enables a frame to frame prediction of the
most probable local models from the GMM that have to be considered.

Once the model has been generated (off-line), it can be applied (on-line) to
real sequences. Given an input human blob provided by a motion detection
algorithm, the model is fitted for inferring both body shape and posture.

The structure of the paper is as follows: in Sect. 2, we introduce probabilistic
modelling. Model construction and fitting are respectively explained in Sect. 3
and Sect. 4. Results are presented in Sect. 5 and conclusions drawn in Sect. 6.

2 Probabilistic Modelling

Our Point Distribution Model (PDM) consists of 2D Shape landmarks concate-
nated with 2D Skeleton joints. The total space will be clustered following tempo-
ral approach (clusters Cj) as well as spatial approach (clusters Rj) as described
in Section 3. The first one will partition the dynamic of the motion, and the
second one, the direction of motion. The purpose of this probabilistic dynamic
model is to obtain a transition matrix combining both constraints.

2.1 Markov Chain for Modelling Temporal Constraint

Following the standard formulation of probabilistic motion model [3], the tem-
poral prior p(St|St−1) satisfies a first-order Markov assumption where the choice
of the present state St is made upon the basis of the previous state St−1. In
the same way, if we partition the state space into N clusters C = {C1, ...,CN},
the conditional probability mass function defined as p(Ct

j|Ct−1
k ) corresponds to
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the probability of being in cluster j at time t conditional on being in cluster k at
time t-1 [10]. A NxN State Transition Matrix (STM) that gives the probabilities
density function (pdf) is then constructed, using the procedure described in [11].
Each cluster corresponds to a state in the Markov chain.

2.2 Modelling Spatial Constraint

In this paper, we introduce a novel spatial prior p(Dt|Dt−1,t−2,...t−m) for mod-
elling spatial constraint. It expresses the statement that Dt (the present direction
of motion of the observed pedestrian in the image) can be predicted given his
m previous directions of motion (Dt−1,Dt−2, ...,Dt−m). In this approach, the
continuous values of all possible directions of motion in the image plane are
discretized. This leads to a discrete set of M particular directions of motion
corresponding to M clusters R = {R1, ...,RM} in the feature space.

Let ∆t = [Rt
k0

,Rt-1
k1

, ...,Rt-m
km ] be the m+1-dimensional vector representing

the sequence of the m+1 cluster labels (denoted by ki) up to and containing
the one at time t. Note that some of these ki labels might be the same. We call
p(Rt

j|∆t-1) the probability of being in Rj at time t, conditional on being in Rk1
at

time t-1, in Rk2
at time t-2, etc. (i.e. conditional on the m preceding clusters). In

this work, we consider a reasonable approach making this probability a normal
distribution, with expected value equal to the local mean trajectory angle θt
and, variance calculated as a function of the sampling rate.

p(Rt
j|∆t-1) = p(Rt

j|Rt-1
k1

,Rt-2
k2

, ...,Rt-m
km ) ∼ N (θt, σ), (1)

where θt = 1
m+1

∑t-m
i=t θi, being m a function of the sampling frequency.

2.3 Combining Spatial and Temporal Constraints

Let T be the NxM “Toroidal Transition Matrix”(TTM), whose columns represent
the N temporal clusters and rows correspond to the M spatial clusters (See Fig.1).
Thus the probability p(Ct

j ∩ Rt
r) = p(Tt

j,r) denotes the unconditional probability
of being in Cj and in Rr at time t.

The conditional spatio-temporal transition probability is therefore defined as
p(Tt

j,r|Ct−1
k , ∆t-1), the probability of being in Cj and in Rr at time t conditional

on being in temporal cluster k at time t-1 and conditional on the m preceding
spatial clusters. In this paper, the assumption is made that the two considered
events, state and direction changes, are independent, even if it is not strictly
true. Some comments about this assumption will be made in Sections 5 and 6.
This leads to the following simplified equation:

pj,r = p(Tt
j,r|Ct−1

k , ∆t-1) ∝ p(Ct
j|Ct−1

k ).p(Rt
r|∆t-1). (2)

The resulting NxM toroidal matrix is the Probabilistic Transition Matrix
(PTM) that gives, at each time instant, the discrete probability density function
(pdf). Its content can be visualized by converting it to grey scale image as will
be shown in the Section 5.
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Fig. 1. 3D and 2D representations of the Toroidal Transition Matrix (TTM)

3 Pedestrian Models and Spatio-temporal Transitions

Once we have introduced some theoretical aspects, next we will describe the
construction of the model and the transition matrix.

Training Data Base Construction. Precise training human shapes are ex-
tracted from Mobo database sequences [7] considering two walking speeds (high
and low) and 8 different views (4 manual and 4 interpolated from the previous
ones). These views directly provide the spatial clustering. Simultaneously, we
labelled 13 fundamental points corresponding to a Stick model. By this process
we generated a training database encompassing 21600 Shape-Skeleton vectors,
SS-vector (2700 vectors for each different viewpoint).

Training Data Base Normalization. Reliable correspondences between mem-
bers of the training set have to be established. The case of walking human silhou-
ettes is a very difficult one since pedestrians take a very large number of different
poses that affect the contour appearance. We propose to divide the contour into
4 segments (head, right arm, left arm and legs), delimited by a series of Fixed
Points (FP), and assign them a fixed number of landmarks equally spaced. The
FP are automatically selected with horizontal cutting lines placed at 1/3 and
2/3 of the height. The Shapes are normalized to 100 points. The training set
(SS-vectors) is then aligned using Procrustes Analysis to avoid bad effects of
position, size and rotation. and PCA is applied for dimension reduction.

Skeleton Clustering. The approach consists in clustering the training set using
only the skeleton information that describes more adequately the dynamic of the
motion. Thus 2D Skeletons corresponding to the 8 views are concatenated. In
this way, the resultant vectors contain the 3D structural information. The set is
then pre-processed by PCA and clustered by Kmeans. In this paper, we consider
K=6 (when clustering presents the better visual aspect) and leave as suggestion
for further research the determination of the optimal K. To make the clustering
independent from the initial seeds, we run the K-means algorithm many times
and proceed to cluster the results. This leads to the recognition of basic gait
cycle phases [12], as illustrated by Fig.2, in an unsupervised way. The patches
are ordered according to the logic of the cyclic motion: C1 starts with the Right
Mid-Swing and ends with the double support phase, then C3 starts until the
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(a) (b)

(c) (d)

Fig. 2. (a) Skeleton Clustering in the PCA-plane defined by 1st and 2nd components,
typical short and long cycles can be observed. (b) Markov State Transition Matrix. (c)
Correspondences between Gait cycle and the 6 clusters obtained, (d) State Diagram.

Left Mid-Swing. C4 follows until the second double support of the cycle which
ends with C6. C2 and C5 complete C3 and C6 phases in case of a higher speed
gait with larger steps. A Markov State Transition Matrix (STM) [9,11] is then
constructed (Fig.2b), associating each sample to one of the 6 patches. This gives
the state transition probabilities, valid for the 8 sets (views) of SS-vectors.

Shape-Skeleton Gaussian Mixture Model (GMM). The SS-vectors cor-
responding to the 8 views are grouped following the cluster labels previously
obtained, leading to 8 x 6 = 48 clusters in the global SS-PCA space. Following
the procedure of [9] a GMM is fitted to the Data by applying EM. Local PCAs
are then applied on each cluster [6] leading to the extraction of local modes of
variation, in which both Shape and Skeleton deform (see Fig. 3).

Toroidal Transition Matrix. All the different models are ordered and classi-
fied according to the direction of motion and the states. This process leads to the
creation of the Toroidal Transition Matrix (TTM) which 2D representation is
illustrated in Fig.3: the 6 columns correspond to the 6 temporal clusters Ci while
the 8 rows represent the 8 spatial clusters Ri. Spatial and temporal relations can
be appreciated between local models from adjacent cells.
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Fig. 3. Toroidal Transition Matrix: 1st Variation Modes of the 48 local Models

4 Model Fitting for Body Pose Inferring

Given an input human blob provided by a motion detection algorithm and the
previous m states (poses and trajectory angles), the prediction of the most prob-
able models from the GMM can be estimated by means of the PTM defined in
Sect 2.3. It allows a substantial reduction in computational cost since only few
models have to be considered. Assuming we have an initial estimate for the
Shape parameters the matching process follows these steps:

1. A Shape S is extracted from the blob, looking along straight lines through
each model point, following the methodology presented in [8].

2. S and an estimate for the Skeleton (e.g. initially mean Skeleton K) are
concatenated in V = [SK] and projected into the SS-PCA obtaining X .

3. Find the nearest cluster by calculating the distance between X and each one
of the most probable clusters given by the PTM.

4. Update the parameters to best fit the “local model” defined by its mean X ,
eigenvectors Φ and eigenvalues λi ,obtaining X∗ [8].
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5. We project the vector X∗ back to the feature space obtaining V ∗ which
contains a new estimation of both Shape S∗ and Skeleton K∗: V ∗ = [S∗K∗].

6. A new background subtraction with an adaptive threshold inside the Contour
S∗ is applied, leading to an improved human blob detection.

7. Repeat until convergence and store useful data: θt, Tt
j,r, S∗

t and K∗
t .

This leads to an accurate silhouette segmentation and posture estimation
directly obtained from the mapping created between Contours and Stick figures.

5 Results

The model is now evaluated with a series of testing sequences that illustrate
different situations which may occur in the analysis of pedestrian motion: straight
line walking, changes of direction, of speed, etc. Since we want to test both model
fitting and pose estimation, and not the tracking in the image, we provide the
system with the bounding-box manually selected avoiding the possible problems
due to the tracking. The process begins with a manual initialization: indicating
the adequate model in the first frame. In the PTM matrices from Fig.4, 6 and
7, the colored cells represent the probability pj,r from (2). The obscured cell
is the “winning one”: the local model that best fits the silhouette. For each
frame, the row of the “winning” model in the TTM indicates the orientation
of the pedestrian with respect to the camera. Additionally, both trajectory and
previous states are respectively plotted in the image/matrix with a white line.

As illustrated in Fig.4, the resultant vectors from a pedestrian crossing the
scene straight ahead without stopping or turning towards anything all belong to

(a) (b)

(c) (d) (e) (f)

Fig. 4. (a) Outdoor straight line walking sequence at constant speed. (b) Estimated
Stick figures. (c, d, e & f) PTM corresponding to the 4 silhouettes depicted in (a).
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Fig. 5. Feet position error in pixels (bottom) and temporal clusters (top) - given by
the column of the TTM corresponding to the “winning” model - of the Straight line
walking (left), Indoor (centre) and “Walk-circle” (right) sequences

Fig. 6. Indoor sequence with orientation changes and estimated Stick figures

models from the same row of the TTM. Any change of direction is observed as
a progressive change of row (See Fig.6 and Fig.7).

Fig.5 shows the pose estimation results for the 3 tested sequences. The mean
position error (in pixels) is calculated as the feet-distance between the Skeleton
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Fig. 7. “Walk-circle” sequence from www.nada.kth.se/∼hedvig/data.html and esti-
mated Stick figures

estimated by the algorithm and the hand-labelled one. Some peaks can be no-
ticed in this figure. For instance, in the indoor sequence (centre) the model failed
because of the excessive difference of viewpoint-angle between training and in-
put images, when the subject goes in and out of the scene. In the “walk-circle”
sequences (right) the model fails because of the stationary behaviour of the track-
ing that stays stuck in a cluster during too many frames and then can hardly
get out of it. It needs to wait until the next cycle to recuperate the dynamic
behaviour of the input motion. For the rest of the frames, the results are glob-
ally very satisfactory which means that the model is conveniently tuned to the
suitable viewpoints and that the assumption made in Section 2.3 is reasonable.

6 Conclusions and Work-in-Progress

This paper describes new probabilistic spatio-temporal models for human motion
analysis. Temporal and spatial constraints are considered to build a Probabilistic
Transition Matrix (PTM) that gives a frame to frame prediction of the most
probable models from a multi-view GMM.

The proposed fitting algorithm, combined with the new probabilistic models,
allows a faster and more reliable estimation of both pedestrian Silhouette and
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Stick figure in real monocular sequences. Preliminary results have demonstrated
that it works independently of the direction of motion in the image, and that
it also responds quite robustly to any change of direction during the sequence.
However, further work must be done.

For instance, the fitting process has been initialized providing a good model
in the first frame. In order to develop a non-supervised system an automatic
initialization has to be considered. Moreover, we have made the assumption that
temporal and spatial events are independent. In future research this assumption
have to be evaluated in detail since it is not strictly true: a pedestrian can change
direction only during the second part of the Swing phases of the gait cycle.

Future work relies on combining this approach with a particle filtering frame-
work in order to obtain a robust human motion tracker in feature space. On
the other hand, a perspective correction could be applied to avoid the problem
of viewpoint correspondences. Finally, more complicated cases such as various
pedestrians with partial occlusions will be considered, and others kinds of mo-
tion should be taken into account in more complete models that could be built
synthetically from a 3D motion capture system.
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